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FOREWORD

The annual conference on Ground Target Modeling and Validation is sponsored by the U.S.
Army Tank-automotive Command Research, Development & Engineering Center (TARDEC).

It is administered through Signature Research, Inc. (SGR). The conference is held on the
campus of Michigan Technological University in Houghton, Michigan. The Thirteenth Annual
Conference on Ground Target Modeling and Validation was held 05-08 August 2002.

The conference is held at the UNCLASSIFIED level and is open to all interested persons. In
general, the attendance is made up of technical-level individuals representing industry, defense
contractors, and government employees. The focus of the conference is on modeling and
simulation of ground target signatures and backgrounds, and the validation of such models.
Multi-mode technologies inciude the infrared or near-infrared, radar/millimeter wave, acoustic,
seismic, photometric/visible, ultraviolet, and magnetic sensing.

The 2002 proceedings will be provided to all attendees as part of the symposium registration.

Contact Signature Research, Inc. at (906) 337-3360, or gtmv@signatureresearchinc.com for
additional copies of these proceedings.
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Design and development of a
snapshot imaging spectropolarimeter

Derek S. Sabatke, Ann M. Locke, Eustace L. Dereniak,
John P. Garcia, Christopher P. Tebow

University of Arizona, Tucson, AZ 85721

David Sass
US Army TACOM, Warren, MI 48397

ABSTRACT

A snapshot imaging spectropolarimeter is under development. The instrument operates through the synthesis of
the techniques of computed tomography imaging spectrometry (CTIS) and channeled spectropolarimetry. CTIS is a
technique of imaging spectrometry in which an image of a scene is captured through a computer-generated holographic
disperser. Spatially resolved spectra are reconstructed from the diffracted orders in post-processing. Channeled
spectropolarimetry is a method of encoding the four components of a spectrally varying Stokes vector into a single
irradiance spectrum. The combination of the two techniques provides the basis of an imaging spectropolarimeter
capable of acquiring a complete data set in a single focal plane array integration time with no moving parts.

Our description of the instrument includes a review of the basic principles of both techniques. The diffraction
orders generated by the CTIS disperser amount to projections through the scene’s object cube, which provide an
analogy to the medical imaging technique of computed tomography. Channeled spectropolarimetry is analogous
to sideband modulation (as may be used in radio communication). Thick (high order) retarders and a polarizer
are employed to introduce modulation. This viewpoint provides a starting point for the formulation of system
requirements and reconstruction techniques. The requisite spectral resolution of the embedded spectrometer and
selection of carrier frequencies by design of the retarders are addressed. We also discuss the design of a prototype
snapshot imager for the visible spectrum and describe a non-imaging spectropolarimeter for the development of
calibration and data reduction techniques.

1 INTRODUCTION

Imaging spectrometry and polarimetry are promising techniques for the detection and: identification of manmade
objects in natural backgrounds. Spectrometry enables detailed comparison of target and background spectra. Po-
larimetry allows the observer to capitalize on the fact that light emitted from and reflected by smooth surfaces tends
to acquire a polarized component.! Polarization information then has the potential to highlight manmade objects
despite spectral camouflage. We report on development of an imaging instrument which integrates both spectrometry
and polarimetry functions. The instrument will be capable of characterizing the state of polarization of radiation
from each pixel of a target scene by measuring all four components of the Stokes vector as a function of wavelength.

The data acquired can be interpreted as an image of a four-dimensional volume, since a measure of radiance is
obtained for four independent variables or indices: two spatial variables (z, y), wavenumber (o), and the Stokes
vector index (j). It should be noted however that the Stokes vector index has only four possible values (the integers
from 0 to 3), whereas the z, y, and o dimensions will each be segmented into a greater number of intervals. We refer
to this four-dimensional volume as the spectropolarimetric hypercube. For example, our goal for a proof-of-principle
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Figure 1: An illustration of the four-dimensional (x,y,o,j) nature of the data acquired by an imaging spec-
tropolarimeter.

system for the visible spectrum is to obtain on the order of 50 x 50 pixel spatial resolution with 16 wavelength bands
in the spectral image for each Stokes component. Figure 1 illustrates the concept of the four-dimensional hypercube.

Conventional spectrometers and polarimeters are generally unable to image all of the dimensions of the hypercube
at once. They are inherently sensitive to a one-, two-, or three-dimensional subset of the volume, and must scan out
the remaining dimensions in some manner. For example, a camera with a narrow-band filter could be used to obtain
a single z,y slice through the hypercube. In this slice z and y vary while o is fixed at the wavenumber passed by
the filter and j is held at zero. The entire four dimensions could be swept out by swapping in filters with different
transmission wavelengths and sets of polarizers and retarders, using two independent filter wheels in front of the
camera. Similar examples can be made for other systems, such as slit spectrometers and whisk broom scanners (see
Figure 2).

Two drawbacks of systems which require scanning are immediately apparent. First, moving parts (such as
rotating filter wheels and dithering mirrors) are generally employed, and these are undesirable from the standpoint
of reliability. Second, a relatively long time is required for the capture of a complete data set, since multiple exposures
are made sequentially in time. Changes in the target scene during scanning manifest themselves as artifacts in the
results. Scanning systems thus have limited ability to acquire data on rapidly changing scenes, such as moving
targets or targets viewed from moving platforms. A brute force method for avoiding scanning is to use several
separate systems viewing the same scene in parallel, possibly with beam splitters to direct light to each. Such
systems tend to be expensive, however, since multiple focal plane arrays (FPAs) and a considerable investment in
optics are generally involved. Furthermore, registration of the images from the separate systems is problematic.

The system under development promises to circumvent these difficulties via snapshot capability. It will capture
data with coverage of the entire hypercube in a single integration time with s single FPA.

1.1 Channeled spectropolarimetry

The instrument will operate through the fusion of two techniques: channeled spectropolarimetry?™ and computed
tomography imaging spectrometry.? Accordingly, it is referred to hereafter as a computed tomography imaging chan-
neled spectropolarimeter (CTICS). Figure 3 illustrates the principle of operation of a channeled spectropolarimeter.
The radiation under analysis is passed through two thick (high order) retarders and a polarizer, and the spectrum
of the exiting light is recorded by a spectrometer. The fast axis of the first retarder is aligned with the transmission
axis of the polarizer, and the second retarder is oriented with its fast axis at 45° to the polarizer’s axis.

The recorded spectrum is a linear superposition of the Stokes component spectra of the incident light, in which
the coeflicients are sinusoidal terms depending on the retardances of the retarders. Since each retardance is nominally
proportional to wavenumber o, the Stokes component spectra are modulated. With proper choice of modulation
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Figure 2: The lower-dimensional volumes which various spectrometer types are capable of imaging without
scanning. Such spectrometers could be used with scanning to obtain spectral and spatial data on the s¢ polar-
ization component, with additional measures (such as swapping of polarizers and retarders) necessary to obtain
complete polarimetric data.
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Figure 3: The channeled spectropolarimeter (after Oka and Kato?). The complex spectrum recorded at the
output of the polarization optics is formed by a superposition of the Stokes component spectra modulating
carriers. With proper choice of carrier frequencies, the Stokes components can be isolated in the Fourier domain. -
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Figure 4: The CTIS Layout. The lens depictions are meant only to be representative of the role each lens plays
in the system. Commercial objectives are usually used in the roles of objective, collimator, and re-imaging lens.

frequencies (i.e. proper choice of retarder thicknesses) the Stokes component spectra can be separated in the Fourier
domain. This technique is analogous to sideband modulation in radio communications.

The term channel, as used in the name given to this technique, occurs as the convergence of two different
mesanings. In the sideband modulation analogy, individual spectra may be regarded as channels (in analogy to
television channels). Dark bands or nulls in an optical spectrum are also termed channels, and a spectrum containing
them is sometimes referred to as a channeled spectrum.5 The carrier waves in the channeled spectropolarimeter result
in channeled spectra, as illustrated in Figure 3.

1.2 Computed tomography imaging spectrometry

If used in combination with a snapshot imaging spectrometer, the channeled spectropolarimetry technique acquires
snapshot imaging capability. The computed tomography imaging spectrometer (CTIS) is just such a spectrome-
ter. CTIS obtains spatial and spectral data simultaneously by imaging through a computer-generated holographic
disperser and carrying out a reconstruction using the mathematics of limited-angle tomography.

The basic layout of the CTIS architecture is shown in Figure 4. The objective lens forms an image of the
scene under study in the field stop, which defines the instrument’s field of view. The light from this image is then
collimated, passed through a computer-generated holographic disperser (CGH) and imaged onto a camera’s FPA.
The image from each wavelength present in the scene is dispersed into a grid of diffraction orders on the FPA, with
the separation between orders increasing with wavelength.

Imaging spectrometers gather data over a three-dimensional (x, y, and A) volume, sometimes referred to as the
object cube. The object cube is a subset of the four-dimensional hypercube discussed earlier. The effect of the
dispersion of the CGH can be viewed as generating projections from various angles through the object cube onto the
FPA, as illustrated in Figure 5. An estimate of the object cube is reconstructed from these projections by computed
tomography. The reconstruction is quite computationally intensive and is carried out on a high-performance computer
workstation. The spatial and spectral resolution achieved is constrained in part by the number of pixels in the focal
plane array. As one would expect, increasing the number of pixels allows finer sampling of the spatial and spectral
content of the image and therefore better spatial and spectral resolution. The complete CTICS system is obtained
by combining the channeled spectropolarimeter and CTIS systems, as illustrated in Figure 6. Prototypes are under
development for the visible and short wave infrared portions of the spectrum. The design examples given here apply
to the system for the visible spectrum.

2 RETARDER DESIGN

Assuming each retarder is fashioned from a single crystalline material, cut with its optic axis parallel to the retarder’s

faces, then each retardance §; will follow
(5k = 27rdkAnkcr. . (1)

The retarder’s thickness is given by dy, and Any, is its birefringence (the difference in indices of refraction for its slow
and fast axes). It is clear from Equation 1 that the retardance of each retarder will vary nominally in proportion to



Figure 5: The dispersion of the CGH causes the separation of diffraction orders to increase with wavelength,
resulting in several projections of the object cube onto the FPA. '
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Figure 6: The CTICS Layout. The lens depictions are meant only to be representative of the role each lens
plays in the system. Commercial objectives are usually used in the roles of objective, collimator, and re-imaging
lens.




wavenumber ¢. This dependence on wavenumber gives rise to the carrier waves in the sideband modulation ansalogy
via factors of cos & and sin d; which arise in a treatment of the system using the Mueller calculus. (See Sabatke et
al.” for further details.)

The frequency of these sinusoids is set by the product of the retarder’s thickness and birefringence, which may
be recognized as the optical path difference (OPD) between the paths of rays polarized respectively along the slow
and fast axes of the retarder. In many polarization applications, retarders are made as thin as possible in order
to minimize the variation of retardance with wavelength. In the channeled spectropolarimeter, by contrast, the
OPDs are deliberately designed with substantial values (which is why the retarders are referred to as thick). In real
systems, the proportionality between retardance and wavenumber is imperfect because of dispersion in the material
from which the retarder is fabricated. That is, the birefringence Any in general depends on o.

Some care is necessary in using the terminology of spectral analysis, since it can be applied in several ways
to the channeled spectropolarimeter. Terms such as frequency, band, and band-limited apply to functions both of
wavenumber ¢ and its conjugate variable under the Fourier transform, which we will denote s. In order to distinguish
between the two meanings, we will often prepend ¢ or s to these terms.

Our system for the visible spectrum will operate over a wavelength range of 0.4-0.7 pm or & wavenumber range
of 1.4-2.5 um~2. Our goal is to resolve 16 samples across the spectrum for each Stokes component spectrum. A 25%
margin of extra s-bandwidth is designed into the system by using a value of 20 in place of 16. Then the OPD of the
first retarder is calculated as

dlAnl ~ _?_O__

T ~ 18 pm. (2)

In order to obtain equally spaced channels (as llustrated in Figure 3) the retarders should have a 1:2 ratio in OPD.
Thus the second retarder should have an OPD of about 36 um. Dividing by the birefringence An = 0.0096 for quartz
yields correspondng thicknesses of 1.9mm and 3.8 mm respectively.

The tolerances on the thicknesses are fairly relaxed, since we are interested in setting the modulation frequency
and not a specific number of waves of retardance. Tolerances of +0.5% were specified to the vendor. The flatness of
the retarder faces was specified at a quarter wave (at a test wavelength of 0.633 pm). It is possible for the thickness of
the retarder to vary across its aperture as a result of a2 wedge angle between the faces. The result of such variation is
that the carrier waves consist of a superposition of many sinusoids with slightly different frequencies. With increasing
o these sinusoids fall out of phase and begin to interfere destructively, resulting in a reduction of the carrier frequency
amplitude.

For back-of-the-envelope purposes, we may assume that the frequencies which result from thickness variations in
the retarder are uniformly distributed in a range Ah about a nominal carrier frequency hnom. The carrier wave can
then be represented as

-jﬁ rect/ E—Z’;LP—OE\ 2™ dh = sinc(Ah g) g2 huem (3)
Thus the carrier takes the form of & sinusoid at the nominal frequency hyom With its amplitude modified by a sinc
envelope. As shown in Figure 7, the envelope tends to fall with increasing o. Then if we dictate that the carrier
amplitude must not drop below a specified amount (indicated by the dashed line in the figure), the value of the
envelope at the upper wavenumber limit of the system’s spectral band will be the key consideration. For example,
to just meet a 95% amplitude requirement (that is, to have sinc(Ah 2.5 pm~?) ~ 0.95), a value of Ak = 0.070 ym
is required. This corresponds to a variation of 7.3 pm in thickness across the retarder’s face. For a 1inch diameter
element, we arrive at a wedge tolerance of 60 seconds of arc. A margin of safety is allowed by specifying a tolerance
of 15 seconds of arc. The retarders were fabricated with 1inch diameter and a broad band anti-reflection coating on
each face.

2.1 Non-imaging prototype

A non-imaging channeled spectropolarimeter has been assembled for demonstration of the method and development
of calibration and data processing techniques. Retarders with a 3:1 ratio in OPD (rather than 1:2) are used. This
is primarily a legacy of early treatments of channeled spectropolarimetry. The 1:2 ratio makes more efficient use of
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Figure 7: Variations in retarder thickness result in a roll-off of carrier amplitude across the spectrum.

SLR camers

Figure 8: Experimental set-up for the visual demonstration of the channeled spectropolarimeter.

s-bandwidth in the spectrometer, and will likely be preferred for most purposes. However the principles of operation
are the same for both configurations.

For quantitative measurements the beam exiting the analyzer is coupled into an optical fiber, and a fiber spec-
trometer is employed as the detector. A striking visual demonstration can be performed by replacing the fiber and
spectrometer with a prism and SLR camera, allowing inspection of the channeled spectra with one’s own eyes in the
camera viewfinder. Figure 8 shows the system. A spectral polarization state generator, consisting of a white light
beam sent through a polarizer and achromatic quarter wave plate, is used to control the input polarization state.
Figure 9 shows spectra obtained with a similar setup (which differs in the use of a cylindrical lens to broaden the
spectra in the direction perpendicular to that of the dispersion, and in the use of a digital camera to record the
. images).

'3 CTIS DESIGN

The resolution required of the spectrometer is related to the desired resolution of the Stokes component spectra by
a factor of seven (as can be seen by counting the s-domain chanuels in Figure 3). Since we are designing for 20
resolution bands in each channel, we require 140 resolution bands in the CTIS, giving

1.1 pm™?
140

The resolution of the CTIS is a complicated topic. The tomographic imaging method, calibration techniques and
reconstruction techniques are all likely to impact its resolution. Practical estimates may be taken from the number
of different wavelengths at which the system is calibrated and the number of FPA array pixels spanned by the CGH
diffraction orders. Because CTIS is a grating spectrometer, any attempt to characterize its spectral resolution as &

docTis & ~ 7.9 x 1073 ,u,m‘l. 4)
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Figure 9: Reverse contrast images of channeled spectra for several different input polarization states, recorded
with a system similar to that shown in Figure 8.

single value should probably be made in terms of wavelength rather than wavenumber. Wavelength resolution oA
and wavenumber resolution o are related (taking both to be positive) by

oo
S\ = = (5)

Assuming the CTIS wavelength resolution to be constant across the spectrum, its required value can be conservatively
estimated by using the largest value acquired by the wavenumber in Equation 5. This yields 6\ ~ 1.3nm, which
corresponds to about 240 resolution bands in the CTIS. With this arrangement, the CTIS meets the wavenumber
resolution requirement at the blue end of the spectrum and exceeds it (that is 6o is smaller than necessary) toward
the red.

In order to achieve 240 bands of resolution, the highest diffraction order in the CTIS (with a white input) should
span at least as many pixels on the FPA. Table 1 gives the prescription for a CTIS system we have designed which
meets this requirement. The prescription features a 2048x2048 pixel FPA (as shown in the left column of the table),
collimating and reimaging optics with respective focal lengths of 300mm and 60 mm, a 2 mm square field stop, and
a period in the CGH of 16 um (as shown in the right column). The system is intended to make use of a 5x5 array
of diffraction orders (including the 0, 1, and +2 orders). The figure in Table 1 shows the footprint of the field stop
after diffraction for each of the orders. The highest order is diffracted across more than 300 pixels, which meets our
goal for spectral resolution. The direct (zero order) image of the field stop measures on the order of 50 pixels on a
side. Hence we anticipate approximately 50x50 elements of spatial resolution and 16 elements of spectral resolution
in each of the four Stokes components in the final CTICS system.

The CTIS prescription in Table 1 specifies the required period of the CGH. There is however considerable
additional effort required to design a suitable CGH.2 The CGH designer’s task is to tailor the diffraction efficiencies
of the orders so they increase modestly with order number in those orders used by the system (in this case the 0,
41, and +2 orders in both FPA dimensions), fall off sharply at higher order numbers to avoid sending light into
unused orders, and remain well-behaved across a broad wavelength band. A phase-only hologram s used to preserve
throughput.

The hologram is formed by etching a prescribed surface relief pattern into the face of a transparent substrate.
The pattern is periodic, and is formed by replicating a smaller pattern (the unit cell) over the grating’s face. The
surface relief of the unit cell is described on a rectangular grid, with surface height taken to be constant within each
grid element. Each element of the unit cell is termed a phase element (or phasel). For this instrument, the CGH
unit cell was chosen to consist of an 8 x 8 array of phasels. Table 2 shows design data and the surface relief of the
disperser designed for the spectropolarimeter. It was fabricated in PMMA using an electron beam etch.

Initial assembly of the CTICS has been carried out. Figure 10 shows a raw focal plane image. The object is a
diagonal line in the field stop composed of white horizontal linearly polarized light.




Table 1: Prescription for the CTIS portion of the imaging channeled spectropolarimeter.

optical prescription

field stop size /mm | CGH period /um \ /
2.00 16.00 o -

| e
CGH aperture / mm / \

I Focal Plane Array size | | wavelen% range / pm l

x pixels y pixels low high
2048 2048 0.4 0.7

x pixel size / um y pixel size / pm

7.4 7.4

collimator efl /mm | reimaging efl / mm

300 60

Table 2: Design data for the holographic grating. The image is a computer’s rendition of a 2 X 2 array of unit’
celis on the disperser’s face.

material: PMMA
index of refraction:  1.49608
maximum PV phase depth:  1.65"2n
design wavelength:  0.51 pm
performance band: 0.4-0.7 ym
Grating period: 16 pm
pixels percell: Bx8
pixelsize: 2pmx2pm
distribution:  analog depth
full area: 19 mm active area on a 1" substrate
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Figure 10: Reverse contrast raw image obtained at the focal plane of a CTICS system. The object is a diagonal
line of white, horizontal linearly polarized light. A high diffraction order is shown magnified.

4 CONCLUSIONS

With the addition of a few polarization elements to the CTIS architecture, the spectral dependence of all four Stokes
vector components is encoded in the measured spectrum. This synthesis of computed tomography imaging spectrom-
etry and channeled spectropolarimetry holds great promise for a new imaging spectropolarimeter, CTICS. With a
single focal plane array and snapshot capability, CTICS offers a novel solution to the limitations of conventional spec-
trometers and polarimeters. It is particularly well suited to the demands of rapidiy changing scenes, as encountered
in the identification and tracking of moving targets. We have discussed design considerations for CTICS instruments
and are developing prototypes for the visible and short wave infrared. Ongoing work also includes development of
calibration and data reconstruction techniques.
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ABSTRACT

The performance of infrared (IR) target identification classifiers, trained on randomly selected subsets of target chips taken
from larger databases of either synthetic or measured data, is shown to improve rapidly with increasing subset size. This
increase continues until the new data no longer provides additional information at which point classifier performance levels
off. It will also be shown that subsets of data selected with advanced knowledge can significantly outperform randomly
selected sets, suggesting that classifier training-sets must be carefully selected if optimal performance is desired.

Performance will also be shown to be dependent on the quality of data used to train the classifier. Thus while increasing
training set size generally improves classifier performance, the level of classifier performance improvement will be shown to
depend on the similarity between the training data and testing data. In fact, if the training data to be added to a given set of
training data is unlike the testing data, performance will often not improve but may possibly diminish. Having too much data
can be as bad as having too little.

Our results again [1] demonstrate that an IR target-identification classifier, trained on synthetic images of targets and tested
on measured images, can perform as well as a classifier trained on measured images alone. We also demonstrate that the
combination of the measured and the synthetic image databases can be used to train a classifier whose performance exceeds
that of classifiers trained on either database alone.

Results suggest that it may be possible to select data subsets from image databases that can optimize target classifiers
performance for specific locations and operational scenarios.

Keywords: ATR, classifier, target identification, synthetic images, infrared

INTRODUCTION

Data available to train target-identification classifiers has long been known to be insufficient to produce robust target
identification against new image datasets. This problem is due to the intimate relationship of data, the limited conditions
under which data is collected, and the statistical nature of the classifiers in representing the data,

To remedy this, statistical classifiers need large amounts of dissimilar data for training. Obtaining measured data from field-
tests is expensive so we have produced this data synthetically. To achieve this data synthesis we have created synthetic
images that not only look like measured images, but moreover perform like measured images. To this end we use a
comparison of measured, versus synthetic data trained classifier performance, as a quantitative measure of synthetic data
validation.

Over time the performance of our synthetically trained classifiers has improved. Attention to detail in the comparison of
measured and synthetic images was crucial. However, since our databases consisted of tens of thousands of images, a direct
one-to-one image comparison was impractical. Instead we made our comparisons using the image-like states of a trained K-
Means classifier. Such states, called codevectors or templates, are composite images that summarize many similar individual
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image instances. This data compression makes practical the measured versus synthetic image comparison, and the
subsequent adjustment and/or addition of new images and codevectors.

Last year we reported that synthetic-data trained classifiers could perform as well as measured-data trained classifiers [1].
However, as the subset of synthetic data was specially selected, we decided to investigate whether similar . classifier
performance could be achieved if randomly selected data was used to train the classifier.

Subsequently, we have expanded our synthetic database of four targets to slightly more than 90,432-files. From these images
we have selected subset databases of varying size to train and test our classifiers. Two techniques were used to select subsets
of synthetic image target-chips: (1) systematic unsupervised random selection to remove data bias and insure robustness to
changing test conditions, and (2) biased selection using advanced knowledge optimized performance for limited conditions.
The test database contained 5501-files of measured target-chips.

We next describe data creation, classifier training and testing, and data selection.

MEASURED IMAGE DATABASE EMULATION

For benchmark testing, we use the COMANCHE database of measured-world images. This database consists of
approximately 30,000 image scenes containing different image instances of 10 different target types, 72 angular aspects
spanning 360 degrees, three geographical locations including Yuma, Arizona, Hunter-Liggett, California, and Grayling,
Michigan, both summer and winter seasons, and full diurnal time cycle. Extracted from these scenes are approximately
22,000 target chips that are divided into two databases: the SIG database of approximately 1,500 chips/target, including all
72-target aspects every 5°, for each of 10 targets in the clear, and the ROI database of approximately 1,300 chips/target,
including only 8-target aspects every 45°, for each of 5 targets near clutter. All five of the ROI target types are included in
the set of ten SIG target types. By any measure, the ROI target images are more difficult to recognize.

For comparison we have created synthetic data that emulates four of the ten targets in the SIG database. The four ground
targets are: HMMWYV, M60, T72, M113. Of these four targets, three are targets in the ROI database. We have modeled each
target in identical conditions and locations, and have simulated realistic exercise routines to produce thermal signatures
consistent with observed data. Similar exercise information is not available as part of the ground-truth for the measured data.

SYNTHETIC-IMAGE DATABASE GENERATION

Isothermal nodes for each target model were obtained using the PRISM [2] commercial code and IR-images were rendered
using the Army Research Laboratory’s (ARL) CREATION code [3]. Figure 1 shows a schematic of the algorithmic
methodology [1] for generating, training, and testing of the synthetic target chip database. The dotted, blue Rhino-Muses [5]
generation path provides a new methodology to be used in the coming year to replace the PRISM path used in this research
for producing the isothermal target nodes.

For the purposes of this research, we quantify the validation of synthetic images by the performance to which a target
identification classifier, trained on synthetic target chips, can achieve as compared to that achieved using measured target
chips.

To create a synthetic database of ever increasing size we begin by selecting a small number of files from a large, parent
database. This becomes database A. Next we add new files to create database B. Database B and each subsequent database
of increasing size contain all the previous files selected for database A plus additional files. Each data selection is performed
so as to uniformly represent the number of different targets but not necessarily uniformly represent their aspect or operating
conditions. Files are randomly selected to form a database and then databases are enlarged, by the addition of more randomly

selected files.
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Figure 1. Iterative process for generating, training, and testing the synthetic image database.

As each database is formed a classifier is trained on the database and then the trained classifier is tested against the
sequestered ROI database of measured-data.

No effort was made to adjust the ordering of the training data since the process of training averages like data into
codevectors. Though training ordering does not affect a classifier’s performance, database selection ordering is important
with respect to database formation. (EXPLAIN THIS MORE CLEARLY!) Thus an intelligent or even lucky selection of a
subset of data can outperform an unintelligently or randomly selected subset. Of course this is true only for subsets of large
databases; when all of the data is used ordering does not matter.

CLASSIFIER TRAINING AND TESTING

The classifier used in this research was developed at ARL and is described as a minimized mean-squared-error (MSE)
encoder [4]. All input target chips, both in the training and testing phase, are intensity scaled to zero mean and unity
variance,

The classifier has two training modes: the K-Means mode, and the learning LVQ-mode. The LVQ mode is an additional
mode that adjusts the results first obtained by the K-Means mode. In the K-Means mode a target-like region (identified in a
previous step by a target detection algorithm) is extracted by a series of aspect dependent windows, enlarged to a fixed size,
and wavelet decomposed into four (4) sub-bands. The K-means mode trains the classifier by collecting like-aspect sub-band
decompositions and then creating codevectors by averaging the sum. The LVQ-mode adjusts the codevector centroids by
moving the centroids to better match the training data. For the purposes of this paper we will be using the K-Means mode
alone for classifier operation.

During the testing phase, an unknown target chip is extracted, sized, wavelet decomposed, and compared with each of the
codevectors of each of the codebooks for each of the learned targets. The commonly used similarity measure Mean-Square-
Error (MSE) is used for the comparison. The target-aspect sub-band class with the lowest MSE is declared the identity. This
declaration is made independent of correct aspect identification.
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DATA SELECTION

Scenarios and circumstance dictate data selection for target classification training. If a large enough database existed that
contained images of targets in varying location, terrains, and seasons, then all of the data could be used to train a classifier to
perform robustly in any condition. However databases are generally quite limited in the conditions they represent thus
limiting the robustness of trained classifiers. Consequently scenario specific classifiers provide an alternate approach of
achieving desired performance. Such classifiers are developed using advanced knowledge of a test site and/or test conditions.

Advanced knowledge might include data from recent reconnaissance, previous data collections from the test site or from sites
similar in geophysical location and weather. But classifiers trained on advanced knowledge would have to be used
selectively. Clearly one would not expect good performance from a classifier trained on data of targets in the Sinai in
summer when the test site is Bosnia in winter,

- To examine these possibilities we performed two tests: one in which synthetic data was selected randomly from a larger
database to train a classifier and another in which the data was selected with advanced knowledge.

Random Data Selection

To demonstrate that synthetic data can be used to train classifiers and determine whether such training provides classifier
performance comparable to classifiers trained on measured-data, we trained classifiers on either synthetic or measured-data,
tested the trained classifiers on a sequestered set of measured-data, and compared the results.

Eight subset databases of increasing size were selected from the parent synthetic or measured databases. The selection was
done so that any single database contained all of the data of any smaller database plus additional data. The data for each
subset database, either synthetic or measured, was selected randomly. Equal percentages for each target in each subset was
maintained relative to the larger, parent database, but the distribution of target aspects, seasons, times of day, and vehicle
exercise states was not. The parent database for the measured-data contained 5,501-files and 90,432-files for the synthetic-
data. Eight subset databases of 0.5, 1, 2.5, 5, 10, 25, 50, and 100% respectively were selected from either the synthetic and
measured databases.

In addition, to testing classifiers trained on either synthetic or measured databases alone we also trained classifiers on
combinations of synthetic and measured data. This was done so as to examine if overall performance could be improved by
adding databases. If the data in the synthetic and measured datasets are similar then we might expect classifiers trained on
any combination of data from the two sets to perform similarly. However, if the data in the datasets have some target chips
that are not represented in the other set then combining data might improve the performance relative to either set alone. Of
course any increase in performance would also indicate an increased similarity with the test dataset.

Randomly choosing data to form subset databases does not guarantee that the best performing groupings would be selected.
In fact as increasing amounts of data dissimilar to the test database are added to a subset training-database some codevectors
may be readjusted to be more unlike the test data degrading performance. This problem is addressed in the next section.

Advanced Knowledge Data Selection
Next we use a 3-step procedure to demonstrate that advanced knowledge can be used to increase classifier performance for

targeted scenarios. First we divided a database of measured data into two equal sized subsets: a test dataset to be used solely
for testing purposes, and a training dataset to be used for data selection. The training subset emulates our advanced
knowledge in the form of previously obtained site data. This could be recent reconnaissance data from the test location, or
data from another similar geophysical location. Next we trained a classifier with the training dataset, ran the entire synthetic
database through the classifier and collected all files that were correctly identified. In the final step we used this selected
database of synthetic target chips to train test our classifier. The dataset tested was the sequestered remaining half of the
measured dataset not used to select the synthetic training dataset.

Two synthetic databases were selected in this way. One was chosen to emulate the ROI database and the other the SIG
database. The ROI-Like set of synthetic data was selected using the ROI set of measured data, and the SIG-Like set selected
using the SIG set of measured data.
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For example the ROI-Like database was chosen by running the entire 90,432-file synthetic database through a classifier
trained on the ROI training data. Selected ROI-Like images were required to be correct for both target identification and
target aspect. They were also required to have a confidence value greater than 0.9. The confidence value is defined to be the
difference in probability for correct identification between the first and second identification choice.of the classifier. Using
this process approximately 7,000 target chips were selected as the 3-target, ROI-Like database.

The SIG-Like database was chosen similarly. Using this process approximately 8,000 target chips were selected as the 4-
target, SIG-Like database.

These two databases taken together with the 4-target, 5,156-image SIG database, and the 3-target, 2,200-image ROI testing
database provides all of the datasets used to train and test our classifier.

RESULTS

Introduction
The two sections that follow describe our results: one addresses results obtained using randomly chosen training datasets and
the other using datasets chosen using advanced knowledge.

For the testing described below, the trained classifiers are tested on the 3-target Measured-ROI-Testing set alone. Thus for
performance in which Target 4 of the training set is not part of the testing set, no performance values are listed in column 4
since Target 4 can not be the correct identification. However this does not mean that Target 4 can not be declared fo be the
identity, only that it can not be the correct identity.

For the four-target test we are investigating, trained classifier targets 1 and 4, and targets 2 and 3 are of similar size, whereas
targets 1 and 4 are smaller than targets 2 and 3. Target 1 is a HMMWYV, target 2 is an M60, target 3 is a T72, and target 4 is
an M113. ’

For all performance results reported here we used the K-Means mode of the LVQ-classifier. The K-Means parameters were
chosen to optimize the number of codevectors generated for good target identification.

Results From Experiments Using Randomly Chosen Databases

In this section randomly selected training data is used for classifier training. Figure 2 shows four curves that summarize
classifier performance using different sets of training data. The performance is specified as the probability of correct target
identification (PID), in %/100, as a function of the percentage of the total number of training files added. For this graph a
PID of 1.0 corresponds to all targets being identified correctly.

In Figure-2 the black curve (circles) shows the increase in performance of the SIG trained classifier as the percentage of the

5156-file dataset is increased. No PID saturation is observed since the PID never levels off. This indicates that each added

increment of SIG files are sufficiently different from the SIG files used in smaller sets so as to add to the overall
performance. The maximum PID achieved is 82%.

The blue curve (squares) shows the increase in performance for the synthetic data trained classifier as a percentage of the
90,432-file dataset is increased. PID saturation is observed as the PID begins leveling off for a training set of 9,000-files and
is certainly level by about 45,000-files. Two possibilities may contribute to the PID saturation: (1) the new data being added
is not sufficiently different to aid in the training, and (2) that the number of codevectors being created in the training process
is not increasing. Figure-3 shows the increase in the number of codevectors as a function of the number of files per target is
increased. Clearly there is no saturation in the number of codevectors being created as the database size increases. This
suggests that the new data being added to the training databases is too similar to previously used files so as to not improve the
performance of the classifier. The new data is redundant with other data in the overall 90,432 database. The maximum PID
achieved is 70%. This suggests that randomly choosing data produces a smooth increase in performance, showing no
evidence of subsets of data that outperform the total, and that using the entire synthetic database produces a level of
performance 12% less than is produced by training the classifier on measured-data in the SIG database.
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Figure 2 - Performance Comparison of K-Means Trained Classifiers Tested On
Sequestered (ROI) Dataset of 5501-Files
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The green curve (diamonds) shows the improvement in PID as increasing percentages of the 90,432-file synthetic database
are added to the 5156-file SIG database. The performance is shown to improve to about a PID of 85%, a 3% increas¢ over
the performance observed using the SIG data alone. This difference is significant since the statistical uncertainty in
recognizing files from the 5501-file ROI database is about 1.3%.

The violet curve (stars) shows the improvement in PID as increasing percentages of 5156-file SIG database is added to the
90.432-file synthetic database. The performance is shown to improve to about a PID of 83%, a 13% increase over the
performance observed using the synthetic data alone and a 1% increase over the performance observed using the SIG data
alone. This statistically insignificant difference shows that the SIG, and the synthetic + SIG trained classifiers perform

essentially the same.

Clearly there is a difference between this end result here and that of the green curve (diamonds) for which one would expect
the end points to be the same, that is, both trained on all of the SIG and all of the synthetic data. The difference here is the
order in which the data used to train each subsequent classifier was selected. For the violet curve (hexagons) the classifier
was first trained on all of the synthetic data before any SIG data was added. This biases the codevectors to be synthetic like.
For the case of the green curve (diamonds) the classifier was first trained on the SIG data alone before any synthetic data was
added. For this case the codevectors were first SIG like before they were adjusted by the addition of synthetic data. We
conclude that the order in which data is added to the training process affects the final performance results achieved. We will
see further evidence of this in the next section where datasets were selected using advanced knowledge.
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Training Results

18000

16000 2

14000

12000

e

10000

8000

6000 %

Total Number of Codevectors

/

4000

/

2000

¢

0

0 0.5 1 15 2
Number of Training Files

25

X 10‘1

Figure 3 - This figure shows that the number of codevectors increases as the K-means classifier is
trained on increasing amounts of synthetic data. The database included 22,608 target chips for each of

four targets or 90,432 target chips in all.

Results From Experiments Using Advanced Knowledge

In this section advanced knowledge is used to choose training data. Tables 1 to 3 enumerate the identification probability
(correct and incorrect) as a function of the target type. Such tables are termed a Confusion Matrix and the probabilities are
shown in percent. The predicted target identities are listed down the lefi-most column and the actual identities are listed
along the top-most row. The lighter, diagonal elements show the PID. A PID of 100% corresponds to all the targets of that
type being identified correctly. Off diagonal elements represent the probability of misidentification.

Table 1 shows the confusion-matrix for the K-Means classifier trained on Measured-SIG data alone and tested on the
sequestered Measured-ROI-Testing set. The overall PID is 82%. This is similar to the results reported by Chan et. al. [4].

Misidentifications of targets 2 and 3, both being tanks are often declared to be each other.

Probability of Correct Target Identification (%)
Predicted/Actual Target 1 Target 2 Target 3 Target 4
Target1 . 85 4 e T
Target 2 o4 81 IR PR -
Target 3 2 12 81 :
Target 4 9 3 5 -

Table 1. A confusion matrix sho
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wing the probability for correct Measured-ROI target identification for a classifier trained
on a database of Measured-SIG images. Overall probability for correct identification is 82%.

Table 2 shows the confusion matrix for the classifier trained on the union of the subsets of ROI-Like and SIG-Like synthetic
data and tested on the sequestered Measured-ROI-Testing set. The overall PID is 81% indicating that the synthetic data
trained classifier performs comparably to that of the Measured-SIG data trained classifier in Table 1. This is a different result




than that obtained when the synthetic-data training sets were selected randomly. In fact, comparing this result with that of the
violet curve (stars) in Figure 2, we see that at no point does the PID rise above 70%, almost 11% below the PID obtained by
choosing the training data using advanced knowledge. This suggests that using too much data that is unlike the testing data
to train a classifier can bias the classifier performance in a non-optimal way.

Probability of Correct Target Identification (%)
Predicted/Actual Target 1 Target 2 Target 3 Target 4
Target 1 90 9 14 -
Target 2 5 76 9 -
Target 3 4 14 76 -
Target 4 1 1 1 -

Table 2. A confusion matrix showing the probability for correct Measured-ROI target identification for a classifier trained on a
database of the union of the ROI-Like and SIG-Like synthetic subsets. Overall probability for correct identification is 81%.

Table 3 shows the confusion matrix for the classifier trained on the union of the Measured-SIG, SIG-Like, and ROI-Like
synthetic datasets. The overall probability for correct identification is 85%, an increase of over 3% from the single database
results for either classifier in Tables-1 and 2 above.. This demonstrates that classifier performance can be improved when
synthetic and measured databases are joined. Again misidentifications mix Target 2 for Target 3.

Probability of Correct Target Identification (%)
Predicted/Actual Target 1 Target 2 Target 3 Target 4
Target 1 85 2 4 -
Target 2 4 85 10 -
Target 3 2 8 80 -
Target 4 9 5 6 -

Table 3. A confusion matrix showing the probability for correct Measured-ROI target identification for a classifier trained
on the union of Measured-SIG, SIG-Like, and ROI-Like synthetic datasets. Overall probability for correct
identification is 85%.

For comparison, Table 4 shows the confusion matrix for the classifier trained on measured data alone. The training data
consists of the union of the Measured-SIG database and the Measured-ROI-Training subset. Again the test set is the
Measured-ROI-Testing subset. The overall PID is 88%. This augmentation of the Measured-SIG data with the Measured-
ROI-Training data increased the classifier performance by less than 9% over the results shown in Table 1. We will
benchmark this level of classifier performance since it alone uses data taken from the same database from which the testing

set was chosen.

Probability of Correct Target Identification (%)
Predicted/Actual Target 1 Target 2 Target 3 Target 4
Target 1 97 2 2 2y U
Target 2 2 85 15 -
Target 3 2 13 81 -
Target 4 0 0 o1 -

Table 4. A confusion matrix showing the probability for correct Measured-ROI-Testing image identification for a classifier
trained on a database of the union of Measured-SIG and Measured-ROI-Training images. Overall probability for correct
identification is 88%.

Using the results of Table 4 as the benchmark the relative performance for the results listed for Tables 1, 2, and 3 are 93.5,
92.4, and 96.8 percent respectively.
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CONCLUSIONS

Required target identification classifier performance specifications are dependent on application. Reconnaissance
performance specifications can be considerable poorer than fire-control specifications. For specialized scenarios specialized
classifier development will be required.

Statistical classifiers need a lot of data to train, but our results show that choosing data must be done carefully and wisely
otherwise performance can suffer. Specifically we have shown that subsets of synthetic infrared-images can be chosen
randomly to train target classifiers, and that adding synthetic databases to measured databases can improve the performance
of classifiers trained on either database alone. We have shown that a classifier, trained with synthetic images selected using
advanced knowledge, and tested on measured images, can perform as well as a classifier trained on measured images alone.
Finally we have shown that using advanced knowledge to select training data, classifiers can be trained to significantly
outperform classifiers that are trained on randomly selected training data.

Finally, we have achieved these results with relatively low-resolution images, derived from extremely low-resolution target
models. We have taken care to simulate physically reasonable target states commensurate with measured data and we have
validated our data by comparing synthetic to measured data performance in the training and testing of target classifiers. Yet
our simulations do not include target/background interactions.

New updated infrared simulators, with near real-time temperature calculations and new visualization tools are now available
[5], and soon high-resolution - models will also be available. These tools will make database development easier and more
reliable. And soon target and background thermal interactions will be modeled also.

Our methods for selecting data demonstrate that unless care is taken when choosing data, a range of performance is possible.
Yet our methods do not provide a method on how to achieve optimal performance from available databases, but the way to
proceed is clear. Choose data selectively using classifiers trained with advanced, scenario specific information from both
measured and synthetic databases, train and evaluate the classifiers performance on available or reasonably matching
measured data, and add new training data as it becomes available.

PRODUCTS

As a product of our work we have packaged our synthetic data. Datasets include the 90,432-chip, 4-target, COMANCHE-
type ground target synthetic set, the 8,000-chip training SIG-Like dataset, and the 7,000-chip, testing ROI-Like dataset. In
addition, along with each synthetic image dataset we are providing individual chip ground-truth as to geophysical location,
time of day, month, weather, and vehicle exercise history.

These sets are unclassified and available (Distribution-C) to qualified U.S. Government Agencies and their contractors.
Qualified users must agree not to distribute the data without first obtaining prior written approval from ARL.
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ABSTRACT

An Active Protection System (APS) consists of sensor(s), tracking radar(s), launcher(s), and countermeasure munitions. This
technology is being postulated for the next generation of combat vehicles as well as a product improvement to existing
vehicles. Active protection is believed to have a tremendous payoff by increasing the survivability of the ground combat
vehicle without the burden of heavy armor. During combat, the components of the APS are subject to damage, which will
degrade the performance of the APS. Using field data and engineering judgement, estimates of component damage from a
single encounter are postulated for component packages of various sizes. This paper will answer the question: If an APS
should last on average  rounds, then what size should the component package be?

INTRODUCTION

It is postulated that future ground combat vehicles will be much lighter than current ground combat vehicles. A consequence
of this design trend is that armor, the traditional protection method, will only be a portion of the survivability solution for
future ground combat vehicles. One of the techniques under both deployment and development, and the object of this paper,
is that of an Active Protection System. It is postulated that an active protection system will reduce the need for armor. An
AP system effects this reduction in armor by sensing an incoming threat, then tracking it, and at an appropriate time
launching a counter-munition to intercept and destroy the incoming threat. Thus, the vehicles’ armor need only deal with the
residuals of the incoming threat, not the threat itself. There is, however, a fundamental difference between the protection
afforded by traditional armor and that afforded by an AP system. Traditional armor is always effective (provided of course
that one has enough of it), needs no action on the part of the user, and requires negligible amounts of maintenance. In
contrast, an AP system may deplete its supply of countermunitions, or may suffer sufficient damage to one or more of its
components that the system is rendered inoperable. The question that will be examined in this paper is the average length of
operability for an AP system as a function of the survivability of its components.

STATEMENT OF THE PROBLEM

As indicated above, an AP system consists of various components: sensor(s), tracking radar(s), launcher(s), and
countermunition. During battle these components are subject to damage, and damaged components will degrade the
operability of the AP system so that it may be unable to meet its goal of vehicle protection. Component damage will alter the
ability of the AP system to counter an incoming threat, but the lower the probabilities of component damage the longer the
AP system can be expected to function effectively. The question this paper will address is: For a given level of component
vulnerability, how long on average will the AP system continue to fully function.

BACKGROUND

The AP system considered in this paper is conceptually the same as the system considered in the paper Functionality of
Active Protection during Combat by Caito, et al, [1]. Its four major subsystems, cueing sensors, tracking radar, launcher, and
unguided countermunitions, are located outside of the vehicles armor envelope, and thus are subject to damage whenever the
system encounters an ATGM.

The sequence of events when a functioning AP system engages a threat is as follows: The cueing sensor detects the launch of
an ATGM and alerts the tracking radar. The tracking radar slews to the area of concern provided to it by the cueing sensor,
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and begins tracking the threat, sending data to a decision-making-module (not considered a component of the AP system,
since it has other functions and is under armor). The decision-making-module determines the path of the incoming ATGM,
and thereby determines an intercept point at some appropriate standoff distance from the vehicle and a counter-munition
launch time. After launch the counter-munition intercepts the ATGM, disperses its load of steel balls, thereby providing a
cloud of steels balls through which the ATGM must pass. This passage will cause the ATGM to detonate, breaking the jet
into fragments by the time it reaches the vehicle. These fragments will still hit the vehicle the AP system is trying to protect,
but will not penetrate it. The fragments, however, may result in damage to the components of the AP system. A reduction in
component damage will result in increased AP system functionality, and it is the investigation of this connection that is the

object of the current paper.
From [1], the surface area of the various AP system components are:

Cueing sensors (2 sensors) 50 in
Tracking radar 144 in®
Launcher with rockets 225 in’

The fragment data from [1] assumed that the AP system’s countermunition predetonated the ATGM at a standoff distance of
fifty meters. The same fragment data showed that approximately 110 fragments from the dispersed jet hit the vehicle.
However, since it is reasonable to assume, as was done in [1], that the AP system components are mounted around the
periphery of the vehicle, the number of fragments impacting the component areas of the AP system were in the 11 to 33
fragments range. The potential component mounting area of the AP system considered here is that area outside a one-sigma
area of the aim-point, and it is estimated to have a presented area of 80 square-feet.

It is assumed that if a single fragment impacts a component of the AP system, then that component becomes non-functional.
That is, a worse case scenario is assumed. Thus, from the data in the preceding paragraph, it is possible to compute the
probabilities that a fragment will hit a cueing sensor, a tracking radar, or a launcher/countermunitions combination as a
function of the number the fragments impacting the vehicle’s presented potential component mounting area, that is, the area
outside one-sigma of the aim-point. This computation is summarized in Table 1 below.

Table 1: Probabilities of component damage during an ATGM engagement

Number of fragments Prob hit, sensor Prob hit, radar Prob hit, launcher

5 0.01 0.06 0.09

10 0.02 0.12 0.18

15 0.03 0.17 0.26

20 0.04 0.22 0.33
25 0.05 0.27 0.39

30 0.06 0.31 0.45

35 0.07 0.36 0.50

The hit probabilities given in Table 1 are driven by the number of fragments impacting the potential component mounting
area of the vehicle, and by the surface area of the exposed AP components. In [1], using the data given above, a model of an
AP system’s functionality was created using the theory of Markov chains (For background information on Markov chains,
please see Isaacson and Madsen, [2], or Kemeny and Snell, [3]). Assuming thirty-fragment encounters, that model showed
that after six encounters the AP system would be non-functional. More alarming, the model showed that the average duration
of an AP system’s functionality was only 1.55 encounters, and against less taxing ten-fragment encounters, the model showed
that the average duration of functionality for the AP system was 3.41 encounters.

The goal of this paper is to construct a Markov model of an AP system similar to the one constructed in [1] and to use the
model backwards. That is, given an average number of encounters for which the AP system is desired to be functional, what
size must the component package (sensors, radar, etc.) be in order to achieve that goal? This answer of course will depend
upon the number of fragments assumed to have hit the potential component mounting area of the vehicle.
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DAMAGE MODEL

In the model of an AP system constructed here, it will be assumed that if the tracking radar and the launcher are both
functional, then the AP system is functional. This is not an especially restrictive assumption, since if the sensors are
damaged the radar can be left on to scan and track. In summary, the AP system is regarded as functional if both the radar and
launcher are functional, and non-functional otherwise. Thus, the model constructed, a Markov chain, will have only two
states: functional (F), and non-functional (N). Since it’s impossible to go from state N to state F (that is, N is an absorbing
state), the model is completely specified when the transition probability from state F to state N is determined. This transition
probability, pry, will of course depend upon the presented surface area of the tracking radar and of the launcher, as well as the
number of fragments assumed to be impacting the potential component mounting area (the area outside of one-sigma of the
aim-point) of the vehicle.

Let r and / be the presented surface areas, respectively, of the tracking radar and the launcher (in square feet). Given that the
potential component mounting area is 80 square-feet, the probability of a single fragment hitting the radar or the launcher is
1= (r+1)/80. Thus, the probability of a single fragment missing the critical components (radar and launcher)is 1 ~p; =1 -
(r+ 12/80. If k fragments are assumed, then the probability of all & fragments missing the radar and launcher is (1 - (» +
1)/80)", so the probability of at least one hit upon a critical component will be 1 — (1 — ( + [)/80)*. That is,

pen=1-(1-(r+1/80).

This value completely determines the model, and thus, the transition matrix of the Markov chain of the model. The transition
matrix is

Table 2: Transition matrix for APS model, r. /, k variable

F ~ N
(1 — (r + )/80)" 1-(1—(r+1)/80)
0 1

F
N

ANALYSIS OF APS FUNCTIONALITY

In the notional AP system described above, » had a value of 144 in? or 1 i and 7 had a value of 225 in® or 1.56 £, so that r +
1had a value of 2.56 fi2. Furthermore, again from data discussed above, the worse case scenario for the number of fragments
impacting the component area was 35 fragments. With these values the AP system model is

Table 3: Transition matrix for APS model, r = 1.00, /= 1.56, k=35

F N
F 320 . 680
N 0 1

From this the average number of encounters for which the AP system will be functional can be computed by
> k(683"
k=1

However, from Markov theory, see [2] or [3], this number, that is, the average number of encounters for which the AP system
will be functional, can also be computed from 1/(1 — pr) = 1/.68 = 1.47. This is not a stellar performance.

Since the AP system designer has no control over the number of fragments impacting the component area of the vehicle,

better AP system performance must be obtained by reducing the size of r + I. Let u = r + . Then, since k, the number of
fragments, has been set to 35, the transition matrix of the AP system model is
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Table 4: Transition matrix for APS model, variable v =r + 1], k=35

F N
F (1 —u/80)" 1-(1-u/80)"
N 0 1

Now, the notional AP system described above in the BACKGROUND section carries four countermunitions. Thus, an
appropriate first step in improving the performance of this notional AP system would be to reduce u enough so that the
average number of encounters for which the system will be functional is at least 4. From above, it’s known that the average
number of encounters is given by 1/(1 — pgr). It follows that what is needed is the u satisfying the equation

1

. E—— |
1-(1-u/80)3>

This gives = .655 f*.

A reduction in the presented surface area of the tracking radar and the launcher from the current 2.560 fi to 0.655 ft* may be
areduction so severe that it will be impossible to achieve despite component miniaturization. However, with miniaturization
and hardening it may be that not all of the 35 fragments under consideration will have sufficient energy to damage the AP
components. Hence, below are presented the values of u, u(k), corresponding to a variable number of fragments, %, that will
provide the AP system an average of four functional encounters.

Table 5: AP system functionality for an average of four encounters

k, number of fragments u(k), component presented surface area
5 4.473
10 2.269
15 1.520
20 1.142
25 0.915
30 0.763
35 0.655

From this table it’s seen that the current notional AP system (2.56 ft” of presented surface area) would be on average fully
functional for four encounters provided the number of fragments striking the component area were somewhere between 5 and
10 fragments. Furthermore, from the table it’s seen that with miniaturization and hardening, it would not be unreasonable to
believe that an AP system could be designed that would have an average functionality of four encounters.

Averages, however, can be misleading, especially in the model of an AP system constructed here. The reason is that the
model assumes in the computation of an average number of encounters that any number of encounters is possible, despite the
fact that there can be at most four encounters (for the notional system considered). It follows that a better question to ask is
this: If the AP system is required with high probability to be fully functional for four encounters, then what size of presented
component surface area, u, is required to accomplish that requirement.

Recall that per = (1 — 2/80)" and ppy = 1 — prr = 1 — (1 — w/80)¥, where k is the number of fragments and u is the combined
surface area of the radar and launcher, in the transition matrix, 7, of the model

Table 6: General transition matrix, T, for the AP system model

F N
F DrF Py
N 0 1
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Now, if the vector v = [f, 1 —f] gives the probabilities of an AP system being functional, non-functional, respectively, before
an encounter, then the vector

vT = [fper, 1 — fre]

gives the probabilities of the AP system being functional, non-functional after the encounter, or, what is the same, before the
next encounter. This computation uses the fact that ppy = 1 — pr. Likewise, vT'2 = [fops, 1 - Jprr’] provides the probabilities
of the AP system being functional, non-functional after two encounters, and, in general, vI" = [fpr:", 1 — fpee"] gives the
probabilities of the system being functional, non-functional after n encounters. For more details, please see either [2] or [3].

The question posed above can now be answered. The original functionality vector, v, can be taken to be [1, 0]. That is, the
AP system is fully functional. The probability that the AP system will be functional at the beginning of the fourth encounter
is, as just noted, pyr’, since in this instance f= 1. What is desired is that this value should be high, say .95. That is the AP
system will be at least 95% functional for four encounters. Thus, it is required that prr° 2 .95. Since prr = (1 — u/80)%, where
k is the number of fragments, the inequality to solve, # in terms of %, is

(1 - u/80)* > .95
The solutions of the above inequality for presented surface area of the radar and launcher, u, in terms of the number of
fragments, , are given in the following table. These are the values that will provide for the AP system remaining functional

through four encounters with a probability of 95%.

Table 7: u required for four-encounter functionality with probability .95

u (square feet) k
273 5

137 10

.091 15

.068 20

.055 25

.046 30

..039 35

These are miniscule numbers. The most favorable ﬁve-fragmeht scenario allows only 40 square-inches for the presented
surface area of both the radar and launcher. It’s difficult to see how this can be achieved even with minimization and
hardening. '

CONCLUSION

Given the current standoff distance of fifty meters for intercepting an incoming ATGM, it will be extremely stressing to
design an AP system that will remain functional for four encounters with high probability. The standoff distance will need to
be increased, but an appropriate standoff distance has not been determined. In order to estimate a workable standoff distance,
additional field-test data needs to be accumulated. Meanwhile, the minimization and hardening of AP system components
needs to be aggressively pursued.
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ABSTRACT

Light Armoured Vehicles meet the requirement for rapid deployment by replacing passive armour with sensors, computers
and countermeasures to detect and avoid threats. This emphasis on threat avoidance in an environment of increasing
operational tempo results in major issues including: cognitive overload, training and skill decay and the significance of the
man-machine interface. Modelling and simulation play an important role in these developments.

The integration of various technologies into a Defensive Aids Suite (DAS) can be designed and analyzed by combining
field trials and laboratory data with modelling and simulation. ModSAF (Modular Semi-Automated Forces), is used to
construct the virtual battlefield and, through scripted input files, a “fixed battle” approach is used to define and implement
contributions from three different sources. These contributions include: models of technology and natural phenomena
from scientists and engineers, tactics and doctrine from the military and detailed analyses from operations research. This
approach ensures the modelling of processes known to be importantregardless of the level of information available about the
system. Survivability of DAS-equipped vehicles based on future and foreign technology can be investigated by ModSAF
and assessed relative to a test vehicle. A system can be modelled phenomenologically until more information is available.

ModSAF is being developed for research and development, in addition to the original requirement of Simulation and
Modelling for Acquisition, Rehearsal, Requirements and Training (SMARRT), and is becoming useful as a means for
transferring technology to other users and researchers. This procedure eliminates the need to construct ad hoc models and
databases. These concepts and approach will be discussed in the paper.

1. INTRODUCTION

Modern weapons have reduced the traditional effectiveness of passive armour on land vehicles. Portable missiles with
warheads containing multiple shape charges can penetrate any thickness of armour. Sensor-fuzed munitions and top-attack
missiles are designed to penetrate the more vulnerable turret. Artillery, instead of rocket motors, can be used to launch
guided missiles that cannot be detected by missile approach warning systems searching for rocket plumes. The solution is

* therefore to avoid detection as long as possible by various means including camouflage and by reducing vehicle signatures
to background levels. Survivability can be further increased by the early detection of threats foliowed by appropriate and
timely countermeasures to either defeat the threat directly or to reduce the effectiveness of the guidance system.

A vehicle designed to survive these modern threats has to rely less on passive armour and more on sensors, computers
and countermeasures. The long service life of the vehicle, typically 50 years, can also be a problem unless the vehicle
is designed to accept upgrades. An approach to develop and maintain the survivability of the vehicle through a series of
upgrades based on identified technological trends is discussed in this paper.

To better understand, evaluate and develop threat avoidance, realistic evaluations are carried out, in a context useful
and relevant to the military, on a virtual battlefield. ModSAF (Modular Semi-Automated Forces) is used to construct the
virtual battlefield and to model and simulate DAS?~3 on light armoured vehicles. The DAS and LAV configurations being
evaluated are described in more detail below.

Modelling physical systems in ModSAF is not new. Terrain features are represented in sufficient detail to study vehicle

mobility, detection, defilade and other practical manoeuvres. Atmospheric phenomena are modelled to produce accurate
effects of attenuation over distance, scattering by smoke and dust and insolation. Spectral effects in the atmosphere, such

Ground Target Modeling & Validation Thirteenth Annual Conference, August 2002
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Figure 1. Layers of survivability. With the reduction of passive armour, greater emphasis is placed on detection avoidance and on hit
avoidance, the DAS layer.

as propagration of artificial source in the solar-blind ultraviolet regime, natural effects such as solar glint and complicated,
variable signatures from missiles are also modelled.

The combination of increasing computer power at low cost and the robustness of ModSAF can also be used to represent
vehicles more realistically and in more realistic environments and evaluated more throughly than previously possible before
final field evaluations. Any weapon system can be impoved by better materials and design. ModSAF can be used long
before the system is fielded to develop new tactics and doctrine. Crew familiarization and training can be undertaken,
initially, on stand-alone systems and progress through to vehicle simulators. In future vehicles, embedded simulators can
be used to model the environment surrounding the vehicle, including terrain, atmosphere, threats and other vehicles. Some
of the aspects of modelling a counterfire improvement based on a high-speed missile and a typical MBT countermeasure
are discussed below.

2. SURVIVABILITY

Vehicle survivability can be represented usefully by a series of layers as shown in Figure 1. New vehicles designs place a
greater emphasis on the first two layers, detection and hit avoidance, to survive an attack. In the first layer, survivability
can be improved by reducing the size and silhouette of the vehicle and through signature management, which is the the
reduction to background levels of the radar cross-section and signature in the visible, infrared, electronic, acoustic and
magnetic domains.

The next layer, the DAS layer, relies on a system of sensors to collect data, which is then processed to determine the
presence of any threats. This system is interfaced to countermeasures through processors, which will determine a prioritized
list of responses. As the challenges of hit avoidance, including short timelines and numerous threats, are addressed, the
solutions will lead to weapons of greater precision and faster tempo on the battlefield.

Among the many threats to land vehicles, a list of 89 missiles was compiled® in Table 1 according to the guidance and
communication links used?.

In this list, virtually all of the missiles have an operator in the loop leading to the possibilty of using a combination
of dazzling and obscurants to disrupt the aiming sequence. An effective basic DAS could be based on laser detection,
missile-detection tracking and countermeasures including dazzling, obscurants, counterfire and evasive manoeuvres. This
“soft-kill” solution can be effective since the large number and variety of threat missiles can make identification, and
therefore countermeasure selection, difficult. This difficulty can be overcome with a “hard-kill” solution, which will
physically destroy the missile. ‘
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Table 1. Threat Missiles Classified by Guidance or Commmications System

Number | Missile Type*

41 Semi-Automatic Command to Line of Sight (SACLOS)
16 Laser Beam Rider (LBR)
11 Manual Command to Line of Sight (MCLOS)

8 Fibre-optic guided missiles (FOGM)

7 Imaging Infrared

6 Laser and millimetric wave designation, including Semi-Active Homing
3

2

1

Laser based guidance or communications link
Automatic Command to Line of Sight (ACLOS)
Radio Frequency Homing

89/95 | Total missiles/Total configurations

3. MODELLING AND SIMULATION

AModel-Test-Model cycle is difficult to establish for various reasons including, lack of information about foreign systems

and incomplete models of the sensor and countermeasure environment. As shown in Figure 2, a continuous cycle can be
established using field trials and experimental data to develop models and simulations. Ideally models should be based
on physical principles but when this is impractical, systems can still be analyzed phenomenologically. Both approaches

can be implemented in ModSAF. ModSAF (Modular Semi-Automated Forces) was developed for training and doctrine
developement and provides a capability to define and control entities on a simulated battlefield. It is a model of the dynamic

behavior of simulated units, their component vehicles and weapons systems with sufficient realism for training and combat
development. ModSAF simulates an extensive list of entities including fixed and rotary wing aircraft, ground vehicles,

dismounted infantry, and additional special models such as howitzers, mortars, minefields, and environmental effects.
The behaviour of the simulated entities can be scripted so they can move, fire, sense, communicate and react without
operator intervention. The entities can interact with each other as well as manned simulators, over a network supported by
Distributed Interactive Simulation. Operating over a network is also useful in maintaining a necessary level of security.

These basic feature in ModSAF are sufficient to define the participation of three group of workers and implement their
requirements free from mutual interference. To gain general acceptance, ModSAF development must meet the requirements
ofthe scientists and engineers who develop the technology, the operations research community and the military developing
tactics and doctrine. MATLAB®, which is designed for quick-prototyping and code generation, can be used for ModSAF
development. MATLAB®modelling can also be used to share information with contractors and other researchers As
shown in Figure 2, an important application of ModSAF is the generation of a battlefield environment for Man-In-the-Loop
simulators. The MIL simulators are critical in the development of a suitable Man-Machine-Interface for the DAS.

4. DAS DEVELOPMENT FOR LAV

Rapid deployment of the vehicle to a wide range of possible missions and low cost upgrading plays a significant role in the
design of the DAS. Some desirable DAS characteristics include a

fitted for, but not fitted with, approach providinga quick response atlow costimplies designing the vehicles for equipment
upgrades according to the mission requirements without needing to purchase for the entire fleet,

modularity including minimizing the interference among subsystems, which can complicate an upgrade and incremental
upgrades of best of breed technology of a federation of modules instead of an integration of fused sensors,

mission configurability relying, for example, on the Galix grenade system that offer a wide range of capability from CS
gas and stun grenades for peacekeeping to obscurants and fragmentation grenades for higher intensity warfare and a
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Figure 2. The four aspects of ModSAF developmentare shown. MATLAB ®is used as a quick-prototyping tool generating, transferrable
models and code usable by ModSAF. There a tight loop between field evaluations and ModSAF development used to design DAS
prototypes and plan future trials. Larger battles are carried out in simulation labs where new tactics and doctrine are developed. ModSAF
is also used to provide the battlefield around Man-In-the-Loop simulators. From the simulators, the man-machine interface and vehicle
operating systems are developed.

plug and play capability facilitating fast upgrading and replacement.

This level of readiness also facilitates rapid acquisition of up-to-date technology and further facilitates rapid deployment.

The DAS should be a federated, modular and mission configurable system, interfaced to the vehicle bus for access
to other systems such as the Fire Control System. To keep the cost as low as possible the DAS based on more mature
tcchnology first and because of the rapidly evolving nature of technology modified through 5-year upgrades. DAS evolution
is represented in Figure 3, could be carried out as described in the sections below.

During the 50year service life of the vehicle, Syear upgrade cycles will ensure peak performance at a reasonable cost.
The basic vehicle configurations destbied below do not preclude inclusion of other important systems such as sniper or
bioaerosol detection and countermeasure. The Defensive Aids Suite is a group of sensors interfaced to countermeasures
through data processors generating a list of prioritized responses. The DAS is also connected to the vehicle bus for access to
the Fire Control System and the rest of the vehicle for counterfire and countermanoeuvres. The DAS also evolves through
regular upgrades as shown in Figure 3. The 2010 and 2015 vehicles would be designed to operate in a network®.

Present day LAV: The LAV has positive features including an electric turret with a slew rate limited to +45°/s with a
25mm Chain Gun®with a range of about 2000m. The direct fire capability of the 25mm gun is improved with a laser
rangefinder. The LAV has good mobility with a top speed of about 100km/h. The vehicle is however vulnerable
to many threats and the ability to detect and counter threats is also limited. The vehicle defensive system includes
grenade dispensers and a Laser Warning Receiver with limited one sector resolution. The smoke grenade is a NATO
standard grenade with effective obscuration achieved in 2s and persisting for 30s. The metal flake composition
produces a spectral coverage from visible to long-wave infrared.

Laser threat detection: a laser-warning receiver with an angular resolution of £22.5°
Countermeasures: are carried out in sequence shown as required

¢ obscurants: VIRSS providing spectral coverage from visible to far infrared
s countermanoeuvres and
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Figure 3. The rate at which computer and sensor technologies are developed justifies Syear upgrade increments. The more mature
technology is implemented first beginning with laser-aided threat detection and visible/IR/MMW obscurants. Tmpraved situational
awareness, detection and identification is possible with staring and scanning optics. An operating system can be interfaced to the vehicle
bus and fire control system providing automated response. By 2015, improved survivability can be achieved through vehicle networks
and increased operational tempo with a high-speed missile.

e counterfire: based on the 25mm Chain Gun®and coaxial 7.62mm machine gun

2005 Light Armoured Vehicle: includes automatic, semi-automatic and manual launching of obscurants, manual coun-
termanocuvres and semi-automatic and manual counterfire. The Defensive Aids Suite will use the more precise
HARLID™™ (High Angular Resolution Irradiance Detector) increasing the angular resolution ® from one sector to
%1°. The P-MTLDS will filter out most natural sources of UV and therefore can be used to detect artificial sources”
including rocket propetled grenades, mortars and machine gun fire. Some missiles can also be detected and tracked
where signatures have not been suppressed.

Laser threat detection: based on the HARLIDTMand the (BEam Rider Detector) to detect rangefinders, designators,
beam riders and weapons over a hemisphere and an angular resolution of +1° up to a distance of 3km and 7m
off-axis

UV threat detection: P-MILDS to detect artificial sources including rocket propelied grenades, mortars and machine
gun fire over a hemisphere with an angular resolution of £2°

Missile detection: based on Radar is used to improve threat detection and tracking
Countermeasures: are carried in sequence shown and as required.

» obscurants: VIRSS providing spectral coverage from visible to far infrared
e countermanoeuvres and
e counterfire: based on the 25mm Chain Gun®and coaxial 7.62mm machine gun

2010 Light Armoured Vehicle: The 2010 DAS is similar to the 2005 system including automatic, semi-automatic and
manual response of counterfire, countermanoeuvres and obscurants. The optics used for detection and dazzling
are depicted in Figure 4. Infrared Focal Plane Arrays provide a hemispheric coverage for increased situational
awareness A system of organic UAVs is used to improve threat detection with a bird’s eye view of the battlefield.
Countermeasures are carried in sequence shown below, beginning with dazzling until full obscuration is achieved.
Dazzling is intended to interfere with the operator by overloading his optical sight. Radar can be used with the
infrared imaging system and smoke grenades to identify and defeat most threats.

High Availability (HA) principles are being used to develop reliable computer systems in critical applications and will
probably influence the development of DAS.® The high level of reliability and transparency to the user will make the
DAS much easier to accept. High Availability technologies available through Jini TMinclude Alternate or Redundant
Paths to Sensors, Dynamic Reconfiguration of the System comprising dynamic attachment and detachment and “hot
pluggable” and “hot swappable” components.
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o Real Time Operating System with JavaTMcapability such as VxWorks®AE by Wind River Systems or
LynxOS®by LynuxWorks™

e Computer architecture based on, VMEBus or CompactPCI™™

The operating system is critical in the development of High Availability systems. Both VxWorks ®AE, and
LynxOS®have many of these features. VxWorks®AE is described as a RTOS with HA features including: Reliability,
Availability, Serviceability, and Security (RASS).

Laser threat detection: based on the HARLID™and the BERD to detect rangefinders, designators, beam riders
" and weapons over 2 hemisphere and an angular resolution of 2:1° up to a distance of 3km and 7m off-axis

UV threat detection: P-MILDS to detect artificial sources including rocket propelled grenades, mortars and machine
gun fire over a hemisphere with an angular resolution of +2°

IR threat detection: Infrared Focal Plane Arrays for situational awareness including improved threat detecuon,
4096x4096 pixels per corner, providing hemispheric coverage, and a scanning NFOV system, typically 2.5 °
2.5°.

Visible threat detection: Laser illuminator and gated camera, typically 0.5° x 0.5°
Missile detection: based on Radar is used to improve threat detection and tracking
Remote sensing: with a system of organic Unmanned Aerial Vehicles
Countermeasures: are carried in sequence shown and as required.

o laser dazzling (requiring a directional platform),

o obscurants: VIRSS providing spectral coverage from visible to far infrared, chaff to extend coverage into
the millimetre wave spectrum.

e countermanoeuvres and
e counterfire: based on the 25mm Chain Gun®and coaxial 7.62mm machine gun

2015 Light Armoured Vehicle: includes the capability of the previous vehicles. Radar is included for improved threat
detection and tracking. The system of organic UAVs is replaced by a larger UAV with improved performance and
providing extra information to the platoon of 4 vehicles. The vehicle network shares threat and countermeasure
information with nearby platforms as shown in Figure 5.

Future vehicles can be configured into networks with an emphasis on the following networking technologies: ®

o ISTAR network, to integrate all battlefield assets for command and control

o Jini™Mlayer/Rio TMfacilitates a seamless and transparent integration of vehicles and platforms based on avail-
ablity, threat location and weapon capabilty.

The 25mm gun can be either replaced or augmented by a high-speed beam riding missile to increase the range to
5km with extra targeting information supplied by the UAV. Active armour is used to counter kinetic energy threats
more effectively. The Radar system mentioned above'is an essential component of the active armour system but may
also be used directly to launch smoke grenades as required.

Laser threat detection: based on the HARLID™and the BERD to detect rangefinders, designators, beam riders
-and weapons over a hemisphere and an angular resolution of £1° up to a distance of 3km and 7m off-axis

UV threat detection: P-MILDS to detectartificial sources including rocket propelled grenades, mortars and machine
gun fire over a hemisphere with an angular resolution of +2°

IR threat detection: Infrared Focal Plane Arrays for situational awareness including improved threat detection,
4096x4096 pixels per comer, providing hemispheric coverage, and a scanning NFOV system, typically 2.5° x
2.5°.

Visible threat detection: Laser illuminator and gated camera, typically 0.5° x 0.5°
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WFOV IR Staring Array ————  Scanning Opfics

|<-—Infrared Eye
NFOV IR Scanning Array
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Gated Camera ¢——— Albedos

Dazzling Laser

Brilfiant, LBR jamming j

Event Declaration

Laser detection —»]

Radar ——————p}—"
UV sources ———p

Figure 4. Most threats detected by the staring array (far right) will be subpixel in size. Detection can be improved by scanning with
a higher resolution array (center). A visible laser illuminator and a gated camera improves detection during nightime and low-light
conditions. The visible and infrared imagery can be combined to provide a composite display for the crew. Dazzling disrpupts aiming
and guidance while the main turret slew to position. Prototypes of these systems include: Infrared Eye, ALBEDOS and Brilliant, which
is a laser beamrider countermeasure. Radar, UV imagers and laser detectors (far left) are used with these optical systems to identify
potential threats. ModSAF will be used to analyze the timelines for detection, tracking and identification.

Missile detection: based on Radar is used to improve threat detection and tracking
Remote sensing: with a UAV assigned to the platoon of four vehicles depicted in Figure 5.
Countermeasures: are carried in sequence shown and as required.

e laser dazzling (requiring a directional platform),

e obscurants: VIRSS providing spectral coverage from visible to far infrared, chaff to extend coverage into
the millimetre wave spectrum.

e countermanoeuvres,
o counterfire based on
— high-speed beam-riding missile,
— 120mm low pressure gun,
— 25mm Chain Gun®and coaxial 7.62mm machine gun
e active armour relying on the targeting information of the IRFPA and Radar.

5. MISSILE EVALUATION ENVIRONMENT

The direct fire capability of the LAV can be improved while maintaining a high operational tempo by developing a high-
speed beam-riding missile. The missile is designed to accelerate a high density projectile, 0.5m long, to a velocity exceeding
2000m/s. The velocity is chosen to defeat soft-kill contermeasures by reducing the response time as much as possible
and maintaining sufficient kinetic energy to penetrate MBT armour at the range limit of the main weapon. A typical
engagement is shown in Figure 6. This missile is expected to be available for the 2015 vehicle described previously. A
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Connection of each asset to the ISTAR network Helicopter
VAV
% Jini layer connectivity for seamless

integration of platoon vehicles o
and nearby platforms FEERTIRSN

/ ITaa
% Rangefinder detected
SINGLE LAV VEHICLE NETWORK
HARLID DETECTS RANGEFINDER AT 1.8km HARLID DETECTS RANGEFINDER AT 1.8km
UAV CORRECTS RANGE TO 1.853km
COMMANDER CHOOSES FROM COMMANDER CHOOSES FROM
APFSDS 150 ROUNDS APFSDS 600 ROUNDS
HEI 60 ROUNDS ROCKETS 38
HE! 240 ROUNDS
APFSDS CHOSEN AND FIRED APFSDS CHOSEN AND FIRED

Figure 5. The UAV provides improved targeting information to the LAV Fire Control System. When a rangefinder pulse is detected. The

commander in the single LAV, left, has to look down the direction indicated by the HARLID ™™to locate the threat. The HARLID™™in a
vehicle network, right, detects the threat and shares this information with other platforms in the network. The UAV uses this approximate
location to find threat and transmit a better estimate. The commander sees all the weapons available on the network including rockets

from a helicopter hovering nearby. The APFSDS is selected and fired from any valid network gun. In the meantime, the commander

protects the vehicle by dazzling, launching grenades and countermanoeuvring.

realistic evaluation would require that both the LAV and MBT be equipped with technology available for that time period.
The MBT defence is based on the hardkill system, AWiSS-K, designed by DIEHL Munitionssysteme to stop kinetic energy
penetrators.

Explosive Grenade

Laser Beams
s ~SEAON \

Launch Guidance
| Boost To 20001 m/s \I Engaged J
| 400m ’I 50m ,I

Figure 6. To keep the laser-based guidance path clear of propellant smoke, the missile is launched away from the beams until burn out
occurs. The missile is then gathered in and guided to the target. The MBT (right) launches an explosive charge 1o deflect or destroy the
missile. ‘

5.1. Variables affecting missile lethality
The MBT and active protection will be modellied as follows:
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Threat Detection and Tracking: The beat performance is expected from a combination of radar for velocity data and a
high resolution staring array for more precise angular position.

Radar: limited to a range of 500m to avoid detection. The initial missile velocity and direction are measured to
within £22m/s and =+ 1millirad, respectively.

IR imagery: based on a system of infrared focal plane arrays with hemispheric coverage with effectively 4096x4096
pixels per corner. Detection algorithims will be used to alert the crew or automated system of MBT-like objects
within range. It will be possible to detect and observe the orientation of the missile launchers and provide an
early warning of a possible threat.

Countermeasure before missile launch: By detecting the turret-mounted launchers the MBT can react before the missile
is launched.

Dazzling: Before effective obscuration occurs, which is about 2s for a NATO standard grenade, dazzling can be
used to disrupt aiming.

Obscuration: Oscuration grenades based on a metal flake design can be used from visible through long wave
infrared.

Radar and IR imagery provide an estimate of the missile position which is then used to aim the explosive charge. The
AWIiSS-K grenade is designed to explode at a fixed distance of 50m from the MBT launcher. It is possible to compensate
for any systematic lag but there are still random variables that can affect the position and detonation of the explosive charge.

Countermeasure of launched missile: The DIEHL Munitionssysteme AWiSS-K is designed to deflect or destroy the
missile. The explosive charge has a propagation velocity estimated at 2000m/s, but several variables can effect the
positioning of the blast wave.

Grenade: variation in time to achieve maximum thrust, <10ms.
Explosive charge: variation in ignition lag time, < 10ms.

6. CONCLUDING REMARKS

A procedure has been outlined to improve the development of DAS technology by combining prototype development and
field trials with modelling and simulation based on operations research codes and off-the-shelf software tools. This new
capability will provide a better estimate of vehicle performance on the battlefield and lower the cost of DAS development
by complementing existing MIL facilities.
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ABSTRACT

Battlefield obscuration strategies, optimized for Main Battle Tanks in traditional high intensity conflicts, are inadequate when
applied to Light Armoured Vehicles. LAVs are vulnerable to many threats and sufficiently different in design, capability
and battlefield environment to benefit significantly from new strategies. Factors influencing this requirement include: 1)
the development of sensors with increasing accuracy and precision, ii) the need to minimize obscurant interference with
vehicle sensors and other countermeasures, including active armour and explosive reactive armour, iii) the need to develop
hemispherical obscurant coverage extending into the millimetre wave range, iv) grenades are needed to better match the
increased tempo from greater vehicle speed, mobility and turret slew rate, v) the antomatic configuration and selection of
grenade burst patterns based on on-board processing and vehicle networks.

Spectral coverage in the visible to long-wave infrared regions is adequate, but trends in missile design are leading to
the development of hybrid seekers including, laser designating, MMW seeking and imaging-infrared seeking capability
accelerated by MEMS technology. With increased tempo, the time needed to achieve full obscuration becomes critical.
Dazzling of a detected threat can be used to disrupt aiming and firing a second missile until full obscuration is achieved.
Dazzling can also be used with the laser-illumination detection of optical systems. A generic threat response, based on
dazzling and visible/IR/MMW grenades is preferred because of the large number of possible threats and the difficulty in
developing practical identification strategies.

New dazzling and obscuration strategies, based on extensive knowledge acquired through field trials, will be analyzed
and developed using ModSAF. These new strategies and the approach used to develop them will be discussed in the paper.

1. INTRODUCTION

Obscurants, dispersed by grenades, are an effective means of protecting the LAV against weapons using sensors for targeting
and guidance. —® Successfiil screening materials, such as metal flake and chaff, can reduce the effectiveness of anti-armour
threats operating in the visible to MMW ranges. Brass flakes, typically 2-6p in diameter, offers protection from visible
to long-wave infrared, while chaff, consisting of aluminum coated fibres 10mm long and 25y in diameter, is useful in
extending coverage into the MMW range. Small particle dimensions are essential in developing a smoke screen that will
remain suspended, or persisting, for the required 30s. Chaff dimensions, which can be relatively large to screen effectively
nonetheless falls at an acceptable 0.3m/s or 9m in 30s.

Each grenade contains an explosive charge, which after a suitable time delay detonates to produce a cloud of uniform
density. This cloud, approximated as an 8m sphere in this study, is actually an oblate spheroid aligned with the axis of
the grenade and controlled by the launch angle and velocity of the grenade. Since the launcher is fixed to the turret, other
variables affecting the launch include: vehicle pitch, roll and speed, turret position and turret slew rate. At low operating
temperatures, the launch velocity is reduced resulting in a lower burst height. Once the initial momentum of the explosion
has dissipated, atmospheric variables such as wind and turbulence distort and displace the sphere.

Inpeace-keepingroles, the grenade launcher will be an essential component launching a variety of grenades ranging from
CS gas and illumination flares to fragmentation grenades. Unlike other platforms, land vehicles are relatively inexpensive
and vulnerable to many threats.57 These factors discourage the development of threat identification and favor a generic
threat response like smoke screens. Since a grenade launcher will always be available, smoke screens will continue to play
an important role in vehicle survivability.

Ground Target Modeling & Validation Thirteenth Annual Conference, August 2002
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WFOV IR Staring Array

NFOV IR Scanning Array

Visibie Laser [lluminator/
Gated Camera

Dazzling Laser

Figure 1. Vehicle staring and scanning optics. Most threats, such as missiles, are smaller than one pixel of the staring array. Detection
can be improved by scanning with a higher resolution array. A visible laser illuminator and a gated camera can further improve detection
especially during low-light conditions. The visible and infrared imagery can be combined to provide a composite display for the crew.
Dazzling can be used, when appropriate, to disrpupt aiming and guidance while the main turret slew to position.

The interval between threat detection and full obscuration will be at least 1.5s. During this time, dazzling can be used
to disrupt aiming or firing a second missile. The dazzling optics are a narrow field of view system housed in a mini-turret
mounted on the main turret. Included in the mini-turret would be a laser illuminator and gated camera, ALBEDOS,® to
actively detect various optical systems, by laser illumination, in the ALBEDOS field of view. The optics used for detection
and dazzling are depicted in Figure 1.

The sections below will describe the factors influencing vehicle survivability and how dazzling and obscuration will be
used to counter potential threats.
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Obscuration screens are a practical means of defeating many threats by direct interference with targeting and guidance
functions. Some factors influencing the use of obscurants with LAVs are discussed below.

L ON00KNC B0 H# € 00X 400 D20 400K ¢ New generations of sensors are being developed providing greater levels
of situation awareness. These performance improvements are being accelerated by MEMS technology to produce even
smaller, hybrid systems with new properties based on combined characteristics. An example of a new detector is the
laser detecting HARLIDT™, With an angular resolution of 1°, it is a significant improvement over existing systems.® A
current laser warning receiver with a typical resolution 22.5 °, can detect a threat but not provide the position with sufficient
accuracy. The only reasonable response from the crew is to launch smoke grenades and back the vehicle away from the
threat. Based on the HARLID™technology, a laser threat is detected in less than Imsec, but with a resolution +1° not
accurately enough to position the main gun. Combined with an IR staring array, the stream of pixels corresponding to the
laser source can be analyzed to determine the nature of the threat and fix the position. The information is then sent to the
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Fire Control System and to other vehicles through a network.1® With a staring array operating at 60Hz this process takes
less than 20msec, considerably less than the typical 1.5sec it takes to set up sufficient obscuration.

12 ORI BD SN Obscuration over a wide spectrum can be used to defeat various missile systems
including optically sighted, Semi-Active Command to Line Of Sight, and laser or MMW semi-active homing missiles.
SACLOS missiles use a beacon facing the launcher to correct any deviations between the missile and the launcher crosshairs.
Earlier designs were easily defeated by placing false beacons on the vehicle. These false beacons were much more powerful
than the missile beacon and were used by the launcher to provide false trajectory data to the missile. Improvements in
missile design, by encoding the beacon signal, resulted in a missile that could not be easily jammed. Both designs are
susceptible to smoke screens, as shown in Figure 2, and can still be defeated by obscuring the flight path to the vehicle.
The launcher no longer sees the target vehicle and the beacon signal is scattered and absorbed by the obscurant. Obsuration
will also stop designated missiles since the laser or MMW beam cannot penetrate the smoke screen. New missile designs
based on hybrid seekers: laser semi-active homing and both imaging IR and MMW imagery are being developed which
will require careful manoeuvring forcing the missile to reacquire the target and correct trajectory over the distance between
the vehicle and smoke screen.

SACLOS Missile
Guidance Blocked

Break Lock of
Missile Seeker

%40y The LAV is protected by a screen formed by 4 grenades centered on a 36m radius. The smoke screen blocks the signal from
the SACLOS missile guidance beacon. A missile seeker, initially locked on the vehicle, breaks lock and has only 32m to reacquire the
target.

Obscurants designed to interfere with threat sensors will also interfere with vehicle sensors. A sufficient downrange
distance is required to use active armour successfully. Careful selection and placement smoke screens is important in
providing sufficient but not excessive downrange coverage. There is probably an optimum distance at which the smoke
screen should be established, which can be determined through simulations with ModSAF.

» Ox Okt 00KOO 4+ 08000 Oréxt 400 KD ¥ &7 0400 Light Armoured Vehicles will be deployed to peacekeeping
environments where attacks can come from any direction. Sensors are being developed to provide the necessary hemi-
spherical coverage but current grenade launchers, designed for Main Battle Tanks, need to be redesigned to provide a
similar coverage. Improving sensor technology is also increasing the spectral range of weapons from visible and infrared
to millimetre wave operation.

440800400 | #0804 ¢+ 000X #4 Improved sensors and digital processing will automate many of the functions necessary in
improving vehicle survivability. This automation with increased vehicle mobility and turret slew rate will shorten response

timelines and increase operational tempo. The grenade launch velocity can be increased and the time delay shortened
. accordingly but the interval between threat detection and full obscuration will still exceed 1s. During this interval, dazzling

is considered to be a reasonable countermeasure since most anti-armour threats rely on an operator to aim or guide the
weapon.

€Xr 040 T4 0K 40104 TFON0I¢ OO ke ¢4 40 Obscuration will be set up according to the nature and location of
the threat detected. This could be carried out automatically by Defensive Aids Suite processors based on lecal sensors
or information transmitted over a network. The grenade burst patterns would depend upon threat detection and vehicle
operation, described in detail below.

€ 000K+ 007 0% 40008 ™0k * (0% 04 The current MBT launcher has a 45° launch angle, which presents several problems.
Any variation in the Taunch velocity, usually a function of the operating temperature, results in significant variations in
the burst height. At very low temperatures, grenades often hit the ground before exploding. A second problem is the
excessively long time delay, often in excess of 2.5, required by the longer flight path. These problems can be avoided by
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providing additional launch tubes at a shallower angle while retaining the 45 ° launch tubes for fragmentation grenades.
Additionally, the shallower launch angle would be more appropriate for CS gas grenades.
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A simplified governing equation including a given launcher angle, initial velocity and required launcher height can be
expressed as:
h = ho 4+ V,sin(a + 8)t — 1/2gt* + V, sin(a)t — V, sin(a)t (1)

where 8, is the launch angle (either 20°, 45° or 70°),
o, is the vehicle incline,
h,, is the height of the launcher, set to 2.5m,
h is the height of the grenade, 4.3m at 20°, 18.0m at 45° and 26.7m at 70°, on flat ground
t is the time of flight, 1.5s,
V., is the initial grenade velocity, 20 and 25m/s,
Vs, is the vehicle velocity and
g, is acceleration due to gravity.

The burst pattern for the MBT, shown in Figure 3, can be improved by decreasing the grenade launch angle, increasing
the launch velocity and shortening the time delay. Based on trials, the velocity is increased to 25m/s and the time delay
is fixed at 1.5s. Solving for the burst height, for various launch angles and vehicle incline angles, results in a family of
curves shown in Figure 4. For a wide range of vehicle inclines, the 20° angle gives the most acceptable distribution of
burst heights. To maintain the requirement for fragmentation grenades, the 45° angle is retained for mid-level coverage.
Further protection against top-attack weapons is provided with a single grenade at 70 °. A comparison between the MBT
grenade system and the new LAV configuration is presented in Table 1. The total number of grenades has increased from
8 to 48 seems excessive but from previous studies!? an automated system can be made more reliable if all the components
are accessible by the computer. This implies installing all the grenades in the launcher instead of stored in the vehicle. The
new burst pattern configuration for the LAVs is shown in Figure 5.

N4 ERHN OK00 [OI00K Tk 44 K0k

Based on the grenade configuration shown in Figure 5, various scenarios can be developed for further amalysis. The
objective is to automate the threat response as much as possible and reduce the crew work load.

RRA 4RO ZeD RAGIRHKIN the first scenario, a threat is detected while the vehicle is stopped or moving too
slowly to avoid the threat. The recommended burst pattern is shown in Figure 6. The ground screen is formed with
four grenades biased toward to rear so the driver can backup under cover. All three mid-level grenades including the 70°
grenade and two aft mid-level grenades are used to counter a possible top attack. This allows the vehicle to back up and
countermanoevre for at least 30s. In a reasonably quiescent atmosphere, the 45° and 70° grenades should provide coverage
well beyond the 30s required. '

= 4400 0000 For 2 moving vehicle, which is less vulnerable to sensor-fuzed submunitions, the burst pattern in Figure 7 is

suggested. Both ground and mid-level grenades are used to form a series of screens, biased in the direction of vehicle travel.
This procedure can be automated by launching the next set of grenades when the angle between the vehicle and the last
grenade in the series approaches the angle of the threat detected. While this ensures that the vehicle remains hidden, it may
still be possible to locate the vehicle by extrapolating grenade trajectories back to the launcher. If the driver, intentionally
slows down or stops the vehicle, the variation of the scenario described above would be used provide protection while
backing up.

YL FHO00HD Ok 4040100 ge0 e

The detection of threats by the staring array, the time to slew the scanning optics towards the threat and the time to slew the
main threat are some of the stochastic variables that influence the usefulness of dazzling as a countermeasure. As suggested
by Figure 8, if the time to slew the dazzling laser into place is excessive then the advantage over launching grenades may
be negligible. Dazzling can be used preemptively with the scanning optics shown in Figure 1. Automatic processing can
be used to quickly detect any anomalies against the background.
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Dispersion - plan view Dispersion - elevation view

©+#0E Typical grenade-burst pattern for a Main Battle Tank. Each grenade explodes close to the ground forming 8m diameter spheres.
A total of eight grenades are launched at 45 ° forming a smoke screen about 45m wide, 30m from the vehicle. The LAV are expected to
operate in very different threat environments requiring new strategies.

L O CYYI( AT LTQR

A new grenade launcher system, based on the requirements of Light Armoured Vehicles, is described. This approach is
suitable for further analysis with wargaming simulations. ModSAF will be used to determine the best grenade configuration
by constructing virtual battlefields and simulating vignettes based on accepted tactics and doctrine. Vehicle simulators will
be used to develop man-machine interfaces and analyze vehicle and crew performance.

The grenade configurations described meet the LAV requirements of:
i) improved sensors,

i1) minimized obscurant interference,

iii) hemispherical screening from visible to millimetre wave range,

iv) increased operational tempo,

v) automatic configuration, selection and response.

The original 45° launch tubes are retained for fragmentation grenades and new launch tubes at 20° are available for CS gas
grenades.
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0040 ¢ Main Battle Tank and Light Armoured Vehicle Grenade System Parameters
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(%40 2 Solution of the launcher equation for various launcher and vehicle angles. The effects of cold-environment operations are
represented by launches at 20m/s. For incline angles from -40 ° to 40° most grenades explode before hitting the ground. The grenade at
70° would rarely be needed unless optimum coverage is required for a stationary vehicle. Other parameters include a delay time of 1.5s,
a grenade initial velocity of 25m/s, a vehicle forward speed of 4m/s (14.4km/hr) and a launcher height of 2.5m.
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Original MBT screen

Dispersion - plan view Dispersion - elevation view

@+40R Typical grenade-burst pattern based on new LAV requirements, including a perimeter screen set at 40m, and for each quadrant
three mid-level bursts at 45° and one at 70°. The original MBT screen for one quadrant is also shown.

1
Direction of thrleat detected
Dazzling directed at the threat 70° .

Dispersion - plan view Dispersion - elevation view

Y or slowing, stopping and backing-np manoenvres, a peximeter screen is setup with 4 grenades, a total of 5 mid-level grenades
including 2 from aft launchers are used for additional coverage. For stationary vehicles, an additional grenade can be launched at 70 ° to
counter sensor-fuzed submunitions.

41




f Direction of threat detected

Plan view of typical dispersion pattemns for a moving vehicle.

Elevation view

O+ 80 * Typical dazzling and grenade-burst patterns, automated for a moving vehicle. Five time intervals are shown. Dazzling is used
to disrupt aiming or direct fire until the screen is in place.
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Staring optics, 60 frames/s

PLE ALY -]

' —'l 0.150s j—
0.0167s

1

0.0
I Scanning optics slew to threat

.
0.5s l

1.0s

First rounds hit the vehicle
(nominally 900m at 1200m/s) -

Dazzling initiated
Obscurants launched
Gun slews to threat

1.5s

by 1.5s
Dazzling terminated
Full obscuration achieved
Countermanoevre initiated
Counterfire initiated

®*809 An automatic weapon firing 400rds/min is detected by a staring array. A scanning optical system slews towards the threat and
a dazzling laser is activated to disrupt the gunner. At the same time, smoke grenades are launched and the main turret slews towards the
threat. By 1.5, full obscuration is in place and the main gun can be fired using data from the Fire Control System or a Vehicle Network
if available. These events are all stochastic in nature and can be analyzed in detail using ModSAF.
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Integrated Multispectral Camouflage for Mobile Weapon Systems
(an effectiveness evaluation)

Bob Balma
Department of National Defence
Ottawa, Canada

ABSTRACT

The surveillance capabilities of armed forces thronghout the world have increased

tremendously during the past few years. The threat to military assets is multispectral and

Camouflage, Concealment and Deception (CCD) measures must be provided in all the

proper spectral regions in order to counter this threat. At the end of 1997, Director Soldier Systems
Program Management (DSSPM) tasked Defence Research Establishment Valcartier (DREV) to determine
the overall effectiveness of new mobile camouflage equipment against modern imaging systems from the
ultraviolet (UV) to the thermal infrared (IR) spectral regions. An Integrated Multispectral CAmouflage for
Vehicle Systems (IMCAVS) was designed by Barracuda Technologies of Sweden for the newly introduced
Canadian Forces (CF) reconnaissance vehicle: the Coyote. To verify the enhanced characteristics of this
new generation of camouflage equipment, a trial, under the umbrella of NATO, was conducted at CFB
Valcartier in August 1998.

This paper presents results and comments on the specially designed concealment

suite for the Coyote vehicle. This experimental concealment suite is designed to reduce

the signature of the vehicle in the UV, visible and in both infrared spectral bands. It

describes the design and characteristics of the Coyote concealment suite, a description of the experimental
conditions and the instrumentation deployed during this trial. An indication of the results of a human
perception experiment on the performance of the concealment suite in the visible band and electro-optical
measurements taken in the UV and the two infrared (IR) bands are presented. Additionally, FLIR over
flights conducted by CF188 aircraft are referenced. Finally, some conclusions and recommendations are
tabled. :

PROGRAMME OF WORK

The following milestones were established for the planned field trial:

Jan 98 — Signature analysis and design of camouflage suite;

Apr 98 — Plan of field trial;

Jun 98 — Production of hardware;

Aug 98 —Field trial;

Jan 99 —Review of data collected at field trial;

Oct 99 — National data evaluations (CA, GE, NL, IT, UK);

Mar 00 — Comparisons of national results; and,

Nov 00 — Final report to NATO RTO SCI (NATO CONFIDENTIAL).

P o e o

TECHNICAL REQUIREMENTS FOR THE CAMOUFLAGE SUITE

A series of meetings were held between the Canadian Forces equipment users, the department of National
Defence technical authorities and the camouflage producers to determine the requirements of the
camouflage suite. The following requirements evolved:

a. to be designed for in-service combat vehicles;

b. to be for use in all tactical situations;
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to be able to counter widely used sensors;

to be able to counter recognition and identification;
to be able to reduce the multispectral signature;

for use on moving combat vehicles;

enable rapid deployment and striking; and,

be a low cost add-on (not active or stealth)

S e o

APPLICATION OF SUITE WITH RESPECT TO COYOTE

The Coyote reconnaissance vehicle is a wheeled armoured vehicle that moves and stops frequently. It is
fielded in two versions; one equipped with mast mounted sensors and the other with tripod mounted
sensors having a remote capability. The stipulated technical requirements applicable to Coyote led to the
development of a three stage camouflage suite (see Figures 1, 2, 3, and 4), as follows:

a. a permanent on board camouflage kit, (S1);
b. a permanent, onboard rapidly deployable short halt kit, (S2); and,
C. a long halt kit, (S3).

Figure 1 — The bare Coyote

Figure 2 — The permanent camouflage (S1)
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Figure 3 — The short halt kit (S2)

Figure 4 — The long halt kit (S3)

FIELD TRIAL BACKGROUNDS AND COYOTE DEPLOYMENT

The backgrounds selected into which the target vehicle was to be deployed were considered typical of the
temperate northern hemisphere. The Coyote was deployed into what could be considered the most difficult
of camouflage positions. As depicted in Fig. 4, one background was the front edge of a low wood line
while the second background selected was in the middle of an open grassland plain interspersed with sandy
patches.
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DATA COLLECTION AND ANALYSIS

The data collections for the field trial consisted of:
a. imagery from helicopters;
(1) 35 mm slides;
(2) video (moving and still)

(3) FLIR
b. calibrated imagery for ground truthing (UV, VIS, NIR, M &L Wave IR)
c. over flights from tactical aircraft with FLIR targeting systems

The analysis of the data sets was conducted by Canada, Germany, Italy the Netherlands and the United
Kingdom. In several cases selected data sets were subjected to a round-robin analysis conducted in
different countries. Several sets were analyzed using different models based on the same spectral domain,

TYPES OF ANALYSIS

The following figures (Figures 5 — 11) illustrate the types of analysis conducted and show unclassified
comparative results:

E Detection
B Recognition
O identification

Figure 5 —~ Visual observation ranges in Metres

48



Ranges inm/

scale deleted

Figure 6 - LWIR ground truth imagery
(UL —Bare/UR~-S1/LL—-S2/LR~-S3)

Simulated attacks by helicopter using thermal imager:
nighttime flights

detection

B recognition

Camouflage: B = bare, S1 = mobile, S2 = short stop, S3 = long stop

Figure 7 — Simulated attacks by FLIR equipped helicopter
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Figure 8 — Tactical MICROFLIR LWIR image of moving Coyote targets at 1 Km
RIGHT SIDE OF VEHICLES
(COYOTE LEFT - S1/COYOTE RIGHT — Bare)

Figure 9 — Tactical MICROFLIR LWIR image of moving Coyote targets at 1IKm
LEFT SIDE OF VEHICLES
(COYOTE LEFT - S1/ COYOTE RIGHT — Bare)
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Cumulated samples of positive detectior

FLIR observation of moving targets in open terrain

(targets sampled every 100m from approaching helicopter)
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cam vehicle 1

Target range in m

Figure 10 — FLIR observations from LONG to SHORT ranges (LONG ranges L)

CAMOUFLAGED
~ TARGET

Figure 11 — Targeting FLIR image (BLACK hot) of Coyote targets
(engines running / 21:19 hrs local)
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CUMULATIVE RESULTS OF THE ANALYSIS EXPRESSED AS CAMOUFLAGE GAIN

Figure 12 (below) represents the accumulated results of all of the analysis pertaining to the field trial. When
used with judgment it is a useful tool for requirements staff in attempting to decide the “worth” of
camouflage and signature reduction.

% REDUCTION IN DETECTION RANGE

CONDITION PERMANENT | SHORT HALT LONG HALT

Figure 12 — Accumulated results of field trial
(LONG HALT M&LWIR is a result of warm exhaust gases being trapped under the S3 kit)

SOME CONCLUSIONS FROM THE FIELD TRIAL

The design concept and engineering implementation of stages of camouflage proved beneficial in that:
a. various tactical situations could be addressed individually through the use of modules;

b. there was reduced workload for the soldiers;

c. asignificant degree of multispectral signature reduction was achieved; and,

d. abasis for establishing the fiscal “ worth” of signature reduction was achieved.

SOME RECOMMENDATIONS FROM THE FIELD TRIAL

The following general concealment considerations were documented:

a. Signature management must be addressed as an integral part of project management and be
part of all initial engineering activities associated with new equipment procurement;

b. In-service vehicles considered to be high value assets should be retrofitted with customized
camouflage kits appropriate to their role;

c. Vehicles that move rapidly and at short notice should be equipped with a suite of
multispectral camouflage kits to facilitate concealment appropriate to their role and particular
operational exigencies;

d. Means to direct and duct exhaust gases and to conceal equipment exhaust systems must be
permanently installed;

e. The effectiveness of concealment suites must be tested in all climatic regions; and,

f.  The lack of truly robust and cost efficient evaluation tools to measure camouflage
effectiveness must be further considered.

52



OTHER RELATED NATIONAL PROJECTS

Figure 14 — Modular kit for GE MBT LEOPARD 2A4
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Modeling the thermal signature of natural backgrounds

Marius Gamborg
Department of Electronics
Norwegian Defence Research Establishment
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ABSTRACT

Two measuring stations have been established - the purpose being to collect comprehensive databases of thermal signatures
of background elements in addition to the prevailing meteorological conditions. The databases have primarily been used as a
foundation for the development and validation of models for the simulation of thermal signature.

The stations consist of a calibrated thermal camera for radiometric measurements, as well as a number of meteorological
sensors - i.e. sensors for recording relevant parameters that influence thermal signature. Both stations are remotely controlled
via telephone lines and it is possible to transfer the collected data from the stations.

At each measuring site 3-4 thermal images are automatically recorded every 15 minutes and every 5 minutes over 50
meteorological measurements are performed. The stations have been operating successfully over long periods of time and
they have delivered reliable meteorological information and radiometric data.

Using this data models for simulation of thermal signatures for natural backgrounds have been developed. In addition the
measurements have been used for the verification of a model for vehicles. The background signature model is based on plain
one-dimensional heat-flow equations. Applied to three different types of background elements, the RMS-deviations from
measured temperatures appear to be less than 1.7 K for periods of several days.

INTRODUCTION

Previous work done at FFI has revealed a need to be able to correctly assess the effectiveness of thermal signature reduction
measures [1]. The effect of these measures will depend on the thermal signature of the background. In order to be able to
make such assessments it is necessary to know how the thermal signature of the background varies with factors such as type
of terrain, weather, time of the year etc.

FFI-project 775 had as its purpose to establish comprehensive databases of meteorological data and thermal imagery, through
the establishment of autonomous measuring stations [2, 3]. The databases were to be used for calibration and verification of
two thermal models: One model for natural backgrounds, developed at FFI, and one model for vehicles. This paper describes
the measuring stations, and the mode! for predicting thermal background signature.

MEASURING STATIONS

Measuring Sites

In order that the databases be as comprehensive as possible it was necessary with diverse meteorological conditions.
Therefore three different measuring sites were chosen: Bardufoss, @rland and Rygge. These sites are located in the north,
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west and south east of Norway respectively. The geographical location and height above sea level of the three sites as well as
their expected weather type is summarized in table 1.

Table 1: Measuring sites with expected type of weather

Measuring site Location and height Weather type

Bardufoss 69°3°N, 18° 34°E, 100 m Cold winter, polar night and short warm summer with midnight sun
@rland 63°43°N,9°38°E,20 m Wet and very windy winter

Rygge 59°24°N, 10°43’E, 55 m Warm, dry summer

All the measuring sites are located at military air bases. This provides the necessary security to avoid tampering with the
stations. It also provides a certain infrastructure, with electricity and phone lines available, even though the stations are
situated close to uninhabited natural terrain. The air stations are located close to public weather stations, giving the
opportunity to verify our own meteorological data against that of the public stations.

It was also important that a wide variety of background types were available at the sites, to be able to model several types of
terrain. The sites chosen fulfil this need, containing coniferous and deciduous trees, scrub, heather, rocks, gravel roads, grass

etc.
Camera system for radiometric measurements

The measuring stations consist of two separate systems. One system is a housing containing two cameras: An infrared camera
and an optical camera. The other system consists of a data logger connected to several meteorological sensors.

The cameras are mounted together in a metal housing, which again is mounted on top of a 5-meter tall mast. The housing and
the cameras are controlled automatically by a PC workstation. This is done with software developed at FF1. The housing is
enclosed, and opens a door in front of the cameras only when images are recorded. When the door opens a fan blows heated
air out through the opening to prevent any precipitation or moisture from entering the housing. The housing is also heated to
prevent freezing inside. A picture of the camera system can be seen in figure 1.

CCD camera

Actuator . N IR camera

Figure 1: Camera housing without cover and with door open (left) and camera housing mounted on
pan/tilt on top of the mast (right)

To be able to include as many different types of background elements as possible the field of view of the cameras is not

fixed. The caméra housing rests on a computer controlled Computar PT10 pan/tilt head. This pan/tilt can rotate and tilt the
cameras, and thereby change their field of view. Operation of the pan/tilt is performed by the above-mentioned software.
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Every 15 minutes this system records several visual and thermal images, and stores them on the hard drive of the controlling
PC. The pan/tilt goes through a number of preset positions, and for each of them the cameras record images.

The distances from thermal camera to the scene is between 20 to 70 meters. At such short range the thermal transmission will
not have a significant effect on the measurements except for during periods of dense precipitation. )

Measuring Meteorological Parameters

The system for measuring meteorological parameters consists of several sensors connected to a Campbell Scientific CR10x
data logger. Most of the sensors are placed among the backeround elements. and some have also been placed in a S-meter tall
mast. The mast is used for measuring wind direction and speed in addition to air temperature and humidity at two and five
meter height. There are also four radiation sensors for '

measuring in- and out going radiation. A picture of the mast - ———— Long waYe radiétion (in)
can be seen in Figure 2. o //-————- Solar radiation (in)

E ST Wind speed
Sensors for measuring all parameters considered influential on SR " L —— Wind direction

thermal signature have been included: Air temperature and
humidity, short wave (solar) irradiation, long wave (sky)
irradiation, wind speed and direction, in addition to
precipitation.

Air temperature and
humidity (behind mast)

The logger takes measurements every 30 seconds. From Maintenance platform

calibration curves the data is then converted to normal units Wind speed

for temperature, wind speed etc. Every 5 minutes the logger

stores an average of the last 10 measurements from each L
Precipitation

connected sensor in its internal memory. (rain and snow)

Since the memory of the logger is restricted to data for only 2
few days it has been connected to the computer at the

Data logger cabinet

measuring site. It is possible to download the memory of the -
Solar radiation {out)

logger to the computer, thereby freeing logger memory. L diation (out)
ong wave radiation {ou

Measuring Thermal Signatures

Figure 2: Mast with meteorological instruments.
The measurement of thermal signature is based on the thermal  Precipitation sensor in background

images from the infrared camera. Two different types of

cameras are used: FLIR Instruments ThermaCAM PM 595 and Agema Systems Thermovision 570. The two types have the
exact same specifications; A spectral range from 7.5 to 13 um, a field of view of 24° x 18°. Both cameras give images of 12-
bit depth with a resolution of 320 x 240 pixels. The cameras are calibrated and have a thermal sensiﬁvity of 0.1 K.

By averaging the pixels covering one background element the apparent temperature of that element can be found. Repeating
this operation for several consecutive images gives the temperature variation over time. An illustration of this process is
shown in figure 3. '
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Figure 3: IR images used for studying temperature variation over time. The curves on the right
are average temperatures from the background elements plotted versus time.

BACKGROUND MODELING

There have been developed several mathematical models to simulate thermal signature. Several of these models utilize very
complex physical descriptions of the problem. Hence they require high computing power, advanced mathematical solutions
and may require a long time to converge on a solution. '

On FFI-project 775 it was decided to go with a simple solution due to the short time available. It was seen as desirable to
limit the computing power needed for simulations to single workstations. A very promising model has been developed at
FGAN-FOM, and the choice of model was based on the results from this model [4].

Description of the General Background Signature' Mode!

The signature model presented in this paper is based on heat transfer from objects with only one surface exposed to the
surroundings. To further simplify, it is modeled as a one-dimensional heat transfer. The background elements are divided into
uniform layers, with only the top layer being exposed to the environment. All the other layers simply transfer heat through
one-dimensional conduction. The mathematical equations that describe this process are presented in equation 1.

%za'an +e Wy —c-0T§ Radiation

=(6,+6,v,)-(I,-T,) Convection

+p(6,+6,-v,)(e(T,, Rh) —e(T,100%)) Evaporation

+x(1,=T5) Conduction

1)

g—T—'=K-(]}+, ~2.T+T.) Conduction in
dr layer no. i
ﬂ=K'(Tc -2.T, ‘*;T,,_i) Conduction in
dt layer no. n
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In équation 1 ., €, G, p, K, &; and &, are the parameters of the model, T, is the surface temperature of the background element.
T, is the air temperatufe and T; is the temperaturé of layer number i. T, is the temperature of the lowest layer, and does not
vary with time. The meteorological data required is Wyp, Wy, Vs, T, and Rh, which are the short and long wave irradiation,
wind speed, air temperature and humidity respectively. e (T,, Rh) is the water vapour pressure given by the air temperature
and humidity. ‘ ' :

When the values for the parameters are known, the surface temperatures are calculated by converti'ng the differential
equations in equation 1 into difference equation of a certain time step. For each time step the temperature change is calculated
and added to the temperature of the previous time step. The input required for this operation is a starting temperature profile,
i.e. one temperature for each layer. as well as meteorological data for each time ster. Thus a curve of surface temperature
versus time is generated, based on certain values of the model parameters. ‘

The fit of the model is calculated as the root mean square error, or the RMS error, between the model curve and the
temperature for the relevant background element as extracted from the thermal images. Varying the parameter values until
the RMS error is minimized results in the final estimation of the parameters. '

Minimizing the RMS error is a trivial problem for linear functions. However this is not generally the case for differ:ntial
equations. We have therefore used a combination of the simplex “downhill method”, and the Levenberg-Marquardt method
[5, 6]. '

General Edge-of-Forest model

This model is a general edge-of-forest model. It has been developed on the basis of both coniferous and deciduous trees and
is therefore valid for most types of trees. However the model is less complex than the general model presented above.

In this model there is no conduction, as this factor will have a negligible effect on trees. In addition to this, the humidity
measurements did not seem to have significant impact on the results, and therefore the humidity term was dropped to
simplify further. '

A plot of the edge-of-forest model together with actual measured temperatures as well as a best-fit curve appears in figure 4.
The best-fit curve is a plot of the parameter values that gave the smallest RMS error for the days plotted. It gives very good
results for the period shown, but does not perform as well as the general edge-of-forest model for other periods.

The general edge-of-forest model was developed on the basis of several 5-day sequences from a 9-month period. It has been
plotted for the entire period of nine months. For this period it gave an RMS error of about 1.9 K. It is however not that
difficult to get these results for the edge-of-forest, since foliage temperature has a tendency to follow that of the air quite
closely.

The average difference between the edge-of-forest model and the measured temperatures has been plotted in figure 5. As can
be seen from the plot the model accuracy degenerates rapidly below about 260 K. This can be explained by several factors.
As the temperature drops below freezing, icing may affect the reflective properties of the trees. Also the phase changes back
and forth between ice and water will absorb and liberate energy. In addition the fact that low temperatures will occur mostly
during periods when there are no leaves on the deciduous trees will change their thermal properties. Finally there are fewer
data containing low temperatures, meaning that the parameter estimation will weigh the lower temperatures less,
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Figure 4: Piot of Edge-of-forest models for late March 2003, with values for average
difference and RMS error inserted.

Rock model

Like the edge-of-forest model this model is a
simpilification of equation 1, since also here the air
humidity has been excluded. Modeling of the rock has
been tried both with and without the conduction terms.
Without the conduction terms the mode! performs quite
well for short periods of time. However, it does not
perform as well when extended beyond a few days.

3]

-
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The conduction is modeled by dividing the rock into 20
layers vertically. The conduction coefficient is assumed to
be equal between each layer. No assumptions are made

about the thick.ness ofthe.layers, other than that the 0245 250 255 260 °' 270 275 280 255 290 295 300
lowest layer will be sufficiently deep to be at a constant Temperature interval X)
temperature. This constant temperature was set to 277 K.
The initial temperature of the 20 layers is simply a linear
interpolation between the measured surface temperature
and the constant temperature of the lowest layer. This
means that the model will need some time to adjust, since the initial ground profile does not contain any temperature history.
The conduction is assumed to be constant with depth, and independent of the time of year, wetness etc.

Average Difference (K)

Figure 5: Average difference between general edge-of-
forest mode] temperature and actual measurements
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A plot of the rock miodel for 5 days in May 2001 is plotted in figure 6. The plot contains a best-fit curve and a curve fora
long-term mode!. The best-fit curve has been fitted specifically for the last part of May, while the long-term model has beer.-
verified for the period of early March to late June. As can be seen from the plot the long-term mode! has problems with the
highest temperatures. This is probably due to the fact that these are extreme temperatures for the period upon which the
model is based. The RMS error of the long-term model is 2.3 K for the entire three- month period. Thc segment of the long-
term model presented in figure 6 represents the period with highest RMS error.

310 Measured temperature
] . Long-term model

303 - e Best-fit model

300

Temperature (K)
o
©
o
)

285 -
280
. Long-term model  Best-fit mode!
275 | RMS error 2.85 1.18
Average difference 2.55 0.92
T T T T T T T T T T J 1
26 27 28 29 30 31 -1
Day of the month
Figure 6: Plot of rock models for late May 2001, with values for average difference and RMS
inserted.
Model parameters

Mode! parameters for the general edge-of-forest model and for the long-term rock model are presented in table 2. The model
values are the parameter values that are input into the model. The modified values are the model values multiplied by a factor
so that the long wave emissivity coefficient € becomes 0.95. The value 0.95 was chosen as a fairly common value for the long
wave emissivity coefficient for natural materials. The multiplication factor represents the heat capacity of the elements
modeled. The only parameter that has not been modified by the heat capacity is o, as this term only appears in the model in
conjunction with €. : : ‘

As can be seen from table 2 the parameters take values that do not seem “unphysical” in nature. There are no negative
parameters, which would imply cooling of the background element when energy is added to it. The short wave absorptivity
coefficient o is between 0 and 1, but deviates slightly from tabulated values [7]. In addition Stephan-Boltzmanns constant &
is close to its actual value of 5.67e-08 Wm™K™. The reason for the deviations is probably that the model to a certain extent
accounts for effects not incorporated in it.
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FURTHER WORK
Table 2: Parameter values for the general edge-of-forest mode! and for the

The models need to incorporate long-term roci: modef

effects that have not been Edge-of-forest model Rock model
considered in the first version. This
includes solar angle of incidence Parameter Model Value Modified value Model Value Modiﬁgd value
for elements that are not horizontal, o 2 66e-06 0.25 5.92¢-06 " 0.63
precipitation and possibly thermal 1.000.05 0.05 6.890.00 0.95
irradiation from surrounding & o ~ oY )
terrain. 5 ' 1.40e-04 13.30 9.06e-08 8.26
7.00e-05 6.65 7.72e-05 0.97
There are also plans to model &
snow. In this case it will also be c 5.84e-08 5.84e-08 6.40e-08 6.40e-08
necessary to record the condition of K N/A N/A 1.22e-05 12.99

the snow in some way. There are
no plans to incorporate the physical three-dimensional structure of the background elements, as this will make the model

unnecessarily complex.

If time allows it there are plans to make one of the measuring stations mobile. This will allow for measurements in other
types of climates than only in the three fixed measuring sites chosen so far. However, this operation will be very time
consuming.

Currently the measuring stations are only used for purposes of delivering data for the model calibration and evaluation.
However they are ideal for evaluating vehicle and personnel thermal camouflage. The stations will to a certain extent be
made available for the Norwegian military to use for this purpose.

Finally, the models and the collected data will be used as an aid in assessing the effectiveness of thermal sensors. When
parameters have been estimated for all kinds of backgrounds it will be possible to estimate the temperature variation in given
backgrounds for given meteorological conditions. If this is used in conjunction with calculations of atmospheric propagation
the performance of thermal sensors can be evaluated.

CONCLUSION

The measuring stations can deliver data that is sufficiently accurate to be used for modeling of thermal signature. The use of a
camera instead of a radiometer has allowed a more precise pinpointing of the location of relevant background elements,
thereby increasing the accuracy of the measurements. It also gives the possibility of studying the temperature variations over
the background element. '

So far two general sets of model parameters have been estimated: One model for a general edge-of-forest, and one for bare
rock. The edge-of-forest model has been plotted for a period of nine months, giving an RMS error of 1.9 K. The rock model
has been plotted over a period of 3 months, resulting in an RMS of 2.3 K.

The models have resulted in parameters that seem reasonable from a physical perspective. Some of the parameters deviate
slightly from tabulated values, but this is not unexpected as the model is much less complex than the thermal systems it
simulates.

Modeling has shown that even with very few parameters it is possible to obtain model parameters that result in a very good
model for periods of at least two months. Such results can be obtained even for parameters that obviously represent




“unphysical” values, due to the existence of local minima in the ﬁt-functlon Therefore it is important when mode]mg to try
. different starting values for the parameters, as the mathematical methods used for estimating the parameters may not a]ways
converge on the global minimum.

The models developed are simple and quick. They can be used to estimate thermal signatures in short time on a single
workstation. The accuracy of the models is sufficient to apply to the evaluation and assessment of thermal camouflage, and
will therefore be a valuable tool in further work at FFI. ‘
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Abstract

Recent world events have accelerated the evolution of the US military from monolithic
formations arrayed against a known enemy, to a force that must respond to rapidly
changing world events. New technologies are part of the Army’s evolution and thermal
imaging sensors are becoming more and more prevalent on the modern battlefield. These
sensors are integrated into advanced weapon systems or commonly used for battlefield
surveillance. Thermal imaging systems give the soldier the ability to deliver deadly force
onto an enemy at long ranges at any time of day or night. The ability to differentiate
friendly and threat forces in this situation is critical for the avoidance of friendly fire
incidents and for the proper use of battlefield resources. The ability to foresee the
location of the Army’s next battlefield is becoming more difficult, and we don’t know
where the next battlefield will be from year to year. Infrared target recognition training
tools need to be flexible, adaptable, and be based on not only the latest intelligence data
but have geographically specific training available to the soldier.

To address this training issue, personnel of the Measurement and Signatures Division at
the National Ground Intelligence Center have created the Simuiated Infrared Earth
Environment Lab (SIREEL) web site. The SIREEL web site contains extensive infrared
signature data on numerous threat and friendly vehicles and the site is designed to
provide country-specific vehicle identification training in support of US military
deployments. The bulk of the content currently on the site consists of infrared signature
data collected over a decade of intelligence gathering. The site also employs state of the
art infrared signature modeling capabilities to provide the soldier in training the most
fiexible training possible. If measured data on a vehicle is not available, the website
developers have the capability to calculate the infrared signature of ground vehicles in
any location, any type of terrain, any weather condition, any operational state, at any time
of day on any day of the year. This allows the SIREEL website developers to completely
populate target signature training databases when measured data is unavailable for
required vehicles. This paper explores the methodologies and tools necessary to provide
the predictive infrared ground vehicle signatures for this application.
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Introduction

When developing a concept for training soldiers how to interpret the output of an infrared
sensor there are multiple critical issues to consider:

1) The training system must be able to provide information on any possible target
that the soldier will encounter during a given deployment.

2) The training system should be able to b= tailored to a particular deployment so
that the soldier in training is not overwneimed with learning requirements.

3) The signature data used to train the soldier must be of high quality and contain all
meaningful feature information required to recognize a particular vehicle.

4) The vehicle signature data must be able to be presented as a part of a realistic
infrared scene that is representative of the region of an impending deployment.

The four issues mentioned above define some of the basic requirements for an infrared
signature combat identification training system. The first issue requires that the training
system have a complete inventory of vehicles that a soldier can be expected to encounter
on a given deployment. Gaps in the training system could lead to situations on the
battlefield where a soldier encounters a target that is unknown to him and this could lead
to delayed reaction times and increased risk to personnel.

The second major issue above, which relates to deployment-specific training, is important
because the soldier should not have to attempt to retain information that is not relevant to
his current mission. If he spends valuable training time memorizing signatures of*
vehicles that will not be encountered, his effectiveness is reduced and he is unnecessarily
burdened with useless information. The signature of a vehicle in its original country of
manufacture can be changed drastically due to the complex proliferation of military
vehicles throughout the third world due to country-specific modifications. The soldier
should have available the signatures of the vehicles as they appear in a particular country
or region. For example, the Iraqi Type 69-1I main battle tank (MBT) is a heavily
modified Iraqi variant of a Chinese copy of a Russian T-55. While in many respects it is
a T-55, its outward appearance is drastically different from the standard Russian MBT.
To be effective, the training system should contain signature data on all the relevant
variants and configurations of a given base vehicle.

The third training requirement issue is a basic quality requirement in that the signature
data being used to present training information should be high quality signature data and
be able to provide all pertinent IR feature information to the soldier in training. The data
should represent as many operational states and environmental conditions as necessary.
When a soldier views a target through an infrared sensor there are an infinite number of
possible ways that a given target can appear. The target can have country-specific
modifications and could possibly have some type of passive countermeasure such as -
camouflage employed. How the vehicle appears is also a strong function of the natural
environment it is in, its operational state, the time of day, and the time of year. An
infrared combat identification training system should be able-to provide all of these
signature states as needed for training.
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The final general requirement for an infrared combat identification training system is the
ability to present vehicle signatures imbedded in realistic infrared scenes representative
of a specific region of interest. The vehicle detection and identification process is
strongly dependent upon not only the signature of the vehicle itself but the scene clutter
in which the vehicle resides. In addition, in many combat situations a target vehicle
could be in defilade or partially occluded by objects in the scene. The ability to present
partial signatures of vehicles is an important capability for realistic training.

Tne infrared combat identification training requirements memioned so far carry with
them the implication that any training system must have an incredibly large number of
signatures available for adequate training. This is driven by the large number of military
vehicles presently in existence that could be encountered on a battlefield, the different
signature states of each vehicle, the variants of each vehicle, and a given vehicle’s
configuration. While using measured signatures is the obvious place to start with a
training system, it is simply not possible to collect signature data for every desired
training scenario. Fortunately, there have been recent technological advances in the field
of ground vehicle infrared signature prediction and computer processing power so that it
is now feasible to address these signature requirements with predictive infrared signature
models.

First principles of physics predictive infrared signature modeling provides the capability
to calculate the infrared signature of a vehicle in any operational state, at any time of day
or year, at any location in the world, and under the influence of any type of weather.
Once a high-resolution predictive signature model has been built it can be used to
generate as many signatures as required for training. These predicted signatures can be
validated against measured signatures and there are numerous examples over the history
of this field where it has been shown that it is possible to create a model that matches
measured signatures very closely. Validated, computer-generated signatures offer a huge
long-term cost savings over measured signatures. Currently on the SIREEL program it is
possible to generate ground vehicle infrared signatures in volume at a cost in the tens of
dollars per signature with a generation time measured in days. On the other hand,
measured signatures could easily cost thousands of dollars per signature when the costs
of vehicle operation, range time, and sensor costs are added up. A limited number of
these relatively expensive measured signatures will be required for validation of the
predictive models but once they have been validated to the required level of confidence,
predictive models offer substantial cost savings.

SIREEL Website Overview

The SIREEL website consists of two major components, a general IR signature training
section and a deployment section that provides country-specific information. The site is
intended to provide simple, basic instruction on IR signatures while having an extensive
and comprehensive database of vehicle signatures for the user to learn from as needed. A
unique feature of SIREEL is the country-specific information that allows a user to learn
about vehicles that will be encountered on any given military deployment. Figure 1
shows a conceptual layout of the SIREEL website.
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SIREEL Secure Server Login Page

Infrared Signature Country-specific Extensive Vehicle Index
Basic Education Deployment Data

Figure 1. SIREEL website contents and layout

The SIREEL site is currently accessible over the Internet and requires that a potential
user acquire a login and password from the website administrator. The site is a secure
site requiring 128-bit encryption but is unclassified and can be accessed from any
military or government Internet domain. The SIREEL site is constantly being improved
and populated with additional infrared signature data of ground vehicles, helicopters, and
aircraft. Hundreds of vehicles must be represented to provide a comprehensive training
set for target identification training with the primary focus being on ground vehicles such
as tanks, infantry fighting vehicles, rocket launchers, and other primary battlefield
targets. As mentioned previously, this requirement for signatures of exotic targets in
locations all over the world necessitates the use of predictive IR signature modeling
techniques that are based on first principles of physics.

SIREEL Infrared Target Signature Modeling

The use of predictive infrared signature models on the SIREEL website allows for the
presentation of representative vehicle signatures for a vehicle at any time of day, in any
weather condition, anywhere in the world. This capability is required in order to create
geographically specific IR scenes for training. While measured IR signature data is very
useful for demonstrating fundamental signature features of a vehicle, it is impossible to
collect enough data to represent a vehicle’s IR signature at every point in the vehicle’s
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multi-dimensional signature space. This necessitates the use of predictive IR signature
models.

The desired result of the ground vehicle IR signature modeling process is to end up with a
3D model that can be manipulated over the web for training purposes. The model must
be able to convey important information such as vehicle shape from different aspects and
location of thermal features. The process for creating an IR web model of a vehicle
consists of four major steps: creating a geometric representation of the vehicle, deriving a
thermal mesh fron: the geometric reference, attributing the thermal mesh and creating a
predictive signature model, and creating an optimized real-time model compatible with
web browser visualization sofiware. Figure 2 shows these steps and examples of models
at each stage of the development process.

Real-Time
Web Models

Geometric Thermal Signature
References Meshes Results

Figure 2. The Four Stages Required for IR Signature Web Models

The ground vehicle IR signature modeling process begins with the creation of a three
dimensional geometric reference model of a vehicle. This has historically been a difficult
task, but the speed and capabilities of personal computers, and the capabilities of
modeling software have increased to the point where this stage of the development can be
accomplished with commonly available tools. The most difficult challenge typically
faced by a geometry modeler is building a model that is sufficiently accurate for a given
application. Creating models for target training applications often involves vehicles
about which very little is known. In some cases assumptions must be made concerning
the shape and size of components of the vehicle because the best information available
may be photographs. In other cases, accurate line drawings or examples of the actual
vehicle may be available and the accuracy of the model can be very high. Fortunately, IR
signature models have less stringent spatial detail requirements than other types of
signature models and IR signature models can be created with sufficient detail from
relatively limited information. The typical spatial resolution of the SIREEL predictive
signature models ranges from three to five inches and non-critical features smaller than
this are not modeled.
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After the geometric reference has been created it is used as the primary inputs for the
creation of a thermal mesh. The thermal mesh is simply another representation of the
geometry of a vehicle but with very specific requirements. The thermal mesh must be
created with low aspect ratio quadrilateral polygons in order to properly model the flow
of heat across a vehicle component. In the final thermal solution, each polygon is
assigned a calculated temperature over time based on a number of heat inputs over time,
and each polygon is referred to as an isothermal node. The thermal signature codes have
a finite limitation on the number of node temperatures that can be calculated at one time
and this limiiation drives the final resolution imits of the siznature model. Figure 3
shows a typical thermal mesh created for the SIREEL website. The mesh shown in figure
3 is comprised of approximately 45,000 quadrilateral or triangular polygons.

e
i

Figure 3. Typical Ground Vehicle Thermal Mesh

After the thermal mesh has been generated and segmented into appropriate groups, the
mesh is used as the primary input to a signature prediction code. The currently available
choices for ground vehicle signature prediction codes are the Physically Reasonable
Infrared Signature Model (PRISM), and the Multi-Service Electro-optic Signature
(MuSES) code. PRISM is a code that has been the historical standard for ground vehicle
signature prediction and MuSES is the recent intended replacement for PRISM. MuSES
is the more modern code with a more user friendly interface but it is a proprietary code
and the user does not have access to the source code. This lack of access to source code
makes it difficult for the user to model complex heat transfer processes such as the ones
occurring in vehicle engines. PRISM source code is available and this allows the PRISM
user to create whatever functions and subroutines necessary to model whatever is
required. However, due to its more modern software architecture MuSES can
accommodate models with higher numbers of thermal nodes and this allows for higher
spatial resolution models. The approach used for the SIREEL infrared signature models
is a hybrid process that takes advantage of the strengths of both codes. A custom version
of PRISM was created that can accommodate more nodes than the standard release
version of PRISM, and for relatively low node count models, PRISM was used to
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generate the IR signature. For models with higher node counts, PRISM was used to
calculate the temperatures of engine components and temperature curve files were written
out for importing into MuSES. MuSES calculates environmental interactions, node to
node conduction and node to node radiation exchange. These fundamental heat transfer
calculations combined with the engine component temperature curves from PRISM
represents a highly flexible hybrid approach to ground target IR signature generation.

The engine. drive train. and running gear of a ground vehicle are the dominant
comrioutors 16 @ vehicle’s IR signature i most tactical scenarios. The heat generated by
the engine and drive train propagates from these active components to other parts of the
vehicle by complex radiation, conduction, and convection paths. The temperatures of the
components of the running gear (wheels and tracks) of a ground vehicle are driven by
parameters such as the speed of the vehicle, mass of the vehicle, terrain type, anc bearing
friction. All of these complex heat transfer mechanisms must be addressed in order to
accurately calculate the IR signature of an active ground vehicle. Figure 4 demonstrates
the general process for the incorporation of detailed engine models into ground vehicle
signature models.
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Figure 4. Engine Modeling for Ground Vehicle IR Signature Calculations

The engine modeling process begins with the coliection of whatever data is available on
the engine and drive train of the vehicle to be modeled. The first step is to create a three-
dimensional model of the engine, generate a thermal mesh of the engine model, and
incorporate the engine mesh into the vehicle thermal mesh. Analytical forms of the heat
generation and heat transfer processes of the engine components must then be generated
to create the software functions necessary to calculate the temperatures of the engine
components. The code generation process begins with the collection of manufacturer-
supplied automotive performance data or the derivation of these performance curves if
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they are not available. This data is then assembled and curve fitted in spreadsheets to
create the equations necessary to generate code. These equations are used to modify the
PRISM source code, which is then re-compiled and executed to generate either the
vehicle IR signature, or the necessary heat curves to drive MuSES.

Once the relatively difficult task of engine modeling is complete, the mesh is attributed in
either PRISM or MuSES, simulation scenario parameters are set, and a thermal signature
calculation is performed. It is important to note that the IR signature of a vehicle is a
strong function of its environmemtal and operational history, thersiore the temperatures of
vehicle components must typically be calculated over an entire day in order to obtain the
signature of a vehicle at a single time during that day. Figure 5 shows six example IR
signatures of a BM-21. The signatures down the left-hand side of the figure represent a
solar loaded daytime (13:00) signature in the three operational states of cold, idling, and
exercised. The three signatures down the right side of the figure represent the same
operational states for a nighttime (02:00) signature. All six of these signatures were
generated with three PRISM or MuSES runs with signature models being output for two
discreet times during the simulation.

nighttime

daytime cold

cold

W

-, daytime BM-21 In combat in Chechnya  nighttime
| Mdine Country of Origin: Russia

“u

nighttime
moving - £

daytime
moving

‘ Thermal Mesh

Figure 5. Example Ground Vehicle IR Signature Models

The different signatures shown in figure 5 demonstrate the power and flexibility of high-
resolution predictive IR signature modeling. For example, the nighttime cold signature
demonstrates passive radiative exchange between the vehicle model and the natural
environment and between different sections of the vehicle itself. The flat surfaces that
are exposed to the night sky appear colder and this is due to a net radiative heat loss to
the sky from these components. Other sections of the vehicle that are shielded from the
night sky, such as the area under the missile tubes, exchange thermal radiation with each
other and stay relatively warm. The idling signature shows the effect of the engine
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heating on the hood and other front sections of the vehicle, and the moving signature
model demonstrates wheel heating and the effects of forced convection on the vehicle.
Forced, ambient air convection causes the hood of the vehicle to cool off and the relative
thermal contrast between other parts of the vehicle is reduced as the forced convection
heat rate becomes relatively dominant and attempits to force the temperatures of many
components to the ambient air temperature. The solar-loaded signature on the left hand
side of figure 5 demonstrates self-shadowing as the thermal shadow of the rocket tubes
can be seen on the bed of the vehicle and the roof of the cab.

Summary

Figure 6 shows the current high-resolution infrared signature model inventory available
for generating signatures for the SIREEL website. All of these models were generated
over approximately an 18 month period and more models are being generated at a very
rapid rate thanks to the development of long lead time software and personnel
infrastructure. The multipliers in the figure, for example “x6”, mean that models of six
major variants of that base vehicle have been produced.

The SIREEL website is currently available for IR combat identification training and it
employs constantly evolving, state of the art techniques for generating infrared signatures
of vehicles. Traditionally, ground vehicle signature models require many months to
create. Due to the huge number of vehicles models that will be required for SIREEL, a
highly efficient signature model assembly line has been set up and signature models are
_currently being created at a rate of two to three per month. Custom software tools have

been created that allow for the rapid generation of real-time models from signature code
outputs. The entire process result- in a 3-D IR signature model that can be manipulated
by a user in a web-browser over the Internet, and this initial technology implementation
will be one of the basic tools used by SIREEL to train soldiers in infrared target
recognition.

MBT’s IFV’s APC’s MRI’s SPH’s Recon/Light Tanks
T-55(xx6) BMP-1 BTR-60 M-1991 M109 BRDM-2 (x4)
T-62 (x2) BMP-2 MIl113 BM-21 281 PT-76

T-72 KIFV 283

T-80 (x2) MT-LB

M1 BTR-50 Anti Tank AAA SAM’s
M60 AT-3 ZSU-23/4 SA-9
K1 AT-5 ZU-23 SA-13
Chieftain M-901 MT-LB/ZU-23

Gaz-66/72U-23

Figure 6. Q4 FY02 SIREEL IR signature model inventory
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ABSTRACT

MuSES 6.0 was released late in 2001, TARDEC has undertaken a formal verification and validation procedure as described
in the Army Modeling and Simulation Office Pamphlet 5-11 and as described in the Defense Modeling and Simulation
Offices Guidelines on the subject. The full report is expected to be finished in the Fall of 2002, This paper will give examples
of the latest results of the full environment Cubi tests and additional verification and validation tests. In addition, the paper
will discuss some of the lessons learned on the V&V of engineering level models.

INTRODUCTION

The idea that everyone wants V&V is hard to dispute. What's more important however is that the DoD demands it.
The Defense Modeling and Simulation Office (DMSO) released a comprehensive guide on the subject in 1996' and is
currently updating it. In addition, they have established a Verification, Validation, and Accreditation (VV&A) technical
working group to continue to mature the process, educate the community, and establish clear common nomenclature.

The Army Modeling and Simulation Office has followed suit and published guidelines under pamphlet PAM-5-11.2
The official definitions of verification, validation, and accreditation in PAM-511 are as follows:

e "Verification is the process that determines the M&S functions as it was originally conceived,
specified, and designed.

o Validation is the process that addresses the credibility of the M&S in its depiction of the
modeled world.

e  Accreditation is the M&S application sponsor's determination of the suitability and
acceptability of the M&S to the application”

What VV&A can do is enhance a simulation's credibility and reduce the risk of its use in a particular application.
What it cannot do is "guarantee that the modeling and simulation results will be correct, guarantee that the results will be
correctly analyzed and interpreted, guarantee that the right model was chosen to solve the problem."

UPHILL BATTLE

Even though program managers and engineers want validated models, very few organizations understand the
process or want to go through the process. The reason is twofold. Firstly, it seems like an immense amount of work and
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secondly, there is "Miller's Law". Certainly. the impact of picking up the thick Recommended Practices Guide on VV&A is
to create a sense of being overwhelmed, but truthfuliy. the bulk of V&V it is just documenting good software development
practices that should aiready be going on along the way. These procedures inciude creating requirements specifications,
showing how requirements are tracked, documenting the sanity checks (verifications) and assumptions being made along the
way, tracking configuration management procedures, and then finally the validation tests that any responsible proponent
would perform on any model before they used it to their satisfaction. Once all of this is documented along with the strengths
and the weaknesses of the model, then others can use this V&V report to judge whether the M&S is suitabie for a particuiar
problem. This "judgement" is the accreditation. Just because an M&S has weaknesses, does not make it invalid. If the
weakniesses are understood and the M&S can still answer a certain question, then the M&S can be deemed appropriate and
accredited for that purpose. Figure 1 lists some of the elements set aside for V&V in MuSES. :

Assumptions made Radiation variables Signature inputs and outputs
Overall conduction Environmental variables Post processor features.
Overall radiation All three modes of heat transfer Geometry functions
Convection variables Analysis of inputs and displays Graphical features

Overall Convection Editor functions

Figure 2 Elements targeted for verification in MuSES
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Figure 1 Results of conduction and convection validations

MILLER'S LAW

MusSES 6.0 has undergone the steps of individual V&YV for the above elements. Comparisons to textbook analyses
have shown agreement and the model behaves as expected. The final stage we are undertaking is face validation or output
validation, which in this case is comparison to field trials using thermocouples and infrared imagers. This is the part of the
process that most of those outside the V&V community think of as "validation". In the recommended procedures guide this
part plays a small part in the over all process, but it is what most engineers and program managers wish to see. Unfortunately,
this is also where Miller's Law comes into play.

Miller's Law states: Model comparison to measured data is unfair’

A portion of the sentiment behind this "law" is echoed in the DMSO guide. The very first principle listed in the
guide is "There is no such thing as an absolutely valid model'". This principle addresses the idea that some might hold the
mistaken belief that once a model was "validated" it was likely to give absolute answers that were "perfect”. While there is a
distinct wish to see plots of exact matches of modeled and measured data, under a great many circumstances that is
unrealistic and not because a model is "bad". In fact, in certain cases, the modeled answer can actually be "more valid" than
the measured due to uncertainties in measurements. This is the idea put forth in the adage, "no one believes a model except
the one who ran it and everyone believes a measurement except the one who took it".
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The reasoning behind Miller's Law is the following:

Measurements are not always exact (due to inherent instrumentation uncertainties)
Modelers are not always exact

Modeling theories are often based on Measurements (see first bullet)

Nature is not always well understood

e o o @

Table 1 shows the reason as to why measurements are not always exact--in particular with respect to measuring "nature” or
weather and environmenta! effects.

| Modeled — Measured Temperature Difference
Average | Ave Abs | St Dev | Min | Max

Baseline -0.53 0.98 1.36 | -10.6 | 6.64
AirT+0.7°C 0.061 0.86 1.31 | -10.1 1] 6.33
Solar Radiance + 5% -0.26 0.91 1.29 [-9.28 | 8.81
Solar Absorptivity + 0.05 -0.27 0.93 1.34 | -994 | 8.56
Emissivity — 0.05 -0.39 0.93 1.36 |-10.5] 7.39
Cp 461 > 420 -0.53 0.97 1.33 1 -104 | 6.72
Wind Speed — 5% -0.49 0.99 1.35 |-10.5] 6.98
AirT+1.0°C - 0.22 0.99 1.36 | -9.84 1 7.02
Sky Radiance + 5% 0.16 1.00 142 |-102 | 7.97
Thermal Conduct 52 ->73 -0.58 1.01 1.39 [ -10.8 | 6.32
Rotate Back 5 Deg -0.61 1.02 1.36 | -10.6 | 5.90
Insulated Back -0.57 1.01 1.33 | -10.3 | 7.82
One Layer with Air Inside -0.62 1.05 1.50 | -114 ] 5.09

Table 1: Weather File Sensitivity Analysis, Output Validation

Miller's Law addresses the fact that in nature, there are many variables that fluctuate in nearly random fashion (with
wind being the most dramatic) and the instruments that are used to measure nature and provide input data to models during
validation exercises are not sensitive enough to capture these fluctuations. When this input data to the model is not accurate,
it is unrealistic (unfair) to expect that models based on this input data will exactly predict what was then observed in the field.

Sometimes accurate data is theoretically possible, but very difficult to obtain in practice and determining how
accurate data must be may be difficult to define. MuSES relies on material properties such as the emissivity and absorptivity
broken out by wavelengths. This data set can be quite large, which can be a problem, but the bigger problem is that the data
is hard to come by unless one owns the instrumentation to measure these properties. The measurement devices are expensive
and the measurement itself is tedious--therefore there does not exist a large database of this type of information readily
available. But the real problem with material properties is much more complex than this. The modeler needs to answer the
question "what surface condition do I wish to model?” A lab measurement of a coating may be what is available for input
into the model, but if one wishes to compare the results of the model to a measurement of a vehicle that has been in use for
two years, the comparison could be very poor. Scratched and weather-beaten CARC paint for instance, has different
properties than a coupon that is freshly painted and measured in a lab.

Miller's Law shines the light on the fact that face validation, while desirable, is a very difficult task to do well. The
truth is that face validation has value and even if graphs of measured versus modeled do not match point for point, the
conclusion is not automatically that there is a problem with the model. All modelers need to understand the assumptions
made within the model and assumptions made about measurements used as input to the model. That said, we have proceeded
forward with output validation (face validation) in the final stages of the V&V of MuSES. We will discuss the results, the
examples of Miller's Law encountered, and the additional experiment designed to reduce its impact
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OUTPUT VALIDATION

Since absolute comparison is not necessarily what is expected in output validation, how then can one measure a
sense of "goodness?” When comparing measured and modeled data for MuSES. agreement is expected to fall within certain
error bars calculated based on the above uncertainties. In addition, in these trials, we ook at and compare temperature
profiles over time. The results are time-stepped. Therefore, it can be said that it is also appropriate to iook for agreement
within plus or minus a given time step as well. Finally, there is "trend agreement." One can also visually tell if the predicted
trend matches that of the measured trend. Under most circumstances, average agreement within plus or minus 2 degrees with
good trend agreement is very good. Larger isolated deviations in and of themselves may not be a problem and are looked at
on a case-by-case basis. Once modeling error, instrumentation error, and input data error is eliminated in these cases,
algorithms and assumptions are analyzed. This is discussed in more detail later in this section.

Cubi

The geometry used in the output validation exercises of the MuSES/RadTherm code is called Cubi. Technion, in
Israel first introduced this geometry in 1995 in order to validate PRISM. It was later adopted by the UK MoD. Liking the
design, we chose the same geometry and dimension values in order to exchange data with our international partners. Cubi
was purposefully designed such that it is fairly simple to model and troubieshoot, yet still presents some challenges to a
model in a validation experiment. Firstly, past model validation experiments have shown that there is usually very good
agreement in thicker armor. Therefore, in order to tax the model, thinner plates were used (which traditionally have been
more difficult to match in predictions).” Being box-like, terrain and sky effects are individually taxed/isolated via the different
faces of the box. Then finally, the notch or step in the geometry aliows faces to interact with each other (self-shadowing/self
radiating).

Cubi is one meter tall by one half meter wide and one meter deep. It is constructed of 4.0-mm steel and was painted with a
green CARC paint. Paint coupons were fabricated at the same time and sent out for material property measurements.
Thermocouples were applied to the inside surface of the metal, and one-inch thick polystyrene foam board was pushed into
place inside Cubi. The most recent thermocouple locations can be seen in the figure below.
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Previous to this map, an initial test was performed in the spring in a small field close to the buildings at TACOM. There was
a different thermocouple placement at that time. The results are in the figure below.
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Figure 4 CUBI -- Old Cubi runs of upper east face (24) and of lower step facing up (10)
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In this older trial thermocouple (tc) 24 is in the location of tc8 in figure 3 and tc10 is in the location of tc13. There
are four days of consecutive comparisons. There is considerable agreement throughout the period with some problem areas
during solar peak hours. A more rigorous second test was then designed to rule out testing errors and a new location was
chosen that had less environmental clutter or interference from buildings and trailers that were not part of the experiment. '

Figure 5 Cubi in the field and Plexiglas box for wind elimination experiment
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Figure 6 Example of results run with h and 2h. Figure 7 Example Cubi comparison in second trial

Problems with Wind

Ironically, in this experiment (which was carried out in an open field and therefore much more prone to wind) the
comparison was worse than the less rigorous previous test. MuSES continually over predicted during the daytime solar
loading period and under predicted at night. Based on ongoing discussions, experimenters began to suspect that wind
convection was the problem. The convective approach used in MuSES had passed the V&V process up to this point, because
it uses accepted textbook theory on the value of the convective coefficient h in wind and the associated Reynolds numbers.
Those with experience in this area understand there are problems with this accepted theory. Miller's Law is the source behind
the problem, because natural turbulent flows is one of physics unsolved mysteries at this juncture and theory is based on
measured data’. Any comparison of measured to modeled data will be "unfair" where turbulent wind is a factor, because
there is an inherent approximation or error built into the theory. This is because measuring wind out in nature is difficuli and
therefore theories are developed based on the more predictable continuous flow wind tunnels that can be measured more
effectively. But we also know that due to the turbulence created by high speed fluctuations of natural wind, the real value of
h (and hence, the effective cooling) is higher than the smooth wind tunnel flows. There is however, no exact theory for
calculating the exact speed at which wind moves from laminar to turbulent nor the exact Reynolds number to use to calculate
h once it does. It can be as much as 2-3 times more than the accepted textbook value. Using this example, it is perfectly
"valid" to understand that using accepted theories, predicted values will result in temperatures that are higher than seen in the
field. However, outside of implementing an exhaustive computational fluid dynamics capability within MuSES, we wish to
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allow the user to get a value more in line with what would be expected in the field. We have determined that we need a better
approach. Firstly, to validate that this was indeed the issue, trial and error was used to determine if there could be found 2
"right" value of h to fit the data. Figure 7 shows the result of standard h and doubling the value of k. The result is that the -
model now has reversed the trend--under predicting during the day and over predicting during the night. Clearly, in this case,
2h is over compensating. The actual value in this example was a little over 1.5. The next step in validating that this was the
problem with the matching was to design an experiment to eliminate the effects of wind and see if this removed the problem.
A Plexiglas container was built (figure 5) and placed over a flat plate with a solar sensor and an aspirated air sensor placed
inside. Some example results are shown below.
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Figure 8 Output from Summer 2002 Covered Plate Trial (a-upper, b-lower left, c-lower right)

This sample is the worst of the data and yet clearly the agreement is quite good--supporting the earlier conclusion. Figure 8a
shows five straight days of measurements, while 8b and 8c are close-ups of particular days. There is a small error inherent in
the experiment at between 1500h and 1600k, where the solar sensor's view is blocked by corner in the Plexigias container,
effecting the modeled results. Notice the absolute agreement during non-solar hours. In addition, there is some departure
during times of fluctuating cloudiness (where cloud solar scatter affects the validation experiments). To aid in analysis, the
measured solar data is also plotted to track cloud activity and the blocked solar sensor. These runs were executed with the
more simple weather file carried over from PRISM that uses a cloud cover number that is an approximation by an observer.
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Additional runs will be made using a more rigorous weather scenario, but for now, the conclusion is clear. The theory might
be acceptable, but in order to provide the user with a more robust prediction in nature, an alternative approach will have to be
developed for inclusion in MuSES 7.0 (See Lessons Learned Section)

Apparent Temperature

An addition to physxcal temperatures, validation tests are scheduled for apparent temperatures as well. Figure 9 shows some

data from a previous experiment where MuSES predictions of apparent temperature were compared against data taken from

imagery. Taking into account temporal trends (how close the data points are to the line, not just in the y-axis) that are much

_easier to see in the plot on the right, the data falls within the aforementioned 2 degrees C except for one point. The standard

devxatlon also falls within this range and the root mean square (RMS) value i is 1. The one-off larger deviation was accounte'i
r in the experimeni. More exacting apparent temperature experiments will be conducted using Cubi.
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LESSONS LEARNED

During the initial test and the second test, many lessons were learned by both persons new to MuSES and by
experienced professionals. Part of our V&V process included having new users exposed to the output validation process to
investigate problem areas not just with MuSES, but with the modeling experience and in the process of comparing measured
and modeled results. Some of the lessons learned were obvious some were not.

New Wind Model

One outcome of the second test is that MuSES 7.0 will have a new wind model. In addition to accepted theory that
is known to have its limits, the user will be given a choice of additional approaches. A new model will be developed using
the data from the second Cubi/plates experiment. This high quality data, while limited in geometry shape, provides a great
deal of new information on flat plates facing in different directions in multiple wind speed situations. This new model will be

derived using time of day, plate angle, wind direction and speed and will be compared with the accepted theoretical formula
and work of previous researchers.

Material Properties

The materials database in MuSES should be understood to contain representative values for listed items. Depending
on the question being asked of the model, this choice might be appropriate. In a validation experiment or if the answer needs

79




to be exact. one has to obtain measurements of the propertie: For a validation experiment, one has to know the exact
emissivity and absorptivity of the surface of the test object and the measurements need to be made on a coupon that is in the
same condition as the validation object measured in the field. Sensitivity analyses show that this area is critical. Lesson: If
absolute answers are important it is worth the time or expense to get coupons made and measured. In addition, if the trials
potentially will last some time out doors. have coupons measured before the test begins and then keep a coupon with the test
set up, so measurements can be made at the end of the trials to checl: for changes.

Diligent Monitoring of Meteorological Data

It is crucial that the test and measurement equipment be set up properly. The weather station used in the early Cubi
trials measured both the shadow band diffuse solar radiance and the total solar radiance. Upon examinatior., it was
determined that the equipment used 1o measure diffuse solar was aliowed 10 get out of alignment, causing contamination of
the measurements by direct sunlight in the morning hours. Lesson: It is critical to pay close attention to this area. In this
second phase, a person was put solely in charge of developing, calibrating, and maintaining the met station as well as data
reduction. Bad meteorological data can invalidate days of data.

Thermocouple Data

Not only is it crucial that test and measurement equipment be set up properly, but it is also necessary to build in
redundancy to maintain good data and mitigate risk against malfunctioning equipment whenever possible. Towards this end,
five thermocouples were applied to each face of Cubi. This was planned to help capture gradients along the faces, but more
importantly to provide redundancy. This proved vaiuable, since having more than one thermocouple on each face made it
very easy to discover that thermocouple 14 had malfunctioned during the first Cubi trials.

Invalid comparisons of modeled and measured

A common problem, particularly with inexperienced modelers, is comparing modeled and measured data, where not
all the relevant information is put into the model. Often in an attempt to create short cuts, certain assumptions are made to
save time. For example, it was determined that in the first Cubi test the plywood base (which extended out past the bottom of
Cubi by approximately an inch) actually interacted enough with the model to make a difference. The test location itself was
also questions--there was an uncertainty as to whether buildings and trailers in the test vicinity had much of an impact on the
test results. This exact problem occurred in Israel's early Cubi tests as well. Comparisons to measured and modeled data
were problematic, but the test setup was on a rooftop with building and instrumentation surrounding the test object--these
interactions were not included in the model. Lesson: Pay close attention to reduce interactions with items that are not part of
the experiment or take the time to model them accurately. Assumptions of non-interaction are often incorrect.

Cloud Scattering Spikes

When taking validation weather data, in is important to be cautious of partly cloudy days and the solar measurement
readings. Per Dr. Ann Webb at UMIST, "The phenomenon is well known amongst those who routinely measure solar
radiation, and is apparent when measuring both total (all wavelength) radiation and discrete spectral. Radiation travelling
thorough the atmosphere is scattered whenever a photon happens to meet a particle: some photons (direct beam radiation)
reach the earth uninterrupted. The scattering falls into a number of regimes. Ciean air particles provide Rayleigh scattering
that goes halfin the forward (earth) direction and half backwards (to space). Other constituents of the atmosphere (pollution,
cioud droplets) are much bigger and their ratio to the size of the wavelengths of solar radiation put them in the Mie scattering
regime. Mie scattering patterns change with the ratio of wavelength to particle size, but generally produce a stronger forward
scattering compared to the Rayleigh case. As a cloud comes close to the path of the direct solar beam and circumsolar
radiation, this strong region of radiation is subjected to forward scattering ... and an increase or spike in the data record is
recorded that can be substantially more than the clear sky value. Usually the cloud then passes in front of the sun and the
direct radiation is blocked, causing a significant drop in signal. As the cloud clears the solar disk a further high radiation
value is briefly recorded. The net effect of all this is that cloud does decrease radiation reaching the earth (as one would
expect), but for transient moments it can increase values above those of clear skies, especially on summer days with scattered
fair weather cumulus ("cotton wool clouds")."® ‘
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- As these examples show it is the user’s responsibility to determine the appropriate level of accuracy required in any
model and simulation and when the resolution is "good enough". This is why we are running sensitivity analyses on the
code. In this way, modelers can better determine how much attention needs to be paid to individual parameters in order to

-achieve predictions within a certain tolerance.

SUMMARY

MuSES/RadTherm is undergoing a great deal of scrutiny by both industry and the government. MuSES 6.0 is
proving out to be very robust. While not technically a bug in V&V terms, the wind model needs improvement and there is
already a change set for version 7.0 to be released in the late Fall of 2002. The “comparison with measured data” tests, on
which many peonle hang their hats. have proven successful to this point. Additional apparent temperature trials will be
conducted using Cubi and V&V will be an ongoing process with each new reiease--scheduied every six months.

As is the case with other sophisticated engineering level software tools, users need to receive training in the software
and need to have at least an intermediate understanding of heat transfer in order to best utilize the code. And as is the case
with all models, the user must know what question he or she wants the model to answer and if the model is capable of
answering it. At this stage, (i.e. within the bounds of what has been tested) MuSES/RadTherm 6.0 performs within
acceptable tolerances and gives expected results.

Unless a modeler is doing a validation or a model-test-model approach, comparison to measured data will most.
likely not be possible. It is our hope that by these lessons learned and the data contained within, that modelers may better be
able to determine the most effective method of modeling for a particular situation. :
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ABSTRACT

Program Managers (PMs) under the Program Executive Office for Ground Combat Systems (PEO-GCS),
funded the U.S. Army CECOM RD&E Center (CERDEC) to develop and apply 2 3D numerical model to
predict the performance of automatic fire suppression systems in armored combat vehicles with Haion and
Halon alternative fire suppressants. Running the model without suppression allows predictions of fuel spray
fire propagation in defeated vehicles and the resulting internal temperatures. The model also predicts the
extinction of the fire due to oxygen availability. Hence, transient heat flux to interior surfaces can be
predicted until fire extinction and can subsequently used as boundary conditions for a thermal signature
code such as PRIZM or MUSES.

A numerical fireball model specially formulated for fire suppression is incorporated into a 3D, transient,
hybrid, finite-volume, finite element code with transient tracking of JP8 and fire suppressant particles. The
numerical fireball model consists of a flame front submodel driven by finite-rate kinetics that describe the
reactions between sprayed JP8 fuel particles, oxygen and suppressant particles. The purpose of the
numerical fireball model is to predict fires resulting from fuel tank or pressurized fuel line penetrations.

This information is reported in order to propose the use of the PEO-GCS Fire Suppression Model as input
to thermal signature prediction models. The proposed result of this concept would be to gain the ability to
predict thermal signatures of defeated enemy armored vehicles for comparison with thermal images from
remote IR sensors for damage assessment purposes. This concept would be most valuable when major
exterior structural damage (turret separation, etc.) is not present as evidence for damage assessment
purposes.

INTRODUCTION

Damage assessment of armored vehicles is often challenging when there is a lack of exterior clues such as
turret separation or large soot coverage. Hence, this paper proposes a concept to assist those involved in
damage assessment of armored vehicles where few exterior clues exist. The concept uses time lagged
evidence of a large internal heat release due to catastrophic fires in armored vehicles. The resulting time-
temperature history of vehicle armor is lagging in time due to the