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Abstract

The papers [2, 3] establish the connection between importance sampling algorithms for estimating rare-event probabilities, two-person zero-sum differential games, and the associated Isaacs equation. In order to construct nearly optimal schemes in a general setting, one must consider dynamic schemes, i.e., changes of measure that, in the course of a single simulation, can depend on the outcome of the simulation up till that time. The present paper and a companion paper [4] show that classical sense subsolutions of the Isaacs equation provide a basic and flexible tool for the construction and analysis of nearly optimal schemes. Asymptotic analysis is the topic of the present paper, while [4] focuses on explicit methods for the construction of subsolutions, implementation aspects and numerical results.

*Research of this author supported in part by the National Science Foundation (NSF-DMS-0306070 and NSF-DMS-0404806) and the Army Research Office (DAAD19-02-1-0425 and W911NF-05-1-0289).

†Research of this author supported in part by the National Science Foundation (NSF-DMS-0103669 and NSF-DMS-0404806).
**Report Documentation Page**

Public reporting burden for the collection of information is estimated to average 1 hour per response, including the time for reviewing instructions, searching existing data sources, gathering and maintaining the data needed, and completing and reviewing the collection of information. Send comments regarding this burden estimate or any other aspect of this collection of information, including suggestions for reducing this burden, to Washington Headquarters Services, Directorate for Information Operations and Reports, 1215 Jefferson Davis Highway, Suite 1204. Arlington VA 22202-4302. Respondents should be aware that notwithstanding any other provision of law, no person shall be subject to a penalty for failing to comply with a collection of information if it does not display a currently valid OMB control number.

<table>
<thead>
<tr>
<th>1. REPORT DATE</th>
<th>2. REPORT TYPE</th>
<th>3. DATES COVERED</th>
</tr>
</thead>
<tbody>
<tr>
<td>08 AUG 2005</td>
<td></td>
<td>00-08-2005 to 00-08-2005</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>4. TITLE AND SUBTITLE</th>
</tr>
</thead>
<tbody>
<tr>
<td>Subsolutions of an Isaacs equation and efficient schemes for importance sampling: Convergence analysis</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>5a. CONTRACT NUMBER</th>
<th>5b. GRANT NUMBER</th>
<th>5c. PROGRAM ELEMENT NUMBER</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>5d. PROJECT NUMBER</th>
<th>5e. TASK NUMBER</th>
<th>5f. WORK UNIT NUMBER</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>6. AUTHOR(S)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>7. PERFORMING ORGANIZATION NAME(S) AND ADDRESS(ES)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Brown University, Division of Applied Mathematics, 182 George Street, Providence, RI, 02912</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>8. PERFORMING ORGANIZATION REPORT NUMBER</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>9. SPONSORING/MONITORING AGENCY NAME(S) AND ADDRESS(ES)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>10. SPONSOR/MONITOR’S ACRONYM(S)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>11. SPONSOR/MONITOR’S REPORT NUMBER(S)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>12. DISTRIBUTION/AVAILABILITY STATEMENT</th>
</tr>
</thead>
<tbody>
<tr>
<td>Approved for public release; distribution unlimited</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>13. SUPPLEMENTARY NOTES</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>14. ABSTRACT</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>15. SUBJECT TERMS</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>16. SECURITY CLASSIFICATION OF:</th>
<th>17. LIMITATION OF ABSTRACT</th>
<th>18. NUMBER OF PAGES</th>
<th>19a. NAME OF RESPONSIBLE PERSON</th>
</tr>
</thead>
<tbody>
<tr>
<td>a. REPORT unclassified</td>
<td></td>
<td>33</td>
<td></td>
</tr>
<tr>
<td>b. ABSTRACT unclassified</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>c. THIS PAGE unclassified</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Standard Form 298 (Rev. 8-98)  
Prescribed by ANSI Std Z39-18
1 Introduction

In a pair of recent papers [2, 3], we discuss how one can characterize the optimal achievable performance of importance sampling schemes in the large deviation limit in terms of a deterministic differential game. The value function of the game can, in turn, be characterized as the solution to a certain nonlinear partial differential equation (PDE) known as an Isaacs equation. Asymptotically optimal importance sampling schemes are then constructed based on this solution.

The purpose of the present paper and a companion paper is to explore this connection in further depth. More precisely, we show how one can construct importance sampling schemes based on subsolutions of the Isaacs equation. Since a solution is always a subsolution, this leads to a more general class of schemes. The main result of the paper is a basic result on the asymptotic performance of importance sampling schemes that are based on a given subsolution. The performance is in fact characterized by the value of the subsolution at a particular point. The proof is carried out in a general setting that contains as special cases sums of independent identically distributed (iid) random variables and the empirical measure of a finite-state Markov chain. However, its potential application is much broader, and includes systems with state dependencies and small noise effects, solutions to stochastic differential equations, systems with constrained dynamics (e.g., queuing networks), and to different forms of the expected value (e.g., probabilities of path dependent events). Some of these developments will be reported elsewhere.

One is often interested in properties other than just asymptotic optimality (e.g., ease of construction, ease of implementation). It turns out that one can often construct subsolutions that have a much simpler structure than the actual solution, and which induce schemes that are asymptotically optimal. This is important since the simplicity of the subsolution is usually reflected in the schemes they generate. It is therefore important to develop flexible techniques for the construction of subsolutions. That is the topic of the companion paper [4], which also presents some numerical results for the broader class of applications mentioned in the last paragraph.

The paper is organized as follows. Since the underlying game and Isaacs equation are not yet widely exposed in the importance sampling literature, we give some heuristics and a formal overview in Section 2 in the setting of sums of iid random variables. In particular, we formally derive the Isaacs equation, and indicate why subsolutions to this equation both suggest schemes and serve as a basic tool in their analysis. In Section 3
the general model and assumptions are stated. Importance sampling for Markov chains uses a collection of eigenfunctions that are related to the transition kernel of the chain, and Section 4 reviews the properties of these eigenfunctions. Section 5 identifies the Isaacs equation appropriate for the class of importance sampling problems introduced in Section 3, and Section 6 constructs the importance sampling schemes that are associated with particular subsolutions. The main result of the paper analyzes the asymptotic variance of a scheme associated with a given subsolution, and characterizes the performance of the scheme in terms of the value of the subsolution at a particular point. This result is stated and proved in Section 7. Finally, a tightness result needed for the asymptotic analysis is proved in the appendix.

Notation. For a Polish space $S$, $\mathcal{P}(S)$ denotes the collection of all probability measures on $(S, \mathcal{B}(S))$, where $\mathcal{B}(S)$ is the Borel $\sigma$-algebra. There will be many instances in this paper where we decompose measures on a product space as the product of a marginal distribution and a stochastic kernel. The following notation will be used. Suppose that $\mu \in \mathcal{P}(S_1 \times S_2)$ (with each $S_i$ a Polish space) is such a probability measure. Then $[\mu]_1$ will denote the first marginal of $\mu$, and $\mu(dy_2|y_1)$ will denote the stochastic kernel on $S_2$ given $S_1$ such that $\mu(dy_1 \times dy_2) = [\mu]_1(dy_1)\mu(dy_2|y_1)$. Quantities such as $[\mu]_2$, $\mu(dy_1|y_2)$, and the extension to products of more than two Polish spaces are all defined in the analogous fashion. Given $\mu \in \mathcal{P}(S_1)$ and a stochastic kernel $q$ on $S_2$ given $S_1$, we let $\mu \otimes q$ denote $\mu(dy_1)q(dy_2|y_1) \in \mathcal{P}(S_1 \times S_2)$.

2 An Introduction to the Role of Subsolutions

This section describes how an Isaacs equation arises in importance sampling, how subsolutions to that equation can be constructed, how they induce importance sampling schemes, and the implications for performance of the schemes. Since it is an overview, we will not give all details and will not be precise regarding all necessary assumptions. The overview is provided in the simplest possible setting: sums of iid random variables. The rest of the paper and the companion paper will consider more elaborate models.

2.1 Problem formulation for sums of iid random variables

Consider

$$X_n = \frac{1}{n} \sum_{i=1}^{n} Y_i,$$
where the \( \{Y_i, i \in \mathbb{N}\} \) are iid with distribution \( \mu \). For \( \alpha \in \mathbb{R}^d \) let
\[
H(\alpha) \doteq \log \int_{\mathbb{R}^d} e^{(\alpha \cdot y)} \mu(dy),
\]
where we assume \( \int_{\mathbb{R}^d} \exp(\alpha \cdot y) \mu(dy) < \infty \) for each such \( \alpha \). Consider also the Legendre transform
\[
L(\beta) \doteq \sup_{\alpha \in \mathbb{R}^d} [(\alpha \cdot \beta) - H(\alpha)].
\]

Importance sampling is a Monte Carlo method for the estimation of expected values. One samples from a distribution that may differ from the true distribution, and in order to guarantee that the resulting estimate is unbiased one multiplies each sample by the appropriate Radon-Nikodým derivative. The goal is then to choose the sampling distribution so that this estimate has low variance. Suppose the functional of interest is
\[
E \exp \{-nF(X_n)\}.
\]

In the context of sums of iid random variables, one typically uses the following parametric family of exponential changes of measure to generate the replacements for the \( Y_i \):
\[
\mu_\alpha(dy) \doteq e^{(\alpha \cdot y) - H(\alpha)} \mu(dy).
\]

In constructing the replacement for \( X_n \) we use a dynamic change of measure. For a function \( \bar{\alpha}(x, t) : \mathbb{R}^d \times [0, 1] \to \mathbb{R}^d \) recursively define the following quantities. Let \( \bar{X}_0^n = 0 \), and assume that \( \bar{X}^n_j, \bar{Y}^n_j, j = 1, \ldots, i \) have been defined. Let \( \bar{Y}^n_{i+1} \), conditioned on \( \bar{X}^n_j, \bar{Y}^n_j, j = 1, \ldots, i \), have distribution \( \mu_{\bar{\alpha}}(\bar{X}^n_i, i/n) \), and then set \( \bar{X}^n_{i+1} \doteq \bar{X}^n_i + \bar{Y}^n_{i+1}/n \). When \( \bar{X}^n_i, \bar{Y}^n_i \) have been defined for all \( i = 1, \ldots, n \), set
\[
Z^n \doteq e^{-nF(X^n_n)} \prod_{i=0}^{n-1} e^{H(\bar{\alpha}(\bar{X}^n_i, i/n)) - (\bar{\alpha}(\bar{X}^n_i, i/n), \bar{Y}^n_{i+1})}.\]

It is easy to check that \( EZ^n = E e^{-nF(X_n)} \), and so the average of \( K \) independent samples of \( Z^n \) converges almost surely to \( E e^{-nF(X_n)} \) as \( K \to \infty \). Since the estimator is unbiased, to minimize the variance one can minimize the second moment, and to do this it is enough to minimize the second moment of the single sample \( Z^n \).

We consider the problem of minimizing the second moment as a control problem, with \( \bar{\alpha} \) the control. It is here that the problem connects naturally
with a PDE. To make the connection we must extend the problem slightly.

For \( i \in \mathbb{N} \cup \{0\} \) and \( x \in \mathbb{R}^d \), define \( \bar{X}_j^n, j = i, \ldots, n-1 \) as above save \( \bar{X}_i^n = x \), and then define

\[
V^n(x, i) \doteq \inf_\alpha \left[ e^{-nF(X^n_i)} \prod_{j=i}^{n-1} e^{H(\bar{\alpha}(\bar{X}_j^n, j/n)) - \langle \bar{\alpha}(\bar{X}_j^n, j/n), \bar{Y}_{j+1}^n \rangle} \right]^2.
\]

It will be more convenient to express this in terms of the original random variables:

\[
V^n(x, i) \doteq \inf_\alpha \left[ e^{-n2F(X^n_i)} \prod_{j=i}^{n-1} e^{H(\bar{\alpha}(X^n_j, j/n)) - \langle \bar{\alpha}(X^n_j, j/n), Y_{j+1}^n \rangle} \right].
\]

Owing to the exponential scaling in \( n \), one gets a simple asymptotic problem by considering the logarithmic transform

\[
W^n(x, i) = -\frac{1}{n} \log V^n(x, i).
\]

The performance of the scheme corresponding to \( \bar{\alpha} \) can then be characterized in terms of \( \lim \inf_{n \to \infty} W^n(0,0) \), with larger values indicating better performance.

### 2.2 The associated Isaacs equation

\( V^n \) is the value function of a discrete time stochastic control problem, and as such, satisfies the dynamic programming equation

\[
V^n(x, i) = \inf_\alpha \left[ \int_{\mathbb{R}^d} e^{H(\alpha) - \langle \alpha, y \rangle} V^n(x + y/n, i + 1) \mu(dy) \right].
\]

A variational formula involving relative entropy (see [1, Section 1.4] and below) shows how to represent exponential integrals in terms of relative entropy. For \( \gamma \in \mathcal{P}(\mathbb{R}^d) \) with \( \gamma \ll \mu \) and \( \log (d\gamma/d\mu) \) integrable with respect to \( \gamma \) set

\[
R(\gamma \| \mu) = \int_{\mathbb{R}^d} \log \left( \frac{d\gamma}{d\mu} \right) d\gamma,
\]

and otherwise set \( R(\gamma \| \mu) = \infty \). Then for any bounded and continuous function \( f : \mathbb{R}^d \to \mathbb{R} \),

\[
-\log \int_{\mathbb{R}^d} e^{-f(y)} \mu(dy) = \inf_{\gamma \in \mathcal{P}(\mathbb{R}^d)} \left[ R(\gamma \| \mu) + \int_{\mathbb{R}^d} f(y) \gamma(dy) \right].
\]
Applying this to the dynamic programming equation and using the definition of $W^n$ gives the following discrete time Isaacs equation:

$$W^n(x,i) = \sup_{\alpha \in \mathbb{R}^d} \inf_{\gamma \in \mathcal{P}(\mathbb{R}^d)} \left[ \int_{\mathbb{R}^d} W^n \left( x + \frac{y}{n}, i + 1 \right) \gamma(dy) 
+ \frac{1}{n} \left( R(\gamma \| \mu) + \int_{\mathbb{R}^d} \langle \alpha, y \rangle \gamma(dy) - H(\alpha) \right) \right].$$

To formally relate $W^n(x,i)$ to the solution of a PDE, suppose that for a smooth function $W : \mathbb{R}^d \times [0,1] \to \mathbb{R}$,

$$W^n(x,i) \approx W(x,i/n).$$

We also use the following relationship between relative entropy and the function $L$ defined as the Legendre transform of $H$ (see [1, Section C.5]). For any $\beta \in \mathbb{R}^d$

$$\inf \left[ R(\gamma \| \mu) : \int_{\mathbb{R}^d} y\gamma(dy) = \beta \right] = L(\beta). \quad (2.1)$$

(It in fact turns out that the infimizing $\gamma$ is of the form $\mu_{\alpha}$ for the point $\alpha$ that is conjugate to $\beta$ in the sense of convex duality. It is for this reason that the class of “exponential tilts” is asymptotically optimal.) We then bring $W^n(x,i) \approx W(x,i/n)$ to the right side of the Isaacs equation, expand via Taylor series, insert the relation above and then multiply by $n$ and send $n \to \infty$ to get

$$W_t(x,t) + \sup_{\alpha \in \mathbb{R}^d} \inf_{\beta \in \mathbb{R}^d} \mathbb{H}(DW(x,t); \alpha, \beta) = 0.$$ 

Here $W_t$ denotes the partial derivative with respect to $t$, $DW$ the gradient in $x$, and

$$\mathbb{H}(s; \alpha, \beta) = \langle s, \beta \rangle + L(\beta) + \langle \alpha, \beta \rangle - H(\alpha) \quad (2.2)$$

for $s, \alpha, \beta \in \mathbb{R}^d$. Note that also one expects the terminal condition $W(x,1) = 2F(x)$ to hold.

This PDE, which is also known as an Isaacs equation, was identified in [2] and used there to study the performance of certain importance sampling schemes. However, the purpose of the present paper is to show that it is only the subsolution property that is essential. By a classical sense subsolution, we mean a function $\hat{W} : \mathbb{R}^d \times [0,1] \to \mathbb{R}$ with a smooth extension to an open neighborhood of $\mathbb{R}^d \times [0,1]$ such that

$$\hat{W}_t(x,t) + \sup_{\alpha \in \mathbb{R}^d} \inf_{\beta \in \mathbb{R}^d} \mathbb{H}(\hat{W}(x,t); \alpha, \beta) \geq 0$$

for $s, \alpha, \beta \in \mathbb{R}^d$. Note that also one expects the terminal condition $\hat{W}(x,1) = 2F(x)$ to hold.
for all \((x, t)\) and \(\bar{W}(x, 1) \leq 2F(x)\). We also consider a priori fixed change of measure controls \(\bar{\alpha}(x, t)\), and call \((\bar{W}, \bar{\alpha})\) a subsolution/control pair if
\[
\bar{W}_t(x, t) + \inf_{\beta \in \mathbb{R}^d} \mathbb{H}(D\bar{W}(x, t); \bar{\alpha}(x, t), \beta) \geq 0
\]
for all \((x, t)\) and \(\bar{W}(x, 1) \leq 2F(x)\). The definition of a subsolution simply replaces the equality that appears in the Isaacs equation and terminal condition with inequalities. However, we are only interested in bounding the quantity \(W^n(0, 0)\) from below, with an upper bound being automatic from the fact that the best possible performance is bounded. The inequalities in the definition are those which give lower bounds when the smooth subsolution is combined with a verification argument to estimate the performance.

**Remark 2.1** The supremum and infimum in the Isaacs equation can be evaluated to give
\[
W_t - 2H(-DW/2) = 0.
\]
This equation immediately suggests the form of certain simple but important solutions to the Isaacs equation—see the next section and the discussion in Section 3.1 of [4]. However, the analysis of a specific proposed importance sampling scheme requires the equation and definition given above for a subsolution/control pair.

In the remainder of this motivational section we give several simple examples of subsolutions and discuss how the Isaacs equation gives bounds on the second moment of the associated schemes.

### 2.3 Two simple examples

**Example 1.** Let \(F\) be convex and bounded from below. Interchanging the supremum and infimum in the Isaacs equation and evaluating the supremum on \(\alpha\) gives
\[
W_t(x, t) + \inf_{\beta \in \mathbb{R}^d} \left[(DW(x, t), \beta)] + 2L(\beta)\right) = 0.
\]
The viscosity solution to this PDE and terminal condition is well known, and indeed
\[
W(x, t) = \inf_{\beta \in \mathbb{R}^d} \left[2(1-t)L(\beta) + 2F(x + (1-t)\beta)\right].
\]
(Strictly speaking, this solution need not be smooth. We will not concern ourselves with such issues in this overview, but note that all the subsolutions we work with will be classical sense, smooth subsolutions.)
Although it is easy in this example to construct the exact solution, one may wish to obtain a subsolution that will generate simpler importance sampling schemes with the same asymptotic performance. As we will see, the property that is needed so that the asymptotic performance of a subsolution $\bar{W}$ is optimal is $\bar{W}(0,0) = W(0,0)$. Let $\beta^*$ achieve the infimum in the definition of $W(0,0)$, and let $\alpha^*$ satisfy

$$L(\beta^*) = \langle \alpha^*, \beta^* \rangle - H(\alpha^*)$$

(i.e., $\alpha^*$ is conjugate to $\beta^*$). Let

$$\bar{W}(x, t) = -2k\alpha^*,x + 2tH(\alpha^*) + 2\left[ L(\beta^*) + F(\beta^*) \right].$$

Then $\bar{W}_t(x, t) = 2H(\alpha^*)$ and $D\bar{W}(x, t) = -2\alpha^*$. Since

$$\bar{W}_t(x, t) + \sup_{\alpha \in \mathbb{R}^d} \inf_{\beta \in \mathbb{R}^d} \mathbb{H}(D\bar{W}(x, t); \alpha, \beta)$$

$$= 2H(\alpha^*) + \inf_{\beta \in \mathbb{R}^d} \sup_{\alpha \in \mathbb{R}^d} \left[ (-2\alpha^*, \beta) + L(\beta) + \langle \alpha, \beta \rangle - H(\alpha) \right]$$

$$= 2H(\alpha^*) + \inf_{\beta \in \mathbb{R}^d} \left[ (-2\alpha^*, \beta) + 2L(\beta) \right]$$

$$= 2H(\alpha^*) - 2 \sup_{\beta \in \mathbb{R}^d} \left[ \langle \alpha^*, \beta \rangle - L(\beta) \right]$$

$$= 2H(\alpha^*) - 2H(\alpha^*) = 0,$$

we have only to check the terminal condition. To simplify we assume $L$ is differentiable at $\beta^*$, a very mild condition. Then one can verify that $\bar{W}(x, 1)$ is a supporting hyperplane to $2F$ at $\beta^*$, and so $\bar{W}(x, 1) \leq 2F(x)$. Note also that $W(0,0) = 2\left[ L(\beta^*) + F(\beta^*) \right] = W(0,0)$. Thus $W$ achieves the maximum possible value among all subsolutions at $(0,0)$, with a much simpler structure than the true solution.

Evaluating the infimum on $\beta$ first, we find that in the case of the exact solution

$$\sup_{\alpha \in \mathbb{R}^d} \inf_{\beta \in \mathbb{R}^d} \mathbb{H}(DW(x, t); \alpha, \beta)$$

$$= \sup_{\alpha \in \mathbb{R}^d} - \left( \sup_{\beta \in \mathbb{R}^d} [-L(\beta) + (-DW(x, t) - \alpha, \beta) + H(\alpha)] \right)$$

$$= - \inf_{\alpha \in \mathbb{R}^d} \left[ H(-DW(x, t) - \alpha) + H(\alpha) \right].$$

By convexity the supremum on $\alpha$ is achieved at $\bar{\alpha}(x, t) = -DW(x, t)/2$. This is the importance sampling control that is naturally suggested by the
exact solution. For the affine subsolution the supremum is at \(\bar{\alpha}(x,t) = -D\bar{W}(x,t)/2 = \alpha^*\). The corresponding very simple importance sampling scheme is well known in the literature.

**Example 2.** Here we take \(F(x) = F_1(x) \land F_2(x)\), where each \(F_i\) is convex and bounded from below. Although the exact solution takes the same form as in Example 1, there may not be an affine subsolution. However, it is natural to consider the minimum of the affine subsolutions associated with each of the \(F_i\). Thus let

\[
\begin{align*}
[L(\beta_i^*) + F_i(\beta_i^*)] &= \inf_{\beta \in \mathbb{R}^d} [L(\beta) + F_i(\beta)],
\end{align*}
\]

let \(\alpha_i^*\) be the convex conjugate of \(\beta_i^*\), and set

\[
\bar{W}_i(x,t) = -2\langle \alpha_i^*, x \rangle + 2tH(\alpha_i^*) + 2[L(\beta_i^*) + F_i(\beta_i^*)].
\]

Let \(\bar{W}(x,t) = \bar{W}_1(x,t) \land \bar{W}_2(x,t)\). Ignoring the issue of what is meant at points where \(\bar{W}\) is not differentiable, this provides a subsolution. One can check that

\[
\bar{W}(0,0) = 2 \land _{i=1}^2 [L(\beta_i^*) + F_i(\beta_i^*)] = \bar{W}(0,0).
\]

To produce a smooth subsolution, it turns out that one can simply mollify \(\bar{W}(x,t)\) [4]. Since \(\bar{W}\) is identified as the pointwise minimum of smooth (affine) functions, we use the standard approximation which we will call *exponential weighting*. Let \(\delta\) be a small positive number, and

\[
W_\delta(x,t) = -\delta \log \left( \sum_{i=1}^2 e^{-\frac{1}{\delta}W_i(x,t)} \right).
\]

Define the probability vector \((\rho_1(x,t), \rho_2(x,t))\) by

\[
\rho_i(x,t) = e^{-\frac{1}{\delta}W_i(x,t)} / \left( e^{-\frac{1}{\delta}W_1(x,t)} + e^{-\frac{1}{\delta}W_2(x,t)} \right).
\]

It follows that

\[
\begin{align*}
\bar{W}_i^\delta(x,t) &= \rho_1(x,t)2H(\alpha_1^*) + \rho_2(x,t)2H(\alpha_2^*), \quad (2.3) \\
D\bar{W}_i^\delta(x,t) &= -\rho_1(x,t)2\alpha_1^* - \rho_2(x,t)2\alpha_2^*. \quad (2.4)
\end{align*}
\]

One can also easily verify that

\[
\bar{W}(x,t) \geq \bar{W}_i^\delta(x,t) \geq \bar{W}(x,t) - \delta \log 2.
\]
Hence the value $\bar{W}^\delta(0,0)$ may be slightly smaller than $\bar{W}(0,0)$, but this difference can be made arbitrarily small.

The optimizing $\bar{\alpha}$ can be found as in Example 1:

$$\bar{\alpha}(x, t) = \rho_1(x, t)\alpha_1^* + \rho_2(x, t)\alpha_2^*.$$  

There are (at least) two ways that this control can be implemented. The first is the one given at the beginning of this overview, i.e., $\mu_{\bar{\alpha}(\bar{X}_{i/n}^n, i/n)}$ chooses the distribution of $\bar{Y}_{i+1}^n$. The second implementation leads to the notion of generalized subsolution/control, which will be discussed further in Section 5. With this implementation, one chooses between the indices 1 and 2, conditioned on all the past data, with weights $\rho_1(\bar{X}_{i/n}^n, i/n)$ and $\rho_2(\bar{X}_{i/n}^n, i/n)$, and then depending on the outcome generates $\bar{Y}_{i+1}^n$ according to $\mu_{\alpha_1^*}$ or $\mu_{\alpha_2^*}$. The latter implementation has some advantages when the underlying process is more complicated than an iid sequence (i.e., a functional of a Markov chain). Of course with this implementation the Radon-Nikodym derivative takes a different form than the one given at the beginning of this section. See Section 6.

Many more examples and a more systematic approach to the construction of subsolutions appears in [4].

**Remark 2.2** There are other methods of mollification to produce smooth subsolutions. For example, one can integrate $\bar{W}$ against a smooth convolution kernel with support in the ball of radius $\delta$ around 0. It turns out that the resulting approximation (abusing notation) $\bar{W}^\delta$ also satisfies equations (2.3) and (2.4) for some probability vector $(\rho_1(x, t), \rho_2(x, t))$. However, the computation of $\rho_i(x, t)$ involves numerical integration and can be computationally demanding. In contrast, for the exponential weighting mollification we use, the $\{\rho_i(x, t)\}$ are easy to compute.

### 2.4 Performance of the schemes

Finally we remark on the performance of the importance sampling schemes so constructed. The main result of this paper, which will be proved for a more complex process model and which can be generalized considerably, is the following: If $Z^n$ is constructed according to the subsolution/control pair $(\bar{W}, \bar{\alpha})$ and

$$W^n \doteq -\frac{1}{n} \log E(Z^n)^2,$$

then

$$\liminf_{n \to \infty} W^n \geq \bar{W}(0,0). \quad (2.5)$$
Moreover, the same result is true for generalized subsolutions and controls.

An elementary calculation based on Jensen’s inequality shows that for any importance sampling schemes the best performance possible is $W(0,0)$, where $W$ is the exact solution. Hence the design problem becomes clear. Construct a subsolution/control pair which can be implemented with reasonable effort and for which $\tilde{W}(0,0)$ is acceptably close to $W(0,0)$.

The remainder of this paper is devoted to the precise statement and proof of (2.5) is a more general setting.

3 The General Setup

The broader collection of importance sampling problems we wish to analyze includes sums of independent and identically distributed (iid) random variables and sums of functionals of a finite state Markov chain. The following general model includes both as special cases. Let $Y = \{Y_i, i \in \mathbb{N}_0\}$ denote a Markov chain with state space $S$. Assume that $S$ is a Polish space, and let $p(y,dz)$ denote the probability transition kernel. Let $\{b_i(\cdot), i \in \mathbb{N}_0\}$ be a sequence of iid random vector fields on $S$ that is independent of the Markov chain $Y$. For each $y \in S$, $b_i(y)$ is distributed according to a probability measure, say $m(\cdot|y)$, on $\mathbb{R}^d$. Our interest is in sums of the form

$$X_n = \frac{1}{n} \sum_{i=1}^{n} b_i(Y_i).$$

By choosing $S$ to be a single point we recover the case of sums of iid random variables, whereas taking $b_i(y)$ to be deterministic [i.e., $m(\cdot|y)$ is a single atom for each $y \in S$] produces the case of functionals of a Markov chain. The general case is also of interest, and occurs when the distribution of the summand $b_i$ is modulated by the “exogenous” process $Y$.

Remark 3.1 In the literature on importance sampling for Markov chains it is standard to include the initial state $Y_0 = y$ in the sample mean. The sole reason to consider the sum from $i = 1$ to $n$, as in the definition (3.1) of $X_n$, is that it significantly simplifies our notation in later analysis. We point out, however, that there is no loss of generality, in that all the results in this paper hold if we replace definition (3.1) by the standard one where the summation is taken from $i = 0$ to $i = n - 1$.

Condition 3.1 The following conditions are assumed throughout the paper.
1. There is a reference probability measure $\lambda$ on $S$, a positive integer $m_0$, and $\delta \in (0, 1)$, such that

$$
\delta \lambda(dy_2) \leq p^{(m_0)}(y_1, dy_2) \leq \frac{1}{\delta} \lambda(dy_2)
$$

for all $y_1 \in S$. Here $p^{(m_0)}$ is the $m_0$-step transition kernel corresponding to $p$.

2. The transition kernel $p(y_1, dy_2)$ satisfies the Feller property, i.e., the mapping $y_1 \mapsto p(y_1, dy_2)$ is continuous in the topology of weak convergence of probability measures on $S$.

3. The mapping $y \mapsto m(dz|y)$ is continuous in the topology of weak convergence of probability measures on $\mathbb{R}^d$.

4. For each $\alpha \in \mathbb{R}^d$,

$$
\sup_{y \in S} \int_{\mathbb{R}^d} e^{(\alpha,z)} m(dz|y) < \infty.
$$

Note that parts 1, 2, and 3 of Condition 3.1 automatically hold when $Y$ is an irreducible finite state Markov chain.

For a pair of probability measures $\gamma, \mu \in \mathcal{P}(S)$, we recall that the relative entropy of $\gamma$ with respect to $\mu$ was defined as

$$
R(\gamma\|\mu) = \int_S \log \frac{d\gamma}{d\mu} d\gamma
$$

if $\gamma \ll \mu$ and $R(\gamma\|\mu) = \infty$ otherwise. The relative entropy $R(\gamma\|\mu)$ is always non-negative, and is a convex, lower semicontinuous function of $(\gamma, \mu) \in \mathcal{P}(S) \times \mathcal{P}(S)$. We refer the reader to [1, Section 1.4] for the proof and other properties of relative entropy.

Under Condition 3.1, $\{X_n, n \in \mathbb{N}\}$ satisfies a large deviation principle with the rate function

$$
L(\beta) = \inf \left\{ R(\tau \| \theta \otimes p) + R(\theta \otimes \nu \| \theta \otimes m) \right\}
$$

$$
: [\tau_1] = [\tau_2] = \theta, \int_S \int_{\mathbb{R}^d} z \nu(dz|y) \theta(dy) = \beta \right) .
$$

Here $\tau$ is a probability measure on $S \times S$ and $\nu$ is a stochastic kernel on $\mathbb{R}^d$ given $S$. The fact that a large deviation principle holds is proved in [7],
although they do not identify the rate function in this form but rather in
terms of a Legendre transform. One can give a direct proof of the large
deviation result as in [1] which automatically gives this more concrete form
of the rate function (3.2), which is analogous to (2.1). See, in particular, the
analogous prelimit representation formula in [1, Section 4.4].

For a Borel measurable function $F : \mathbb{R}^d \to \mathbb{R} \cup \{\infty\}$, we wish to numeri-
cally approximate the quantity

$$E_y \exp \{-nF(X_n)\}, \quad (3.3)$$

where $E_y$ denotes expected value given initial state $Y_0 = y$. The special case
of $P_y \{X_n \in A\}$ is obtained by letting $F(x) = 0$ for $x \in A$ and $F(x) = \infty$ for
$x \notin A$. Under various sets of regularity conditions on $F$, one has the large
deviation asymptotic approximation [8, 1]

$$-\frac{1}{n} \log E_y \exp \{-nF(X_n)\} \to \inf_{\beta \in \mathbb{R}^d} [F(\beta) + L(\beta)]. \quad (3.4)$$

4 Properties of the Relevant Eigenfunctions

It is well known that certain eigenfunctions are needed to construct good
importance sampling schemes for functionals of a Markov chain. These
eigenfunctions are used to essentially “cancel off” the effect of conditioning
on the transition kernel. The eigenvalue/eigenfunction problem is to find,
for each $\alpha \in \mathbb{R}^d$, a real number $G(\alpha)$ and a function $r(\cdot; \alpha) : S \to [0, \infty)$
such that

$$\int_S \int_{\mathbb{R}^d} e^{(\alpha, z)} r(y; \alpha) m(dy) p(x, dy) = e^{G(\alpha)} r(x; \alpha).$$

A key fact is that the eigenvalues may be defined in terms of the Legendre
transform of $L$. This is defined for $\alpha \in \mathbb{R}^d$ by

$$H(\alpha) = \sup_{\beta \in \mathbb{R}^d} [(\alpha, \beta) - L(\beta)],$$

and is again a convex function.

The needed properties of the solution to this problem are summarized
in the following lemma [7, Section 3].

**Lemma 4.1** Assume Condition 3.1. The following conclusions hold.

1. For each $\alpha \in \mathbb{R}^d$, there exists a solution $(G(\alpha), r(\cdot; \alpha))$ to the eigen-
value/eigenfunction problem, with $G(\alpha) = H(\alpha)$. 
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2. Let a compact set $K \subset \mathbb{R}^d$ be given. Then there is $\delta \in (0, 1)$ such that $
abla \rho(y; \alpha) < 1/\delta$ for all $y \in S$ and $\alpha \in K$.

3. Let a compact set $K \subset \mathbb{R}^d$ be given. Then the map $\alpha \mapsto r(y; \alpha)$ is uniformly Lipschitz continuous over $\alpha \in K$ for each $y \in S$.

5 The Isaacs Equation and Subsolutions

As in Section 2, the partial differential equation associated with this importance sampling problem is the Isaacs equation

$$W_t(x,t) + \sup_{\alpha \in \mathbb{R}^d} \inf_{\beta \in \mathbb{R}^d} \mathbb{H}(DW(x,t); \alpha, \beta) = 0,$$

where $\mathbb{H}$ is as defined in (2.2). We recall that $W : \mathbb{R}^d \times [0, 1] \to \mathbb{R}$, $W_t$ denotes the partial derivative with respect to $t$, and $DW$ the gradient in $x$, and that $(\bar{W}, \bar{\alpha})$ is a subsolution/control pair if $\bar{W}$ is continuously differentiable on $\mathbb{R}^d \times (0, 1)$ with a uniformly bounded and uniformly Lipschitz continuous derivative,

$$\bar{W}_t(x,t) + \inf_{\beta \in \mathbb{R}^d} \mathbb{H}(D\bar{W}(x,t); \bar{\alpha}(x,t), \beta) \geq 0,$$

and

$$\bar{W}(x,1) \leq 2F(x).$$

We will also use the term subsolution to refer to the $\bar{W}$ component alone, and will sometimes use the phrase even if it is not certain that the terminal condition holds. With each subsolution/control pair, one can associate an importance sampling scheme. The construction and analysis of this scheme are carried out in detail in the next two sections.

A companion paper [4] describes in detail how to construct subsolution/control pairs that satisfy the terminal condition (5.1). As we saw in Section 2, it is often the case that one can work with simple subsolutions (e.g., functions that are affine in $x$ and $t$) for certain functionals $F$, and then use the pointwise minimum of such subsolutions to handle more complex $F$. Suppose we label the individual smooth subsolution/control pairs $(\bar{W}_k, \bar{\alpha}_k), k = 1, \ldots, K$. Let $W(x,t) = \wedge_{k=1}^K \bar{W}_k(x,t)$. Since $W$ is not smooth, we mollify and use convexity to obtain a smooth subsolution denoted by $\bar{W}$. If $\bar{\alpha}(x,t)$ is defined as a saddle point in the min/max problem

$$\sup_{\alpha \in \mathbb{R}^d} \inf_{\beta \in \mathbb{R}^d} \mathbb{H}(D\bar{W}(x,t); \alpha, \beta),$$

then $(\bar{W}, \bar{\alpha})$ is a subsolution/control pair.
For the general model of this paper the individual subsolutions $\bar{W}_k$ are often affine functions in $(x,t)$, and each $\bar{\alpha}_k$ is a constant. In this case, the change of measure associated with each subsolution/control pair $(\bar{W}_k, \bar{\alpha}_k)$ is fairly simple. For example, in the case of functionals of a Markov process we need only compute the corresponding eigenfunction at the single point $\bar{\alpha}_k$. However, the subsolution/control pair $(\bar{W}, \bar{\alpha})$, where $\bar{\alpha}$ is defined by the saddle point property, produces a state and time dependent $\bar{\alpha}$, and thus a scheme that could be significantly more complicated.

As discussed in Section 2, a scheme which preserves the simplicity of the affine subsolutions can be found by appropriately randomizing between the individual importance sampling schemes associated with $(\bar{W}_k, \bar{\alpha}_k)$ according to the mollification weights. Schemes of this sort require the following more complicated notion of a subsolution/control pair, which subsumes the previous special case. As suggested by the examples given in Section 2, it is typically the case that

$$
\bar{r}_k = (\bar{W}_k)_t \quad \text{and} \quad \bar{s}_k = D\bar{W}_k
$$

in the definition below.

**Definition 5.1** The collection $(\bar{W}, \rho_k, \bar{\alpha}_k)$ will be called a generalized subsolution/control if the following conditions hold. $\rho_k : \mathbb{R}^d \times [0,1] \rightarrow \mathbb{R}, k = 1, \ldots, K$ is a partition of unity, i.e., each $\rho_k$ is non-negative, and

$$
\sum_{k=1}^{K} \rho_k(x,t) = 1
$$

for all $(x,t) \in \mathbb{R}^d \times [0,1]$. The functions $\rho_k$ and $\bar{\alpha}_k, k = 1, \ldots, K$, are uniformly bounded and Lipschitz continuous. $\bar{W}_t$ and $D\bar{W}_k$ have representations

$$
\bar{W}_t(x,t) = \sum_{k=1}^{K} \rho_k(x,t) r_k(x,t), \quad D\bar{W}(x,t) = \sum_{k=1}^{K} \rho_k(x,t) s_k(x,t),
$$

where each $r_k$ and $s_k$ is uniformly bounded and Lipschitz continuous, and for each $k = 1, \ldots, K$

$$
r_k(x,t) + \inf_{\beta \in \mathbb{R}^d} \mathbb{H}(s_k(x,t); \bar{\alpha}_k(x,t), \beta) \geq 0.
$$

It is only the $(\rho_k, \bar{\alpha}_k)$ part of this collection that will be used to define the importance sampling scheme (see the next section). As noted in Section 2, a key measure of efficiency of any importance sampling scheme associated with the collection $(\bar{W}, \rho_k, \bar{\alpha}_k)$ is $\bar{W}(0,0)$, with larger values of $\bar{W}(0,0)$ corresponding to greater variance reduction. The design problem is to maximize $\bar{W}(0,0)$, subject to the constraints that $(\bar{W}, \rho_k, \bar{\alpha}_k)$ be a generalized
subsolutions/control, and that the terminal condition (5.1) hold. There is considerable flexibility, and an appreciation of all the possibilities for even simple problems requires some experience. These issues are explored at length in [4].

6 Importance Sampling Based on Subsolutions

As discussed in Section 2 and many other places, the idea behind importance sampling is to simulate the system of interest under an alternative distribution, multiply the sample by the inverse of the Radon-Nikodým derivative, and then consider the sample average. The main issue is how to choose the new distribution so that the variance of the estimate is as small as possible. It is also by now well known that seemingly reasonable schemes can perform very poorly [5, 6], whence the development of usable tools for the analysis of variance is essential if the method is ever to be used with any confidence.

As we now show, the subsolution property gives strong quantitative control on the second moments of the estimates under the scheme.

Let \((\bar{W}, \rho_k, \bar{\alpha}_k)\) be a generalized subsolution/control. We recall the eigenvalue/eigenfunction relation

\[
\int_S \int_{\mathbb{R}^d} e^{(\alpha, z)} r(y; \alpha) m(dy) p(x, dy) = e^{H(\alpha)} r(x; \alpha).
\]

It follows that for each \(\alpha \in \mathbb{R}^d\)

\[
P \left( y_1, dy_2, dz; \alpha \right) = e^{(\alpha, z)} - H(\alpha) \cdot \frac{r(y_2; \alpha)}{r(y_1; \alpha)} \cdot p(y_1, dy_2) \cdot m(dy_2) \quad (6.1)
\]

defines a probability measure on \(S \times \mathbb{R}^d\). These probability measures, the weights \(\rho_k(x, t)\), and the functions \(\bar{\alpha}_k(x, t)\) will be used to construct the importance sampling scheme. To this end, let

\[
\bar{\alpha}^n_{k,j}(x) = \alpha_k(x, j/n), \quad \rho^n_{k,j}(x) = \rho_k(x, j/n).
\]

Processes \(\bar{X}^n_j, \bar{Y}^n_j, \text{ and } \bar{b}^n_j\), analogous to \(X_j, Y_j, \text{ and } b_j(Y_j)\), are constructed recursively as follows. Let \(\bar{X}^n_0 = 0\) and \(\bar{Y}^n_0 = Y_0 = y\). Suppose that \(\bar{X}^n_j = x\) and \(\bar{Y}^n_j = y_1\) are given. We then simulate \((\bar{Y}^n_{j+1}, \bar{b}^n_{j+1})\) under the distribution

\[
\sum_{k=1}^K \rho^n_{k,j}(x) P \left( y_1, dy_2, dz; \bar{\alpha}^n_{k,j}(x) \right),
\]
which can be thought of as a randomized version of $P(y_1, d_2, dz; \bar{\alpha}_{k,j}^n(x))$, with the weights given by $\rho_{k,j}^n(x)$. Finally, $\bar{X}_{j+1}^n \doteq \bar{X}_j^n + b_{j+1}^n/n$. An unbiased estimate for $E \exp\{-nF(X_n)\}$ is then obtained by averaging replications of $Z^n$.

$$Z^n = e^{-nF(\bar{X}_n^n)} \prod_{j=0}^{n-1} \left[ \sum_{k=1}^K \rho_{k,j}^n(\bar{X}_j^n) \cdot e^{\langle \bar{\alpha}_{k,j}^n(\bar{X}_j^n), \bar{\beta}_{j+1}^n \rangle - H(\bar{\alpha}_{k,j}(\bar{X}_j^n))} \right]^{-1} \cdot \frac{r(\bar{Y}_{j+1}^n; \bar{\alpha}_{k,j}^n(\bar{X}_j^n))}{r(\bar{Y}_j^n; \bar{\alpha}_{k,j}^n(\bar{X}_j^n))}. \tag{6.2}$$

As noted previously, the numerical estimate in importance sampling is the sample average of independent replications of $Z^n$. Since the goal is to control the sample variance, it is enough to bound the second moment of a single replication.

### 7 Statement and Proof of the Main Result

In this section we present the main result, which is an asymptotic bound on the second moment for importance sampling estimator associated with a given subsolution. Although both the quantity being approximated and the importance sampling scheme depend on the initial state $Y_0 = y$, to simplify the exposition, the dependence of expected values on $y$ is not explicitly denoted.

**Theorem 7.1** Assume Condition 3.1. Let $(\bar{W}, \rho_k, \bar{\alpha}_k)$ be a generalized subsolution/control such that $2F(x) \geq \bar{W}(x, 1)$ for every $x \in \mathbb{R}^d$. Let $V^n$ be the second moment of a single replication used in the corresponding importance sampling scheme for the estimation of $E \exp\{-nF(X_n)\}$, that is,

$$V^n \doteq E \left[ (Z^n)^2 \right],$$

where $Z^n$ is defined in (6.2). Let

$$W^n \doteq -\frac{1}{n} \log V^n.$$

Then

$$\liminf_{n \to \infty} W^n \geq \bar{W}(0, 0).$$
Outline of the Proof of Theorem 7.1. By expressing the second moment in terms of the original random variables, we can write

\[ V^n = Ee^{-2nF(X_n)} \prod_{j=0}^{n-1} \left[ \sum_{k=1}^{K} p^{n}_{k,j}(X_j) \cdot e^{\langle \bar{\alpha}^{n}_{k,j}(X_j), b_{j+1}(Y_{j+1}) \rangle - H(\bar{\alpha}^{n}_{k,j}(X_j))} \right] \]

The proof is divided into 5 parts.

1. **Representation.** We replace \( V^n \) by an upper bound, and then derive a stochastic control representation for the normalized logarithm of this quantity. This produces a lower bound for \( W^n \).

2. **Tightness.** Associate certain stochastic processes and measure valued processes to the representation. Under the assumption that the costs in the representation are bounded as \( n \to \infty \), show that these processes are tight.

3. **Identification of limits.** Derive characterizations and relations between the limit processes.

4. **Analysis of the cost.** Go back to the representation, and analyze the asymptotics of the cost using weak convergence.

5. **Verification.** Finally, use the Isaacs equation and a classical verification argument to show that the proper asymptotic bound holds for the representation.

The chain rule for relative entropy (see, e.g., [1, Theorem C.3.1]) will be used several times in the proof. If \( S_1 \) and \( S_2 \) are Polish spaces and \( \mu, \nu \in P(S_1 \times S_2) \), then

\[ R(\mu \| \nu) = R([\mu]_1 \| [\nu]_1) + \int_{S_1} R(\mu(\cdot | y_1) \| \nu(\cdot | y_1)) \, [\mu]_1(dy_1) \quad (7.1) \]

### 7.1 Representation.

Using convexity of \( e^x \) and the definition \( G(x) = \bar{W}(x,1) \leq 2F(x) \), the second moment \( V^n \) is bounded above by

\[ \tilde{V}^n \triangleq Ee^{-nG(X_n)} \prod_{j=0}^{n-1} \exp \left\{ - \sum_{k=1}^{K} p^{n}_{k,j}(X_j) \left[ \langle \bar{\alpha}^{n}_{k,j}(X_j), b_{j+1}(Y_{j+1}) \rangle \right] \right\} \]
\[ -H(\bar{\alpha}_{n}^{k,j}(X_j)) + \log \frac{r(Y_{j+1};\bar{\alpha}_{n}^{k,j}(X_j))}{r(Y_{j};\bar{\alpha}_{n}^{k,j}(X_j))} \].

Define
\[ \tilde{W}^n = -\frac{1}{n} \log \tilde{V}^n. \]

Clearly, $\tilde{W}^n \leq W^n$. Therefore, it suffices to show
\[ \liminf_{n \to \infty} \tilde{W}^n \geq \tilde{W}(0,0). \tag{7.2} \]

We would like to use the variational representation for exponential integrals to derive a stochastic control representation for $\tilde{W}^n$. Because of the unbounded terms $\left(\bar{\alpha}_{n}^{k,j}(X_j), b_{j+1}(Y_{j+1})\right)$ and $G(X_n)$, an extension of this representation is required.

**Lemma 7.2** Let $\lambda$ be a probability measure on a measurable space $(\Omega, \mathcal{F})$, and $f : \Omega \to \mathbb{R}$ a measurable function. If $e^{-f}$ and $fe^{-f}$ are integrable with respect to $\lambda$, then
\[ -\log \int_{\Omega} e^{-f} d\lambda = \inf_{\gamma} \left\{ R(\gamma||\lambda) + \int_{\Omega} f d\gamma \right\}, \]

where the infimum is taken over all probability measures $\gamma$ for which the sum on the right-hand-side is meaningful (i.e., not of the form $\infty - \infty$).

The proof only involves minor changes to that of [1, Proposition 1.4.2] and is thus omitted. It is easy to check that the condition for this representation, that is, the finiteness of the two integrals, holds in our case. This is due to the bound on the moment generating function of the $b_i(y)$ and the assumed Lipschitz property of $G(x) \equiv \tilde{W}(x,1)$.

Once one has this general relative entropy representation for exponential integrals, it is easy to extract a more useful form by a standard argument. Consider the total distribution, say $\lambda$, of the component random variables used to construct the process [here the $Y_i$ and $b_i(Y_i)$], and write the expectation in terms of an exponential integral against this distribution. Apply the relative entropy representation to this exponential integral, and let $\gamma$ be the probability measure introduced by the representation. Now factor both the original distribution $\lambda$ and the new probability measure $\gamma$ as a product of conditional distributions. For example, if $\lambda$ were a distribution on $\mathbb{S}^3$ it would be factored as $[\lambda](dx_1)[\lambda](dx_2|x_1)[\lambda](dx_3|x_1,x_2)$. One then decomposes the relative entropy according to the chain rule (7.1), giving rise to
a relative entropy cost for the perturbation of the conditional distribution of each component random variable. Finally, for convenience one writes the right hand side of the relative entropy representation in terms of this decomposition and random variables distributed according to the new probability measure. Since the analogous elementary proof appears in many places (e.g., [1, Theorem B.2.2]), we simply state the final result. Consider a collection of stochastic kernels $\mu^n_j$ and $\nu^n_j$, where $\mu^n_j$ is allowed to depend in any measurable way on $\tilde{b}^n_j$, $0 \leq i \leq j$, and $\tilde{Y}^n_j$, $0 \leq i \leq j$, and $\mu^n_j$ and $\nu^n_j$ choose the conditional distributions of $\tilde{b}^n_j+1$ and $\tilde{Y}^n_j+1$, respectively. To simplify the notation the dependencies of $\mu^n_j$ and $\nu^n_j$ on the past will not be made explicit. Let

$$J(\mu^n, \nu^n) = \tilde{E} \left[ \frac{1}{n} \sum_{j=0}^{n-1} \sum_{k=1}^{K} \rho^n_{k,j}(\tilde{X}^n_j) \left[ R \left( \mu^n_j(\cdot) || m(\cdot|\tilde{Y}^n_j+1) \right) + R \left( \nu^n_j(\cdot) || p(\tilde{Y}^n_j; \cdot) \right) \right] 
+ \left< \tilde{a}^n_{k,j}(\tilde{X}^n_j), \tilde{b}^n_{j+1} \right> - H \left( \tilde{a}^n_{k,j}(\tilde{X}^n_j) \right) + \log \frac{r(\tilde{Y}^n_{j+1}; \tilde{a}^n_{k,j}(\tilde{X}^n_j))}{r(\tilde{Y}^n_j; \tilde{a}^n_{k,j}(\tilde{X}^n_j))} \right] 
+ G(\tilde{X}^n_j) \right].$$

(7.3)

Then $\tilde{W}^n = \inf J(\mu^n, \nu^n)$, where the infimum is over all such collections.

### 7.2 Tightness

To analyze the asymptotics of $\tilde{W}^n$ we first establish the tightness of the processes that appear therein. For $j = 0, \ldots, n-1$ and $t \in [j/n, (j+1)/n)$ define

$$\tilde{X}^n(t) \doteq \tilde{X}^n_j$$
$$\nu^n(dy_2|t) \doteq \nu^n_j(dy_2)$$
$$\mu^n(dz|t) \doteq \mu^n_j(dz)$$
$$\theta^n(dy_1 \times dy_2|t) \doteq \delta_{\tilde{Y}^n_j}(dy_1) \nu^n_j(dy_2)$$
$$\gamma^n(dy_1 \times dy_2|t) \doteq \delta_{\tilde{Y}^n_j}(dy_1) p(y_1, dy_2)$$
$$\zeta^n(dy \times dz|t) \doteq \delta_{\tilde{Y}^n_{j+1}}(dy) \mu^n_j(dz)$$
$$\eta^n(dy \times dz|t) \doteq \delta_{\tilde{Y}^n_{j+1}}(dy) m(dz|y),$$
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and let left continuity define these processes at \( t = 1 \). We also set, for Borel subsets \( A \subset S \times S \) and \( B \subset [0, 1] \),

\[
\theta^n(A \times B) \doteq \int_B \theta^n(A|t) \, dt.
\]

Then \( \theta^n \) is a random probability measure on space \( (S \times S) \times [0, 1] \). Define in the analogous fashion random probability measures \( \nu^n, \mu^n, \gamma^n, \zeta^n, \eta^n \), and \( \theta^n \) on spaces \( S \times [0, 1], \mathbb{R}^d \times [0, 1], (S \times S) \times [0, 1], (S \times \mathbb{R}^d) \times [0, 1], \) and \( (S \times \mathbb{R}^d) \times [0, 1] \), respectively.

**Lemma 7.3** Assume Condition 3.1 and let \( (\bar{W}, \rho_k, \bar{\alpha}_k) \) be a generalized sub-solution/control. Consider any subsequence and collection \( \{ (\mu^n_j, \nu^n_j), j = 0, 1, \ldots, n - 1 \} \) for which the expected cost \( J(\mu^n, \nu^n) \) as defined in (7.3) is uniformly bounded from above. Then (with the supremum on \( n \) restricted to elements of the subsequence)

\[
\lim_{C \to \infty} \sup_n \tilde{E}\left[ \frac{1}{n} \sum_{j=1}^{n} \left\| \delta^n_j \right\| \right] 1\{ \left\| \delta^n_j \right\| \geq C \} = 0,
\]

the collection

\[
\left\{ \left( \bar{X}^n, \nu^n, \mu^n, \theta^n, \gamma^n, \zeta^n, \eta^n \right) \right\}
\]

is tight, \( \{ \bar{X}^n(1) \} \) is uniformly integrable, and \( \{ \mu^n \} \) is uniformly integrable in the sense that

\[
\lim_{C \to \infty} \sup_n \tilde{E}\left[ \int_{\mathbb{R}^d \times [0, 1]} \| y \| \right] 1\{ \| y \| \geq C \} \mu^n(dy \times dt) = 0.
\]

The proof of the lemma is given in the appendix. However, it is worth noting that the first estimate is the key result, and that the tightness and uniform integrability follow easily from this.

In order to show the desired lower bound (7.2), all we need to show is

\[
\lim_{n \to \infty} J(\mu^n, \nu^n) \geq \bar{W}(0, 0).
\]

(7.4)

for any sequence \( \{ (\mu^n_j, \nu^n_j), j = 0, \ldots, n - 1 \} \). Abusing notation a bit, assume from now on that \( \{ (\mu^n_j, \nu^n_j), j = 0, \ldots, n - 1 \} \) is an arbitrary subsequence such that the cost \( J(\mu^n, \nu^n) \) is uniformly bounded from above. Clearly, we only need to show inequality (7.4) along every such subsequence.
Owing to the positivity, boundedness, and Lipschitz properties of the eigenfunctions and \( \tilde{\alpha}_k \) (see Lemma 4.1), there exists \( M < \infty \) such that for all \( y \in S, k = 1, \ldots, K, n \in \mathbb{Z}_+, j \in \{1, \ldots, n\}, x_1 \in \mathbb{R}^d, \) and \( x_2 \in \mathbb{R}^d, \)
\[
\left| \log \frac{r(y; \tilde{\alpha}_{k,j-1}(x_1))}{r(y; \tilde{\alpha}_{k,j}(x_2))} \right| \leq \left| \log \frac{r(y; \tilde{\alpha}_k(x_1, (j - 1)/n))}{r(y; \tilde{\alpha}_k(x_2, j/n))} \right| \leq M(|x_1 - x_2| + 1/n).
\]

Thanks to the first part of Lemma 7.3, for any \( \delta > 0 \) and along this subsequence with bounded cost,
\[
\limsup_{n \to \infty} \hat{E} \left[ \frac{1}{n} \sum_{j=1}^n \| \hat{b}_j^n \| 1 \{ \| \hat{b}_j^n \| \geq \delta \} \right] = 0.
\]

Therefore, the Lipschitz properties of the \( \rho_k \) that are part of the definition of a generalized subsolution and the definition \( \tilde{X}_{j+1}^n = \tilde{X}_j^n + \hat{b}_{j+1}/n \) imply
\[
\limsup_{n \to \infty} \hat{E} \left[ \frac{1}{n} \sum_{j=0}^{n-1} \sum_{k=1}^K \rho_{k,j}^n(\tilde{X}_j^n) \left| \log \frac{r(\tilde{Y}_{j+1}^n; \tilde{\alpha}_{k,j}(\tilde{X}_j^n))}{r(\tilde{Y}_j^n; \tilde{\alpha}_{k,j}(\tilde{X}_j^n))} \right| \right]
\leq \limsup_{n \to \infty} \hat{E} \left[ \frac{1}{n} \sum_{j=1}^n \sum_{k=1}^K \rho_{k,j}^n(\tilde{X}_j^n) \left| \log \frac{r(\tilde{Y}_{j+1}^n; \tilde{\alpha}_{k,j-1}(\tilde{X}_{j-1}^n))}{r(\tilde{Y}_j^n; \tilde{\alpha}_{k,j}(\tilde{X}_j^n))} \right| \right]
\]
\[
+ \limsup_{n \to \infty} \hat{E} \left[ \frac{1}{n} \sum_{j=0}^{n-1} \sum_{k=1}^K \rho_{k,j+1}^n(\tilde{X}_{j+1}^{n+1} - \tilde{X}_j^n) \left| \log r(\tilde{Y}_{j+1}^n; \tilde{\alpha}_{k,j}^n(\tilde{X}_j^n)) \right| \right]
\]
\[
= 0.
\]

Thus we need only prove the lower bound
\[
\liminf_{n \to \infty} \hat{E} \left[ \frac{1}{n} \sum_{j=0}^{n-1} \sum_{k=1}^K \rho_{k,j}^n(\tilde{X}_j^n) \left[ R \left( \mu_j^n(\cdot) \left\| m(\cdot|\bar{Y}_{j+1}^n) \right\| \right) + R \left( \nu_j^n(\cdot) \left\| p(\bar{Y}_j^n, \cdot) \right\| \right)
\right.
\]
\[
\left. + \left\langle \tilde{\alpha}_{k,j}^n(\tilde{X}_j^n), \hat{b}_{j+1}^n \right\rangle - H \left( \tilde{\alpha}_{k,j}^n(\tilde{X}_j^n) \right) \right] + G(\tilde{X}_j^n) \right] \geq \hat{W}(0, 0).
\]

Note that the relative entropy terms do not depend on \( k \), and so they can be moved past the corresponding sum. Thanks to the uniform boundedness and Lipschitz continuity of \( \rho_k \) and \( \tilde{\alpha}_k \), the uniform integrability of \( \{ \mu^n \} \)
(Lemma 7.3), and the chain rule for relative entropy (7.1), all we need to show is the lower bound
\[
\liminf_{n \to \infty} \bar{J}_n \geq \bar{W}(0, 0),
\]
where
\[
\bar{J}_n = \tilde{E} \left[ R(\zeta^n \| \eta^n) + R(\theta^n \| \gamma^n) - \sum_{k=1}^K \int_0^1 \rho_k(\tilde{X}^n(t), t) H(\tilde{\alpha}_k(\tilde{X}^n(t), t)) dt \right. \\
+ \left. \sum_{k=1}^K \int_{\mathbb{R}^d \times [0,1]} \rho_k(\tilde{X}^n(t), t) \langle \tilde{\alpha}_k(\tilde{X}^n(t), t), z \rangle \mu^n(dz \times dt) + G(\tilde{X}^n(1)) \right].
\]
In order to show (7.5), we need to identify limits of the involved processes. That is the goal of the next subsection.

### 7.3 Identification of the Limits.

**Lemma 7.4** Assume Condition 3.1, and consider any subsequence along which \( J(\mu^n, \nu^n) \) is uniformly bounded from above and
\[
\left( \tilde{X}^n, \nu^n, \mu^n, \theta^n, \gamma^n, \zeta^n, \eta^n \right) \to \left( \tilde{X}, \nu, \mu, \theta, \gamma, \zeta, \eta \right)
\]
in distribution. Then the following conclusions hold. Each of the measures \( \nu, \mu, \theta, \gamma, \zeta, \eta \) (for example, \( \nu \)) can be factored in the form \( \nu(dy \times dt) = \nu(dy|t) dt \), where \( dt \) is Lebesgue measure. Furthermore, w.p.1
\[
\tilde{X}(t) = \int_{[0,t]} \int_{\mathbb{R}^d} z \mu(dz|s) ds,
\]
\[
\gamma(dy_1 \times dy_2|t) = \nu(dy_1|t) p(y_1, dy_2)
\]
\[
\eta(dy \times dz|t) = \nu(dy|t) m(dz|y),
\]
and
\[
[\theta]_1(dy|t) = [\theta]_2(dy|t) = \nu(dy|t),
\]
\[
[\zeta]_1(dy|t) = \nu(dy|t), \quad [\zeta]_2(dy|t) = \mu(dy|t).
\]
**Proof.** The fact that the \( t \)-marginal of the random measures is Lebesgue measure follows from the weak convergence and the fact that the same is true of the analogous prelimit measures. Also, the existence of the factored
form is standard, and follows from the same sort of arguments one uses to prove the existence of regular conditional distributions [1, Lemma 3.3.1].

We next consider the representation for $\tilde{X}$, and use an argument similar to that of [1, Theorem 5.3.5]. For any time $t$ of the form $j/n$, $0 \leq j \leq n$, we can write

$$
\tilde{X}^n(j/n) = \frac{1}{n} \sum_{i=0}^{j-1} \int_{\mathbb{R}^d} z\mu^n_i(dz) + M^n(j/n)
$$

$$
= \int_0^{j/n} \int_{\mathbb{R}^d} z\mu^n(dz \times dt) + M^n(j/n)
$$

where

$$
M^n(j/n) = \frac{1}{n} \sum_{i=0}^{j-1} \left( \tilde{b}^n_{i+1} - \int_{\mathbb{R}^d} z\mu^n_i(dz) \right)
$$

is a martingale. Fix $\delta > 0$, and define random variables and random measures

$$
c^n_j = \tilde{b}^n_j 1_{\{n\tilde{b}^n_j \geq n\delta\}}, \quad \lambda^n_j(dz) = \mu^n_j(dz) 1_{\{\|z\| \geq n\delta\}} + \delta_0(dz) \mu^n_j(\{\|z\| < n\delta\}),
$$

where $\delta_0(dz)$ is the probability measure with mass 1 at zero. It is not difficult to see that $\lambda^n_j$ gives the conditional distribution of $c^n_{j+1}$, whence

$$
N^n(j/n) = \frac{1}{n} \sum_{i=0}^{j-1} \left( c^n_{i+1} - \int_{\mathbb{R}^d} z\lambda^n_i(dz) \right)
$$

is also a martingale. By a standard submartingale inequality

$$
\tilde{P} \left\{ \max_{j=1, \ldots, n} \|M^n(j/n) - N^n(j/n)\| \geq \varepsilon \right\}
$$

$$
\leq \frac{1}{\varepsilon^2} \tilde{E} \left[ \left\| \frac{1}{n} \sum_{j=0}^{n-1} \left( \tilde{b}^n_{j+1} 1_{\{\|\tilde{b}^n_{j+1}\| < n\delta\}} - \int_{\mathbb{R}^d} z\mu^n_j(dz) 1_{\{\|z\| \geq n\delta\}} \right) \right\|^2 \right] 
$$

$$
= \frac{1}{n^2 \varepsilon^2} \sum_{j=0}^{n-1} \tilde{E} \left[ \left\| \tilde{b}^n_{j+1} 1_{\{\|\tilde{b}^n_{j+1}\| < n\delta\}} - \int_{\mathbb{R}^d} z\mu^n_j(dz) 1_{\{\|z\| \geq n\delta\}} \right\|^2 \right] 
$$

$$
\leq \frac{1}{n^2 \varepsilon^2} \sum_{j=1}^{n} \tilde{E} \left[ \left\| \tilde{b}^n_j 1_{\{\|\tilde{b}^n_j\| < n\delta\}} \right\|^2 \right] 
$$

$$
\leq \frac{\delta}{n \varepsilon^2} \sum_{j=1}^{n} \tilde{E} \left[ \left\| \tilde{b}^n_j 1_{\{\|\tilde{b}^n_j\| < n\delta\}} \right\|^2 \right] 
$$
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≤ \frac{\delta}{\varepsilon^2} \sum_{j=1}^{n} \bar{E} \left[ \frac{1}{n} \| \tilde{b}_j^n \| \right].

By Chebyshev’s inequality and a conditioning argument,

\begin{align*}
\tilde{P} \left\{ \max_{j=1, \ldots, n} \| N^n(j/n) \| \geq \varepsilon \right\} & \leq \tilde{P} \left\{ \frac{1}{n} \sum_{j=1}^{n} \| \tilde{b}_j^n \| 1\{ \| \tilde{b}_j^n \| \geq n\delta \} \geq \varepsilon/2 \right\} \\
& \hspace{1cm} + \tilde{P} \left\{ \frac{1}{n} \sum_{j=0}^{n-1} \int \{ \| z \| \geq n\delta \} \| z \| \mu_j^n(dz) \geq \varepsilon/2 \right\} \\
& \leq \frac{2}{\varepsilon} \tilde{E} \left[ \frac{1}{n} \sum_{j=1}^{n} \| \tilde{b}_j^n \| 1\{ \| \tilde{b}_j^n \| \geq n\delta \} \right] \\
& \hspace{1cm} + \frac{2}{\varepsilon} \tilde{E} \left[ \frac{1}{n} \sum_{j=0}^{n-1} \int \{ \| z \| \geq n\delta \} \| z \| \mu_j^n(dz) \right] \\
& = \frac{4}{\varepsilon} \tilde{E} \left[ \frac{1}{n} \sum_{j=1}^{n} \| \tilde{b}_j^n \| 1\{ \| \tilde{b}_j^n \| \geq n\delta \} \right].
\end{align*}

The last quantity tends to zero as \( n \) tends to infinity for each fixed \( \delta > 0 \) by Lemma 7.3. Sending first \( n \to \infty \) and then \( \delta \to 0 \), it follows that for each \( \varepsilon > 0 \)

\( \tilde{P} \left\{ \max_{j=1, \ldots, n} \| M^n(j/n) \| \geq 2\varepsilon \right\} \to 0 \)

as \( n \to \infty \). Thus

\[ \tilde{X}^n(j/n) - \int_0^{j/n} \int_{\mathbb{R}^d} z \mu^n(dz \times dt) \to 0 \]

uniformly in \( j \in \{1, \ldots, n\} \), in probability. Using the uniform integrability and weak convergence of \( \mu^n \) we justify the limit

\[ \tilde{X}(t) - \int_0^t \int_{\mathbb{R}^d} z \mu(dz \times ds) = 0 \]

for all \( t \in [0, 1] \), w.p.1. When combined with the factorization \( \mu(dz \times ds) = \mu(dz|s) ds \), this proves the representation for \( \tilde{X} \).

Finally, we discuss the formulas for the limit measures. These all follow easily from analogous properties of the prelimit measures. For example,
consider the random probability measure \( \theta^n \). Let \( g \) be an arbitrary bounded continuous function on \( S \). By definition,
\[
\int_{S \times [0,1]} g(y)[\theta^n]_{1,3}(dy \times dt) = \frac{1}{n} \sum_{j=0}^{n-1} g(\tilde{Y}_j^n) = \frac{1}{n} \sum_{j=0}^{n-1} g(\tilde{Y}_{j+1}^n) + I_n,
\]
where \( I_n \) is an error term with
\[
|I_n| \leq \frac{2}{n} \|g\|_{\infty}
\]
almost surely. Fix arbitrary \( \varepsilon > 0 \). Let \( N_0 \in \mathbb{N} \) be such that \( |I_n| \leq \varepsilon / 2 \) for all \( n \geq N_0 \). Since \( \nu_n^{\theta} \) is the conditional distribution of \( \tilde{Y}_{j+1}^n \), by Chebyshev’s inequality and a conditioning argument, for \( n \geq N_0 \)
\[
\tilde{P} \left\{ \left| \int_{S \times [0,1]} g(y)[\theta^n]_{1,3}(dy \times dt) - \int_{S \times [0,1]} g(y)[\theta^n]_{2,3}(dy \times dt) \right| \geq \varepsilon \right\}
\leq \tilde{P} \left\{ \left| \frac{1}{n} \sum_{j=0}^{n-1} \left( g(\tilde{Y}_{j+1}^n) - \int_S g(y)\nu_j^n(dy) \right) \right| \geq \varepsilon / 2 \right\}
\leq \frac{4}{\varepsilon^2} \tilde{E} \left[ \frac{1}{n^2} \sum_{j=0}^{n-1} \left( g(\tilde{Y}_{j+1}^n) - \int_S g(y)\nu_j^n(dy) \right)^2 \right]
\leq \frac{16 \|g\|^2_{\infty}}{\varepsilon^2 n}.
\]
By Fatou’s Lemma
\[
\tilde{P} \left\{ \left| \int_{S \times [0,1]} g(y)[\theta]_{1,3}(dy \times dt) - \int_{S \times [0,1]} g(y)[\theta]_{2,3}(dy \times dt) \right| \geq \varepsilon \right\} = 0.
\]
Thus \([\theta]_{1,3} = [\theta]_{2,3}\) almost surely. Since \([\theta^n]_{2,3} = \nu_n\),
\[
[\theta]_{1,3}(dy \times dt) = [\theta]_{2,3}(dy \times dt) = \nu(dy \times dt) = \nu(dy|t)dt,
\]
which proves \([\theta]_1(dy|t) = [\theta]_2(dy|t) = \nu(dy|t)\).

With regard to the decomposition of \( \gamma \), an analogous argument shows that, for any \( \varepsilon > 0 \) and bounded continuous functions \( g_1, g_2 \) on \( S \), we have
\[
0 = \lim_{n \to \infty} \tilde{P} \left\{ \left| \int_{S^2 \times [0,1]} g_1(y_1)g_2(y_2)\gamma^n(dy_1 \times dy_2 \times dt)
- \int_{S^2 \times [0,1]} g_1(y_1)g_2(y_2)\nu^n(dy_1 \times dt)p(y_1, dy_2) \right| \geq \varepsilon \right\}
\]
However, by the Feller property the mapping \( y_1 \mapsto \int_S g(y_2)p(y_1, dy_2) \) is bounded and continuous. The decomposition of \( \gamma \) now follows from the weak convergence of \( \gamma^n \) and \( \nu^n \), Fatou’s Lemma, the arbitrariness of \( \varepsilon \), and the fact that product functions are convergence determining (see, for example, [1, Theorem A.3.14]).

The expressions for \( \zeta \) and \( \eta \) can be proved in the same way, and we omit the proof.

### 7.4 Analysis of the cost.

We claim that \( \liminf_{n \to \infty} \tilde{J}^n \) [see equation (7.5)] is bounded below by

\[
\tilde{E} \left[ R(\theta \| \gamma) + R(\zeta \| \eta) - \sum_{k=1}^{K} \int_{[0,1]} \rho_k(\tilde{X}(t), t)H(\tilde{\alpha}_k(\tilde{X}(t), t))dt \\
+ \sum_{k=1}^{K} \int_{\mathbb{R}^d \times [0,1]} \rho_k(\tilde{X}(t), t) \left( \tilde{\alpha}_k(\tilde{X}(t), t), z \right) \mu(dz \times dt) + G(\tilde{X}(1)) \right].
\]

The bound for the first two relative entropy terms follows from the weak convergence, Fatou’s Lemma, and the lower semicontinuity of relative entropy [1, Lemma 1.4.3]. The convergence of the next two terms follows from the weak convergence, the continuity and boundedness properties of the \( \rho_k \) and \( \tilde{\alpha}_k \), and the Dominated Convergence Theorem. Lastly, we show that

\[
\liminf_{n \to \infty} \tilde{E} \left[ G(\tilde{X}^n(1)) \right] \geq \tilde{E} \left[ G(\tilde{X}(1)) \right]. \tag{7.6}
\]

Indeed, by the Lipschitz property of \( \tilde{W} \), there exists \( C > 0 \) such that

\[
G(x) \geq -C(\|x\| + 1).
\]

By Fatou’s Lemma,

\[
\liminf_{n \to \infty} \tilde{E} \left[ G(\tilde{X}^n(1)) + C\|\tilde{X}^n(1)\| \right] \geq \tilde{E} \left[ G(\tilde{X}(1)) + C\|\tilde{X}(1)\| \right].
\]

Since the uniform integrability of \( \{\tilde{X}^n(1)\} \) proved in Lemma 7.3 implies \( \lim_{n \to \infty} \tilde{E}\|\tilde{X}^n(1)\| = \tilde{E}\|\tilde{X}(1)\| \), the inequality (7.6) follows.

Using the factorization properties of relative entropy (7.1), we now do some rewriting of the various terms. We have

\[
R(\theta \| \gamma) = \int_0^1 R(\theta(dy_1 \times dy_2|t))\gamma(dy_1 \times dy_2|t)) \, dt \\
R(\zeta \| \eta) = \int_0^1 R(\zeta(dy \times dz|t))\eta(dy \times dz|t)) \, dt.
\]
However, by Lemma 7.4 $[\theta_1(dy \mid t)] = [\theta_2(dy \mid t)] = \nu(dy \mid t)$, $\gamma(dy_1 \times dy_2 \mid t) = \nu(dy_1 \mid p(y_1, dy_2))$, $\eta(dy \times dz \mid t) = \nu(dy \mid t)m(dz \mid y)$, and $\zeta(dy \times dz \mid t) = \nu(dy \mid t)q(dz \mid y, t)$ for some stochastic kernel $q$. Since

$$
\int_S \int_{\mathbb{R}^d} zq(dz \mid y, t)\nu(dy \mid t) = \int_{S \times \mathbb{R}^d} z\zeta(dy \times dz \mid t)
$$

$$
= \int_{\mathbb{R}^d} z[\zeta](dz \mid t)
$$

$$
= \int_{\mathbb{R}^d} z\mu(dz \mid t)
$$

$$
= \beta(t),
$$

it follows from the definition of $L$ in (3.2) that

$$
R(\theta \mid \gamma) + R(\zeta \mid \eta) \geq \int_0^1 L(\beta(t)) \, dt,
$$

Moreover, the definition of $\beta(t)$ gives

$$
\int_{\mathbb{R}^d \times [0,1]} \left\langle \tilde{\alpha}(\tilde{X}(t), t), z \right\rangle \mu(dz \times dt) = \int_{[0,1]} \left\langle \tilde{\alpha}(\tilde{X}(t), t), \beta(t) \right\rangle dt.
$$

We thus obtain a lower bound for $\liminf_{n \to \infty} \tilde{J}^n$ in the form

$$
\Gamma = \mathcal{E} \left[ \int_0^1 \sum_{k=1}^K \rho_k(\tilde{X}(t), t) \left[ L(\beta(t)) - H(\tilde{\alpha}_k(\tilde{X}(t), t)) + \tilde{\alpha}_k(\tilde{X}(t), t) \beta(t) \right] dt + G(\tilde{X}(1)) \right].
$$

### 7.5 Verification.

We now do a classical verification argument to show $\Gamma \geq \tilde{W}(0, 0)$. By assumption (see Definition 5.1),

$$
W_t(\tilde{X}(t), t) + \left\langle D\tilde{W}(\tilde{X}(t), t), \beta(t) \right\rangle
$$

$$
= \sum_{k=1}^K \rho_k(\tilde{X}(t), t) \left[ r_k(\tilde{X}(t), t) + \left\langle s_k(\tilde{X}(t), t), \beta(t) \right\rangle \right]
$$

$$
\geq \sum_{k=1}^K \rho_k(\tilde{X}(t), t) \left[ L(\beta(t)) + \left\langle \tilde{\alpha}_k(\tilde{X}(t), t), \beta(t) \right\rangle - H(\tilde{\alpha}_k(\tilde{X}(t), t)) \right].
$$
Integrating both sides from 0 to 1, and using the fact that $\beta(t) = d\tilde{X}(t)/dt$, we have:

$$E \left[ \int_0^1 \sum_{k=1}^K \rho_k(\tilde{X}(t), t) \left( L(\beta(t)) + \left< \bar{\alpha}_k(\tilde{X}(t), t), \beta(t) \right> - H(\bar{\alpha}_k(\tilde{X}(t), t)) \right) dt \right]$$

$$\geq \tilde{W}(0, 0) - EW(\tilde{X}(1), 1)$$

Since $G(x) = \tilde{W}(x, 1)$, upon bringing this term to the left hand side we obtain $\Gamma \geq \tilde{W}(0, 0)$, thus completing the proof of Theorem 7.1.

8 Appendix

Proof of Lemma 7.3. The proof uses ideas from [1, Proposition 5.3.2]. We start by observing a few facts, namely, that

$$-2G(\tilde{X}_n^\alpha) \leq 2C \left( \frac{1}{n} \sum_{i=1}^n \| \tilde{b}_i^n \| + 1 \right),$$

that the eigenfunctions $r(y; \alpha)$ are bounded uniformly from above and below away from zero on $\{\alpha : \|\alpha\| \leq C\}$, that $H(\alpha)$ is bounded from below on this set, and that relative entropy is non-negative. These imply the existence of $C_1 < \infty$ and $C_2 < \infty$ such that

$$\sup_n E \left[ \frac{1}{n} \sum_{i=0}^{n-1} R \left( \mu_i^n(\cdot) \| m(\cdot | \tilde{Y}_i^n) \right) - C_1 \frac{1}{n} \sum_{i=1}^n \| \tilde{b}_i^n \| \right] \leq C_2,$$

(8.1)

where the supremum is over the same subsequence as in the statement of the lemma. It follows immediately that $\mu_i^n(\cdot) \ll m(\cdot | \tilde{Y}_i^n)$ for all $i = 0, \ldots, n - 1$, with probability one. We can find non-negative, measurable, random functions $f_i^n$ such that $f_i^n$ is a measurable version of $d\mu_i^n(\cdot)/dm(\cdot | \tilde{Y}_i^n)$. We use the fact that for all $a \geq 0, c \geq 0$, and $\rho \geq 1$,

$$ac \leq c^\rho \left( c \log c - c + 1 \right).$$

Since $c \log c - c + 1 \geq 0$, it follows that

$$\tilde{E} \left[ \frac{1}{n} \sum_{i=1}^n \| \tilde{b}_i^n \| \right] \leq \tilde{E} \left[ \frac{1}{n} \sum_{i=0}^{n-1} \int_{\mathbb{R}^d} \| z \| f_i^n(z) m(dz | \tilde{Y}_i^n) \right]$$

$$\leq \tilde{E} \left[ \frac{1}{n} \sum_{i=0}^{n-1} \rho \int_{\mathbb{R}^d} (f_i^n(z) \log f_i^n(z) - f_i^n(z) + 1) m(dz | \tilde{Y}_i^n) \right] + \frac{1}{n} \sum_{i=1}^n \int_{\mathbb{R}^d} e^{\rho \| z \|} m(dz | \tilde{Y}_i^n) \right].$$
Under Condition 3.1, for each \( \rho \) there is a finite and uniform bound \( B(\rho) \) on \( \int_{\mathbb{R}^d} e^{\rho \|z\|} m(\,dz \,| \,y) \) for all \( y \in S \). This allows us to continue the inequality as

\[
\hat{E} \left[ \frac{1}{n} \sum_{i=1}^{n} \| \tilde{b}_i^n \| \right] \leq B(\rho) + \frac{1}{\rho} \hat{E} \left[ \frac{1}{n} \sum_{i=0}^{n-1} R \left( \mu_i^n(\cdot) \right) \right] \].

Choosing \( 1/\rho = 2C_1 \) and rearranging (8.1),

\[
\frac{1}{2} \sup_n \hat{E} \left[ \frac{1}{n} \sum_{i=0}^{n-1} R \left( \mu_i^n(\cdot) \right) \right] \leq C_2 + B \left( \frac{1}{2C_1} \right).
\]

By a very similar argument to that just used, we find

\[
\hat{E} \left[ \frac{1}{n} \sum_{i=1}^{n} \| \tilde{b}_i^n \| \right] \leq \sup_{y \in S} \int_{\mathbb{R}^d} 1 \{ \|z\| \geq C \} e^{\rho \|z\|} m(\,dz \,| \,y) \] 

\[
+ \frac{1}{\rho} \hat{E} \left[ \frac{1}{n} \sum_{i=0}^{n-1} R \left( \mu_i^n(\cdot) \right) \right]
\]

Under Condition 3.1,

\[
\sup_{y \in S} \int_{\mathbb{R}^d} 1 \{ \|z\| \geq C \} e^{\rho \|z\|} m(\,dz \,| \,y) \leq e^{-C} \sup_{y \in S} \int_{\mathbb{R}^d} e^{(\rho+1) \|z\|} m(\,dz \,| \,y) \to 0
\]

as \( C \to \infty \). Since we already have a uniform bound on

\[
\hat{E} \left[ \frac{1}{n} \sum_{i=0}^{n-1} R \left( \mu_i^n(\cdot) \right) \right]
\]

the first part of the lemma follows by first sending \( C \to \infty \) and then \( \rho \to \infty \).

We define a piecewise linear process \( X^n \) by setting

\[
d\tilde{X}^n(t) = \tilde{b}_i^n \quad \text{for} \quad t \in \left( \frac{i}{n}, \frac{i+1}{n} \right).
\]

Then \( \tilde{X}^n \) is the piecewise linear interpolation that agrees with \( \tilde{X}^n \) at times of the form \( i/n \), and hence if \( \tilde{X}^n \) converges in distribution in the sup norm to a limit \( \tilde{X} \) then so does \( X^n \), since

\[
\sup_{0 \leq t \leq 1} \left\| \tilde{X}^n(t) - \tilde{X}^n(t) \right\| \to 0
\]
in probability as \( n \to \infty \). Therefore, in order to show the tightness of \( \{\tilde{X}^n\} \), it suffices to show that \( \{\tilde{X}^n\} \) is tight. To this end, define the modulus
\[
w^n(\delta) = \sup_{s,t \in [0,1]:|t-s| \leq \delta} \|\tilde{X}^n(t) - \tilde{X}^n(s)\|.
\]
Tightness of \( \{\tilde{X}^n\} \) will hold if for each \( \varepsilon > 0 \) and \( \eta > 0 \) there is \( \delta \in (0,1) \) such that for all \( n \)
\[
\tilde{P} \{\tilde{X}^n \geq \varepsilon\} \leq \eta.
\]
Choose \( C < \infty \) such that for all \( n \)
\[
\tilde{E} \left[ \frac{1}{n} \sum_{i=1}^{n} \tilde{b}_i^n \right] 1\{\|\tilde{b}_i^n\| \geq C\} \leq \eta \varepsilon / 2,
\]
and let \( \delta = (\varepsilon / 2C) \wedge 1 \). Then since \( C\delta \leq \varepsilon / 2 \)
\[
\tilde{P} \{w^n(\delta) \geq \varepsilon\} \leq \tilde{P} \left\{ \sup_{s,t \in [0,1]:|t-s| \leq \delta} \int_{s \wedge t}^{s \vee t} \left| \frac{d\tilde{X}^n(r)}{dr} \right| dr \geq \varepsilon / 2 \right\}
\]
\[
\leq \tilde{P} \left\{ \sup_{s,t \in [0,1]:|t-s| \leq \delta} \int_{s \wedge t}^{s \vee t} \left| \frac{d\tilde{X}^n(r)}{dr} \right| 1\{\|\frac{d\tilde{X}^n(r)}{dr}\| \geq C\} dr \geq \varepsilon / 2 \right\}
\]
\[
\leq \tilde{P} \left\{ \int_{0}^{1} \left| \frac{d\tilde{X}^n(r)}{dr} \right| 1\{\|\frac{d\tilde{X}^n(r)}{dr}\| \geq C\} dr \geq \varepsilon / 2 \right\}
\]
\[
\leq \frac{2}{\varepsilon} \tilde{E} \left[ \frac{1}{n} \sum_{i=1}^{n} \|\tilde{b}_i^n\| 1\{\|\tilde{b}_i^n\| \geq C\} \right]
\]
\[
\leq \eta.
\]
As for the uniform integrability of \( \{\tilde{X}^n(1)\} \), observe that for every \( C \geq 0 \),
\[
\|\tilde{X}^n(1)\| \leq \frac{1}{n} \sum_{i=1}^{n} \|\tilde{b}_i^n\| \leq C + \frac{1}{n} \sum_{i=1}^{n} \|\tilde{b}_i^n\| 1\{\|\tilde{b}_i^n\| \geq C\}.
\]
This implies
\[
\|\tilde{X}^n(1)\| 1\{\|\tilde{X}^n(1)\| \geq 2C\} \leq C 1\{\|\tilde{X}^n(1)\| \geq 2C\} + \frac{1}{n} \sum_{i=1}^{n} \|\tilde{b}_i^n\| 1\{\|\tilde{b}_i^n\| \geq C\}
\]
\[
\leq \frac{\|\tilde{X}^n(1)\|}{2} 1\{\|\tilde{X}^n(1)\| \geq 2C\} + \frac{1}{n} \sum_{i=1}^{n} \|\tilde{b}_i^n\| 1\{\|\tilde{b}_i^n\| \geq C\},
\]
or
\[ \|\tilde{X}^n(1)\|_1 \{\|\tilde{X}^n(1)\| \geq 2C\} \leq \frac{2}{n} \sum_{i=1}^{n} \|b^n_i\| \{\|b^n_i\| \geq C\}, \]
which in turn implies the uniform integrability of \(\{\tilde{X}^n(1)\}\).

The tightness and uniform integrability properties of the random measure \(\{\mu^n(dy \times dt)\}\) is easy. Indeed,
\[
\tilde{E} \left[ \int_{\mathbb{R}^d \times [0,1]} \|y\| \{\|y\| \geq C\} \mu^n(dy \times dt) \right] = \tilde{E} \left[ \sum_{j=0}^{n-1} \int_{\mathbb{R}^d} \|y\| \{\|y\| \geq C\} \mu^n_j(dy) \right] = \tilde{E} \left[ \frac{1}{n} \sum_{i=1}^{n} \|b^n_i\| \{\|b^n_i\| \geq C\} \right].
\]
Uniform integrability holds since the last quantity tends to zero uniformly in \(n\) as \(C \to \infty\), and the tightness is a consequence of the uniform integrability [1, Theorem A.3.17].
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