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Abstract

We analyzethemaximumthroughputthat theknownclassesof
reliable multicastprotocolscan attain. A new taxonomyof reli-
able multicastprotocolsis introducedbasedon the premisethat
themechanismsusedto releasedataat thesourceaftercorrectde-
livery shouldbe decoupledfromthemechanismsusedto pacethe
transmissionof dataandto effecterror recovery. Receiver-initiated
protocols,which are basedentirely on negativeacknowledgments
(NAKs) sentfromthe receiversto the sender, havebeenproposed
to avoid the implosionof acknowledgments(ACKs) to the source.
However, theseprotocolsareshownto requireinfinitebuffersin or-
derto preventdeadlocks.Twoothersolutionsto theACK-implosion
problemare tree-basedprotocolsand ring-basedprotocols. The
first organizethereceiversin a treeandsendACKsalongthetree;
thelatter sendACKsto thesenderalonga ring of receivers.These
two classesof protocolsareshownto operatecorrectlywith finite
buffers.Followingour taxonomy, themaximumattainablethrough-
putbytheknownclassesof reliablemulticastprotocolsisanalyzed.
It is shownthat tree-basedprotocolsconstitutethe mostscalable
classof all reliablemulticastprotocolsproposedto date.

1. Introduction

The increasingpopularityof real-timeapplicationssupporting
eithergroupcollaborationor thereliabledisseminationof multime-
dia informationover theInternetis makingtheprovisionof reliable
andunreliableend-to-endmulticastservicesan integral partof its
architecture.Althoughreliablebroadcastprotocolshaveexistedfor
quitesometime (e.g.,see[3]), viableapproacheson theprovision
of reliablemulticastingover theInternetarejustemerging. There-
liable multicastproblemfacingthe future Internetis compounded
by its currentsizeand continuinggrowth, which makesthe han-
dling of acknowledgmentsamajorchallengecommonlyreferredto
astheacknowledgment(ACK) implosionproblem.

Thetwo mostpopularapproachesto reliablemulticastingpro-
posedto datearecalledsender-initiatedandreceiver-initiated. In
thesender-initiatedapproach,thesendermaintainsthestateof all
thereceiversto whomit hasto sendinformationandfrom whomit
hasto receive ACKs. Eachsender's transmissionor retransmission
is multicastto all receivers;for eachpacketthateachreceiver ob-
tainscorrectly, it sendsaunicastACK to thesender. In contrast,in
thereceiver-initiatedapproach,eachreceiver informsthesenderof
theinformationthatis in erroror missing;thesendermulticastsall
packets,giving priority to retransmissions,anda receiver sendsa
negative acknowledgment(NAK) whenit detectsan erroror a lost
packet.

This work was supportedin part by the Office of Naval Researchunder
GrantN00014-94-1-0688.

The first comparative analysisof sender-initiatedandreceiver-
initiated reliable multicastprotocolswas presentedby Pingali et
al. [15, 16]. This analysisshowed that receiver-initiated proto-
cols arefar morescalablethansender-initiatedprotocols,because
the maximumthroughputof sender-initiated protocolsis depen-
denton the numberof receivers,while the maximumthroughput
of receiver-initiatedprotocolsis independentof thenumberof re-
ceivers(when the probability of packetloss is negligible). How-
ever, as this paperdemonstrates,the receiver-initiated protocols
proposedto datecannotpreventdeadlockswhenthey operatewith
finite memory.

This paperaddressesthe questionof whethera reliablemulti-
castprotocolcanbedesignedthatenjoysall thescalingproperties
of receiver-initiatedprotocols,while still beingableto operatecor-
rectly with finite memory. To addressthis question,the previous
analysisby Pingaliet al. [15, 16] is extendedto considerthemax-
imum throughputof genericring-basedprotocols,andtwo classes
of tree-basedprotocols. Theseclassesarethe other threeknown
approachesthatcanbe usedto solve the ACK-implosionproblem.
Our analysisshows that tree-andring-basedprotocolscan work
correctlywith finite memory, that botharescalable,andthat tree-
basedprotocolsarethebestchoicein termsof processingandmem-
ory requirements.

Theresultspresentedin this paperaretheoreticalin natureand
applyto genericprotocols,ratherthanto specificimplementations;
however, we believe that they provide valuablearchitecturalin-
sightfor thedesignof futurereliablemulticastprotocols.Section2
presentsa new taxonomyof reliablemulticastprotocolsthatorga-
nizesknown approachesinto four protocolclassesanddiscusses
how many key papersin the literaturefit within this taxonomy.
This taxonomyis basedon the premisethat the analysisof the
mechanismsusedto releasedatafrom memoryafter their correct
receptionby all receiverscanbe decoupledfrom thestudyof the
mechanismsusedto pacethe transmissionof datawithin theses-
sionandthedetectionof transmissionerrors.Usingthis taxonomy,
we arguethatall reliableunicastandmulticastprotocolsproposed
to datethat useNAKs andwork correctlywith finite memoryuse
ACKs to releasememoryand NAKs to improve throughput. Sec-
tion 3 addressesthe correctnessof the variousclassesof reliable
multicastprotocolsintroducedin our taxonomy, showing that the
typeof receiver-initiatedprotocolsproposedto daterequireinfinite
memory. Section4 extendstheanalysisby Pingalietal. [15,16] by
analyzingthemaximumthroughputof threeprotocolclasses:tree-
based,tree-basedwith local NAK-avoidanceandperiodicpolling
(tree-NAPP), and ring-basedprotocols. Although the maximum
throughputof receiver-initiated,tree-based1, andring-basedproto-
colsareall independentof thenumberof receiversastheprobabil-
ity of errorgoesto zero,weshow thatonly tree-basedprotocolscan
becompletelyscalableunderany condition,i.e.,whentheprobabil-

1To avoid confusioncommentson “receiver-initiated” and“tree-based”
protocolsareinclusiveof all respectivesubclasses.



Report Documentation Page Form Approved
OMB No. 0704-0188

Public reporting burden for the collection of information is estimated to average 1 hour per response, including the time for reviewing instructions, searching existing data sources, gathering and
maintaining the data needed, and completing and reviewing the collection of information. Send comments regarding this burden estimate or any other aspect of this collection of information,
including suggestions for reducing this burden, to Washington Headquarters Services, Directorate for Information Operations and Reports, 1215 Jefferson Davis Highway, Suite 1204, Arlington
VA 22202-4302. Respondents should be aware that notwithstanding any other provision of law, no person shall be subject to a penalty for failing to comply with a collection of information if it
does not display a currently valid OMB control number. 

1. REPORT DATE 
2006 2. REPORT TYPE 

3. DATES COVERED 
  00-00-2006 to 00-00-2006  

4. TITLE AND SUBTITLE 
A Comparison of Known Classes of Reliable Multicast Protocols 

5a. CONTRACT NUMBER 

5b. GRANT NUMBER 

5c. PROGRAM ELEMENT NUMBER 

6. AUTHOR(S) 5d. PROJECT NUMBER 

5e. TASK NUMBER 

5f. WORK UNIT NUMBER 

7. PERFORMING ORGANIZATION NAME(S) AND ADDRESS(ES) 
University of California at Santa Cruz,Department of Computer
Engineering,Santa Cruz,CA,95064 

8. PERFORMING ORGANIZATION
REPORT NUMBER 

9. SPONSORING/MONITORING AGENCY NAME(S) AND ADDRESS(ES) 10. SPONSOR/MONITOR’S ACRONYM(S) 

11. SPONSOR/MONITOR’S REPORT 
NUMBER(S) 

12. DISTRIBUTION/AVAILABILITY STATEMENT 
Approved for public release; distribution unlimited 

13. SUPPLEMENTARY NOTES 

14. ABSTRACT 

15. SUBJECT TERMS 

16. SECURITY CLASSIFICATION OF: 17. LIMITATION OF 
ABSTRACT 

18. NUMBER
OF PAGES 

10 

19a. NAME OF
RESPONSIBLE PERSON 

a. REPORT 
unclassified 

b. ABSTRACT 
unclassified 

c. THIS PAGE 
unclassified 

Standard Form 298 (Rev. 8-98) 
Prescribed by ANSI Std Z39-18 



ity of error is non-negligible. Section5 providesnumericalresults
on theperformanceof theprotocolclassesunderdifferentscenar-
ios, anddiscussesthe implicationsof our resultsin light of recent
work on reliablemulticasting. Section6 providesconcludingre-
marks.

2. A New Taxonomy of Reliable Multicast
Protocols

Wenow describethefour genericapproachesknown to datefor
reliablemulticasting.Well-known protocols(for unicastandmul-
ticastpurposes)aremappedinto eachclass.Our taxonomydiffers
from prior work [15, 16, 8] addressingreceiver-initiatedstrategies
for reliablemulticastingin that we decouplethe definition of the
mechanismsneededfor pacingof datatransmissionfromthemech-
anismsneededfor theallocationof memoryat thesource.Using
this approach,theprotocolcanbethoughtasusingtwo windows:
a congestionwindow (cw) that advancesbasedon feedbackfrom
receiversregardingthepacingof transmissionsanddetectionof er-
rors, anda memoryallocationwindow (mw) that advancesbased
on feedbackfrom receiversasto whetherthesendercanerasedata
from memory. In practice,protocolsmayusea singlewindow for
pacingand memory(e.g., TCP [10]) or separatewindows (e.g.,
NETBLT [4]). It will becomeapparentthatthisdecouplingis criti-
cal in obtaininganaccurateunderstandingof why reliableunicast-
ing andmulticastingprotocolsscaleandwork correctlywith finite
memory.

Eachreliableprotocolassumestheexistenceof multicastrout-
ing tree(s)thatareprovidedby underlyingmulticastroutingproto-
cols.In theinternet,thesetreeswill bebuilt usingsuchprotocolsas
DVMRP [6], CoreBasedTrees(CBT) [1] or ProtocolIndependent
Multicast(PIM) [7].

2.1. Sender-Initiated Protocols

In the past[15, 16], sender-initiatedprotocolshave beenchar-
acterizedas placing the responsibilityof reliable delivery at the
sender. However, thischaracterizationis overly restrictiveanddoes
notreflectthewayin whichseveralreliablemulticastprotocolsthat
rely on positive acknowledgmentsfrom thereceiversto thesource
have beendesigned.In our taxonomy, a sender-initiated reliable
multicastprotocolis onethat requiresthe sourceto receive ACKs
from all the receivers,beforeit is allowed to releasememoryfor
thedataassociatedwith the ACKs. It is clearthat thesourceis re-
quired to know the constituency of the receiver set, and that the
schemesuffers from the ACK-implosionproblem. However, this
characterizationleavesunspecifiedthemechanismusedfor pacing
of transmissionsandfor thedetectionof transmissionerrors.Either
the sourceor the receiverscanbe in charge of the retransmission
timeouts!

The traditionalapproachto pacingandtransmissionerror de-
tection(e.g.,TCP in the context of reliableunicasting)is for the
sourceto be in chargeof the retransmissiontimeout. However, as
suggestedby the resultsreportedby Floyd et al. [8], a betterap-
proachfor pacinga multicastsessionis for eachreceiver to setits
own timeout. A receiver sendsACKs to the sourceat a rate that
it canaccept,andsendsa NAK to thesourceafter not receiving a
correctpacketfrom thesourcefor anamountof time thatexceeds
its retransmissiontimeout. An ACK canrefer to a specificpacket
or a window of packets,dependingon the specificretransmission
strategy.

Notice that, regardlessof whethera sender-basedor receiver-
basedretransmissionstrategy is used,the sourceis still in charge
of deallocatingmemoryafter receiving all the ACKs for a given
packetor setof packets.Thesourcekeepspacketsin memoryun-
til every receiver nodehaspositively acknowledgedreceiptof the

data. If a sender-basedretransmissionstrategy is used,thesender
“polls” thereceiversfor ACKsby retransmittingafteratimeout.If a
receiver-basedretransmissionstrategy is used,thereceivers“poll”
thesource(with anACK) afterthey timeout2.

It is importantto notethat,justbecauseareliablemulticastpro-
tocol usesNAKs, it doesnot meanthat it is receiver-initiated, i.e.,
that NAKs arethebasisfor thesourceto ascertainwhenit canre-
leasedatafrom memory. Thecombinationof ACKs andNAKshas
beenusedextensively in thepastfor reliableunicastandmulticast
protocols.For example,NETBLT is a unicastprotocolthatusesa
NAK schemefor retransmission,but only on smallpartitionsof the
data(i.e., its cw). In betweenthe partitions,called“buffers” are
ACKsfor all thedatain thebuffer (i.e., themw). Only uponreceipt
of this ACK doesthesourcereleasedatafrom memory;therefore,
NETBLT is really sender-initiated. In fact, NAKs areunnecessary
in NETBLT for its correctness,i.e.,a buffer canbeconsideredone
largepacketthateventuallymustbeACKed,andareimportantonly
asa mechanismto improve throughputby allowing the sourceto
know soonerwhenit shouldretransmitsomedata.

A protocolsimilar to NETBLT is the “Negative Acknowledg-
mentswith PeriodicPolling” (NAPP)protocol[17]. This protocol
is abroadcastprotocolfor LANs. Like NETBLT, NAPPgroupsto-
getherlargepartitionsof thedatathatareperiodicallyACKed,while
lostpacketswithin thepartitionareNAKed.NAPPadvancesthecw
by NAKs andperiodicallyadvancesthemwby ACKs. Becausethe
useof NAKscancausea NAK-implosionat thesource,NAPPuses
a NAK-avoidancescheme.As in NETBLT, NAKs increaseNAPP's
throughput,but arenot necessaryfor its correctoperation,albeit
slow. The useof periodicpolling limits NAPPto LANs, because
thesourcecanstill suffer from an ACK-implosionproblemevenif
ACKsoccurlessoften.

Othersender-initiatedprotocols,like theXpressTransferProto-
col (XTP) [18], werecreatedfor useon aninternet,but still suffer
from theACK-implosionproblem.

The main limitation of sender-initiated protocols is not that
ACKs are used,but the needfor the sourceto processall of the
ACKs andto know the receiver set. The two known methodsthat
addressthis limitation are:(a)usingNAKsinsteadof ACKs, and(b)
delegatingretransmissionresponsibilityto membersof thereceiver
setby organizingthereceiversinto aring or atree.Wediscussboth
approachessubsequently.

2.2. Receiver-Initiated Protocols

Previouswork[15,16] characterizesreceiver-initiatedprotocols
asplacingtheresponsibilityfor ensuringreliablepacketdeliveryat
eachreceiver. Thecritical aspectof theseprotocolsfor our taxon-
omy is thatno ACKsareused.ThereceiverssendNAKsbackto the
sourcewhena retransmissionis needed,detectedby eitheran er-
ror, askip in thesequencenumbersused,or a timeout.Becausethe
sourcereceivesfeedbackfrom receiversonly whenpacketsarelost
andnot whenthey aredelivered,thesourceis unableto ascertain
whenit cansafelyreleasedatafrom memory. Thereis no explicit
mechanismin a receiver-initiatedprotocolfor thesourceto release
datafrom memory(i.e., advancethe mw), even thoughits pacing
andretransmissionmechanismsarescalableandefficient (i.e., ad-
vancingthecw).

2.3. Receiver-Initiated Protocols with
NAK-avoidance

Becausereceivers communicateNAKs back to the source,
receiver-initiated protocolshave the possibility of experiencinga
NAK-implosion problem at the sourceif many receivers detect

2Of course,thesourcestill needsatimertoascertainwhenits connection
with a receiverhasfailed.
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transmissionerrors. To remedythis problem,previous work on
receiver-initiated protocols[15, 16, 8] adoptsthe NAK-avoidance
schemefirst proposedfor NAPP, which is a sender-initiatedproto-
col. Receiver-initiatedwith NAK-avoidance(RINA) protocolshave
beenshown [15, 16] to have improved the performanceover the
basicreceiver-initiatedprotocol. TheresultinggenericRINA pro-
tocol is asfollows [15, 16]: Thesendermulticastsall packetsand
stateinformation,giving priority to retransmissions.Whenever a
receiverdetectsapacketloss,it waitsfor arandomtimeperiodand
thenmulticastsa NAK to thesenderandall otherreceivers. When
a receiver obtainsa NAK for a packetthat it hasnot received and
for which it hasstarteda timer to senda NAK, the receiver setsa
timerandbehavesasif it hadsenta NAK. Theexpirationof a timer
withoutthereceptionof thecorrespondingpacketis thesignalused
to detecta lost packet.With this scheme,it is hopedthatonly one
NAK is sentbackto thesourcefor a lost transmissionfor anentire
receiver set. Nodesfartheraway from the sourcemight not even
getachanceto requestaretransmission.Thegenericprotocoldoes
not describehow timersare setaccurately;in this paper, we as-
sumeperfectsettingof timersbecauseweareonly interestedin the
maximumattainablethroughputof protocols.

The genericRINA protocolwe have just describedconstitutes
the basis for the operationof the scalablereliable multicasting
(SRM) algorithm[8]. SRM hasbeensuccessfullyembeddedinto
a internetcollaborative whiteboardapplicationcalled wb. SRM
setstimersbasedon low-rate,periodic,“session-messages” multi-
castby every receiver. Themessagesspecifythehighestsequence
numberacceptedfrom the source3 anda time-stampusedby the
receiversto estimatethedelayfrom thesource.Theaverageband-
widthconsumedby sessionmessagesiskeptsmall(e.g.,by keeping
thefrequency of sessionmessageslow). SRM's implementationre-
quiresthateverynodestoresall packets(aschemecouldbeusedto
supporta “distributedmemory”)or that theapplicationlayerstore
all relevantdata.However, it is clearthat thesequencenumberin
a sessionmessageis an ACK to the last packetfrom the source,
andthatareceivercankeep“polling” thesourceperiodicallyto en-
surethatthesourceeventuallydeliversmissingpacketsnot caught
by theNAK scheme.Hereagain,NAKsareusedto advancethecw,
whichis controlledby thereceiversandsessionmessageswouldbe
usedto advancethemw. We do not placeSRM within oursender-
initiatedcategory, becausein it doesnottakeadvantageof theACKs
implicit in thesessionmessages.In practice,thepersistenceof ses-
sionmessagesforcesthesourceto know thereceiversetover time.
Accordingly, asdefined,SRMdoesnotscalebecauseit defeatsone
of thegoalsof thereceiver-initiatedparadigm,i.e., to keepthere-
ceiversetanonymousfrom thesourcefor scalingpurposes.

Thereareotherissuesthat limit the useof definedRINA pro-
tocolssuchasSRM for reliablemulticasting.First, SRM requires
thatdataneededfor retransmissionberebuilt from theapplication.
SRM's approachis reasonableonly for applicationsin which the
immediatestateof thedatais exclusively desired,whichis thecase
of a distributedwhiteboard.However, theapproachdoesnot apply
for multimediaapplicationsthat have no currentstate,but only a
streamof transitionstates.

Second,NAKs and retransmissionsmust be multicast to the
entiremulticastgroup to allow suppressionof NAKs. The NAK-
avoidancewasdesignedfor a limited scope,suchasa LAN, or a
smallnumberof Internetnodes(asit is usedin tree-NAPPproto-
cols). This is becausethebasicNAK-avoidancealgorithmrequires
thattimersbesetbasedon updatesmulticastby everynode.As the
numberof nodesincreases,eachnodemustdo increasingamount
of work! Even worse,nodesthat areon congestedlinks, LANs
or regionsmayconstantlybothertherestof themulticastgroupby
multicastingNAKs(oftenreferredtoasthe“crying baby”problem).

3Multiple sourcesaresupportedin SRM,we focusonthesingle-source
casefor simplicity.

Another exampleof a receiver-initiated protocol is the “log-
basedreceiver-reliablemulticast”(LBRM) [9], whichusesahierar-
chy of log serversthatstoreinformationindefinitelyandreceivers
recover by contactinga log server. Using log servers is feasible
only for applicationsthat canafford the serversand leavesmany
issuesunresolved. If a singleserver is used,performancecande-
gradedue to the load at the server; if multiple serversareused,
mechanismsmuststill be implementedto ensurethatsuchservers
haveconsistentinformation.

Thefollowing two classesorganizethereceiversetin waysthat
permitthestrengthsof receiver-initiatedprotocolsto beappliedon
alocalscale,while providing explicit mechanismsfor thesourceto
releasememorysafely(i.e.,efficientmanagementof themw).

2.4. Tree-Based Protocols

Tree-basedprotocolsarecharacterizedby dividing thereceiver
set into groups,distributing retransmissionresponsibilityover an
acknowledgmenttree(ACK tree)structure.Without lossof gener-
ality, our genericprotocoldefinitionassumesthateachgroupcon-
sistsof no morethan � childrenanda groupleader. Childrenare
likely to be the group leadersof a subgroup. Acknowledgments
from childrenin agroup,includingthesourcesown group,aresent
only to the leader. A child in a groupsendsits acknowledgment
to its parentassoonas it receivesa correctpacket,not whenall
its own children(if any) havesenttheiracknowledgments.Clearly,
theseacknowledgmentsdiffer from ACKsor NAKsusedin sender-
andreceiver-initiatedprotocolsandwe refer to themashierarchi-
calacknowledgments(HACKs). Theuseof HACKs is importantfor
throughput.Noticethat,if thesourcehadto wait for ACKsto beag-
gregatedall thewayfrom theleafnodes,it wouldhave to bepaced
basedon theslowestpathin theacktree.

Tree-basedprotocolsdelegateto leadersof subtreesthedecision
of whento deletepacketsfrom memory, which is conditionalupon
receiptof HACKs from thechildrenin thegroup. HACKs aresent
upa � -aryin-treecomposedof upto threetypesof nodes:asource
node,leaf nodes,andhopnodes.Thesourcenodeis theoriginator
of a new packet,which it multicaststo all the receivers,andhas
at most � childrenfrom which to processHACKs andto sendre-
transmissions.Leafnodesareat thebottomof thetreeandarenot
responsiblefor any children. They play thesamerole asreceivers
in thesender-initiatedprotocol,exceptthat they sendtheir HACKs
only to theirgroupleaders(hopnodes)insteadof sendingACKsto
thesourcenode.Hopnodesaregroupleadersin betweenthesource
andleaf nodes.They sendHACKs to their own groupleadersone
stephigherin theacktree,andthey collectHACKsfromthechildren
in theirgroup,retransmittingif necessary. They donot releasedata
from memoryuntil all childrenhave acknowledgedcorrecttrans-
mission.Obviouslyanacktreeconsistingof thesourceastheonly
leaderandleaf nodescorrespondsto thesender-initiatedscheme.

To simplify our analysis,we assumethat thesourceandgroup
leaderscontroltheretransmissiontimeouts;however, suchtimeouts
canbe controlledby thechildrenof thesourceandgroupleaders.
Accordingly, whenthe sourcesendsa packet,it setsa timer, and
eachhopnodesetsa timer asit becomesawareof anew packet.If
thereis a timeoutbeforeall HACKs havebeenreceived,thepacket
is assumedto be lost andis retransmittedby the sourceor group
leaderto its children.We assumethata selective repeatstrategy is
used,sothatonceapacketis receivedcorrectly, it is neverrebroad-
castto thegroupagain.Becauseouranalysisfocusesonmaximum
attainablethroughputof protocolclasses,we will assumethat the
ack treeperfectlymirrors themulticastroutingtreecreatedby the
underlyingmulticastroutingprotocol.

The first applicationof tree-basedprotocolsto reliablemulti-
castingover theinternetwasreportedby Pauletal. [14], whocom-
parethreebasicschemesfor reliablepoint-to-multipointmulticast-
ing usinghierarchicalstructures.Their resultshave beenfully de-
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velopedasthe reliablemulticasttransportprotocol(RMTP) [12].
While our genericprotocolsendsa HACK for every packetsentby
thesource,RMTPsendsHACKsonlyperiodically, soastoconserve
bandwidth.RMTPhasbeenimplementedonseveralplatformsand
hasbeenusedsuccessfullyin AT&T' s “call detaildatadistribution
network” [13].

Tree-basedprotocols eliminate the ACK implosion problem
and free the sourcefrom having to know the receiver set, work
with finite memory, provide maximumend-to-enddelaysthat are
bounded,andoperatesolelyonmessagesexchangedin localgroups
(betweena nodeandits childrenin the ack tree). As we show in
Section4, theamountof work requiredat eachnodefor tree-based
protocolsdoesnotincreasewith thenumberof groupmembers,i.e.,
thethroughputof suchprotocolsis notdependentonthenumberof
groupmembers.

We definea tree-NAPP protocolas a tree-basedprotocol that
usesNAK-avoidanceandperiodicpolling [17] in thelocal groups.
NAKS aloneare not sufficient to guaranteereliability with finite
memory, so receivers senda periodic positive (hierarchical)ac-
knowledgmentto their parentsto advancethecw. Note that mes-
sagessentfor thesettingof timersneededfor NAK-avoidanceare
limited to the local group,which is scalable.Thetree-basedmul-
ticasttransportprotocol(TMTP) [20] is theonly specificationof a
tree-NAPPprotocolto date.

2.5. Ring-Based Protocols

Token-ringbasedprotocolsfor reliable multicastwere origi-
nally developedto provide supportfor applicationsthatrequirean
atomicandtotal orderingof transmissionsat all receivers. Oneof
thefirst proposalsfor reliablemulticastingis the tokenring proto-
col (TRP)[3]; its aimwasto combinethethroughputadvantagesof
NAKswith thereliability of ACKs. TheReliableMulticastProtocol
(RMP) [19] discussedanupdatedWAN versionof TRP. Although
multiple rings are usedin a naminghierarchy, the sameclassof
protocolis usedfor theactualrings.Therefore,RMPhasthesame
throughputboundsasTRP.

We baseour descriptionof genericring-basedprotocolson the
LAN protocolTRPandtheWAN protocolRMP. Thebasicpremise
is to haveonly onetokensiteresponsiblefor ACK ing packetsback
to the source. The sourcetimesout and retransmitspacketsif it
doesnotreceiveanACK fromthetokensitewithin atimeoutperiod.
TheACK alsoservesto timestamppackets,sothatall receivernodes
haveaglobalorderingof thepacketsfor delivery to theapplication
layer. Theprotocoldoesnotallow receiversto deliverpacketsuntil
thetokensitehasmulticastits ACK.

ReceiverssendNAKsto thetokensitefor selectiverepeatof lost
packetsthat wereoriginally multicastfrom the source.The ACK
sentbackto thesourcealsoservesasa tokenpassingmechanism.
If no transmissionsfrom thesourceareavailableto piggybackthe
token,thena separateunicastmessageis sent.Sincewe areinter-
estedin the maximumthroughput,we will not considerthe latter
casein this paper. The tokenis not passedto thenext memberof
the ring of receiversuntil the new site hascorrectly received all
packetsthattheformersitehasreceived.Oncethetokenis passed,
a sitemayclearpacketsfrom memory;accordingly, thefinal dele-
tion of packetsfrom the collective memoryof the receiver set is
decidedby the tokensite,andis conditionalon passingthe token.
Thesourcewill only deletepacketswhenanACK/tokenis received.
NotethatbothTRPandRMP specifythatretransmissionsaresent
unicastfrom thetokensite. Becauseout analysisfocuseson maxi-
mumattainablethroughputof protocolclasses,wewill assumethat
thetokenis passedexactlyoncepermessage.

3. Protocol Correctness

To addressthecorrectnessof protocolclasses,we assumethat
nodesnever fail during thedurationof a reliablemulticastsession
andthatamulticastsessionif establishedcorrectly. Therefore,our
analysisof correctnessfocusesontheability of theprotocolclasses
to sustainpacketlossesor errors.Weassumethatthereexistssome
non-zeroprobabilitythatapacketis receivederror-free,andthatall
sendersandreceivershavefinitememory. Extensionsof thegeneric
tree-basedprotocolsthatensurelivenessandsafetywhennodescan
fail arediscussedby Levine,Lavo, andGarcia-Luna-Aceves[11].

The proof of correctnessfor ring-basedprotocolsis given by
ChangandMaxemchuk[3]. Theproof thatsender-initiatedunicast
protocolsaresafeandlive is availablefrom many sources(e.g.,see
Bertsekasand Gallager[2]). The proof doesnot changesignifi-
cantly for thesender-initiatedclassof reliablemulticastprotocols
andis omittedfor brevity. The safetypropertyat eachreceiver is
notviolated,becauseeachnodecanstoreacounterof thesequence
numberof the next packetto be deliveredto a higher layer. The
livenesspropertyproof is also essentiallythe same,becausethe
sourcewaitsfor ACKs from all membersin thereceiver setbefore
sliding thecw forward. Theorems1 and2 below demonstratethat
thegenerictree-basedreliablemulticastprotocol(TRMPfor short)
is correct,andthatreceiver-initiatedreliablemulticastprotocolsare
not live.

Theorem 1: TRMPis safeandlive.

Proof: Let � bethesetof all thenodesthatbelongto thereliable
multicastsession,includingasource� . Thereceiversin thesetare
organizedinto a � -ary tree of height � . The proof proceedsby
inductionon � .

For the casein which ���	� , TRMP reducesto a non-
hierarchicalsender-initiated schemeof �
���
��� nodes,with
eachof the � receiverspracticinga given retransmissionstrategy
with thesource.Therefore,theproof follows from thecorrectness
proof of unicastretransmissionprotocolspresentedby Bertsekas
andGallager[2].

For ����� , assumethe theoremholds for any � such that� ����������� . Wemustprove thetheoremholdsfor some����� .
Safety: We mustprove that eachreceiver of a treeof height� delivers all data in order to a higher layer. Eachone keepsa

variablestoringthesequencenumberof thepacketto bedelivered
next. Only thefirst error-freepacketof thatsequencereceivedthat
wastransmittedby thesource,or retransmittedby thegroupleader
is delivered,andthenthevariableis incremented.This procedure
is continueduntil thesessionhasended.Therefore,TRMPis safe.

Liveness:Wemustprove thateachmemberof a treeof height �
neverreachesadeadlock.Considerasubsetof thetreethatstartsat
thesourceandincludesall nodesof thetreeupto aheightof

� ����� � ;
the leavesof this subtreearealsohopnodesin thelarger tree,i.e.,
groupleadersof thenodesat thebottomof thelarger tree. By the
inductive hypothesis,the livenesspropertyis true in this subtree.
Wemustonly show thatTRMPis live for asecondsubsetof nodes
consistingof leavesof the larger treeandtheir hop nodeparents.
Eachgroupin this secondsubsetfollows thesameprotocol,andit
sufficesto prove thatanarbitrarygroupis live.

Thearbitrarygroupin thesecondsubsetof thetreeconstitutesa
caseof sender-initiatedreliablemulticast,with theonly difference
thattheoriginaltransmissionis sentfromthesource(externalto the
group),not thegroupleader. Sincetheavailability of a retransmis-
sionfrom agroupleaderis guaranteedby theinductivehypothesis,
eachgroupis live; therefore,theentiretreeis live. !#"�$
Theorem 2: A receiver-initiatedreliableprotocolis not live.

Proof: Theproof is by examplefocusingon thesenderandanar-
bitrarymemberof thereceiverset � (where�&%'� ).
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( Sendernode,) , hasenoughmemoryto storeup to * pack-
ets.( Eachpackettakes1 unit of time to reacha receiver node + .
NAKS takeafinite amountof time to reachthesender.( Let ,�- denotethe .0/21 packet,. beginningfrom zero.,43 is sent
atstarttime0, but it is lost in thenetwork.( ) sendsthenext

� *5�6�7� packetsto + successfully.( + sendsa NAK statingthat , 3 wasnot received. The NAK is
eitherlostor reachesthesenderaftertimeM whenthesender
decidesto sendout packet,�8 .( Since ) canonly storeup to * packets,andit hasnot re-
ceivedany NAKsfor ,93 by time * , it mustclear,43 assuming
thatit hasbeenreceivedcorrectly.( ) thenreceivesthe NAK for ,93 at time *:�6; andbecomes
deadlocked,unableto retransmit,93 . !<"=$

The above indicatesthat the receiver-initiated protocolspro-
posedto daterequireaninfinite memoryto work correctly. In prac-
tice,this requirementimpliesthatthesourcemustkeepin memory
everypacketthat it sendsduringthelifetime of a session.Thisbe-
comesimpracticalin long-livedsessionsor in sessionsin whichthe
likelihoodof lostpacketsor NAKsisnotnegligible. Fortunately, the
next sectionshowsthattree-basedprotocols,whichwehaveshown
to work correctlywith finite memory, provideall thescalingbene-
fits of receiver-initiatedprotocols.

4. Maximum Throughput Analysis

Toanalyzethemaximumthroughputthateachof thegenericre-
liable multicastprotocolsintroducedin Section2 canachieve,we
usethesamemodelusedby Pingalietal. [15,16],whichfocuseson
theprocessingrequirementsof genericreliablemulticastprotocols,
ratherthanthe communicationbandwidthrequirements.Accord-
ingly, themaximumthroughputof a genericprotocolis a function
of the per-packetprocessingrateat the senderandreceivers,and
the analysisfocuseson obtainingthe processingtimesperpacket
atagivennode.

We assumea singlesender, ) , multicastingto � identicalre-
ceivers. Theprobabilityof packetlossis , for any node.Figure1
summarizesall the notationusedin this section. For clarity, we
assumeasingleacktreerootedat thesourcein theanalysisof tree-
basedprotocols. A selective repeatretransmissionstrategy is as-
sumedin all the protocolclassessinceit is well known to be the
retransmissionstrategy with thehighestthroughput(e.g.,seeBert-
sekasandGallager[2]), andits requirementof keepingbuffers at
the receivers is a non-issuegiven the small of costmemory. As-
sumptionsspecificto eachprotocolarelistedin Section2, andare
in theinterestof modelingmaximumthroughput.

We maketwo additionalassumptions:(1) all losseventsat any
nodein themulticastof apacketaremutuallyindependent,and(2)
no acknowledgmentsareever lost. Our assumptionsclearlyfail to
modelreal systemsaccuratelybut greatlyincreasethe tractability
of themodel.

SuchmulticastroutingprotocolsasCBT, PIM, andDVMRP [1,
7, 5] organizeroutersinto trees,which meansthat thereis a cor-
relationbetweenpacketloss at eachreceiver. Our first assump-
tion is equivalent to a scenarioin which there is no correlation
amongpacketlossesat receiversandthelocationof thosereceivers
in the underlyingmulticastrouting tree of the source. We argue
that the resultsof our analysisconstitutea lower boundon maxi-
mumthroughputfor any protocolclassthatcantakeadvantageof
the relative positionof receivers in the multicastrouting tree for
thetransmissionof ACKsor NAKs. Wehavenotgivenany classan
advantagewith this assumption.

Our secondassumptionbenefitsall classes,but especiallyfa-
vorsprotocolsthatmulticastacknowledgments.For example,NAK-
avoidanceis mosteffective if all receiversareguaranteedto receive
thefirst NAK multicastto thereceiver set.As thenumberof nodes
involved in NAK-avoidanceincreases,thetaskof successfuldeliv-
eryof aNAK toall receiversbecomeslessprobable.BothRINA and
tree-NAPPprotocolsarefavoredby theassumption,but RINA pro-
tocolsmuchmoreso,becausethe probability of delivering NAKs
successfullyto all receiversis exaggerated.Tree-NAPPprotocols
benefitfrom theassumption,but thenumberof receiversinvolved
in theexchangeof NAKsis boundedby thesizeof thelocalgroups,
and thereforethe advantagesof assumingperfectNAK transmis-
sionsarelimited. Evenwith this handicap,ouranalysisshowsthat
tree-NAPPprotocolsarebetterthanRINA protocols.

Following thenotationintroducedby Pingaliet al. [15, 16], we
placeasuperscript> onany variablerelatedto thesender-initiated
protocol, ?@� and ?BA on variablesrelatedto thereceiver-initiated
and RINA protocols,respectively, and CBA on tree-NAPP proto-
cols. Table1 summarizestheboundson maximumthroughputfor
all the known classesof reliablemulticastprotocols. The results
for sender-initiated,receiver-initiated,andtree-NAPPprotocolsare
takenfrom theanalysispresentedby theseauthors[11] andPingali
etal. [15, 16]. Therestof thissectionanalyzestree-andring-based
protocols.

4.1. Tree-Based Protocols

Wedenotethisclassof protocolssimplyby C@� , andusethatsu-
perscriptin all variablesrelatedto theprotocolclass.In thefollow-
ing, wederiveandboundtheexpectedcostateachtypeof nodeand
thenconsidertheoverall systemthroughput.To makeuseof sym-
metry, weassume,without lossof generalitythatthereareenough
receiversto form afull treeateachlevel.

Source node. To makeuseof symmetry, wewill assume,without
lossof generalitythatthereareenoughreceiversto form a full tree
at eachlevel. We considerfirst )�D<E , theprocessingcostsrequired
by thesourceto successfullymulticastanarbitrarilychosenpacket
to all receiversusingtheC@� protocol.Theprocessingrequirement
for anarbitrarypacketcanbeexpressedasasumof costs:) D<E � �

initial transmission�=� �
retransmissions�� �

receiving ACKs �) D<E � )GFH�I)KJ � �7��� 8LMHN9O � )QP �SR ���I)KJ �SR �T�
�VU WYXL - N E )QZ � .2��[ (1)

where )\F is the time to geta packetfrom a higherlayer, )KJ �SR �
is the time takenon attempt

R
at successfultransmissionof the

packet,)QP �SR � is thetime to processa timeoutinterruptfor trans-
missionattempt

R
, )QZ � .2� is thetime to processHACK . , * is the

numberof transmissionsthat thesourcewill have to makefor this
packet,and ] D#E is the numberof HACKs received usingthe C@�
protocol.Takingexpectations,wehave

E ^ ) D<E2_ � E ^ ) F _ � E ^ * _ E ^ ) J _ � �
E ^ * _ �6�7� E ^ ) P _� Ê`] D<E _ E ^ ) Z _Sa (2)

Whatwe have derivedsofar is extremelysimilar to Equations(1)
and(2) in theanalysisby Pingalietal. [15, 16]. In fact,wecanuse
all of thatanalysis,with theunderstandingthat � is thesizeof the
receiver subsetfrom which thesourcecollectsHACKs. Therefore,
theexpectednumberof HACKs receivedat thesenderis

E ^ ] D<E2_ � E ^ * _ � �K� � �b�c,d� a (3)
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� - Branchingfactorof a tree,thegroupsize.� - Sizeof thereceiverset.) F - Timeto feedin new packetfrom thehigherprotocollayer.) J - Timeto processthetimeto processthetransmissionof apacket.)Qef[T)hgd[T) Z - Timesto processtransmissionof a ACK, NAK, or HACK.) P [i+ P - Timeto processatimeoutatasenderor receiver noderespectively.+ J - Timeto processanewly receivedpacket.+ F - Timeto deliver acorrectlyreceivedpacketto ahigherlayer.+ e [i+ g [i+9Z - Timesto processandtransmitanACK , NAK , or HACK respectively., - Probabilityof lossata receiver; lossesatdifferentreceiversareassumedto beindependentevents.]jD<Ek - Numberof HACKs sentby receiver l perpacketusinga tree-basedprotocol.]Hmk - Numberof ACKssentby a receiver l perpacketusingaunicastprotocol.]jD<E - Totalnumberof HACKs receivedfrom all receiversperpacket.* k - Numberof transmissionsnecessaryfor receiver l to successfullyreceiveapacket.* - Numberof transmissionsfor all receiversto receive thepacketcorrectly; *n�porqfs kut * k v)xwy[i+Kw - Processingtimeperpacketat senderandreceiver respectively in protocol z&{ t >K[i?@�|[i?BA}[iC@�|[iCBA}[~� v .CBD<E - Processingtimeperpacketat ahopnodein tree-basedprotocols.�#�
- Processingtimeperpacketat thetoken-sitein ring-basedprotocols.� w� - Throughputfor protocol zV{ t >�[i?@�f[~?BA}[iC@�|[iCBA}[i� v where� is oneof thesource� , receiver (leaf) l ,

hop-node� , or token-site� . No subscriptdenotesoverall systemthroughput.

Figure 1. Notation.

protocol processorrequirements � asa
constant �����

Sender-initiated[15, 16] ���|�G���#���y� �y���� �x�T� �B�S������� � �B�S� �
Receiver-initiatedNAK-avoidance[15, 16] �����#� �y� �y��u� � � �B�2����� � �B�i� �
Ring-based(unicastretrans.) � � �#� � � �Y�~¡ ��u� � � �B�S� � �B�i� �
Tree-based �B�S¢B����£ � � � � ¢&����¢ � �B�i� � �B�i� �
Tree-NAPP[11] � � �#� ��� �¥¤9�=� �y¦b¤9�¥§ � �u�=¨ � ¡�u� � � �B�i� � �B�i� �

Table 1. Analytical bounds.

SubstitutingEq. 3 into Eq. 2, we canrewrite theexpectedcostat
thesourcenodeas

Ê ) D#E _ � E ^ ) F _ � E ^ * _ E ^ ) J _ � �
E ^ * _ �©� � E ^ ) P _� E ^`* _ � � �H�Q,�� E ^ )QZ _ªa (4)

Becausein C@� thenumberof receivers ����� , theexpectednum-
berof transmissionsperpacketis [17, 15,16]

E ^ * _ �¬«L - N E � � . � � ��� � -®­ E �� �b�\, - � a (5)

Pingalietal. [15, 16] show E ^`* _ is boundedby

E ^`* _ {B¯±°y�j� ,�H�\,³²`´ �¶µ a (6)

UsingEq.6, wecanboundEq.4 asfollows

E ^ ) D<E _ { ¯�°�� � �j� , ²`´ ��b�\, � � �b�\,��ªµ{ ¯ � � � �H�\,d���©�·, ²`´ �K� a (7)

It thenfollows thatwhen, is aconstantE ^ )�D<E _ {�¯ � � ²`´ ��� .
Leaf nodes. Let +yD<E denotetherequirementonnodesthatdonot
have to forwardpackets(leaves). Noticethat leaf nodesin theC@�

protocolwill processfewerretransmissionsandthussendfewerac-
knowledgmentsthanreceiversin the > protocol.Wecanagainuse
ananalysissimilarto theoneby Pingalietal. [15, 16] for receivers
usingasender-initiatedprotocol.+ D<E � �

receiving transmissions�¸� �
sendingHACKs�+ D<E � U WYX¹L - N E ° +}J � .2���©+9Z � .2� µ �©+¸F¥[ (8)

where+¥J � .2� is thetimeit takesto process(re)transmission. , +9Z � .2�
is thetimeit takesto sendHACK . , + F is thetimeto deliverapacket
to a higher layer, and ] D<EZ is the numberof HACKs generatedby
this node � (i.e., the numberof transmissionscorrectlyreceived).
Sinceeachreceiver is sent* transmissionswith probability , that
apacketwill belost,weobtain

E ^ ] D<Ek _ � E ^ * _ � �H�\,d� a (9)

Takingexpectationsof Eq.8 andsubstitutingEq.9 wehave
E ^`+ D#E _ � E ^ ] D<Ek _ � E ^ +}J _ � E ^ +9Z _ ��� E ^ +¸F _� E ^ * _ � �H�Q,�� � E ^ + J _ � E ^`+ Z _ ��� Ê`+ F _Sa (10)

Again,notingtheboundof E ^ * _ givenin Eq.6,
E ^`+ D<ET_ {B¯ � �#�Q,r�º, ²`´ �K� a (11)

When, is treatedasaconstantE ^ + D<E _ {�¯ � ²`´ �K� .
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Hop nodes. Toevaluatetheprocessingrequirementatahopnode,� , we notethata nodecaughtbetweenthesourceanda nodewith
no childrenhasa two jobs: to receive and to retransmitpackets.
Becauseit is convenient,andbecausea hop nodeis botha sender
andreceiver, we will expressthecostsin termsof ) and + . Our
sumof costsisC D<E � �

receiving transmissions��� �
sendingHACKs�� �

collectingHACKs��� �
retransmissions�C D<E � U WYX¹L - N E °�+ J � .2���©+ Z � .»�ªµ��©+ F � U WYXL ¼ N E ) Z �2½ �

� 8LMHN9O °�) P �SR ���I) J �SR �ªµ a (12)

Justasin thecasefor thesourcenode,] D#E is theexpectednumber
of HACKsreceivedfrom node� 's childrenfor thispacket,and ] D<EZ
is thenumberof HACKsgeneratedby node� .

E ^ C D<E _ � E ^ ] D<EZ _ � E ^ + J _ � E ^`+ Z _ ��� E ^ + F _� �
E ^ * _ �©� � � E ^ )�J _ � E ^ )QP _ �� E ^ ] D#Eª_ E ^ )hZ _Sa (13)

WecansubstituteEquations3 and9 into Eq.13to obtain

E ^ C D<E2_ � E ^ * _ � �#�Q,�� � E ^ + J _ � Ê`+ Z _ ��� E ^ + F _� �
Ê`* _ ��� � � E ^ )�J _ � Ê )hP _ ��p� E ^ * _ � �H�Q,d� E ^ )QZ _ªa (14)

The first two termsareequivalentto the processingrequirements
of a leaf node.The last two arealmostthecostfor a sourcenode.
Substitutingandsubtractingthedifferenceyields

E ^ C D<Eª_ � E ^`+ D#Eª_ � E ^ ) D<E2_ � Ê ) F _ � E ^ ) J _Sa (15)

In otherwords,thecoston a hopnodeis thesameasa sourceand
aleaf,without thecostof receiving thedatafrom higherlayersand
onelesstransmission(the original one). SubstitutingEquations7
and11 into 15 wehave

E ^`C D<E2_ { ¯ � �#�G,³�\, ²`´ �K�¾ ¯ � � � �#�c,d���©�H, ²`´ ���{ ¯ � � � �#�\,d�¸���·, ²`´ �K� a (16)

When, is aconstantE ^ C D<E _ {�¯ � � ²`´ ��� , which is thedominant
termin thethroughputanalysisof theoverall system.

Overall system analysis. Let thethroughputat thesender
� D<E¿

be � À E ^ ) D<E _ , at the hop nodes
� D<EZ be �7À E ^ C D<E _ , at the leaf

nodes
� D<Ek be � À E ^`+yD<E _ . The throughputof the overall system

is � D<E � R .2Á t � D<E¿ [ � D<EZ [ � D<Ek v a (17)

FromEquations7, 11,and16it follows that�7À � D<E {x¯ � � � �b�\,��=�©�·, ²`´ �K� a (18)

If , is aconstantandif ,GÂÄÃ , weobtain� À � D<E {B¯ � � ²`´ �K�y�'¯ � � �¬Å , constant[ (19)�7À � D<E {x¯ � �K�y�'¯ � � �¬Å ,GÂÄÃ a (20)

Therefore,themaximumthroughputof thisprotocol,aswell as
the throughputwith non-negligible packetloss, is independentof
thenumberof receivers.This is theonly classof reliablemulticast
protocolsthatexhibitssuchdegreeof scalabilitywith respectto the
numberof receivers.

4.2. Ring-Based Protocols

In this sectionwe analyzethe throughputof ring-basedproto-
cols,whichwedenoteby a superscript� , usingthesameassump-
tionsasin Section4.1.Becauseweareassumingaconstantstream
of packets,we will ignoretheoverheadthatoccurswhenthereare
no ACKson which to piggybacktoken-passingmessages.

Source. Sourcenodespracticea specialform of unicastwith a
roamingtokensite.Thesumof costsincurredis) � � �

initial transmission��� �
processingACKs�� �

retransmissions�) � � ) F �I) J � � ��� UÇÆ ÈL - N E )Qe � .2�
� 8 ÈLMHN E °9)QP �SR ���6)�J �SR �ªµQ[ (21)

where* k is thenumberof transmissionsrequiredfor thepacketto
bereceivedby thetokensite,andhasameanof E ^ * k _ �É�7À � �|�y,�� ;
andlet ]Hmk bethenumberof ACKs from a receiver l (in this case
the tokensite) sentunicast, i.e., the numberof packetscorrectly
receivedat l . Thisnumberis always1, accordingly:] mk � E ^ * k _ � �H�\,d�y�É� a (22)

Takingexpectationsof Eq.21,weobtain

E ^ ) � _ � E ^ )\F _ � E ^ * k _ E ^ )KJ _ � �
E ^`* k _ ��� � E ^ )QP _� Ê`] mk _ E ^ ) e _� E ^ ) F _ � ��#�Q, E ^ ) J _ � ,�#�Q, E ^ ) P _� Ê ) e _ªa (23)

If weagainassumeconstantcostsfor all operations,it canbeshown
that

E ^ ) � _ {�¯ ° ��#�\, µ [ (24)

which, when, is a constant,is ¯ � �7� with regardto thesizeof the
receiver set.

Token site. Thecurrenttokensitehasthefollowing costs:(Note
bothTRPandRMPspecifythatretransmissionsaresentunicastto
other �6�p� receivers.)� � � �

receiving transmission�� �
multicastingACK/token �� �
processingNAKs �� �
unicastingretransmissions�� � � + F � UÇÆ ÈL - N E ° + J � .2�u�³+9e � .»� µQ� UÇÊL Ë N E )Qg ��Ì �

� � �p�©� �ªÍyÎiÏÑÐ t * k �\� v 8 ÈLMHN E )�J �SR ��[ (25)

where ] � is the numberof NAKs received at the tokensitewhen
using a ring protocol. To derive ] � , consider * k , the number
of transmissionsnecessaryfor receiver l to successfullyreceive a
packet.* k hasanexpectedvalueof � À � �<�G,�� , andthelasttrans-
missionis not NAKed. Becausethereare

� �V���7� otherreceivers
sendingNAKsto thetokensite,weobtain

E ^ ] � _ � � �p�6�7� � E ^`* k _ �p�7�Y� � �p�©� �0,�b�\, a (26)
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Therefore,themeanprocessingtimeat thetokensiteis
E ^ � � _ � E ^ +¸F _ � E ^ +}J _ � E ^ + e _ � E ^ ] � _ E ^ ) g _� � ���©�7�0, E ^ * k _ E ^ ) J _� E ^ +¸F _ � E ^ +}J _ � E ^ + e _� � ���©�7�0,�H�\, ° E ^ )Qg _ � E ^ ) J _ µ a (27)

Theexpectedcostat thetokensitecanbeboundedby

E ^ � � _ {�¯±°���� � �p�©� �0,�#�Q, µ�[ (28)

with regard to the numberof receivers. When , is a constant,
E ^ �#� _ {x¯ � �Ò� .
Receivers. Receiverspracticea receiver-initiated protocolwith
thecurrenttokensite. We assumethereis only onepacketfor the
ACK, token,andtimestampmulticastfrom the tokensite perdata
packet.Thecostassociatedwith anarbitrarypacketaretherefore+ � � �

receiving ACK/token/timestamp�� �
receiving first transmission�� �
sendingNAKs �� �
receiving retransmissions�+ � � + e ��ÍyÎiÏÑÐ t * k �V� v +}J � �7���©+¸F�©Í�ÎiÏ Ð t * k ��� v U Æ ÈL - N E +}J � .»��©Í�ÎiÏ Ð t * k ��� v 8 ÈLMHN9O + g �SR �

�©Í�ÎiÏ Ð t * k ��A v 8 ÈL g N9Ó +9P � Á�� a (29)

The above equation is complicated, and each term needs to
be explained. The first term is the cost of receiving the
ACK/token/timestamppacketfrom thetokensite; thesecondis the
costof receiving thefirst transmissionsentfrom thesender, assum-
ing it is received error free; the third is the cost of delivering an
error-free transmissionto a higher layer; the fourth is the costof
receiving theretransmissionsfrom thetokensite,assumingthatthe
first failed;andthelasttwo termsconsiderthata NAK is sentonly if
thefirst transmissionattemptfails andthataninterruptoccursonly
if a NAK wassent.Takingexpectations,weobtain

E ^ + � _ � E ^ +9e _ � � �<�Q,d� E ^`+ J _ � E ^ + F _�B, E ^ ] mk _ E ^ + J _�B, � E ^`* kfÔ * k ��� _ �©� � E ^ + g _�B, O � E ^ * kfÔ * k ��A _ �ÕAf� E ^ +9P _Sa (30)

It follows from thedistribution of * k that[15, 16]

E ^ * k Ô * k ��� _ � AÒ�c,�#�c, [ (31)

E ^ * kfÔ * k ��A _ � Ö �IAT,�H�\, a (32)

SubstitutingEquations22,31,and32 into Eq.30 wehave
E ^ + � _ � Ê ) e _ � � �<�Q,d� E ^`+}J _ � E ^ +¸F _ �B, E ^`+}J _� ,�<�G, ° E ^ + g _ �\, E ^`+9P _ µ a (33)

Assumingall operationshaveconstantcosts,it canbeshown that

E ^`+ � _ {B¯ ° �b�\, O�#�c, µ [ (34)
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Figure 2. Thethroughputgraphfrom theexactequa-
tionsfor eachprotocol.Theprobabilityof packetloss
is 1%,10%,and25%respectively. Thebranchingfac-
tor for treesis setat10.

with regard to the sizeof the receiver set. If we consider, as a
constant,thenE ^ + � _ {�¯ � � � .
Overall system analysis. Theoverall systemthroughputof � ,
thegenerictokenring protocol,is equalto theminimumattainable
throughputateachof its parts:� � � R .2Á t � � ¿ [ � �P [ � �k v a (35)

FromEquations24,28 and34 if follows thatif , is a constantand
for ,GÂ
Ã , weobtain� À � � {�¯ ° �j� � �©�p� �0,�#�c, µ Å , constant[ (36)�7À � � {B¯ � �7�×Å ,GÂ
Ã a (37)

When,GÂ
Ã , themaximumthroughputof thisclassof protocolsis¯ � �7� andnot dependentof thenumberof receivers.

5. Numerical Results

To comparethe relative performanceof the variousclassesof
protocols,all meanprocessingtimesaresetequalto � , exceptfor
thecostsof sendingor receivingperiodicHACKs in tree-NAPPpro-
tocolswhicharesetto Ã a � . Figure2 comparestherelative through-
putsof the protocols > , ?@� , ?BA , C@� , CBA , and � asdefinedin
Section2. Thegraphrepresentstheinverseof

Equations14 and27, respectively, which are the throughputs
for thetree-basedandring-basedprotocols,aswell astheinverseof
thethroughputequationsderivedpreviously[15, 16,11] for sender-
initiated,receiver-initiated,andtree-NAPPprotocols.

The top, middle and bottom graphscorrespondto increasing
probabilitiesof packetloss,1%,10%,and25%,respectively. The
performanceof NAK-avoidanceprotocols,especiallytree-NAPP
protocols, is clearly superior. However, our assumptionsplace
thesetwo sub-classesatanadvantageover theirbaseclasses.First,
we assumethat no acknowledgmentsare lost or are received in
error. The effectivenessof NAK-avoidanceis dependenton the
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probability of NAKs reachingall receivers,andthus,without our
assumption,the effectivenessof NAK-avoidancedecreasesas the
numberof receivers involved increases.Accordingly, tree-NAPP
protocolshaveanadvantagethatis limited by thebranchingfactor,
andRINA protocolshaveanadvantagethatincreaseswith thesize
of theentirereceiver set. Second,we assumethat the timersused
for NAK-avoidancearesetperfectly. In reality themessagesused
to settimerswould besubjectto end-to-enddelaysthatexhibit no
regularityandcanbecomearbitrarily large.

We conjecturethat the relative performanceof NAK-avoidance
subclasseswouldactuallylie closerto their respectivebaseclasses,
dependingon the effectivenessof the NAK-avoidancescheme;in
otherwords,thecurvesshown areupperbounds.Our resultsshow
that when consideringonly the baseclasses(since not one has
an advantageover another)the tree-basedclassperformsbetter
thanall theotherclasses.Whenconsideringonly the sub-classes
thatuseNAK-avoidance,tree-NAPPprotocolsperformbetterthan
RINA protocols,eventhoughour modelprovidesanunfair advan-
tageto RINA protocols.

It is thehierarchicalstructureorganizationof thereceiver setin
tree-basedprotocolsthat guaranteesscalabilityandimprovesper-
formanceover otherprotocols. Using NAK-avoidanceon a small
scaleincreasesperformancefurther. In addition,if NAK-avoidance
failed for a tree-NAPPprotocol,theperformancewouldstill bein-
dependentof the sizeof the receiver set. RINA protocolsdo not
have this property. Failureof the NAK-avoidancefor RINA proto-
colswouldresultin unscalableperformancelike thatof a receiver-
initiated protocol,which degradesquickly with increasingpacket
loss.

Any increasein processorspeed,or a smallerbranchingfactor
wouldalsoincreasethroughputfor all tree-basedprotocols.How-
ever, for thesamenumberof receivers,a smallerbranchingfactor
implies a larger numberof tree-hopssomeretransmissionsmust
traverseto receiversexpectingthemfurtherdown thetree.For ex-
ample,if apacketis lost immediatelyat thesource,theretransmis-
sionis multicastonly to its childrenandall othernodesin thetree
mustwait until theretransmissiontricklesdown thetree-structure.
This posesa latency problemthat canbe addressedby takingad-
vantageof the dependencies in the underlyingmulticast routing
tree. Retransmissionscouldbemulticastonly towardall receivers
attachedto routerson thesubtreeof the routerattachedto the re-
ceiverwhichhasrequestedthemissingdata.However, to datethere
is no proposedschemewhich accomplishesthis task.Thenumber
of treehopsfrom thereceiver to thesourceis alsoa factor in how
quickly the sourcecanreleasedatafrom memoryin the presence
of nodefailures,asdiscussedby Levine, Lavo, andGarcia-Luna-
Aceves[11].

Figure3 shows thenumberof supportablereceiversby eachof
thedifferentclasses,relative to processorspeedrequirements.This
numberis obtainedby normalizingall classesto a baselinepro-
cessor, asdescribedby Pingali et al. [15, 16]. The baselineuses
protocol > and can supportexactly one receiver; if Ø�Ù�^ � _ [TÚ {t >K[i?@�|[i?BA}[ C@�f[ÛCBA}[~� v is the speedof the processorthat can
supportat most � receiversunderprotocol Ú , we set Ø=ÜY^®� _ ��� .
Thebaselinecostis equalto [15, 16]

E ^ ) Ü _#ÝÝÝÝ ��N E � �Ø Ü ^0� _ Ö �G,�H�G, � Ö �c,�#�c, a (38)

UsingEquations38,13,and27 wecanderive thefollowing Ø s for
tree-basedandring-basedprotocols,respectively:Ø D<E ^`� _ � �

E ^ ) Ü _ E ^ C D<E»_� �
E ^ ) Ü _ � E ^ * _ � �H�Q,d� � Af���p�� �

E ^ * _ �©� � � Af�=�©� Ê`* _ � �b�\,��T�
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Figure 3. Numberof supportablereceivers for each
protocol. The probability of packetlossis 1%, 10%,
and25% respectively. The branchingfactor for trees
is setat10.

� �
Ê ) Ü _ � E ^ * _ �2Þ �³�\� � A��³�K�0,d�Ñ�³�7��[ (39)Ø � ^ � _ � �
Ê ) Ü _ E ^ � � _� �
Ê ) Ü _ °��b�&�j���j� � �p�©� �0,� �<�G,�� � �H�p�7�ªµ� �
Ê ) Ü _ ° Ö � A � �p�©� �0,� �b�\,�� µ a (40)

The numberof supportablereceiversderived for sender-initiated,
receiver-initiated, and tree-NAPP protocolsareshown to be [15,
16,11], Ø Ü ^ � _ � �

E ^ ) Ü _ E ^ * _ � AH��� � �#�Q,��T��[Ø=ß E ^ � _ � �
E ^ ) Ü _ � �j� E ^ * _ �©��,�À � �Ò�Q,��T��[Ø=ß O ^ � _ � �
E ^ ) Ü _ � A E ^`* _ ��[Ø D O ^ � _ � �
E ^ ) Ü _ �T�2Þ �\,d� E ^ * _ �p� a à �©Ã a � ��B, O ° Ö �IAT,�H�\, �IA µ a

Becausethe exact valueof E ^`* _ is difficult to computefor large
valuesof � , weusetheapproximation[15, 16],

E ^ * _dápâ � � C ÓTã �©C � �²`´ � ,�� [ (41)

where â is thevalueof E ^`* _ for �
� ÖÇä and C ¼
is theharmonic

series. Whenevaluating Ø D#E ^`� _ and Ø D O ^`� _ , an exact valuefor
E ^ * _ is usedbecausethenumberof receiversis always�V�'�'���Ã .

From Figure3, it is clear that only the tree-basedclassescan
supportany numberof receivers for the sameprocessorspeed
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boundat eachnode. It is alsoclearthat, in termsof performance,
tree-NAPPprotocolsaresuperiorto otherclasses.

Becauseof the unicastnatureof retransmissionsin ring-based
protocols,theseprotocolsapproachsender-initiatedprotocols;this
indicatesthat allowing only multicastretransmissionswould im-
proveperformancegreatly.

6. Conclusions

Wehavecomparedandanalyzedthefour known classesof reli-
ablemulticastprotocols. The resultsaresummarizedin Table1.
It is alreadyknown that sender-initiated protocolsare not scal-
able at all since the sourcemust accountfor every receiver lis-
tening. Receiver-initiated protocolsaremorescalable,especially
whenNAK-suppressionschemesareusedto avoid overloadingthe
sourcewith retransmissionrequests.However, becauseof theun-
bounded-memoryrequirement,thisprotocolclasscanonly beused
efficiently with application-layersupport,andonly for limited ap-
plications.Ring-basedprotocolsweredesignedfor atomicandto-
tal orderingof packets.TRP andRMP limit their throughputby
requiring retransmissionsto be unicast. It would be possibleto
reducethe cost boundto ¯ � ²`´ �Ò� , assuming, to be a constant,
if the NAK-avoidancetechniquespresentedby Ramakrishnanand
Jain[17] wereused.

Our analysisshows that treesarethe answerto the scalability
problemfor reliablemulticasting.Only tree-basedandtree-NAPP
classeshavea throughputthat is constantwith respectto thenum-
berof receiversevenwhentheprobabilityof packetlossis notneg-
ligible. Furthermore,our modelpredictstree-NAPP protocolsas
thebestmethodfor supportingreliablemulticast.

Of course,ourmodelconstitutesonly acrudeapproximationof
theactualbehavior of reliablemulticastprotocols.In theInternet,
an ACK or a NAK is simply anotherpacket,andtheprobabilityof
anACK or NAK beinglost or receivedin error is muchthesameas
theerrorprobabilityof adatapacket.Thisassumptiongivesproto-
colsthatuseNAK-avoidanceanadvantageover over otherclasses.
Therefore,it is morereasonableto comparethemseparately:our
resultsshow thattree-basedprotocolswithout NAK-avoidanceper-
form betterthanotherclassesthatdo not useNAK-avoidance,and
thattree-NAPPprotocolsperformbetterthanRINA protocolseven
thoughRINA protocolshave an artificial advantagedover every
otherclass.

We conjecturethat, oncethe effect of ACK or NAK failure is
accountedfor, the samerelative performanceof protocolsthat do
not useNAK-avoidancewill beseen.Furthermore,we believe the
trueperformanceof tree-NAPPandRINA protocolswill lie closer
to their respective baseclasses,dependingon theeffectivenessof
the NAK-avoidancescheme;in otherwords,the curvesshown for
NAK-avoidanceprotocolsareupperbounds.

The fact that packetfailures are correlatedalong a multicast
routing treessetupby CBT or PIM meansthat our model's as-
sumptionof independentpacketfailuresleadsto lower boundson
themaximumthroughput,becausereliablemulticastprotocolscan
takeadvantageof thestructureof theunderlyingmulticastrouting
tree.Ouranalysisprovidesnoadvantageto any classhowever, and
we believe the relative performanceswould not changeif we did
notmakethisassumption.

Becausetree-basedprotocolsdelegateresponsibilityfor retrans-
missionto receiversandbecausethey employtechniquesapplicable
to eithersender- or receiver-initiatedprotocolswithin local groups
(i.e., a nodeandits childrenin the tree)of the ack treeonly, any
mechanismthatcanbeusedin a receiver-initiatedprotocolcanbe
adoptedin a tree-basedprotocol,with the addedbenefitthat the
throughputandnumberof supportablereceiversis completelyin-
dependentof thesizeof thereceiverset,regardlessof thelikelihood
with whichpacketsarereceivedcorrectlyatthereceivers.Basedon

theseresults,future work on reliablemulticastingfor the internet
shouldfocusondevelopingnew tree-basedprotocols.
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