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Tactical wireless networks often comprise clusters of nodes, which are fed information from a head node. Transmit antenna arrays mounted on the head node (e.g., unmanned aerial vehicle) offer an attractive means of boosting capacity and assuring quality of service through transmit beamforming. The central goal of our research was to investigate efficient multiuser transmit beamforming strategies, and develop high-throughput low-complexity algorithms that will meet the needs of future tactical wireless networks. Sum capacity, quality of service, and fair service objectives were considered, under unicast and multicast scenarios. A key innovation of our work is the concept of physical layer multicasting, which affords significant capacity gains. A number of effective and efficient algorithms were developed, drawing upon and contributing to semidefinite relaxation (SDR) tools. Closely-related added-value topics of our research program included i) computationally efficient quasi-optimal multiple input multiple output detection (using lattice search, data association, and SDR tools); ii) accurate and scalable node localization from pairwise distance estimates; and iii) tracking of time-varying carrier signals (using and developing associated particle filtering tools). Our work on these topics has been reported in seven (IEEE, SIAM) journal papers and seven IEEE conference papers. Variants of some of our published algorithms are currently considered for adoption by industry.
I. Abstract

Tactical wireless networks often comprise clusters of nodes, which are fed information from a head node. Transmit antenna arrays mounted on the head node (e.g., unmanned aerial vehicle) offer an attractive means of boosting capacity and assuring quality of service through transmit beamforming. The central goal of our research was to investigate efficient multiuser transmit beamforming strategies, and develop high-throughput low-complexity algorithms that will meet the needs of future tactical wireless networks. Sum capacity, quality of service, and fair service objectives were considered, under unicast and multicast scenarios. A key innovation of our work is the concept of physical layer multicasting, which affords significant capacity gains. A number of effective and efficient algorithms were developed, drawing upon and contributing to semidefinite relaxation (SDR) tools. Closely-related added-value topics of our research program included i) computationally efficient quasi-optimal multiple input multiple output detection (using lattice search, data association, and SDR tools); ii) accurate and scalable node localization from pairwise distance estimates; and iii) tracking of time-varying carrier signals (using and developing associated particle filtering tools). Our work on these topics has been reported in seven (IEEE, SIAM) journal papers and seven IEEE conference papers. Variants of some of our published algorithms are currently considered for adoption by industry.
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II. Motivation and Problem Statement

Tactical wireless networks must seamlessly support diverse services, including command and control, “bulk” information dissemination (e.g., terrain maps), and large-scale surveillance and sensing (e.g., radar, alien signal interception, biochemical sensor networks). These come with equally diverse service needs: guaranteed quality of service for command and control, very high transmission rates for bulk information dissemination, reliable detection under stringent energy constraints for sensor networks. While truly seamless unified solutions are still way down the road, there is a number of enabling communication technologies and concepts that have emerged at the center stage of network science, particularly for tactical networks. These include

- The deployment of transmit antenna arrays, for assuring quality of service and/or higher data rates through spatial multiplexing;
- Wireless multicasting, as a means of improving spectral utilization and assuring quick and efficient delivery of mission-critical information;
- Effective strategies for vector decoding, as a means of improving spectral efficiency and robustness to jamming;
- Node localization, for sensing, routing, fading channel estimation, and situational awareness; and
- Carrier sensing and tracking, for signal intelligence, dynamic spectrum monitoring and access.

Our work in this project addresses many important aspects of the aforementioned enabling concepts and technologies. While many of our contributions specifically target applications in tactical networks, some have a clear dual use, e.g., in 802.16e fixed wireless systems and 4G cellular networks.
III. METHODOLOGY

Modern convex optimization / convex approximation underlies most of our work in this project. Specifically, semidefinite programming / semidefinite relaxation forms the basis of our design approach. More conventional optimization tools and concepts (e.g., water-filling, branch-and-bound) also come into play in certain algorithms, and particle filtering is the framework for our work on tracking of time-varying carrier signals.

IV. RESULTS

Our main results and findings are reviewed next, classified in four categories: Multiuser transmit beamforming (including sum capacity, quality of service, and fair service objectives); multiple input multiple output decoding; node localization; and tracking of time-varying carrier signals for synchronization, Doppler estimation, and signal intelligence applications. Conclusions are drawn and recommendations are made in the following section.

A. Multiuser Transmit Beamforming

A.1 Sum capacity objective

Multiuser transmit beamforming forms the core of our work under this project. The idea is to employ a transmit antenna array to create multiple beams directed towards the individual users, in order to increase the attainable throughput, as measured by sum capacity. In particular, we are interested in the practically important case of more users than transmit antennas, which requires user selection. Optimal solutions to this problem can be prohibitively complex for online implementation at the access point and entail so-called Dirty Paper (DP) precoding for known interference. Suboptimal solutions capitalize on multiuser (selection) diversity to achieve a significant
fraction of sum capacity at lower complexity cost. We analyzed the throughput performance in Rayleigh fading of a suboptimal greedy DP-based scheme proposed by Tu and Blum. We also proposed another user-selection method of the same computational complexity based on simple zero-forcing beamforming. Our results indicate that the proposed method attains a significant fraction of sum capacity, similar to Tu and Blum’s scheme, however at a much lower overall (design plus implementation) complexity; it thus, offers an attractive alternative to DP-based schemes.

A.2 Multicasting under Quality of Service (QoS) and Max-min Fair (MMF) objectives

Next, we considered the problem of transmit beamforming in the context of common information broadcasting or multicasting applications, wherein channel state information (CSI) is available at the transmitter. Unlike the usual blind isotropic broadcasting scenario, the availability of CSI allows transmit optimization. A minimum transmission power criterion was adopted, subject to prescribed minimum received signal-to-noise ratios (SNRs) at each of the intended receivers. A related maxmin SNR fair problem formulation was also considered subject to a transmitted power constraint. It was proven that both problems are NP-hard; however, suitable reformulation allows the successful application of semidefinite relaxation (SDR) techniques. SDR yields an approximate solution plus a bound on the optimum value of the associated cost/reward. SDR was motivated from a Lagrangian duality perspective, and its performance was assessed via pertinent simulations for the case of Rayleigh fading wireless channels. We found that SDR typically yields solutions that are within 3 to 4 dB of the optimum, which is often good enough in practice. In several scenarios, SDR generates exact solutions that meet the associated bound on the optimum value. This was illustrated using far-field beamforming for a uniform linear
transmit antenna array. Interestingly, these numerical experiments effectively led us to discover new and exact convex reformulations of the basic problem, via spectral factorization, applicable when the channel vectors are Vandermonde.

We also analyzed the approximation performance of the aforementioned broadcast beamforming algorithms theoretically. In particular, we showed that SDR provides an $O(m^2)$ approximation in the real case, and an $O(m)$ approximation in the complex case, where $m$ is the total number of receivers. Moreover, we showed that these bounds are tight up to a constant factor. When the phase spread of the entries of the steering vectors is bounded away from $\pi/2$, we further established a certain constant factor approximation (depending on the phase spread but independent of the number of receivers, $m$ and the number of transmit antennas, $n$) for both SDR and a convex quadratic programming restriction of the original NP-hard problem. Finally, we considered a related problem of finding a maximum norm vector subject to $m$ convex homogeneous quadratic constraints. We showed that SDR provides an $O(1/\ln(m))$ approximation, which is analogous to a result of Nemirovski, Roos and Terlaky for the real case.

Having settled the case of a single multicast group, we then generalized to multiple co-channel multicast groups. Two different design objectives were considered: minimizing total transmission power while guaranteeing a prescribed minimum signal-to-interference-plus-noise-ratio (SINR) at each receiver; and a fair approach maximizing the overall minimum SINR under a total power budget. The core problem is a multicast generalization of the multiuser downlink beamforming problem; the difference is that each transmitted stream is directed to multiple receivers, each with its own channel. Such generalization is relevant and timely, e.g., in the context of 802.16e wireless networks. The joint problem also contains single group multicast beamforming as a special case. The latter (and therefore also the former) is NP-hard. This motivates the
pursuit of computationally efficient quasi-optimal solutions. It was shown that Lagrangian relaxation coupled with suitable randomization / co-channel multicast power control loops yield computationally efficient high-quality approximate solutions. For a significant fraction of problem instances, the solutions generated this way are exactly optimal. Extensive numerical results using both simulated and measured wireless channels (courtesy of the University of Alberta, Canada) were presented to corroborate our main findings.

Whereas multi-group multicast transmit beamforming under SINR constraints is NP-hard in general, we have shown that, in the special case of Vandermonde steering vectors it is in fact a semidefinite problem, which can be exactly and efficiently solved.

We also considered various robust formulations for the problem of single-group multicasting, when the steering vectors are only approximately known. We obtained an elegant theoretical relationship between the optimal solutions of the original non-robust and associated robust formulations of the problem: the two are related via a simple (albeit solution-dependent) scaling. This relationship naturally suggests robust multicast beamforming approximation algorithms, through semidefinite relaxation of the original non-robust version of the problem.

B. Multiple Input Multiple Output Decoding

Multiple input multiple output (MIMO) communication links are now common in both commercial and tactical wireless networks, for spectral efficiency, fading, and jam-resilience considerations. The associated optimum vector decoding problem is known to be NP-hard. We developed two new computationally efficient MIMO decoding algorithms that afford very competitive symbol error rate (SER) performance. The first algorithm is a judicious combination of probabilistic data association (PDA) and sphere decoding (SD). The second is based on the
principle of semidefinite relaxation (SDR).

The key idea behind the hybrid PDA-SD detector is to reduce the dimension of the problem solved via SD by first running a single stage of the PDA to fix symbols that can be decoded with high reliability. This two-step algorithm attains a considerably better performance-complexity tradeoff than SD and PDA for low to moderate signal-to-noise ratio (SNR) or higher problem dimensions.

The second approach, based on SDR, has been specifically developed for MIMO systems employing high-order QAM constellations. The new approach affords improved detection performance compared to existing solutions of comparable worst-case complexity order, which is nearly cubic in the dimension of the transmitted symbol vector and independent of the constellation order for uniform QAM, or affine in the constellation order for non-uniform QAM.

C. Acquiring Channel State Information: Node Localization

Given a set of pairwise distance estimates between nodes, it is often of interest to generate a map of node locations. This is an old nonlinear estimation problem that has recently drawn interest in the signal processing community, due to the emergence of wireless sensor networks. Sensor maps are useful for estimating the spatial distribution of measured phenomena (including shadowing and fading), and for routing purposes. We proposed a two-stage algorithm that combines algebraic initialization and gradient descent. In particular, we borrowed an algebraic solution known as Fastmap from the database literature and adapted it to the sensor network context, using a specific choice of anchor/pivot nodes. The resulting estimates are fed to a gradient descent iteration. The overall algorithm offers very competitive performance at significantly lower complexity than existing solutions with similar estimation performance. For a certain mul-
tiplicative measurement noise model that is often adopted in the literature, we also derived the pertinent Cramér-Rao bound (CRB). Simulations indicate that the performance of our algorithm is close to the CRB when the network is (close to) fully connected, in the sense that every node can estimate its distance from all (most) other nodes. Our adaptation of Fastmap also turns out to make a big difference when used to initialize other iterative distributed estimation algorithms that have been developed specifically for sparse networks.

D. Synchronization, Doppler, and Intercept Issues: Particle Filtering Tools

In collaboration with Dr. Ananthram Swami, of ARL/Adelphi, we also investigated problems in time-varying frequency estimation. These appear in numerous pertinent applications: synchronization, Doppler frequency tracking, and signal intelligence, to name a few. We adopted a particle filtering (PF) framework, and contributed closed-form solutions for the optimal importance function, plus associated sampling procedures.

We first considered the problem of tracking the frequency and complex amplitude of a frequency-hopped complex sinusoid, using a novel stochastic state-space formulation that is naturally suited for the application of PF tools. The problem is of considerable interest for interference mitigation in frequency-hopped wireless networks, and for signal intelligence in military communications. The proposed particle filtering approach has a number of desirable features. It affords high-resolution estimates of carrier frequency and hop timing, manageable complexity (linear in the number of processed samples), and flexibility in tracking signals with irregular hopping patterns due to intentional timing jitter. The proposed state-space model is not only parsimonious, but fortuitous as well: it turns out that the associated optimal importance function (that minimizes the variance of the particle weights) can be computed in closed form, and thus
samples from it can be drawn using rejection techniques. Both prior and optimal importance sampling versions were developed and illustrated in pertinent simulations.

Next, we turned our attention to the problem of tracking the frequency and complex amplitude of a slowly time-varying (TV) harmonic signal. Similar to previous PF approaches to TV spectral analysis, we assumed that the frequency and complex amplitude evolve according to a Gaussian AR(1) model; but we concentrated on the important special case of a single TV harmonic. For this case, we showed that the optimal importance function can be computed in closed form. We also developed a suitable procedure to sample from the optimal importance function. The end result is a custom PF solution that is more efficient than generic ones, and can be used in a broad range of important applications that postulate a single TV harmonic component, e.g., TV Doppler estimation in communications and radar.

E. Publications

Summarizing the status of journal papers (5 appeared/accepted + 2 submitted for publication = 7 overall):


Regarding conference papers (7 appeared/accepted; 2 in collaboration with Ananthram Swami, ARL/Adelphi, MD):


All journal and conference papers produced to date are included in the Annex.

Our research of course continues; in addition to the above, the following journal papers stemming from our ICASSP06 conference paper are currently in progress


V. CONCLUSIONS AND RECOMMENDATIONS

A. Multiuser Transmit Beamforming

A.1 Sum capacity objective

We have considered two algorithms that capitalize on multiuser diversity to achieve a significant fraction of the multi-antenna downlink sum capacity when the number of users, \( M \), is greater than the number of antennas, \( N \). We have analyzed the throughput performance of the greedy zero-forcing dirty paper (gZF-DP) algorithm in independent Rayleigh fading, and characterized the pdf’s of certain key parameters of interest. Determining the proper number of samples required for accurate Monte Carlo estimates is a difficult issue without a baseline. While the end result of gZF-DP performance analysis requires sequential numerical integration and is admittedly cumbersome, it does provide such a baseline and thus corroborates the results of Monte Carlo estimation. Also, numerical integration is simpler than Monte Carlo simulation for a small number of transmit antennas. Furthermore, our analysis allowed us to establish that at high SNR the throughput versus SNR slope of the gZF-DP algorithm is proportional to \( N \).

We have also proposed another low-complexity algorithm, dubbed ZFS, which does not require DP coding at the transmitter. We have shown that the selection procedures of gZF-DP and ZFS algorithms have the same complexity order, \( O(N^3M) \), which is significantly smaller than the complexity of the optimal algorithms when \( M \gg N \). We have evaluated the throughput performance of the ZFS algorithm via simulations. The results show that for a realistic number of transmit antennas, ZFS achieves a significant fraction of the throughput of gZF-DP and sum capacity, at a low coding and on-line computation cost. The simulation results also indicate that, at high SNR, ZFS achieves the same slope of throughput per dB of SNR as the
capacity-achieving strategy based on the use of DP coding for known interference cancellation and convex optimization.

Due to its simplicity, low complexity, and close to optimal performance, the proposed ZFS method offers an attractive alternative to earlier DP-based methods when $M >> N$. ZFS is hard to beat from a performance-complexity trade-off point of view. This is attributed to multiple user selection diversity, which generalizes the concept of multiuser diversity, due to Tse, by selecting to serve a group of users, versus a single user. We believe that ZFS has strong potential of being implemented in actual systems (there is recent follow-up work by Morgan, Huang, of Bell Labs / Lucent Technologies, as well as European industry R&D groups).

A.2 Multicasting under Quality of Service (QoS) and Max-min Fair (MMF) objectives

We have taken a new look at the broadcasting/multicasting problem when channel state information is available at the transmitter. We have proposed two pertinent problem formulations: minimizing transmitted power under multiple minimum received power constraints, and maximizing the minimum received power subject to a bound on the transmitted power. We have shown that both formulations are NP-hard optimization problems; however, their solution can often be well approximated using semidefinite relaxation tools. We have explored the relationship between the two formulations and also insights afforded by Lagrangian duality theory. In view of i) our extensive numerical experiments with simulated and measured data, verifying that semidefinite relaxation consistently yields good performance, ii) proof that the basic problem is NP-hard, and thus approximation is unavoidable, and iii) corroborating motivation provided by duality theory, we conclude that the approximate solutions provided herein offer useful designs across a broad range of applications.
The downlink beamforming problem was considered for the general case of multiple co-channel multicast groups, under two design criteria: QoS, in which we seek to minimize the total transmitted power while guaranteeing a prescribed minimum SINR at all receivers; and a fair objective, in which we seek to maximize the minimum received SINR under a total power constraint. Both formulations contain single group multicast beamforming as a special case, and are therefore NP-hard. Computationally efficient quasi-optimal solutions were proposed by means of SDR and a combined randomization - multi-group multicast power control loop. Extensive numerical results have been presented, using both simulated (i.i.d. Rayleigh) and measured stationary outdoor wireless channel data, showing that the proposed algorithms yield high quality approximate solutions at a moderate complexity cost. Interestingly, our numerical findings indicate that the solutions generated by our algorithms are often exactly optimal, especially in the case of measured channels. In certain cases this optimality can be proven beforehand, and alternative convex reformulations of lower complexity have been constructed; in other cases, a theoretical worst-case bound on approximation accuracy has been derived, and shown to be tight.

Whereas multi-group multicast transmit beamforming under SINR constraints is NP-hard in general, we have shown that, in the special case of Vandermonde steering vectors it is in fact a semidefinite program, which can be efficiently solved. We have also considered robust beamforming solutions under channel uncertainty for the case of a single multicast group. For general steering vectors, we have shown that exact solutions of the robust and non-robust versions of the problem are related via a simple one-to-one scaling transformation. Since both problems are NP-hard, this suggests an algorithm to generate a quasi-optimal solution for one given a quasi-optimal solution for the other. In the important special case of Vandermonde steering vectors,
we have shown that the robust version of the problem is convex as well. This robust solution can be extended to the multi-group Vandermonde case.

B. Multiple Input Multiple Output Decoding

We have presented a two-stage hybrid PDA-SD algorithm for signal detection in MIMO systems. The basic idea is dimensionality reduction via hard decoding and cancellation of those symbols that can be quickly and reliably detected via a single PDA stage. In the V-BLAST scenario considered, simulations show that the proposed hybrid algorithm attains performance close to SD, at a complexity close to PDA. The dimensionality reduction idea can also be applied in conjunction with other variants of SD or SDR.

We have also proposed a new SDR approach for MIMO detection of high-order QAM constellations. The new approach is the simplest one in the class of SDR detectors for high-order QAM: its worst-case complexity is nearly cubic in the dimension of the transmitted symbol vector, and independent of the constellation order for uniform QAM / affine in the constellation order for non-uniform QAM. Under certain conditions, the new approach affords significant improvements in SER over prior methods. Specifically, the Sphere Decoder (SD) family of detectors exhibits a threshold behavior: it either works very well (for low-enough symbol vector dimension, order of the individual symbol constellation, and high-enough SNR) or it freezes. The threshold between the two regimes depends on a combination of these three factors. When SD works, it outperforms SDR in terms of complexity and SER performance. In difficult scenarios, SDR offers an attractive alternative relative to earlier solutions.
C. Acquiring Channel State Information: Node Localization

We have proposed a hybrid two-stage node localization algorithm that offers better accuracy than existing alternatives of the same (and, in certain cases, even higher) complexity order. The new algorithm employs Fastmap, coupled with judicious selection of anchor nodes that double as pivots, to generate a computationally cheap yet sufficiently accurate initialization for gradient descent. The new algorithm is particularly attractive (in terms of the offered performance-complexity trade-off) in the case of dense networks.

We also proposed using our adaptation of Fastmap as initialization for Costa’s algorithm. The latter combination appears useful for sparse networks, in which case it attains better estimation performance than Fastmap followed by steepest descent (SD), albeit at a higher complexity cost. Our simulations indicate that, in the context of our present application, Fastmap+SD uniformly outperforms the classical principal component analysis (PCA)-based multi-dimensional scaling (MDS) algorithm, both in terms of complexity and in terms of estimation accuracy. We have also derived the pertinent CRB for the log-normal multiplicative measurement noise model, which was adopted for most of our simulations.

D. Synchronization, Doppler, and Intercept Issues: Particle Filtering Tools

We have developed three new particle filtering algorithms for tracking a frequency-hopped complex sinusoid, based on a novel stochastic state-space formulation. The algorithms range from a plain-vanilla version that uses the prior importance function, to a more advanced version that employs the optimal importance function, and, finally, an improvement of the latter using a problem-specific outer rejection loop. The two latter algorithms afford considerably better performance - complexity trade-offs.
We also revisited the important problem of tracking a single time-varying harmonic, whose frequency and complex amplitude evolve according to a linear Gaussian separable AR(1) model. A key difficulty in treating this model comes from the nonlinear measurement equation. For this model, we derived the optimal importance function in closed form. This yields interesting insights and opens up the possibility of designing particle filters that are more efficient than generic ones. We also derived a procedure to sample from this optimal importance function, using rejection and the concept of a dominating density. Our numerical experiments comparing the resulting filter to standard particle filters and the CRB show that the proposed PF algorithm has merits, particularly in terms of reducing the number of particles, and therefore memory requirements as well.
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Abstract

The problem of transmit beamforming to multiple co-channel multicast groups is considered, from two viewpoints: minimizing total transmission power while guaranteeing a prescribed minimum signal-to-interference-plus-noise-ratio (SINR) at each receiver; and a “fair” approach maximizing the overall minimum SINR under a total power budget. The core problem is a multicast generalization of the multiuser downlink beamforming problem; the difference is that each transmitted stream is directed to multiple receivers, each with its own channel. Such generalization is relevant and timely, e.g., in the context of 802.16e wireless networks. The joint problem also contains single group multicast beamforming as a special case. The latter (and therefore also the former) is NP-hard. This motivates the pursuit of computationally efficient quasi-optimal solutions. It is shown that Lagrangian relaxation coupled with suitable randomization / co-channel multicast power control loops yield computationally efficient high-quality approximate solutions. For a significant fraction of problem instances, the solutions generated this way are exactly optimal. Extensive numerical results using both simulated and measured wireless channels are presented to corroborate our main findings.
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I. INTRODUCTION

The proliferation of streaming media (digital audio, video, IP radio), peer-to-peer services, large-scale software updates, and profiled newscasts over the wireline Internet has brought renewed interest in multicast routing protocols. These protocols were originally conceived and have since evolved under the “wireline premise”: the physical network is a graph comprising point-to-point links that do not interfere with each other at the physical layer. Today, multicast routing protocols operate at the network or application layer, using either controlled flooding or minimum spanning tree access.

As wireless networks become ever more ubiquitous, and wireless becomes the choice for not only the “last hop” but also suburban- and metropolitan-area backbones, wireless multicasting solutions are needed to account for and exploit the idiosyncrasies of the wireless medium. Wireless is inherently a broadcast medium, where it is possible to reach multiple destinations with a single transmission; different co-channel transmissions are interfering with one-another at the intended destination(s); and links are subject to fading and shadowing, in addition to co-channel interference.

The broadcast advantage of wireless has of course been exploited since the early days of radio. The interference problem was dealt with by allocating different frequency bands to the different stations, and transmission was mostly isotropic or focused towards a specific service area.

Today, the situation with wireless networks is much different. First, transmissions need not be “blind”. Many wireless network standards provision the use of transmit antenna arrays. Using baseband beamforming, it is possible to steer energy in the direction(s) of the intended users, whose locations (or, more generally, channels) can often be accurately estimated. Second, the push towards higher capacity and end-user rates necessitates co-channel transmission which exploits the spatial diversity in the user population (spatial multiplexing). Third, quality of service is an important consideration, especially in wireless backhaul solutions like 802.16e. Finally, due to co-channel interference, wireless multicasting cannot be dealt with in isolation, one group at a time; a joint solution is needed.

The problem of transmit beamforming towards a (single) group of users was first considered in the Ph.D. thesis of Lopez [9], using the averaged (over all users in the group) received Signal to Noise Ratio (SNR) as the design criterion. The solution boils down to a relatively simple eigenvalue problem, but no SNR guarantee is provided this way: some users may get really poor SNR [11]. This is not acceptable in multicasting applications, because it is the worst SNR that determines the common information rate. Quality of service (providing a guaranteed minimum received SNR to every user) and max-min-fair (maximizing the smallest received SNR) designs were first proposed in [10], [11], where it was shown that the core problem is NP-hard, yet high-quality approximate solutions can be obtained using relaxation techniques based on semidefinite programming (SDP). The latter is a class of convex optimization problems which can be solved in polynomial time by powerful interior point
As already mentioned, designing a transmit beamformer separately for each multicast group can be far from optimal, due to inter-group interference. In this paper, we consider the joint design problem under quality of service and max-min-fair criteria. In addition to semidefinite relaxation ideas, our solutions entail a co-channel multicast power control component, which can be viewed as a generalization of multiuser power control ideas for the cellular downlink (e.g., see [3] and references therein). The multiuser downlink beamforming problem (e.g., see [1] and references therein) can be viewed as a special case of our formulation, where each multicast group consists of a single receiver.

A carefully designed suite of numerical results is used to demonstrate the efficacy of our designs, including extensive results using measured wireless channel data.

II. DATA MODEL AND PROBLEM STATEMENT

Consider a wireless scenario incorporating a single transmitter with N antenna elements and M receivers, each with a single antenna. Let \( h_i \) denote the \( N \times 1 \) complex vector that models the propagation loss and phase shift of the frequency-flat quasi-static channel from each transmit antenna to the receive antenna of user \( i \in \{1, \ldots, M\} \). Let there be a total of \( 1 \leq G \leq M \) multicast groups, \( \{G_1, \ldots, G_G\} \), where \( G_k \) contains the indices of receivers participating in multicast group \( k \), and \( k \in \{1, \ldots, G\} \). Each receiver listens to a single multicast; thus \( G_k \cap G_l = \emptyset \), \( l \neq k \), \( \bigcup_k G_k = \{1, \ldots, M\} \), and, denoting \( G_k := |G_k| \), \( \sum_{k=1}^G G_k = M \).

Let \( w_k \) denote the beamforming weight vector applied to the \( N \) transmitting antenna elements to generate the spatial channel for transmission to group \( k \) (see Fig. 1). Then the signal transmitted by the antenna array is equal to \( \sum_{k=1}^G w_k^H s_k(t) \), where \( s_k(t) \) is the temporal information-bearing signal directed to receivers in multicast group \( k \). Note that the above setup includes the case of broadcasting (a single multicast group, \( G = 1 \)) [11], as well as the case of individual information transmission to each receiver (\( G = M \)) by means of spatial multiplexing (see, e.g., [1]). If each \( s_k(t) \) is zero-mean, temporally white with unit variance, and the waveforms \( \{s_k(t)\}_{k=1}^G \) are mutually uncorrelated, then the total power radiated by the transmitting antenna array is equal to \( \sum_{k=1}^G \|w_k\|^2 \).

The joint design of transmit beamformers can then be posed as the problem of minimizing the total radiated power subject to meeting prescribed SINR constraints \( \gamma_i \) at each of the \( M \) receivers

\[
\begin{align*}
Q : \\
\min_{\{w_k \in \mathbb{C}^N\}_{k=1}^G} \sum_{k=1}^G \|w_k\|^2 \quad \text{s.t.:} \\
\frac{|w_k^H h_i|^2}{\sum_{k \neq k'} |w_k^H h_i|^2 + \sigma_i^2} \geq \gamma_i, \quad \forall i \in G_k, \quad \forall k \in \{1, \ldots, G\}.
\end{align*}
\]
Problem $Q$ contains the associated broadcasting problem ($G = 1$) as a special case; from this and [11], it immediately follows that

Claim 1: Problem $Q$ is NP-hard.

This motivates (cf. [4]) the pursuit of sensible approximate solutions to problem $Q$.  

III. RELAXATION

Towards this end, let us define $Q_i := h_i^H$ and $X_k := w_k w_k^H$, and note that $|w_k^H h_i|^2 = h_i^H w_k w_k^H h_i = \text{trace}(h_i^H w_k w_k^H h_i) = \text{trace}(h_i h_i^H w_k w_k^H) = \text{trace}(Q_i X_k)$. Note that $X_k = w_k w_k^H$ for some $w_k \in \mathbb{C}^N$ if and only if $X_k \succeq 0$ and $\text{rank}(X_k) = 1$. It follows that problem $Q$ can be equivalently reformulated as

$$
\min_{\{X_k \in \mathbb{C}^{N \times N}\}_{i=1}^G} \sum_{k=1}^G \text{trace}(X_k)
$$

s.t. : \[ \text{trace}(Q_i X_k) \geq \gamma_i \sum_{l \neq k} \text{trace}(Q_i X_l) + \gamma_i \sigma_i^2, \]
\[ \forall i \in G, \forall k \in \{1, \ldots, G\}, \]
\[ X_k \succeq 0, \forall k \in \{1, \ldots, G\}, \]
\[ \text{rank}(X_k) = 1, \forall k \in \{1, \ldots, G\}, \]

where the fact that the terms in the denominator are all nonnegative has also been taken into account.

Dropping the last $G$ rank-one constraints, which are nonconvex, we arrive at the following relaxation of problem $Q$

$$
Q_r : \min_{\{X_k \in \mathbb{C}^{N \times N}\}_{i=1}^G, \{s_i \in \mathbb{R}\}_{i=1}^M} \sum_{k=1}^G \text{trace}(X_k)
$$

s.t. : \[ \text{trace}(Q_i X_k) - \gamma_i \sum_{l \neq k} \text{trace}(Q_i X_l) - s_i = \gamma_i \sigma_i^2, \]
\[ \forall i \in G, \forall k \in \{1, \ldots, G\}, \]
\[ s_i \geq 0, \forall i \in \{1, \ldots, M\}, \]
\[ X_k \succeq 0, \forall k \in \{1, \ldots, G\}, \]

where $M$ nonnegative real “slack” variables $s_i$ have been introduced, in order to convert the first $M$ linear inequality constraints to $M$ linear equality constraints, plus $M$ nonnegativity constraints.

1Note that other special cases of problem $Q$ are not NP-hard: e.g., the multiuser downlink beamforming problem ($G = M$) is a Second Order Cone Program (SOCP) [1]; see also [7] for a restriction on the channel vectors that enables convex reformulation and thereby efficient solution of the problem.
Next, we seek to express the equality constraints as linear combinations of the unknown vector \( x = [\text{vec}(X_1)^T \cdots \text{vec}(X_G)^T]^T \), which is formed by stacking the columns of the \( X_k \) matrices. Towards this end, the \( G \times 1 \) vectors
\[
 a_i = (\gamma_i + 1)e_{k(i)} - \gamma_i 1_G, \quad \forall i \in \{1, \ldots, M\},
\]
are introduced, whose \( k(i) \)-th element is equal to one, whereas all others are set to \(-\gamma_i\). Here, \( e_{k(i)} \) is the \( G \times 1 \) vector indicating the multicast group \( k(i) \) that user \( i \) belongs to, and \( 1_G \) is the \( G \times 1 \) all-ones vector. Using \( a_i \) we can recast the equality constraints as
\[
 [a_i \otimes \text{vec}(Q_i^T)]^T x - s_i = \gamma_i \sigma_i^2, \quad \forall i \in \{1, \ldots, M\},
\]
where \( \otimes \) denotes the Kronecker product. Finally, the relaxed problem \( Q_r \) is written as

\[
 Q_r : \min_{x \in \mathbb{C}^{GN^2}, \{s_i \in \mathbb{R}\}_{i=1}^M} [1_G \otimes \text{vec}(I_N)]^T \text{vec}(x)
\]
\[
s.t. : \quad [a_i \otimes \text{vec}(Q_i^T)]^T x - s_i = \gamma_i \sigma_i^2, \quad \forall i \in \mathcal{G}_k, \forall k \in \{1, \ldots, G\},
\]
\[
 s_i \geq 0, \quad \forall i \in \{1, \ldots, M\}
\]
\[
 X_k \succeq 0, \quad \forall k \in \{1, \ldots, G\}.
\]

Here, \( I_N \) is the identity matrix of size \( N \times N \). Problem \( Q_r \) is a Semi-Definite Program (SDP), expressed in the primal standard form used by SDP solvers, such as SeDuMi [12]. This SDP has \( G \) matrix variables of size \( N \times N \), and \( M \) linear constraints. Interior point methods will take \( O(\sqrt{G \log(1/\epsilon)}) \) iterations, with each iteration requiring at most \( O(G^3 N^6 + M G N^2) \) arithmetic operations, where the parameter \( \epsilon \) represents the solution accuracy at the algorithm’s termination. SeDuMi uses interior point methods to solve such SDP problems efficiently. Actual runtime complexity will usually scale far slower with \( G, N, M \) than this worst-case bound.

IV. OBTAINING AN APPROXIMATE SOLUTION TO PROBLEM \( Q \)

Problem \( Q \) may not admit a feasible solution (counter-examples may be easily constructed), but if it does, the aforementioned approach will yield a solution to problem \( Q_r \). Due to relaxation, this solution will not, in general, consist of rank-one blocks. In order to obtain a high-quality approximate solution of problem \( Q \), the concept of randomization can be employed to generate candidate beamforming vectors in the span of the respective transmit covariance matrices. The main difference relative to the simpler broadcast case \((G = 1)\) considered in [11], is that here we cannot simply “scale up” the candidate beamforming vectors generated during randomization to satisfy the SINR constraints.
of problem \( Q \). The reason is that, in contrast to [11], we herein deal with an interference scenario, and boosting one group’s beamforming vector also increases interference to nodes in other groups. Whether it is feasible to satisfy the constraints for a given set of candidate beamforming vectors is also an issue here. Let \( a_{k,i} := |w_k^H h_i|^2 \) denote the signal power received at receiver \( i \) from the stream directed towards users in multicast group \( k \). Let \( \beta_k := \|w_k\|^2_2 \), and \( p_k \) denote the power boost (or reduction) factor for multicast group \( k \). Then the following Multi-Group Power Control (MGPC) problem emerges in converting candidate beamforming vectors to a candidate solution of problem \( Q \).

\[
\begin{align*}
\text{MGPC:} \\
\min_{\{p_k \in \mathbb{R} \}_{k=1}^G} & \quad \sum_{k=1}^G \beta_k p_k \\
\text{s.t.:} & \quad \frac{p_k a_{k,i}}{\sum_{l \neq k} p_l a_{l,i} + \sigma_i^2} \geq \gamma_i, \\
& \quad \forall i \in G_k, \ \forall k \in \{1, \ldots, G\}, \\
& \quad p_k \geq 0, \ \forall k \in \{1, \ldots, G\}.
\end{align*}
\]

As in Section III, taking advantage of the fact that the terms in the denominator are all nonnegative and introducing \( M \) nonnegative real “slack” variables \( s_i \), problem \( \text{MGPC} \) can be equivalently reformulated as

\[
\begin{align*}
\text{MGPC:} \\
\min_{\{p_k \in \mathbb{R} \}_{k=1}^G, \ \{s_i \in \mathbb{R} \}_{i=1}^M} & \quad \sum_{k=1}^G \beta_k p_k \\
\text{s.t.:} & \quad p_k a_{k,i} - \gamma_i \sum_{l \neq k} p_l a_{l,i} - s_i = \gamma_i \sigma_i^2, \\
& \quad \forall i \in G_k, \ \forall k \in \{1, \ldots, G\}, \\
& \quad p_k \geq 0, \ \forall k \in \{1, \ldots, G\}, \\
& \quad s_i \geq 0, \ \forall i \in \{1, \ldots, M\}.
\end{align*}
\]

Towards transforming the \( \text{MGPC} \) problem formulation to the primal standard form used by convex optimization problem solvers, such as SeDuMi, we denote \( \beta = [\beta_1, \ldots, \beta_G]^T \), \( p = [p_1, \ldots, p_G]^T \), and \( \alpha_i = [\alpha_{1,i}, \ldots, \alpha_{G,i}]^T \). We can now recast problem \( \text{MGPC} \) as
Problem $\mathcal{MGPC}$ is a Linear Program (LP) with $G$ nonnegative variables and $M$ linear inequality constraints. Interior point methods can either find the problem infeasible or generate an $\epsilon$-optimal solution in $O(\sqrt{G} \log(1/\epsilon))$ iterations, each requiring at most $O(G^3 + MG)$ arithmetic operations. SeDuMi can be used to find its optimum solution. Note that SeDuMi will also yield an infeasibility certificate in case the $\mathcal{MGPC}$ problem is not solvable for a particular beamforming configuration. This is useful to determine the feasibility of a candidate beamforming configuration.

For $G = M$ (independent information transmission to each receiver), problem $Q_r$ is in fact equivalent to (not a relaxation of) problem $Q$, see [1]; likewise, problem $\mathcal{MGPC}$ reduces to the well-known multiuser downlink power control problem, which can be solved using simpler means (e.g., [3]): matrix inversion and iterative descent algorithms. In this special case, (in)feasibility can be determined from the spectral radius of a certain “connectivity” matrix. Similar simplifications for the general instance of $\mathcal{MGPC}$ are perhaps possible, but appear highly non-trivial. At any rate, interior point LP routines are very efficient, hence this is not a major issue. The overall algorithm for obtaining an approximate solution to problem $Q$ can be summarized as follows:

1) **Relaxation:** Solve problem $Q_r$, using a SDP solver (e.g. SeDuMi). Denote the solution $\{X_k\}_{k=1}^G$.

2) **Randomization / Scaling Loop:** For each $k$, generate a vector in the span of $X_k$, using the Gaussian randomization technique (randC) in [11]. If, for some $k$, $\text{rank}(X_k) = 1$, then use the principal component instead. Next, feed the resulting set of candidate beamforming vectors $\{w_k\}_{k=1}^G$ into problem $\mathcal{MGPC}$ and solve it using SeDuMi. If the particular instance of $\mathcal{MGPC}$ is infeasible or yields a larger $\mathcal{MGPC}$ objective than previously checked candidates, discard the proposed set of candidate beamforming vectors; else, record the solution and associated objective value.

The quality of approximate solutions to problem $Q$ generated this way can be checked against the lower bound on transmit power obtained in solving problem $Q_r$. This bound can be further motivated...
from a duality perspective, as in [11]; that is, the aforementioned relaxation lower bound is in fact the tightest lower bound on the optimum of problem $Q$ attainable via Lagrangian duality [2]. This follows from arguments in [13] (see also the single-group case in [11]), due to the fact that problem $Q$ is a quadratically constrained quadratic program.

V. Joint Max-Min Fair Beamforming

In this section, we consider the related problem of maximizing the minimum SINR, received by any of the $M$ intended users irrespective of the multicast group they belong to, subject to an upper bound $P$ on the total transmitted power. This problem formulation is a generalization of the respective max-min fair transmit beamforming problem towards a single multicast group, which was considered in [11]. The key difference is that here we seek to maximize a SINR, instead of a SNR; that is, the beamforming vectors, which are to be optimized, appear in the numerator as well as in the denominator of the objective function. Specifically, the joint max-min fair (JMMF) transmit beamforming design is formulated as

$$
\max_{\{w_k \in \mathbb{C}^N\}_{k=1}^G} \min_{k \in \{1, \ldots, G\}} \min_{i \in G_k} \frac{|w_k^H h_i|^2}{\sum_{\ell \neq k} |w_k^H h_\ell|^2 + \sigma_i^2} \quad \text{s.t.} \quad \sum_{k=1}^G \|w_k\|^2_2 \leq P.
$$

Claim 2: Problem $F$ is NP-hard.

The inequality constraint on the total transmit power will be met with equality at an optimum. Otherwise, one could multiply all beam vectors by a constant $c > 1$, thereby increasing the minimum SINR (note that $\sigma_i^2 > 0$). We may therefore focus on the equality constrained problem and denote this as $F$ from now on.

Claim 2 motivates the pursuit of sensible approximate solutions to the JMMF problem. Towards this end, we introduce an auxiliary positive real variable $t$ and rewrite the (equality constrained)
JMMF downlink beamforming problem $\mathcal{F}$ as follows

$$\max_{\{w_k \in \mathbb{C}^N\}_{k=1}^G, \ t \in \mathbb{R}} \ t$$

subject to:

$$\frac{|w_k^H h_i|^2}{\sum_{\ell \neq k} |w_{\ell}^H h_i|^2 + \sigma_i^2} \geq t,$$

$\forall k \in \{1, \ldots, G\}, \ \forall i \in G_k,$

$$\sum_{k=1}^G \|w_k\|^2_2 = P, \ \text{and} \ \ t \geq 0.$$

Then, using the matrices $Q_i$ and $X_k$ introduced in Section III, we can further recast problem $\mathcal{F}$ as

$$\max_{\{X_k \in \mathbb{C}^{N \times N}\}_{k=1}^G, \ t \in \mathbb{R}} \ t$$

subject to:

$$\frac{\text{trace}(Q_i X_k)}{\sum_{\ell \neq k} \text{trace}(Q_i X_\ell) + \sigma_i^2} \geq t,$$

$\forall k \in \{1, \ldots, G\}, \ \forall i \in G_k,$

$$\sum_{k=1}^G \text{trace}(X_k) = P,$$

$$\text{rank}(X_k) = 1, \ \forall k \in \{1, \ldots, G\},$$

$$X_k \succeq 0, \ \forall k \in \{1, \ldots, G\}, \ \text{and} \ \ t \geq 0.$$

Finally, dropping the nonconvex rank constraints we obtain the following relaxation of the original problem $\mathcal{F}$

$$\mathcal{F}_r :$$

$$\max_{\{X_k \in \mathbb{C}^{N \times N}\}_{k=1}^G, \ t \in \mathbb{R}} \ t$$

subject to:

$$\text{trace}(Q_i X_k) - t \left(\sum_{\ell \neq k} \text{trace}(Q_i X_\ell) + \sigma_i^2\right) \geq 0,$$

$\forall k \in \{1, \ldots, G\}, \ \forall i \in G_k,$

$$\sum_{k=1}^G \text{trace}(X_k) = P,$$

$$X_k \succeq 0, \ \forall k \in \{1, \ldots, G\}, \ \text{and} \ \ t \geq 0.$$
where we have also taken into account the fact that the terms in the denominators of the first $M$ inequality constraints are all nonnegative. Problem $F_r$ has a linear objective function, 1 linear equality constraint, $G$ positive semidefinite constraints, and 1 nonnegativity constraint; however, it is nonconvex, due to the first $M$ nonlinear inequality constraints.

A solution to the relaxed problem $F_r$ can be found by means of bisection over SDP problems, as explained next. Let $t^*$ be the optimum value of problem $F_r$. A feasible solution of $F_r$ that is at most $\epsilon > 0$ away from $t^*$ can be generated as follows. Let $[L, U]$ be an interval containing $t^*$. We begin by setting $L = 0$, $U = P \min_{i \in \{1, \ldots, M\}} \frac{\|h_i\|^2}{\sigma_i^2}$, where the lower bound follows from non-negativity of $t^*$ and the upper bound follows from the Cauchy-Schwartz inequality. Given $[L, U]$, the convex feasibility problem $FP$, shown in the box below, is solved at the midpoint $t = (L + U)/2$ of the interval. If problem $FP$ is feasible for the given choice of $t$, we set $L := t$; otherwise $U := t$. Thus, in each iteration the interval is halved. Repeating until $U - L \leq \epsilon$ requires only $N_{\text{iter}} = \lceil \log_2 ((U - L)/\epsilon) \rceil$ iterations. In practice, 10-12 iterations are usually enough for typical problem setups.

The convex feasibility problem $FP$ is formulated, for any choice of the positive real $t$, as

\[
FP:\quad 
\begin{align*}
\text{find } & v \\
\text{s.t. } & \text{trace}(Q_i X_k) - t \sum_{\ell \neq k} \text{trace}(Q_i X_{\ell}) - s_i = t \sigma_i^2, \\
& \forall k \in \{1, \ldots, G\}, \forall i \in G_k, \\
& \sum_{k=1}^G \text{trace}(X_k) = P, \\
& X_k \succeq 0, \forall k \in \{1, \ldots, G\}, \\
& s_i \geq 0, \forall i \in \{1, \ldots, M\},
\end{align*}
\]

where $M$ nonnegative real “slack” variables $s_i$ have been introduced to convert the linear inequality constraints to linear equality plus nonnegativity constraints. Here, $v \in \mathbb{R}^M \times \mathbb{C}^{GN^2}$ denotes the variable vector $v = [s^T \text{vec}(X_1)^T \cdots \text{vec}(X_G)^T]^T$, where the vector $s = [s_1 \cdots s_M]^T$ contains the “slack” variables. The feasibility problem $FP$ is comprised of an objective function, set to zero, and $M + 1$ linear equality constraints, $G$ positive semidefinite constraints, and $M$ nonnegativity constraints. Hence, it is a SDP problem expressed in the standard primal form. Thus, for each iteration of the aforementioned bisection algorithm, problem $FP$ can be efficiently solved by SDP solvers. Similar to problem $Q_r$, this SDP feasibility problem has $G$ matrix variables of size $N \times N$, and $M + 1$ linear constraints. So computing an $\epsilon$-feasible solution by an interior point method will have an overall
iteration count of $O(\sqrt{G^3 N \log(1/\epsilon)})$, while each iteration has a complexity of $O(G^3N^6 + MGN^2)$. The use of SeDuMi in the algorithm is convenient, because it does not only yield a solution to problem $FP$ when the latter is feasible, but it also provides a certificate of infeasibility otherwise. As with problem $Q_r$, actual runtime complexity will usually scale far slower with $G, N, M$ than this worst-case bound.

When the algorithm terminates, the solution vector $v$, obtained by the last feasible iteration, contains the approximate solution to the relaxed problem $F_r$, namely the blocks $\{X_k\}_{k=1}^G$. The corresponding (approximate) optimal value of problem $F_r$ is an upper bound on the guaranteed received SINR by all users, that can be achieved with total transmit power $P$. This bound can only be met in the case when all blocks $X_k$ are rank-one, so that their principal components can be chosen as optimum beamforming vectors $w_k$. Due to the relaxation of the rank constraints, this is generally not true. Thus, post-processing of the relaxed solution is needed when the solution matrices $\{X_k\}_{k=1}^G$ are not all rank-one, so as to yield an approximate solution to the original joint max-min fair problem $F$. This can be accomplished by using a combined randomization - joint power control procedure, similar to the one described in Section IV. Specifically, Gaussian randomization (e.g., see [11]) may be used in a first step to create candidate sets of beamforming vectors $\{w_k\}_{k=1}^G$ in the span of the respective transmit covariance matrices. In a second step, the available transmit power $P$ is allocated to the candidate beamforming vectors, by adjusting the power boost (or back-off) factors $p_k$ for each multicast group. The set of $(p_k, w_k)$ pairs which maximizes the minimum received SINR is then chosen among all feasible solutions generated this way. Given a candidate set of beamforming vectors, the transmit power can be optimally allocated by solving the following problem

\[
\text{MGPC}':
\begin{align*}
\max_{\{p_k \in \mathbb{R}\}_{k=1}^G} \min_{k \in \{1, \ldots, G\}} \min_{i \in B_k} \frac{p_k \alpha_{k,i}}{\sum_{\ell \neq k} p_\ell \alpha_{\ell,i} + \sigma_i^2} \\
\text{s.t.} : \sum_{k=1}^G \beta_k p_k = P, \\
p_k \geq 0, \ \forall k \in \{1, \ldots, G\},
\end{align*}
\]

where, as introduced in Section IV, $\beta_k = \|w_k\|_2^2$ and $\alpha_{k,i}$ denotes the signal power received by user $i$ from the stream directed towards users in multicast group $k$. Introducing a real positive auxiliary
variable \( \gamma \), we can recast problem \( \mathcal{MGPC}' \) as

\[
\max_{\{p_k \in \mathbb{R}\}_{k=1}^{G}, \gamma \in \mathbb{R}} \gamma \\
\text{s.t.} : \quad \frac{p_k \alpha_{k,i}}{\sum_{\ell \neq k} p_{\ell} \alpha_{\ell,i} + \sigma_i^2} \geq \gamma, \\
\forall k \in \{1, \ldots, G\}, \forall i \in \mathcal{G}_k, \\
G \sum_{k=1}^{G} \beta_k p_k = P, \\
\begin{align*}
p_k &\geq 0, \forall k \in \{1, \ldots, G\}, \quad \text{and} \quad \gamma \geq 0.
\end{align*}
\]

The bisection algorithm, described earlier in this section, can be used again to obtain a solution to problem \( \mathcal{MGPC}' \). The search interval is bounded below by \( L = 0 \), as before. However, we may now further restrict the upper bound \( U \) to the optimal value obtained for the relaxed problem \( \mathcal{F}_r \). The convex feasibility problem, which is to be solved in each iteration for a given choice of the positive real \( \gamma \), is

\[\mathcal{FP}' :\]

\[
\begin{align*}
\text{find } \mathbf{v}' \\
\text{s.t.} : \quad &\alpha_{k,i} p_k - \gamma \sum_{\ell \neq k} \alpha_{\ell,i} p_{\ell} - s_i = \gamma \sigma_i^2, \\
&\forall k \in \{1, \ldots, G\}, \forall i \in \mathcal{G}_k, \\
&G \sum_{k=1}^{G} \beta_k p_k = P, \\
&p_k \geq 0, \forall k \in \{1, \ldots, G\}, \\
&s_i \geq 0, \forall i \in \{1, \ldots, M\},
\end{align*}
\]

where \( \mathbf{v}' \in \mathbb{R}^{M+G} \) denotes the variable vector \( \mathbf{v}' = [\mathbf{s}^T \mathbf{p}^T]^T \). Problem \( \mathcal{FP}' \) is a linear feasibility problem with \( G \) nonnegative variables and \( M + 1 \) linear inequality constraints. An interior point method can generate either an \( \epsilon \)-feasible solution in \( O(\sqrt{G} \log(1/\epsilon)) \) iterations, each requiring at most \( O(G^3 + MG) \) arithmetic operations, or return a dual certificate showing the problem is infeasible.

When the bisection algorithm terminates, the solution vector \( \mathbf{v}' \) obtained in the last feasible iteration contains the boost / attenuation factors which optimally allocate the available transmit power among the \( G \) multicast groups, for the given set of candidate beamforming vectors. If this set of \( (p_k, w_k) \) pairs...
yields larger worst-case received SINR than previously checked sets, then it is recorded; otherwise it is discarded.

Using the algorithm described so far, the cost of finding an approximate solution to the joint max-min fair beamforming problem is that of solving $N_{\text{iter}}$ SDP and $N_{\text{rand}}N'_{\text{iter}}$ LP feasibility problems, where $N'_{\text{iter}}$ are the iterations of the bisection executed for the solution of the $MGPC'$ problem.

The quality of the final approximate solution can be measured by the ratio of the optimal value of problem $F_r$ (which, as mentioned already, is actually an upper bound) to the maximum attained optimal value of problem $MGPC'$.

VI. NUMERICAL RESULTS

A. QoS Approach

In Sections III and IV we have derived a two-step algorithm to yield, in polynomial time, an approximate solution to the joint QoS multicast beamforming problem $Q$. The first step of the proposed algorithm consists of a relaxation of the original problem $Q$ to problem $Q_r$. The original problem $Q$ may or may not be feasible; if it is, then so is problem $Q_r$. If $Q_r$ is infeasible, then so is $Q$. The converse is generally not true; i.e., if $Q_r$ is feasible, $Q$ need not be feasible. In order to establish feasibility of $Q$ in this case, the randomization - $MGPC$ loop should yield at least one feasible solution. This is most often the case, as will be verified in the sequel. If the randomization - $MGPC$ loop fails to return at least one feasible solution, then the (in)feasibility of $Q$ cannot be determined.

There is, therefore, a relatively small proportion of problem instances for which (in)feasibility of $Q$ cannot be decided using the proposed approach. It is evident from the above discussion that feasibility is a key aspect of problem $Q$ and its proposed solution via problem $Q_r$ and the randomization - $MGPC$ loop. Feasibility depends on a number of factors; namely, the number of transmit antenna elements $N$, the number and the populations of the multicast groups, $G$ and $G_k$ respectively, the channel characteristics $h_i$, the channel noise variances $\sigma_i^2$, and finally the desired receive SINR constraints $\gamma_i$.

Beyond feasibility, there are two key issues of interest. The first has to do with cases for which the solution to the relaxed problem $Q_r$ yields an exact optimum of the original problem $Q$. This happens when the $N \times N$ solution blocks $X_k$, $k \in \{1, \cdots , G\}$, turn out all being rank-one. In this case, the associated principal components solve optimally the original problem $Q$, i.e., in such a case $Q_r$ is not a relaxation after all. It is interesting to find the frequency of occurrence of such an event, whose benefit is twofold: the problem is solved not only optimally, but also at a smaller complexity, since the randomization step and the repeated solution of the ensuing $MGPC$ problem is avoided. The second issue of interest has to do with the quality of the final approximate solution to problem $Q$, in those cases where a feasible solution can be found using the proposed two-step algorithm. As in [11], a
A practical figure of merit for the quality of the final approximate solution (set of beamforming vectors and power scaling factors) is the ratio of the total transmitted power corresponding to the approximate solution over \( \sum_{k=1}^{G} \text{trace}(X_k) \) - the lower bound generated from the solution of the relaxed problem \( Q_r \).

We first consider the standard i.i.d. Rayleigh fading model, i.e., the elements of the \( N \times 1 \) channel vectors \( h_i, \forall i \in \{1, \ldots, M\} \) are i.i.d. circularly symmetric complex Gaussian random variables of variance 1. For each scenario considered, 300 different channel snapshots are randomly created according to the aforementioned model and fed to the proposed algorithm. The results presented in this subsection are obtained by averaging over 300 Monte-Carlo runs, using 300 Gaussian randomization samples in each run. Tables I, II, and III summarize these results, for \( N \) (number of transmit antenna elements) set to 4, 6, and 8 respectively. The proposed algorithm is tested for a variety of choices for \( M \) (the total number of single-antenna receivers) and \( G \) (the number of multicast groups), which index the rows in the tables (columns 1 and 2, respectively). The users are considered to be evenly distributed among the multicast groups, i.e., \( G_k = M/G, \ \forall k \in \{1, \ldots, G\} \). For each such configuration, the QoS downlink beamforming problem is solved for increasing values (in the 6-20 dB range, see column 3) of the received SINR constraints (same for all users), provided that there exist channel instances for which problem \( Q_r \) is feasible. The noise variance is set to \( \sigma^2 = 1 \) for all channels. The percentage of the 300 Monte-Carlo runs for which \( Q_r \) is feasible is shown in column 4. Columns 5 reports the percentage of feasible solutions to problem \( Q_r \), which yield exact solutions to problem \( Q \). This is calculated as the percentage of problem instances for which all \( X_k \) in the solution of \( Q_r \) turn out having rank (essentially) equal to one (defined by the second largest eigenvalue being smaller than \( 10^{-3} \) of the sum of all eigenvalues). Column 6 reports the percentage of problem instances for which, once a feasible solution to problem \( Q_r \) is found, the proposed algorithm’s second step, i.e., the ensuing randomization - \( MGPC \) loop, yields at least one feasible solution for the original problem \( Q \). The next two columns (7 and 8), hold the mean and standard deviation of the quality measure, defined in Section IV as the ratio of transmitted power corresponding to the final approximate solution over the lower bound obtained from the SDR solution. This ratio equals one when rank relaxation is exact (not a relaxation after all), and the reported statistics depend on the frequency (see column 5) of this event. In order to obtain additional insight in the quality of the approximation step, conditional statistics are also reported in the last two columns (9 and 10) after excluding exact optimum solutions from the calculation.

An initial comment, regarding the feasibility of the relaxed problem \( Q_r \), is that in all configurations considered, the higher the target SINR, the less likely it is that \( Q_r \) is feasible, which is intuitive. Furthermore, \( Q_r \) is getting more difficult to solve as the number \( G \) of multicast groups increases and/or
as more (randomly generated) users per multicast group are added, since in either case interference is higher. Finally, it is seen that increasing the number of transmit antennas ($N$) improves service, as expected: higher receive SINR can be attained by more users in more multicast groups.

The most interesting observation, concerning the percentage of problems $Q_r$ for which the relaxation is tight, is that it increases as the number of users per multicast group decreases; percentages are significant especially when the number of users per group is smaller or equal to the number of transmit antennas. This can be seen in two ways: either by holding the number of groups fixed while decreasing their populations, or by fixing the total number of users and distributing them in more multicast groups. Trying to interpret this fact, note that in both cases the problem is pushed towards the multiuser (independent information) downlink problem, where each user forms a multicast group. The latter is known to be convex, and the associated SDP relaxation has been shown to be tight [1]. In addition, the $Q_r$ optimality percentage also increases with target SINR. It seems as if rank-one solutions are more likely when operating close to the infeasibility boundary. In some scenarios, $Q_r$ consistently yields an exact solution of $Q$. That is, the $X_k$ blocks are all consistently rank-one. In this case, no further randomization is needed - the principal components of the extracted blocks are the optimal beamformers. More on this can be found in [7].

As far as the approximation step of the proposed algorithm is concerned, we can distinguish two cases. In most of the scenarios considered, the number of users per multicast group was kept smaller or equal to the number of transmit antenna elements, so that a realistic value of the receive SINR could be guaranteed, for a significant fraction of the different channel instances. There, the randomization - MGPC loop yields a feasible solution with a probability higher than 90% in most cases where $Q_r$ is feasible; this solution entails transmission power that is under two times (3 dB from) the possibly unattainable lower bound, on average. The actual numbers for each configuration depend on the number of the Gaussian randomization samples; 300 have proved adequate for most configurations. However, when a relatively low target SINR is to be guaranteed to a number of users per group larger than the number of antennas, the feasibility of the approximation decreases and the power penalty increases. This can be appreciated by looking at the lowest sub-matrices of Tables I–III. Simulations are repeated for these configurations using 1000 Gaussian random samples. The results are summarized in Table IV, where an extra column has been added at the front, indicating the number $N$ of transmit antenna elements. A small improvement is observed in the quality of the approximation; but it is still inadequate for the last configuration.
B. Max-min-fair Approach

In this subsection we assess the performance of the algorithm derived in Section V for the JMMF downlink multicast beamforming problem. As in the previous subsection, the standard i.i.d. Rayleigh fading model is used for Monte-Carlo simulations. Table V summarizes the results obtained using the proposed algorithm for 300 Monte-Carlo runs and 1000 Gaussian randomization samples each. The value of the available transmit power $P$ is set to 1000 for all the reported simulation results. Note at this point that, contrary to the single-group multicasting scenario [11], the optimization problem in the general case of multiple multicast groups is interference-limited; hence, it depends on the value of $P$. Specifically, if the same problem is solved for two different values of $P$, the designed beams will have the same shape, but the power allocation, i.e. the solution of the $\mathcal{MGPC}'$ problem will differ.

Simulations are conducted for three different choices (4, 6, and 8) of the number $N$ of transmit antenna elements and a variety of choices for the number of receiving single-antenna mobile users $M$, shown respectively in the first and the second column of the table. The users are considered to be evenly distributed among the $G$ multicast groups; their number is stored in the third column. The fourth column reports the percentage of the Monte-Carlo runs for which all solution blocks $\mathbf{X}_k$ of the relaxed problem $\mathcal{F}_r$ are essentially rank-one. As mentioned already, when this is the case, the principal components of the blocks optimally solve the original joint max-min-fair problem, i.e. problem $\mathcal{F}_r$ is equivalent to and not a relaxation of problem $\mathcal{F}$; hence, there is no need for the algorithm’s second step (randomization - $\mathcal{MGPC}'$ loop). It is evident that this case occurs quite frequently, with a frequency which drops as the number of users and the number of multicast groups increases.

The next two columns (fifth and sixth) of Table V hold the average value (over all Monte-Carlo runs) and the standard deviation, respectively, of the ratio of the optimal value of problem $\mathcal{F}_r$ to the maximum attained optimal value of problem $\mathcal{MGPC}'$. This is a measure of the quality of the overall solution obtained using our proposed approach. The final two columns (seventh and eighth) report the same statistics, but only for the Monte-Carlo runs for which the relaxation is not essentially tight, for additional insight on the quality of the approximation step. It is observed that the minimum achieved SINR is usually very close (in the mean) to the upper bound calculated by the relaxed SDP problem $\mathcal{F}$; thus, the approximation step yields high quality solutions. Compared with the respective results for the single multicast group case [11], the multi-group algorithm consistently performs better. In addition, the quality of the approximation becomes better (i.e., the mean of the ratio drops) as a given number of users is distributed among a larger number of multicast groups (e.g., see the case of 12 users, divided into 2, 3, and 4 groups). The interpretation given for the QoS formulation, that the
problem is pushed towards the (convex) multiuser downlink problem, applies here, too.

Regarding practical execution time, the SDP feasibility problem $\mathcal{F}_r$ is solved in about 0.1 sec, on a typical desktop PC, for the cases considered. The variation of this execution time is almost negligible for the tested variation of the values $M$ and $G$ (users and groups, respectively). However, an approximately linear dependence of the execution time on the number of transmit antennas $N$ has been observed. The LP feasibility problem is solved in approximately 0.05 sec, irrespective of the scenario considered. Thus, in practice the algorithm needs approximately $1 + 0.5 N_{\text{rand}}$ sec (for $N_{\text{iter}} \approx N'_{\text{iter}} \approx 10$), when the relaxation is not tight.

C. Experiments with Measured Channel Data

The performance of the proposed multicast beamforming algorithms was also tested on measured channel data courtesy of iCORE HCDC Lab, University of Alberta in Edmonton, Canada. Measurements were carried out using a portable $4 \times 4$ multiple-input multiple-output (MIMO) testbed that operates in the 902–928 MHz (ISM) band. The transmitter (Tx) and the receiver (Rx) were equipped with antenna arrays, each comprising four vertically polarized dipole antennas spaced $\lambda/2$ ($\approx 16$ cm) apart. The chip rate used for sounding was low enough to safely assume that the channel is not frequency selective. More details on the testbed configuration and the procedure used to estimate the channel gains of the MIMO channel matrix can be found in [5]. Datasets and a detailed description of many measurement campaigns in typical propagation environments are available at the iCORE HCDC Lab website (http://www.ece.ualberta.ca/~mimo/). The most pertinent scenario for our purposes is the stationary outdoor one, called Quad and illustrated in Figure 2. Quad is a 150 by 60 meters lawn surrounded by buildings with heights from approximately 15 to 30 meters. The Tx location was fixed, whereas the Rx was placed in 6 different locations (no measurements are actually provided for location 4) as indicated in Figure 2. For every Rx location, 9 different measurements were taken by shifting the Rx antenna array on a $3 \times 3$ square grid with $\lambda/4$ spacing. Each measurement contains about 100 $4 \times 4$ channel snapshots, recorded 3 per second; thus for each location there are about 900 MIMO channel gain matrices available. We form multicast groups by considering each receive antenna at each location as a separate terminal, and grouping terminals in 1–3 locations into one multicast group. The results reported in Tables VI–XII and XIII, for the QoS and the JMMF problem formulations, respectively, are obtained by averaging over the 900 channel instances. Channel gains are normalized before use, dividing by the average channel amplitude for the respective configuration. 300 Gaussian samples are employed in the randomization / MGPC loop. The main findings regarding performance of our algorithms applied to the measured channel data can be summarized as follows:

- For 2 multicast groups and number of users per group equal to the number of Tx antennas ($N = 4$),
the relaxation $Q \rightarrow Q_r$ is tight very frequently (70–100%) and the power penalty paid by the approximation step very small. These hold irrespective of the distribution of each group’s users in 1, 2, or even 3 locations (see Tables VI, VII, and VIII, respectively).

- For 2 multicast groups of 6 (or 8) users each, evenly distributed in 2 locations, the relaxation $Q \rightarrow Q_r$ is tight for more than half of the occasions (see Tables IX, and XI). There exist channel instances for which SINR up to 14 (or 12) dB can be guaranteed; such high SINR values are unattainable under the corresponding i.i.d. Rayleigh fading scenario. The quality of approximation is good, even though the number of user per group is larger than the number of transmit antenna elements.

- When 6 users in each of 2 multicast groups are evenly distributed in 3 locations, the relaxation $Q \rightarrow Q_r$ is tight less frequently (< 80%), and the problem is feasible only up to about 10 dB (see Table X). The feasibility of the approximation step can drop < 80%.

- For 3 multicast groups (see Table XII) of 3 co-located users each, the relaxation $Q \rightarrow Q_r$ is almost always tight (> 90%) and feasible up to 10 dB of prescribed SINR. For 4 users per group it becomes infeasible for SINR values larger than about 8 dB.

- When the number of users per multicast group is small, the relaxation $F \rightarrow F_r$ in the JMMF formulation is tight in a high percentage of cases (see Table XIII). This percentage drops as the number of users per multicast group increases. In all scenarios considered, the proposed algorithm yields high quality approximate solutions.

VII. CONCLUSIONS

The downlink beamforming problem was considered for the general case of multiple co-channel multicast groups, under two design criteria: QoS, in which we seek to minimize the total transmitted power while guaranteeing a prescribed minimum SINR at all receivers; and a fair objective, in which we seek to maximize the minimum received SINR under a total power constraint. Both formulations contain single group multicast beamforming as a special case, and are therefore NP-hard. Computationally efficient quasi-optimal solutions were proposed by means of SDR and a combined randomization - MGPC loop. Extensive numerical results have been presented, using both simulated (i.i.d. Rayleigh) and measured stationary outdoor wireless channel data, showing that the proposed algorithms yield high quality approximate solutions at a moderate complexity cost. Interestingly, our numerical findings indicate that the solutions generated by our algorithms are often exactly optimal, especially in the case of measured channels. In certain cases this optimality can be proven beforehand, and alternative convex reformulations of lower complexity can be constructed; see [7] for further details. In other cases, a theoretical worst-case bound on approximation accuracy can be derived, and shown to be tight; on this issue, see [8].
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Fig. 1. Co-channel multicast beamforming concept (note that groups need not be spatially clustered).
Fig. 2. Sample wireless channel measurement scenario from http://www.ece.ualberta.ca/~mimo/

TABLE I
MC SIMULATION RESULTS (Rayleigh); QoS TX beamforming; N = 4 Tx antennas, 300 randomizations

<table>
<thead>
<tr>
<th>$M$</th>
<th>$G$</th>
<th>SINR</th>
<th>feas. $Q_r$</th>
<th>opt. $Q_r$</th>
<th>feas. appr. $Q_r$</th>
<th>all solutions mean</th>
<th>all solutions std</th>
<th>appr. solutions mean</th>
<th>appr. solutions std</th>
</tr>
</thead>
<tbody>
<tr>
<td>6</td>
<td>3</td>
<td>6</td>
<td>89.67</td>
<td>99.63</td>
<td>100</td>
<td>1.0000</td>
<td>0.0005</td>
<td>1.0079</td>
<td>0</td>
</tr>
<tr>
<td>6</td>
<td>3</td>
<td>8</td>
<td>70.33</td>
<td>100</td>
<td>-</td>
<td>1</td>
<td>0</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>6</td>
<td>3</td>
<td>10</td>
<td>45.33</td>
<td>100</td>
<td>-</td>
<td>1</td>
<td>0</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>6</td>
<td>3</td>
<td>12</td>
<td>27</td>
<td>100</td>
<td>-</td>
<td>1</td>
<td>0</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>6</td>
<td>3</td>
<td>14</td>
<td>14</td>
<td>100</td>
<td>-</td>
<td>1</td>
<td>0</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>6</td>
<td>3</td>
<td>16</td>
<td>7</td>
<td>100</td>
<td>-</td>
<td>1</td>
<td>0</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>8</td>
<td>2</td>
<td>6</td>
<td>98.33</td>
<td>79.66</td>
<td>98.31</td>
<td>1.0550</td>
<td>0.1710</td>
<td>1.2902</td>
<td>0.2950</td>
</tr>
<tr>
<td>8</td>
<td>2</td>
<td>8</td>
<td>90.67</td>
<td>83.46</td>
<td>98.90</td>
<td>1.0838</td>
<td>0.3788</td>
<td>1.5366</td>
<td>0.8301</td>
</tr>
<tr>
<td>8</td>
<td>2</td>
<td>10</td>
<td>73.33</td>
<td>83.18</td>
<td>98.18</td>
<td>1.1935</td>
<td>1.8118</td>
<td>2.2668</td>
<td>4.5446</td>
</tr>
<tr>
<td>8</td>
<td>2</td>
<td>12</td>
<td>52</td>
<td>85.90</td>
<td>98.72</td>
<td>1.2018</td>
<td>2.1247</td>
<td>2.5542</td>
<td>5.8430</td>
</tr>
<tr>
<td>8</td>
<td>2</td>
<td>14</td>
<td>32</td>
<td>88.54</td>
<td>100</td>
<td>1.0128</td>
<td>0.0593</td>
<td>1.1113</td>
<td>0.1462</td>
</tr>
<tr>
<td>8</td>
<td>2</td>
<td>16</td>
<td>16.33</td>
<td>89.80</td>
<td>95.92</td>
<td>1.0426</td>
<td>0.1892</td>
<td>1.6679</td>
<td>0.4433</td>
</tr>
<tr>
<td>8</td>
<td>2</td>
<td>18</td>
<td>9.33</td>
<td>92.86</td>
<td>100</td>
<td>1.0154</td>
<td>0.0669</td>
<td>1.2162</td>
<td>0.1847</td>
</tr>
<tr>
<td>8</td>
<td>2</td>
<td>20</td>
<td>3</td>
<td>88.89</td>
<td>100</td>
<td>1.0543</td>
<td>0.1628</td>
<td>1.4884</td>
<td>0</td>
</tr>
<tr>
<td>9</td>
<td>3</td>
<td>6</td>
<td>5.67</td>
<td>100</td>
<td>-</td>
<td>1</td>
<td>0</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>12</td>
<td>2</td>
<td>6</td>
<td>42</td>
<td>49.21</td>
<td>79.37</td>
<td>1.6927</td>
<td>1.8918</td>
<td>2.8228</td>
<td>2.7314</td>
</tr>
<tr>
<td>12</td>
<td>2</td>
<td>8</td>
<td>10.33</td>
<td>80.65</td>
<td>93.55</td>
<td>1.1921</td>
<td>0.5123</td>
<td>2.3929</td>
<td>0.4689</td>
</tr>
<tr>
<td>12</td>
<td>2</td>
<td>10</td>
<td>1.33</td>
<td>100</td>
<td>-</td>
<td>1</td>
<td>0</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>16</td>
<td>2</td>
<td>6</td>
<td>6.33</td>
<td>26.32</td>
<td>68.42</td>
<td>1.5619</td>
<td>1.2120</td>
<td>1.9131</td>
<td>1.4669</td>
</tr>
<tr>
<td>$M$</td>
<td>$G$</td>
<td>SINR</td>
<td>feas. $Q_r$</td>
<td>opt. $Q_r$</td>
<td>feas. appr. $Q_r$</td>
<td>all solutions mean</td>
<td>std</td>
<td>appr. solutions mean</td>
<td>std</td>
</tr>
<tr>
<td>-----</td>
<td>-----</td>
<td>------</td>
<td>-------------</td>
<td>-----------</td>
<td>------------------</td>
<td>-------------------</td>
<td>-----</td>
<td>---------------------</td>
<td>-----</td>
</tr>
<tr>
<td>8</td>
<td>2</td>
<td>6</td>
<td>100</td>
<td>80.67</td>
<td>99</td>
<td>1.0228</td>
<td>0.0734</td>
<td>1.1233</td>
<td>0.1301</td>
</tr>
<tr>
<td>8</td>
<td>2</td>
<td>8</td>
<td>100</td>
<td>82.33</td>
<td>98.67</td>
<td>1.0162</td>
<td>0.0514</td>
<td>1.0979</td>
<td>0.0900</td>
</tr>
<tr>
<td>8</td>
<td>2</td>
<td>10</td>
<td>100</td>
<td>87.67</td>
<td>97.67</td>
<td>1.0118</td>
<td>0.0485</td>
<td>1.1150</td>
<td>0.1067</td>
</tr>
<tr>
<td>8</td>
<td>2</td>
<td>12</td>
<td>100</td>
<td>88</td>
<td>98</td>
<td>1.0102</td>
<td>0.0396</td>
<td>1.1004</td>
<td>0.0803</td>
</tr>
<tr>
<td>8</td>
<td>2</td>
<td>14</td>
<td>100</td>
<td>89.33</td>
<td>98.67</td>
<td>1.0099</td>
<td>0.0478</td>
<td>1.1050</td>
<td>0.1211</td>
</tr>
<tr>
<td>8</td>
<td>2</td>
<td>16</td>
<td>100</td>
<td>90.33</td>
<td>98</td>
<td>1.0089</td>
<td>0.0483</td>
<td>1.1143</td>
<td>0.1359</td>
</tr>
<tr>
<td>8</td>
<td>2</td>
<td>18</td>
<td>100</td>
<td>92.67</td>
<td>99.33</td>
<td>1.0071</td>
<td>0.0409</td>
<td>1.1052</td>
<td>0.1235</td>
</tr>
<tr>
<td>8</td>
<td>2</td>
<td>20</td>
<td>100</td>
<td>92</td>
<td>99.33</td>
<td>1.0064</td>
<td>0.0328</td>
<td>1.0862</td>
<td>0.0894</td>
</tr>
<tr>
<td>12</td>
<td>2</td>
<td>6</td>
<td>100</td>
<td>35.33</td>
<td>94</td>
<td>1.2782</td>
<td>0.5915</td>
<td>1.4458</td>
<td>0.6977</td>
</tr>
<tr>
<td>12</td>
<td>2</td>
<td>8</td>
<td>100</td>
<td>39</td>
<td>95</td>
<td>1.505</td>
<td>3.0705</td>
<td>1.8661</td>
<td>4.2771</td>
</tr>
<tr>
<td>12</td>
<td>2</td>
<td>10</td>
<td>97</td>
<td>50.52</td>
<td>92.44</td>
<td>1.2513</td>
<td>0.5905</td>
<td>1.5542</td>
<td>0.7766</td>
</tr>
<tr>
<td>12</td>
<td>2</td>
<td>12</td>
<td>86.67</td>
<td>56.92</td>
<td>94.23</td>
<td>1.2172</td>
<td>0.5583</td>
<td>1.5487</td>
<td>0.7800</td>
</tr>
<tr>
<td>12</td>
<td>2</td>
<td>14</td>
<td>68.67</td>
<td>63.59</td>
<td>94.66</td>
<td>1.2330</td>
<td>0.8614</td>
<td>1.7098</td>
<td>1.3993</td>
</tr>
<tr>
<td>12</td>
<td>2</td>
<td>16</td>
<td>47</td>
<td>69.50</td>
<td>92.91</td>
<td>1.2031</td>
<td>1.3485</td>
<td>1.8064</td>
<td>2.6241</td>
</tr>
<tr>
<td>12</td>
<td>2</td>
<td>18</td>
<td>27.33</td>
<td>69.51</td>
<td>95.12</td>
<td>1.1972</td>
<td>0.9655</td>
<td>1.7324</td>
<td>1.7825</td>
</tr>
<tr>
<td>12</td>
<td>2</td>
<td>20</td>
<td>17</td>
<td>82.35</td>
<td>100</td>
<td>1.0734</td>
<td>0.2537</td>
<td>1.4157</td>
<td>0.4921</td>
</tr>
<tr>
<td>12</td>
<td>3</td>
<td>6</td>
<td>72</td>
<td>76.85</td>
<td>93.06</td>
<td>1.2440</td>
<td>1.1504</td>
<td>2.4010</td>
<td>2.4730</td>
</tr>
<tr>
<td>12</td>
<td>3</td>
<td>8</td>
<td>19.67</td>
<td>83.05</td>
<td>94.92</td>
<td>1.0433</td>
<td>0.2193</td>
<td>1.3460</td>
<td>0.5645</td>
</tr>
<tr>
<td>12</td>
<td>3</td>
<td>10</td>
<td>2.33</td>
<td>100</td>
<td>-</td>
<td>1</td>
<td>0</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>12</td>
<td>4</td>
<td>6</td>
<td>4</td>
<td>100</td>
<td>-</td>
<td>1</td>
<td>0</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>16</td>
<td>2</td>
<td>6</td>
<td>98.33</td>
<td>11.19</td>
<td>74.58</td>
<td>3.1376</td>
<td>4.9208</td>
<td>3.5149</td>
<td>5.2495</td>
</tr>
<tr>
<td>16</td>
<td>2</td>
<td>8</td>
<td>75</td>
<td>15.11</td>
<td>63.56</td>
<td>2.4204</td>
<td>2.2800</td>
<td>2.8635</td>
<td>2.4499</td>
</tr>
<tr>
<td>16</td>
<td>2</td>
<td>10</td>
<td>26.67</td>
<td>31.25</td>
<td>58.75</td>
<td>1.5876</td>
<td>1.0146</td>
<td>2.2554</td>
<td>1.1734</td>
</tr>
<tr>
<td>16</td>
<td>2</td>
<td>12</td>
<td>4.33</td>
<td>38.46</td>
<td>84.62</td>
<td>4.5305</td>
<td>7.4475</td>
<td>7.4725</td>
<td>9.3851</td>
</tr>
</tbody>
</table>
TABLE III
MC SIMULATION RESULTS (RAYLEIGH); QoS TX BEAMFORMING; N = 8 TX ANTENNAS, 300 RANDOMIZATIONS

<table>
<thead>
<tr>
<th>M</th>
<th>G</th>
<th>SINR</th>
<th>feas.</th>
<th>opt.</th>
<th>feas.</th>
<th>all solutions</th>
<th>appr. solutions</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td>Qx</td>
<td>Qr</td>
<td>appr.</td>
<td>mean</td>
<td>std</td>
</tr>
<tr>
<td>12</td>
<td>2</td>
<td>6</td>
<td>100</td>
<td>37</td>
<td>95.33</td>
<td>1.1814</td>
<td>0.2527</td>
</tr>
<tr>
<td>12</td>
<td>2</td>
<td>8</td>
<td>100</td>
<td>35.67</td>
<td>96.33</td>
<td>1.1733</td>
<td>0.2409</td>
</tr>
<tr>
<td>12</td>
<td>2</td>
<td>10</td>
<td>100</td>
<td>34.67</td>
<td>95</td>
<td>1.1734</td>
<td>0.2329</td>
</tr>
<tr>
<td>12</td>
<td>2</td>
<td>12</td>
<td>100</td>
<td>41.33</td>
<td>96</td>
<td>1.1485</td>
<td>0.2099</td>
</tr>
<tr>
<td>12</td>
<td>2</td>
<td>14</td>
<td>100</td>
<td>43</td>
<td>95</td>
<td>1.1478</td>
<td>0.2157</td>
</tr>
<tr>
<td>12</td>
<td>2</td>
<td>16</td>
<td>100</td>
<td>45</td>
<td>94.33</td>
<td>1.1316</td>
<td>0.1956</td>
</tr>
<tr>
<td>12</td>
<td>2</td>
<td>18</td>
<td>100</td>
<td>48.33</td>
<td>95.67</td>
<td>1.1226</td>
<td>0.2297</td>
</tr>
<tr>
<td>12</td>
<td>2</td>
<td>20</td>
<td>100</td>
<td>53.33</td>
<td>95.33</td>
<td>1.0993</td>
<td>0.1765</td>
</tr>
<tr>
<td>12</td>
<td>3</td>
<td>6</td>
<td>100</td>
<td>78.67</td>
<td>98.33</td>
<td>1.0372</td>
<td>0.1065</td>
</tr>
<tr>
<td>12</td>
<td>3</td>
<td>8</td>
<td>100</td>
<td>79</td>
<td>98</td>
<td>1.0367</td>
<td>0.1081</td>
</tr>
<tr>
<td>12</td>
<td>3</td>
<td>10</td>
<td>98.67</td>
<td>81.42</td>
<td>98.99</td>
<td>1.0452</td>
<td>0.1406</td>
</tr>
<tr>
<td>12</td>
<td>3</td>
<td>12</td>
<td>94.67</td>
<td>85.21</td>
<td>97.54</td>
<td>1.0393</td>
<td>0.1464</td>
</tr>
<tr>
<td>12</td>
<td>3</td>
<td>14</td>
<td>78.67</td>
<td>88.14</td>
<td>98.73</td>
<td>1.0559</td>
<td>0.2863</td>
</tr>
<tr>
<td>12</td>
<td>3</td>
<td>16</td>
<td>52.33</td>
<td>92.99</td>
<td>99.36</td>
<td>1.0241</td>
<td>0.1114</td>
</tr>
<tr>
<td>12</td>
<td>3</td>
<td>18</td>
<td>30.67</td>
<td>93.48</td>
<td>98.91</td>
<td>1.0291</td>
<td>0.1444</td>
</tr>
<tr>
<td>12</td>
<td>3</td>
<td>20</td>
<td>17.67</td>
<td>98.11</td>
<td>100</td>
<td>1.0054</td>
<td>0.0396</td>
</tr>
<tr>
<td>12</td>
<td>4</td>
<td>6</td>
<td>100</td>
<td>93.33</td>
<td>99.67</td>
<td>1.0072</td>
<td>0.0342</td>
</tr>
<tr>
<td>12</td>
<td>4</td>
<td>8</td>
<td>87.33</td>
<td>98.09</td>
<td>99.62</td>
<td>1.0037</td>
<td>0.0353</td>
</tr>
<tr>
<td>12</td>
<td>4</td>
<td>10</td>
<td>42.33</td>
<td>97.64</td>
<td>100</td>
<td>1.0075</td>
<td>0.0635</td>
</tr>
<tr>
<td>12</td>
<td>4</td>
<td>12</td>
<td>12</td>
<td>97.22</td>
<td>100</td>
<td>1.0099</td>
<td>0.0595</td>
</tr>
<tr>
<td>12</td>
<td>4</td>
<td>14</td>
<td>3.33</td>
<td>100</td>
<td>-</td>
<td>1</td>
<td>0</td>
</tr>
<tr>
<td>16</td>
<td>2</td>
<td>6</td>
<td>100</td>
<td>9.67</td>
<td>93</td>
<td>1.8833</td>
<td>1.6259</td>
</tr>
<tr>
<td>16</td>
<td>2</td>
<td>8</td>
<td>100</td>
<td>11.67</td>
<td>91</td>
<td>1.9955</td>
<td>2.2743</td>
</tr>
<tr>
<td>16</td>
<td>2</td>
<td>10</td>
<td>99.67</td>
<td>15.05</td>
<td>86.62</td>
<td>1.8757</td>
<td>1.3169</td>
</tr>
<tr>
<td>16</td>
<td>2</td>
<td>12</td>
<td>98.67</td>
<td>22.64</td>
<td>88.18</td>
<td>1.6957</td>
<td>1.5693</td>
</tr>
<tr>
<td>16</td>
<td>2</td>
<td>14</td>
<td>94.67</td>
<td>31.69</td>
<td>88.38</td>
<td>1.7937</td>
<td>2.2986</td>
</tr>
<tr>
<td>16</td>
<td>2</td>
<td>16</td>
<td>72.67</td>
<td>46.33</td>
<td>92.20</td>
<td>1.7075</td>
<td>3.8635</td>
</tr>
<tr>
<td>16</td>
<td>2</td>
<td>18</td>
<td>54</td>
<td>59.26</td>
<td>93.21</td>
<td>1.3305</td>
<td>1.0350</td>
</tr>
<tr>
<td>16</td>
<td>2</td>
<td>20</td>
<td>33.33</td>
<td>65</td>
<td>94</td>
<td>1.2662</td>
<td>0.8232</td>
</tr>
<tr>
<td>24</td>
<td>2</td>
<td>6</td>
<td>99.33</td>
<td>0.34</td>
<td>43.96</td>
<td>6.7920</td>
<td>8.7394</td>
</tr>
<tr>
<td>24</td>
<td>2</td>
<td>8</td>
<td>60.67</td>
<td>4.40</td>
<td>30.22</td>
<td>4.8706</td>
<td>6.2300</td>
</tr>
<tr>
<td>24</td>
<td>2</td>
<td>10</td>
<td>11.67</td>
<td>14.29</td>
<td>34.29</td>
<td>3.6415</td>
<td>5.1995</td>
</tr>
</tbody>
</table>
TABLE IV
MC SIMULATION RESULTS (RAYLEIGH); QoS TX BEAMFORMING; 1000 RANDOMIZATIONS

<table>
<thead>
<tr>
<th>$N$</th>
<th>$M$</th>
<th>$G$</th>
<th>SINR</th>
<th>feas. $Q_r$</th>
<th>opt. $Q_r$</th>
<th>feas. appr.</th>
<th>all solutions mean</th>
<th>all solutions std</th>
<th>appr. solutions mean</th>
<th>appr. solutions std</th>
</tr>
</thead>
<tbody>
<tr>
<td>4</td>
<td>12</td>
<td>2</td>
<td>6</td>
<td>42</td>
<td>49.21</td>
<td>85.71</td>
<td>1.7778</td>
<td>3.0955</td>
<td>2.8261</td>
<td>4.5637</td>
</tr>
<tr>
<td>4</td>
<td>12</td>
<td>2</td>
<td>8</td>
<td>10.33</td>
<td>80.65</td>
<td>96.77</td>
<td>1.1785</td>
<td>0.4303</td>
<td>2.0710</td>
<td>0.3838</td>
</tr>
<tr>
<td>4</td>
<td>16</td>
<td>2</td>
<td>6</td>
<td>6.33</td>
<td>26.32</td>
<td>73.68</td>
<td>1.5490</td>
<td>1.1660</td>
<td>1.8540</td>
<td>1.3843</td>
</tr>
<tr>
<td>6</td>
<td>16</td>
<td>2</td>
<td>6</td>
<td>98.33</td>
<td>11.19</td>
<td>85.08</td>
<td>3.5662</td>
<td>9.0980</td>
<td>3.9547</td>
<td>9.7061</td>
</tr>
<tr>
<td>6</td>
<td>16</td>
<td>2</td>
<td>8</td>
<td>75</td>
<td>15.11</td>
<td>68.89</td>
<td>2.6867</td>
<td>3.6744</td>
<td>3.1607</td>
<td>4.0366</td>
</tr>
<tr>
<td>6</td>
<td>16</td>
<td>2</td>
<td>10</td>
<td>26.67</td>
<td>31.25</td>
<td>65</td>
<td>1.6679</td>
<td>1.5570</td>
<td>2.2863</td>
<td>1.9823</td>
</tr>
<tr>
<td>6</td>
<td>16</td>
<td>2</td>
<td>12</td>
<td>4.33</td>
<td>38.46</td>
<td>92.31</td>
<td>2.9157</td>
<td>4.1172</td>
<td>4.2840</td>
<td>5.0828</td>
</tr>
<tr>
<td>8</td>
<td>16</td>
<td>2</td>
<td>6</td>
<td>100</td>
<td>9.67</td>
<td>96.67</td>
<td>1.8918</td>
<td>3.8850</td>
<td>1.9909</td>
<td>4.0839</td>
</tr>
<tr>
<td>8</td>
<td>16</td>
<td>2</td>
<td>8</td>
<td>100</td>
<td>11.67</td>
<td>95.33</td>
<td>1.8077</td>
<td>1.5349</td>
<td>1.9203</td>
<td>2.8841</td>
</tr>
<tr>
<td>8</td>
<td>16</td>
<td>2</td>
<td>10</td>
<td>99.67</td>
<td>15.05</td>
<td>93.31</td>
<td>1.7600</td>
<td>1.9039</td>
<td>1.9061</td>
<td>2.0475</td>
</tr>
<tr>
<td>8</td>
<td>16</td>
<td>2</td>
<td>12</td>
<td>98.67</td>
<td>22.64</td>
<td>92.23</td>
<td>1.6557</td>
<td>1.7557</td>
<td>1.8689</td>
<td>1.9758</td>
</tr>
<tr>
<td>8</td>
<td>16</td>
<td>2</td>
<td>14</td>
<td>94.67</td>
<td>31.69</td>
<td>94.01</td>
<td>1.6887</td>
<td>2.7756</td>
<td>2.0389</td>
<td>3.3582</td>
</tr>
<tr>
<td>8</td>
<td>16</td>
<td>2</td>
<td>16</td>
<td>72.67</td>
<td>46.33</td>
<td>95.87</td>
<td>1.3992</td>
<td>1.0721</td>
<td>1.7725</td>
<td>1.3939</td>
</tr>
<tr>
<td>8</td>
<td>16</td>
<td>2</td>
<td>18</td>
<td>54</td>
<td>59.26</td>
<td>96.30</td>
<td>1.3021</td>
<td>0.8748</td>
<td>1.7856</td>
<td>1.2744</td>
</tr>
<tr>
<td>8</td>
<td>16</td>
<td>2</td>
<td>20</td>
<td>33.33</td>
<td>65</td>
<td>94</td>
<td>1.2416</td>
<td>0.7279</td>
<td>1.7832</td>
<td>1.1492</td>
</tr>
<tr>
<td>8</td>
<td>24</td>
<td>2</td>
<td>6</td>
<td>99.33</td>
<td>0.34</td>
<td>52.01</td>
<td>5.8627</td>
<td>7.2044</td>
<td>5.8942</td>
<td>7.2142</td>
</tr>
<tr>
<td>8</td>
<td>24</td>
<td>2</td>
<td>8</td>
<td>60.67</td>
<td>4.40</td>
<td>35.71</td>
<td>5.7322</td>
<td>10.6103</td>
<td>6.3963</td>
<td>11.1810</td>
</tr>
<tr>
<td>8</td>
<td>24</td>
<td>2</td>
<td>10</td>
<td>11.67</td>
<td>14.29</td>
<td>37.14</td>
<td>2.6311</td>
<td>3.7697</td>
<td>3.6505</td>
<td>4.6122</td>
</tr>
<tr>
<td>( N )</td>
<td>( M )</td>
<td>( G )</td>
<td>opt. ( F_r )</td>
<td>all solutions</td>
<td>appr. solutions</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>---</td>
<td>---</td>
<td>---</td>
<td>---</td>
<td>---</td>
<td>---</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>4</td>
<td>8</td>
<td>2</td>
<td>75.33</td>
<td>1.011</td>
<td>1.043</td>
<td>0.047</td>
<td>1.087</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>4</td>
<td>12</td>
<td>2</td>
<td>28.00</td>
<td>1.086</td>
<td>1.119</td>
<td>0.121</td>
<td>0.129</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>4</td>
<td>16</td>
<td>2</td>
<td>5.67</td>
<td>1.214</td>
<td>1.227</td>
<td>0.192</td>
<td>0.190</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>4</td>
<td>24</td>
<td>2</td>
<td>0</td>
<td>1.528</td>
<td>1.528</td>
<td>0.311</td>
<td>0.311</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>4</td>
<td>12</td>
<td>3</td>
<td>11.67</td>
<td>1.053</td>
<td>1.060</td>
<td>0.074</td>
<td>0.076</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>4</td>
<td>18</td>
<td>3</td>
<td>0</td>
<td>1.200</td>
<td>1.200</td>
<td>0.145</td>
<td>0.145</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>4</td>
<td>12</td>
<td>4</td>
<td>16.00</td>
<td>1.022</td>
<td>1.026</td>
<td>0.037</td>
<td>0.039</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>4</td>
<td>16</td>
<td>4</td>
<td>3.00</td>
<td>1.082</td>
<td>1.084</td>
<td>0.081</td>
<td>0.081</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>6</td>
<td>12</td>
<td>2</td>
<td>61.33</td>
<td>1.046</td>
<td>1.119</td>
<td>0.104</td>
<td>0.139</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>6</td>
<td>16</td>
<td>2</td>
<td>17.33</td>
<td>1.146</td>
<td>1.176</td>
<td>0.162</td>
<td>0.163</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>6</td>
<td>24</td>
<td>2</td>
<td>0.67</td>
<td>1.557</td>
<td>1.561</td>
<td>0.324</td>
<td>0.322</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>6</td>
<td>12</td>
<td>3</td>
<td>42.67</td>
<td>1.022</td>
<td>1.039</td>
<td>0.051</td>
<td>0.063</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>6</td>
<td>18</td>
<td>3</td>
<td>5.00</td>
<td>1.178</td>
<td>1.187</td>
<td>0.150</td>
<td>0.149</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>6</td>
<td>12</td>
<td>4</td>
<td>36.33</td>
<td>1.009</td>
<td>1.013</td>
<td>0.026</td>
<td>0.032</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>6</td>
<td>16</td>
<td>4</td>
<td>9.00</td>
<td>1.053</td>
<td>1.058</td>
<td>0.071</td>
<td>0.072</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>8</td>
<td>12</td>
<td>2</td>
<td>29.00</td>
<td>1.066</td>
<td>1.093</td>
<td>0.116</td>
<td>0.128</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>8</td>
<td>16</td>
<td>2</td>
<td>50.67</td>
<td>1.066</td>
<td>1.133</td>
<td>0.133</td>
<td>0.164</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>8</td>
<td>24</td>
<td>2</td>
<td>2.33</td>
<td>1.490</td>
<td>1.502</td>
<td>0.332</td>
<td>0.327</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>8</td>
<td>32</td>
<td>2</td>
<td>0</td>
<td>1.996</td>
<td>1.996</td>
<td>0.447</td>
<td>0.447</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>8</td>
<td>12</td>
<td>3</td>
<td>78.33</td>
<td>1.007</td>
<td>1.033</td>
<td>0.026</td>
<td>0.048</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>8</td>
<td>18</td>
<td>3</td>
<td>17.67</td>
<td>1.098</td>
<td>1.118</td>
<td>0.126</td>
<td>0.130</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>8</td>
<td>12</td>
<td>4</td>
<td>66.00</td>
<td>1.001</td>
<td>1.005</td>
<td>0.011</td>
<td>0.019</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>8</td>
<td>16</td>
<td>4</td>
<td>25.33</td>
<td>1.025</td>
<td>1.037</td>
<td>0.054</td>
<td>0.060</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>SINR</td>
<td>feas.</td>
<td>opt.</td>
<td>feas.</td>
<td>all solutions</td>
<td>appr. solutions</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>------</td>
<td>-------</td>
<td>------</td>
<td>-------</td>
<td>---------------</td>
<td>-----------------</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>$Q_r$</td>
<td>$Q_{r'}$</td>
<td>appr.</td>
<td>mean</td>
<td>std</td>
<td>mean</td>
<td>std</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Group 1 (4 at L1) &amp; Group 2 (4 at L2)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>6–18</td>
<td>100</td>
<td>100</td>
<td>-</td>
<td>1</td>
<td>0</td>
<td>-</td>
<td>-</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>20</td>
<td>99.89</td>
<td>100</td>
<td>-</td>
<td>1</td>
<td>0</td>
<td>-</td>
<td>-</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>22</td>
<td>97.37</td>
<td>100</td>
<td>-</td>
<td>1</td>
<td>0</td>
<td>-</td>
<td>-</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>24</td>
<td>84.82</td>
<td>100</td>
<td>-</td>
<td>1</td>
<td>0</td>
<td>-</td>
<td>-</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>26</td>
<td>65.53</td>
<td>100</td>
<td>-</td>
<td>1</td>
<td>0</td>
<td>-</td>
<td>-</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>28</td>
<td>45.21</td>
<td>100</td>
<td>-</td>
<td>1</td>
<td>0</td>
<td>-</td>
<td>-</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>30</td>
<td>24.43</td>
<td>100</td>
<td>-</td>
<td>1</td>
<td>0</td>
<td>-</td>
<td>-</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Group 1 (4 at L1) &amp; Group 2 (4 at L3)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>6</td>
<td>100</td>
<td>99.89</td>
<td>100</td>
<td>1.0001</td>
<td>0.0035</td>
<td>1.1026</td>
<td>0</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>8</td>
<td>100</td>
<td>99.89</td>
<td>100</td>
<td>1.0000</td>
<td>0.0014</td>
<td>1.0421</td>
<td>0</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>10</td>
<td>100</td>
<td>99.77</td>
<td>100</td>
<td>1.0001</td>
<td>0.0014</td>
<td>1.0247</td>
<td>0.0216</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>12</td>
<td>100</td>
<td>99.89</td>
<td>100</td>
<td>1.0001</td>
<td>0.0018</td>
<td>1.0536</td>
<td>0</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>14</td>
<td>100</td>
<td>99.89</td>
<td>100</td>
<td>1.0001</td>
<td>0.0030</td>
<td>1.0876</td>
<td>0</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>16</td>
<td>100</td>
<td>99.77</td>
<td>100</td>
<td>1.0002</td>
<td>0.0047</td>
<td>1.0805</td>
<td>0.0777</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>18</td>
<td>93.16</td>
<td>97.92</td>
<td>99.88</td>
<td>1.0068</td>
<td>0.0761</td>
<td>1.3493</td>
<td>0.4321</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>20</td>
<td>82.10</td>
<td>98.61</td>
<td>100</td>
<td>1.0024</td>
<td>0.0246</td>
<td>1.1715</td>
<td>0.1262</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>22</td>
<td>72.98</td>
<td>99.69</td>
<td>100</td>
<td>1.0040</td>
<td>0.0934</td>
<td>2.2920</td>
<td>1.4971</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>24</td>
<td>60.78</td>
<td>99.44</td>
<td>100</td>
<td>1.0102</td>
<td>0.2047</td>
<td>2.8121</td>
<td>2.4993</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>26</td>
<td>35.01</td>
<td>99.02</td>
<td>100</td>
<td>1.0006</td>
<td>0.0086</td>
<td>2.2920</td>
<td>1.4971</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>28</td>
<td>18.02</td>
<td>100</td>
<td>-</td>
<td>1</td>
<td>0</td>
<td>-</td>
<td>-</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>30</td>
<td>9.46</td>
<td>100</td>
<td>-</td>
<td>1</td>
<td>0</td>
<td>-</td>
<td>-</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Group 1 (4 at L5) &amp; Group 2 (4 at L2)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>6</td>
<td>100</td>
<td>98.63</td>
<td>100</td>
<td>1.0009</td>
<td>0.0091</td>
<td>1.0636</td>
<td>0.0470</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>8</td>
<td>100</td>
<td>98.63</td>
<td>99.89</td>
<td>1.0011</td>
<td>0.0115</td>
<td>1.0884</td>
<td>0.0549</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>10</td>
<td>99.77</td>
<td>96.22</td>
<td>99.66</td>
<td>1.0083</td>
<td>0.0691</td>
<td>1.2398</td>
<td>0.2927</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>12</td>
<td>96.80</td>
<td>93.28</td>
<td>98.94</td>
<td>1.0217</td>
<td>0.1365</td>
<td>1.3789</td>
<td>0.4407</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>14</td>
<td>85.27</td>
<td>92.91</td>
<td>98.66</td>
<td>1.0364</td>
<td>0.4837</td>
<td>1.6236</td>
<td>1.9302</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>16</td>
<td>64.61</td>
<td>96.46</td>
<td>99.65</td>
<td>1.0105</td>
<td>0.0624</td>
<td>1.3491</td>
<td>0.3363</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>18</td>
<td>40.87</td>
<td>97.77</td>
<td>99.44</td>
<td>1.0029</td>
<td>0.0249</td>
<td>1.1709</td>
<td>0.0972</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>20</td>
<td>23.74</td>
<td>99.52</td>
<td>100</td>
<td>1.0002</td>
<td>0.0030</td>
<td>1.0433</td>
<td>0</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>22</td>
<td>10.05</td>
<td>97.73</td>
<td>100</td>
<td>1.0017</td>
<td>0.0148</td>
<td>1.0731</td>
<td>0.0930</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>24</td>
<td>4.22</td>
<td>100</td>
<td>-</td>
<td>1</td>
<td>0</td>
<td>-</td>
<td>-</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Group 1 (4 at L5) &amp; Group 2 (4 at L7)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>6</td>
<td>97.72</td>
<td>82.15</td>
<td>97.78</td>
<td>1.0475</td>
<td>0.1900</td>
<td>1.2968</td>
<td>0.3908</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>8</td>
<td>91.11</td>
<td>83.48</td>
<td>87.87</td>
<td>1.0486</td>
<td>0.2323</td>
<td>1.3306</td>
<td>0.5251</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>10</td>
<td>81.64</td>
<td>87.29</td>
<td>98.05</td>
<td>1.0436</td>
<td>0.2147</td>
<td>1.3978</td>
<td>0.5314</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>12</td>
<td>49.49</td>
<td>91.94</td>
<td>98.85</td>
<td>1.0427</td>
<td>0.2919</td>
<td>1.6110</td>
<td>0.9480</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>14</td>
<td>18.93</td>
<td>90.97</td>
<td>98.19</td>
<td>1.0172</td>
<td>0.0782</td>
<td>1.2339</td>
<td>0.1868</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>16</td>
<td>8.78</td>
<td>93.51</td>
<td>100</td>
<td>1.0101</td>
<td>0.0637</td>
<td>1.1551</td>
<td>0.2212</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>18</td>
<td>2.85</td>
<td>92</td>
<td>96</td>
<td>1.0003</td>
<td>0.0017</td>
<td>1.0081</td>
<td>0</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
## TABLE VII

2 MULTICAST GROUPS; 4 USERS PER GROUP IN 2 LOCATIONS

<table>
<thead>
<tr>
<th>SINR</th>
<th>feas.</th>
<th>opt.</th>
<th>feas.</th>
<th>all solutions</th>
<th>appr. solutions</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$\Omega_r$</td>
<td>$\Omega_r$</td>
<td>$\Omega_r$</td>
<td>mean</td>
<td>std</td>
</tr>
</tbody>
</table>

| | | | | | | | |
| Group 1 (2 at L2 & 2 at L3) & Group 2 (2 at L1 & 2 at L6) | | | | | | | |
| 6 | 100 | 95.09 | 99.54 | 1.0112 | 0.0716 | 1.2507 | 0.2367 |
| 8 | 100 | 92.01 | 99.77 | 1.0264 | 0.1277 | 1.3388 | 0.3242 |
| 10 | 99.66 | 94.96 | 99.66 | 1.0059 | 0.0421 | 1.1258 | 0.1519 |
| 12 | 95.21 | 96.28 | 99.40 | 1.0121 | 0.1395 | 1.3863 | 0.7031 |
| 14 | 82.08 | 97.22 | 99.72 | 1.0107 | 0.0989 | 1.4243 | 0.4757 |
| 16 | 64.16 | 97.86 | 99.82 | 1.0092 | 0.0937 | 1.4705 | 0.5024 |
| 18 | 43.84 | 98.44 | 100 | 1.0040 | 0.0395 | 1.2534 | 0.2096 |
| 20 | 24.54 | 99.07 | 100 | 1.0019 | 0.0194 | 1.2014 | 0.0238 |

| | | | | | | | |
| Group 1 (2 at L1 & 2 at L3) & Group 2 (2 at L2 & 2 at L6) | | | | | | | |
| 6 | 99.89 | 95.20 | 99.89 | 1.0207 | 0.2014 | 1.4405 | 0.8339 |
| 8 | 99.32 | 91.72 | 99.20 | 1.0313 | 0.1918 | 1.4162 | 0.5770 |
| 10 | 95.89 | 94.64 | 99.52 | 1.0287 | 0.3514 | 1.5852 | 1.4980 |
| 12 | 83.79 | 95.37 | 99.73 | 1.0168 | 0.1532 | 1.3848 | 0.6380 |
| 14 | 60.16 | 98.29 | 100 | 1.0059 | 0.0700 | 1.3431 | 0.4384 |
| 16 | 32.08 | 99.64 | 100 | 1.0030 | 0.0511 | 1.8562 | 0 |
| 18 | 13.01 | 100 | - | 1 | 0 | - | - |
| 20 | 4.00 | 100 | - | 1 | 0 | - | - |

| | | | | | | | |
| Group 1 (2 at L2 & 2 at L6) & Group 2 (2 at L5 & 2 at L7) | | | | | | | |
| 6 | 100 | 81.39 | 99.43 | 1.0518 | 0.1817 | 1.2854 | 0.3404 |
| 8 | 99.66 | 81.21 | 98.51 | 1.0529 | 0.1808 | 1.3014 | 0.3345 |
| 10 | 96.12 | 85.87 | 98.81 | 1.0413 | 0.1690 | 1.3150 | 0.3642 |
| 12 | 82.76 | 90.21 | 98.90 | 1.0374 | 0.2634 | 1.4262 | 0.7954 |
| 14 | 57.42 | 93.24 | 98.82 | 1.1537 | 2.8925 | 3.7284 | 12.1003 |
| 16 | 30.48 | 92.51 | 98.88 | 1.0230 | 0.1203 | 1.3573 | 0.3329 |
| 18 | 13.47 | 94.92 | 99.15 | 1.0132 | 0.0740 | 1.3091 | 0.2106 |
| 20 | 5.94 | 92.31 | 100 | 1.0342 | 0.1755 | 1.4442 | 0.5297 |
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TABLE VIII

2 MULTICAST GROUPS; 4 USERS PER GROUP IN 3 LOCATIONS

<table>
<thead>
<tr>
<th>SINR</th>
<th>feas. $Q_r$</th>
<th>opt. $Q_r$</th>
<th>feas. appr.</th>
<th>all solutions</th>
<th>approx. solutions</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>mean</td>
<td>std</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>mean</td>
<td>std</td>
</tr>
</tbody>
</table>

Group 1 (1 at L1, 1 at L2 & 2 at L3) & Group 2 (1 at L5, 2 at L6 & 1 at L7)

<table>
<thead>
<tr>
<th>SINR</th>
<th>feas. $Q_r$</th>
<th>opt. $Q_r$</th>
<th>feas. appr.</th>
<th>all solutions</th>
<th>approx. solutions</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>mean</td>
<td>std</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>mean</td>
<td>std</td>
</tr>
</tbody>
</table>

Group 1 (1 at L1, 1 at L3 & 2 at L6) & Group 2 (1 at L2, 1 at L5 & 2 at L7)

<table>
<thead>
<tr>
<th>SINR</th>
<th>feas. $Q_r$</th>
<th>opt. $Q_r$</th>
<th>feas. appr.</th>
<th>all solutions</th>
<th>approx. solutions</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>mean</td>
<td>std</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>mean</td>
<td>std</td>
</tr>
</tbody>
</table>

TABLE IX

2 MULTICAST GROUPS; 6 USERS PER GROUP IN 2 LOCATIONS

<table>
<thead>
<tr>
<th>SINR</th>
<th>feas. $Q_r$</th>
<th>opt. $Q_r$</th>
<th>feas. appr.</th>
<th>all solutions</th>
<th>approx. solutions</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>mean</td>
<td>std</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>mean</td>
<td>std</td>
</tr>
</tbody>
</table>

Group 1 (3 at L2 & 3 at L3) & Group 2 (3 at L1 & 3 at L6)

<table>
<thead>
<tr>
<th>SINR</th>
<th>feas. $Q_r$</th>
<th>opt. $Q_r$</th>
<th>feas. appr.</th>
<th>all solutions</th>
<th>approx. solutions</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>mean</td>
<td>std</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>mean</td>
<td>std</td>
</tr>
</tbody>
</table>

Group 1 (3 at L1 & 3 at L3) & Group 2 (3 at L2 & 3 at L6)

<table>
<thead>
<tr>
<th>SINR</th>
<th>feas. $Q_r$</th>
<th>opt. $Q_r$</th>
<th>feas. appr.</th>
<th>all solutions</th>
<th>approx. solutions</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>mean</td>
<td>std</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>mean</td>
<td>std</td>
</tr>
</tbody>
</table>

Group 1 (3 at L2 & 3 at L3) & Group 2 (3 at L5 & 3 at L7)

<table>
<thead>
<tr>
<th>SINR</th>
<th>feas. $Q_r$</th>
<th>opt. $Q_r$</th>
<th>feas. appr.</th>
<th>all solutions</th>
<th>approx. solutions</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>mean</td>
<td>std</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>mean</td>
<td>std</td>
</tr>
</tbody>
</table>
### TABLE X

2 MULTICAST GROUPS; 6 USERS PER GROUP IN 3 LOCATIONS

<table>
<thead>
<tr>
<th>SINR</th>
<th>feas. $Q_r$</th>
<th>opt. $Q_r$</th>
<th>feas. $Q_r$</th>
<th>all solutions</th>
<th>appr. solutions</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>mean</td>
<td>std</td>
<td>mean</td>
<td>std</td>
<td>mean</td>
</tr>
<tr>
<td>Group 1 (2 at L1, 2 at L2 &amp; 2 at L3) &amp; Group 2 (2 at L5, 2 at L6 &amp; 2 at L7)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>6</td>
<td>92.69</td>
<td>59.73</td>
<td>91.38</td>
<td>1.4015</td>
<td>1.2621</td>
</tr>
<tr>
<td>8</td>
<td>61.99</td>
<td>67.04</td>
<td>88.40</td>
<td>1.3053</td>
<td>1.2901</td>
</tr>
<tr>
<td>10</td>
<td>13.47</td>
<td>83.05</td>
<td>94.92</td>
<td>1.3440</td>
<td>2.6684</td>
</tr>
<tr>
<td>Group 1 (2 at L1, 2 at L3 &amp; 2 at L6) &amp; Group 2 (2 at L2, 2 at L5 &amp; 2 at L7)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>6</td>
<td>94.86</td>
<td>46.93</td>
<td>87.97</td>
<td>1.9805</td>
<td>4.1862</td>
</tr>
<tr>
<td>8</td>
<td>44.41</td>
<td>32.96</td>
<td>75.32</td>
<td>1.8251</td>
<td>2.9113</td>
</tr>
<tr>
<td>10</td>
<td>7.19</td>
<td>82.54</td>
<td>96.83</td>
<td>1.1688</td>
<td>0.8581</td>
</tr>
<tr>
<td>Group 1 (2 at L1, 2 at L2 &amp; 2 at L6) &amp; Group 2 (2 at L3, 2 at L5 &amp; 2 at L7)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>6</td>
<td>70.21</td>
<td>24.07</td>
<td>81.63</td>
<td>2.2538</td>
<td>3.5065</td>
</tr>
<tr>
<td>8</td>
<td>32.53</td>
<td>41.40</td>
<td>81.40</td>
<td>2.0232</td>
<td>3.5807</td>
</tr>
<tr>
<td>10</td>
<td>7.42</td>
<td>47.6923</td>
<td>64.6154</td>
<td>1.1750</td>
<td>0.4518</td>
</tr>
<tr>
<td>Group 1 (2 at L1, 2 at L3 &amp; 2 at L5) &amp; Group 2 (2 at L2, 2 at L6 &amp; 2 at L7)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>6</td>
<td>83.33</td>
<td>58.36</td>
<td>89.18</td>
<td>1.6009</td>
<td>2.7181</td>
</tr>
<tr>
<td>8</td>
<td>43.38</td>
<td>71.05</td>
<td>89.21</td>
<td>1.1648</td>
<td>0.6820</td>
</tr>
<tr>
<td>10</td>
<td>14.61</td>
<td>80.47</td>
<td>93.75</td>
<td>1.0962</td>
<td>0.3556</td>
</tr>
<tr>
<td>Group 1 (2 at L2, 2 at L3 &amp; 2 at L5) &amp; Group 2 (2 at L1, 2 at L6 &amp; 2 at L7)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>6</td>
<td>97.26</td>
<td>47.30</td>
<td>92.49</td>
<td>1.4560</td>
<td>1.4843</td>
</tr>
<tr>
<td>8</td>
<td>68.95</td>
<td>63.91</td>
<td>88.91</td>
<td>1.2968</td>
<td>0.9642</td>
</tr>
<tr>
<td>10</td>
<td>10.89</td>
<td>86.34</td>
<td>93.44</td>
<td>1.0478</td>
<td>0.2604</td>
</tr>
</tbody>
</table>
### TABLE XI

*2 MULTICAST GROUPS; 8 USERS PER GROUP IN 2 LOCATIONS*

<table>
<thead>
<tr>
<th>SINR</th>
<th>feas. $Q_r$</th>
<th>opt. $Q_r$</th>
<th>feas. all solutions appr. mean</th>
<th>std</th>
<th>feas. all solutions appr. mean</th>
<th>std</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Group 1 (4 at L2 &amp; 4 at L3) &amp; Group 2 (4 at L1 &amp; 4 at L6)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>6</td>
<td>100</td>
<td>80.37</td>
<td>97.72</td>
<td>1.0984</td>
<td>0.4743</td>
<td>1.5540</td>
</tr>
<tr>
<td>8</td>
<td>96.23</td>
<td>83.87</td>
<td>97.03</td>
<td>1.0713</td>
<td>0.3764</td>
<td>1.5256</td>
</tr>
<tr>
<td>10</td>
<td>48.86</td>
<td>82.71</td>
<td>96.50</td>
<td>1.1279</td>
<td>0.7362</td>
<td>1.8951</td>
</tr>
<tr>
<td>12</td>
<td>5.82</td>
<td>72.55</td>
<td>92.16</td>
<td>1.5911</td>
<td>3.1056</td>
<td>3.7783</td>
</tr>
<tr>
<td>Group 1 (4 at L1 &amp; 4 at L3) &amp; Group 2 (4 at L2 &amp; 4 at L6)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>6</td>
<td>85.96</td>
<td>56.57</td>
<td>89.51</td>
<td>1.7763</td>
<td>3.1965</td>
<td>3.1098</td>
</tr>
<tr>
<td>8</td>
<td>45.89</td>
<td>51.74</td>
<td>83.83</td>
<td>2.2882</td>
<td>6.8722</td>
<td>4.3653</td>
</tr>
<tr>
<td>10</td>
<td>15.18</td>
<td>73.68</td>
<td>92.48</td>
<td>1.3903</td>
<td>2.1492</td>
<td>2.9202</td>
</tr>
<tr>
<td>Group 1 (4 at L2 &amp; 4 at L3) &amp; Group 2 (4 at L5 &amp; 4 at L7)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>6</td>
<td>50.46</td>
<td>39.14</td>
<td>66.74</td>
<td>1.8379</td>
<td>2.1140</td>
<td>3.0261</td>
</tr>
<tr>
<td>8</td>
<td>2.86</td>
<td>64</td>
<td>68</td>
<td>1.2478</td>
<td>1.0216</td>
<td>5.2123</td>
</tr>
</tbody>
</table>

### TABLE XII

*3 MULTICAST GROUPS; 3–4 USERS PER GROUP IN 1 LOCATION*

<table>
<thead>
<tr>
<th>SINR</th>
<th>feas. $Q_r$</th>
<th>opt. $Q_r$</th>
<th>feas. all solutions appr. mean</th>
<th>std</th>
<th>feas. all solutions appr. mean</th>
<th>std</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Group 1 (3 at L1), Group 2 (3 at L2) &amp; Group 3 (3 at L3)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>6</td>
<td>72.15</td>
<td>97.94</td>
<td>99.84</td>
<td>1.0069</td>
<td>0.1004</td>
<td>1.3638</td>
</tr>
<tr>
<td>8</td>
<td>36.87</td>
<td>99.38</td>
<td>100</td>
<td>1.0006</td>
<td>0.0085</td>
<td>1.0961</td>
</tr>
<tr>
<td>10</td>
<td>13.93</td>
<td>100</td>
<td></td>
<td>1</td>
<td>0</td>
<td>-</td>
</tr>
<tr>
<td>Group 1 (4 at L1), Group 2 (4 at L2) &amp; Group 3 (3 at L3)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>6</td>
<td>29.11</td>
<td>94.90</td>
<td>99.22</td>
<td>1.0155</td>
<td>0.1085</td>
<td>1.3556</td>
</tr>
<tr>
<td>8</td>
<td>7.65</td>
<td>100</td>
<td></td>
<td>1</td>
<td>0</td>
<td>-</td>
</tr>
<tr>
<td>Group 1 (4 at L3), Group 2 (4 at L6) &amp; Group 3 (4 at L7)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>6</td>
<td>9.46</td>
<td>96.39</td>
<td>100</td>
<td>1.0174</td>
<td>0.1191</td>
<td>1.4820</td>
</tr>
</tbody>
</table>
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<table>
<thead>
<tr>
<th>Group 1</th>
<th>Group 2</th>
<th>$\mathcal{J}_v$</th>
<th>mean</th>
<th>std</th>
<th>mean</th>
<th>std</th>
</tr>
</thead>
<tbody>
<tr>
<td>4@L1, 4@L3</td>
<td>4@L3</td>
<td>75.26</td>
<td>1.0009</td>
<td>0.0096</td>
<td>1.0035</td>
<td>0.0191</td>
</tr>
<tr>
<td>2@L1, 2@L3</td>
<td>2@L2, 2@L6</td>
<td>87.56</td>
<td>1.0040</td>
<td>0.0230</td>
<td>1.0321</td>
<td>0.0580</td>
</tr>
<tr>
<td>2@L5, 2@L7</td>
<td>2@L2, 2@L6</td>
<td>82.42</td>
<td>1.0065</td>
<td>0.0308</td>
<td>1.0372</td>
<td>0.0655</td>
</tr>
<tr>
<td>1@L1, 1@L2, 2@L3</td>
<td>1@L5, 2@L6, 1@L7</td>
<td>77.72</td>
<td>1.0179</td>
<td>0.0570</td>
<td>1.0653</td>
<td>0.0937</td>
</tr>
<tr>
<td>3@L2, 3@L3</td>
<td>3@L5, 3@L7</td>
<td>20.89</td>
<td>1.0771</td>
<td>0.1126</td>
<td>1.0974</td>
<td>0.1185</td>
</tr>
<tr>
<td>3@L2, 3@L3</td>
<td>3@L1, 3@L6</td>
<td>45.89</td>
<td>1.0154</td>
<td>0.0516</td>
<td>1.0285</td>
<td>0.0674</td>
</tr>
<tr>
<td>2@L1, 2@L2, 2@L3</td>
<td>2@L5, 2@L6, 2@L7</td>
<td>37.56</td>
<td>1.0449</td>
<td>0.0915</td>
<td>1.0720</td>
<td>0.1071</td>
</tr>
<tr>
<td>2@L1, 2@L2, 2@L6</td>
<td>2@L3, 2@L5, 2@L7</td>
<td>27.85</td>
<td>1.0957</td>
<td>0.1315</td>
<td>1.1327</td>
<td>0.1381</td>
</tr>
<tr>
<td>4@L2, 4@L3</td>
<td>4@L1, 2@L6</td>
<td>38.13</td>
<td>1.0157</td>
<td>0.0437</td>
<td>1.0254</td>
<td>0.0533</td>
</tr>
<tr>
<td>4@L2, 4@L3</td>
<td>4@L5, 2@L5</td>
<td>9.13</td>
<td>1.1084</td>
<td>0.1380</td>
<td>1.1193</td>
<td>0.1402</td>
</tr>
</tbody>
</table>
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Abstract

Given a set of pairwise distance estimates between nodes, it is often of interest to generate a map of node locations. This is an old nonlinear estimation problem that has recently drawn interest in the signal processing community, due to the emergence of wireless sensor networks. Sensor maps are useful for estimating the spatial distribution of measured phenomena, and for routing purposes. We propose a two-stage algorithm that combines algebraic initialization and gradient descent. In particular, we borrow an algebraic solution known as Fastmap from the database literature and adapt it to the sensor network context, using a specific choice of anchor/pivot nodes. The resulting estimates are fed to a gradient descent iteration. The overall algorithm offers very competitive performance at significantly lower complexity than existing solutions with similar estimation performance. For a certain multiplicative measurement noise model that is often adopted in the literature, we also derive the pertinent Cramér-Rao bound (CRB). Simulations indicate that the performance of our algorithm is close to the CRB when the network is (close to) fully connected, in the sense that every node can estimate its distance from all (most) other nodes. Our adaptation of Fastmap also turns out to make a big difference when used to initialize other iterative distributed estimation algorithms that have been developed specifically for sparse networks.

I. INTRODUCTION

The problem of node localization from pairwise distance estimates has recently attracted interest in the signal processing and communications literature (e.g., [1], [2], [4], [6]), owing to the recent interest in wireless sensor networks. Given a matrix of pairwise distances (usually estimated using received signal strength measurements and a path loss model), the localization problem aims to
determine the \textit{(relative)} node locations that generate these distances. In other words, one seeks a map of sensor locations with a given (approximate) distance structure. This is a classic problem originating in psychometrics [7], [8], known as \textit{Multi-Dimensional Scaling} (MDS). There are many MDS flavors and variants; perhaps the single most important version is \textit{metric MDS}. The classical approach to solving MDS is based on computing the principal components of a double-centered version of the distance matrix. This works reasonably well (albeit not optimally, due to the double centering), but its complexity is cubic in the number of nodes, and thus does not scale well with network size. A popular alternative to principal component analysis (PCA) is the use of gradient descent or other numerical optimization tools that aim to optimize a \textit{stress function}. The stress function measures the error between the given distances and those reproduced by a given configuration of points. The drawback of gradient descent and related approaches is that they require accurate initialization.

We propose a two-stage MDS algorithm that employs an algebraic initialization procedure followed by gradient descent. The algebraic initialization is based on the Fastmap [3] algorithm, borrowed from the database literature. Fastmap is a linear-complexity mapping tool, which is, however, sensitive to range measurement errors.

Due to the fact that distances are invariant to coordinate frame transformations (rotation, reflection, shift), there is a need to employ three so-called \textit{anchor nodes}, whose position is accurately known (e.g., via GPS) in order to fix a desired coordinate frame. Unfortunately, Fastmap is very sensitive to coordinate alignment, because the estimated position of every node (and thus anchor nodes as well) is only based on distances to selected \textit{pivot} nodes - there is no averaging. In order to mitigate this problem, we advocate a judicious choice of anchor/pivot nodes, placed at the outer edges of the network. This placement bypasses the need for alignment and thus alignment errors, thereby providing a high-quality initialization to the gradient descent. The overall algorithm affords better localization accuracy than PCA-based MDS, at substantially lower complexity cost (quadratic in the number of nodes). Our algorithm is also competitive with respect to recent low-complexity solutions (e.g., [2]), especially when the network is (close to) fully connected. Finally, our adaptation of Fastmap also makes a big difference when used to initialize other iterative distributed estimation algorithms, specifically developed for sparse networks.

The rest of this paper is structured as follows. In section II we explain in detail the PCA-based MDS algorithm, and the standard gradient descent-based MDS. The Fastmap algorithm is briefly reviewed in section III. In section IV we describe the proposed hybrid algorithm, while in section V we summarize Costa’s distributed MDS algorithm [2]. Section VI presents the CRB for a certain multiplicative measurement noise model that is often adopted in the literature on node localization in sensor networks [1], [6]. Section VII contains simulation results illustrating the performance of the
above algorithms, and the CRB. We remark that there are other algorithms in the recent literature that assume a different measurement model (e.g., 0-1 node connectivity only, as in [6]), or propose solutions of considerably higher complexity (e.g., as in [1]). We aim for the low-complexity regime, for simplicity and scalability considerations. Conclusions are drawn in section VIII.

II. MULTIDIMENSIONAL SCALING

MDS [7], [8] has its origins in psychometrics and psychophysics. MDS postulates that perceptual or objective “dissimilarities” or “distances” between pairs of abstract “objects” can be be generated by points in m-dimensional space. Any set of distances obeying the triangle inequality can be reproduced (or closely approximated) by choosing $m$ to be sufficiently large; but usually $m = 2$ or $m = 3$ is chosen to retain the systematic variation, and also for ease of visualization. Thus, MDS aims to find a geometric representation of the data in 2-D or 3-D space, such that the distances between data points fit as well as possible the given dissimilarity information.

We denote the dissimilarity measure (the estimated distances in our case), between objects $i$ and $j$ as $d_{ij}$. The set of dissimilarities yields a measured distance matrix $D$. We also let $\hat{d}_{ij}$ denote the Euclidean distance between (generated by) two points $X_i = (x_{i1}, x_{i2}, ..., x_{im})$ and $X_j = (x_{j1}, x_{j2}, ..., x_{jm})$, i.e.

$$\hat{d}_{ij} = \sqrt{\sum_{k=1}^{m} (x_{ik} - x_{jk})^2}.$$  

(1)

In classical metric MDS, we estimate the node coordinates $X$ by computing the $m$ principal components of a double-centered and element-wise squared version of the matrix $D$, denoted by $B$:

$$B = -\frac{1}{2}JPJ,$$  

(2)

where $P = D \odot D$ is the matrix of squared distances ($\odot$ denotes the element-wise matrix product), and $J$ is the centering operator,

$$J = I - ee^T/N,$$  

(3)

with $N$ denoting the number of objects (sensor nodes), and $e$ denoting the $N \times 1$ vector of all $1$’s. For an $N \times N$ matrix $D$ and for $m$ dimensions, it can be shown that

$$-\frac{1}{2} (d_{ij}^2 - \frac{1}{N} \sum_{j=1}^{N} d_{ij}^2 - \frac{1}{N} \sum_{i=1}^{N} d_{ij}^2 + \frac{1}{N^2} \sum_{j=1}^{N} \sum_{i=1}^{N} d_{ij}^2) = \sum_{k=1}^{m} x_{ik}x_{jk},$$

(4)

thus the estimated node coordinates are given by the $m$ principal eigenvectors of the matrix $B$, scaled by the square roots of the corresponding eigenvalues. That is, with $U_r$ containing the $m$ principal eigenvectors and $V_r$ diagonal containing the corresponding eigenvalues, $B_r = U_rV_rU_r^T$ is an optimal least squares approximation of $B$, and $X_r = U_rV_r^{1/2}$ is an approximation of the node coordinates in $m$-dimensional space, up to a common coordinate rotation, reflection, and shift. An
alignment procedure is necessary to transform the estimated node locations to a desired frame of reference.

It is important to note that, due to the preprocessing steps prior to PCA, this approach is not equivalent to nonlinear least-squares parameter fitting using the original measurements.

Direct minimization of a suitable stress function is an alternative to PCA-based MDS [7]. A common stress function is

$$\text{stress}^2 = \sum_{i,j} w_{ij}(\hat{d}_{ij} - d_{ij})^2.$$  \hspace{1cm} (5)

Where \([w_{ij}]\) is the weight matrix, whose elements are equal to 1 if node \(j\) is in the measurement range of node \(i\) and 0 otherwise. Minimization starts with an initial guess of the node positions (often random), followed by gradient descent iterations. Initialization matters a lot in this context, because the stress function is multi-modal. Furthermore, the number of iterations required for convergence depends heavily on the quality of the initialization.

III. FASTMAP

The basic element of Fastmap [3] is the projection of the nodes on a properly selected line. This is achieved by selecting two objects \(O_a, O_b\), called pivots, and projecting all other objects on the line that passes through them. A pair of pivots is chosen for each of the \(m\) dimensions. The coordinates, (i.e. projections on the pivot line) of the objects can be found by employing the cosine law [3]. Thus, the first coordinate for object \(O_i\) is given by:

$$x_i = \frac{d_{ai}^2 + d_{ab}^2 - d_{bi}^2}{2d_{ab}},$$  \hspace{1cm} (6)

where \(d_{ij}\) is the dissimilarity measure between nodes \(i\) and \(j\) and \(a, b\) are the pivot objects. After computing these coordinates for each object \(O_i\), we consider a hyperplane which is orthogonal to the pivot line. We then project the objects on this hyperplane, and repeat the process, this time using

$$\tilde{d}_{ij}^2 = d_{ij}^2 - (x_i - x_j)^2, \hspace{1cm} i, j = 1, ..., N.$$  \hspace{1cm} (7)

A heuristic method is proposed in [3] for choosing the pivots as far as possible from one another.

In database applications there is no “natural” or preferred coordinate frame of reference, thus the final alignment step is not used, and anchors are not needed. In the context of sensor networks,

\(^3\)The negative log-likelihood of the observed data under a suitable measurement noise model would seem to be the natural choice of stress function. This is not fortuitous in our context, however, because the resulting function is not only multi-modal, but also leads to numerical difficulties. For this reason, a least squares criterion is preferred. While still multi-modal, the adopted least squares criterion is much more benign from a numerical optimization viewpoint, and it often yields performance close to the pertinent CRB, as will be seen in the simulations.
however, obtaining absolute position estimates is important. Unfortunately, Fastmap is very sensitive to coordinate alignment, because the estimated position of every node (and thus anchor nodes as well) is only based on distances to the chosen pivot nodes - there is no averaging. In order to mitigate this problem, we advocate a particular choice of anchor/pivot nodes, placed at the outer edges of the network. In particular, we assume that the sensor nodes are spread over a square, and place the anchor nodes, which will also serve as pivots, at three vertices (see Fig. 1). This placement bypasses the need for alignment and thus alignment errors, thereby providing a high-quality initialization to the gradient descent. Anchors #1 and #2 also serve as pivots for determining the coordinates in the first dimension, while anchors #2 and #3 double as pivots for the second dimension.

We assume that the anchor/pivot nodes which are used by the Fastmap can take distance measurements from all the sensor nodes, (even if we don’t have full connectivity information for the rest of the nodes). This is reasonable if the anchor/pivot nodes are airborne or in higher ground.

IV. A TWO-STAGE APPROACH

Fastmap is a fast algebraic mapping method that is rather sensitive to measurement errors, particularly so in the final alignment step. In our context, this sensitivity can be mitigated by the proposed choice of anchor/pivot nodes. The resulting estimates can be used as initialization for gradient descent. Each step of gradient descent costs $O(N^2)$. Assuming good-enough initialization, only a few gradient descent steps will be needed. This suggests that a substantial complexity reduction relative to PCA and other techniques is possible. Interestingly, estimation accuracy can be improved as well, as we will see.

The basic steps of the two-stage algorithm are shown in Table I. Denoting by $(x_i, y_i)$ the estimated position of node $i$, the partial derivative of the stress function in (5) is given by

$$\frac{\partial \text{stress}}{\partial x_i} = \sum_{j \neq i} w_{ij} \frac{\sqrt{(x_i - x_j)^2 + (y_i - y_j)^2} - d_{ij}}{\sqrt{(x_i - x_j)^2 + (y_i - y_j)^2}} (x_i - x_j).$$

with a similar expression for the partial derivative with respect to $y_i$. For simplicity, but also to bound complexity, a fixed number $p = 10$ of gradient descent steps is used in our simulations.

V. COSTA’S ALGORITHM

An iterative distributed estimation algorithm for MDS has been recently proposed in [2], using the principle of majorization. The idea behind majorization is simple. Instead of directly minimizing a complicated cost/stress function, majorization uses a simpler (usually quadratic) majorizing function that lies over the said cost/stress function and is equal to it at the current parameter estimate. Minimizing the majorizing function thus yields a new parameter estimate whose cost/stress is lower
than or equal to that of the previous one. Continuing in this fashion yields a sequence of parameter estimates of decreasing cost/stress values. Specializing to the present context [2] yields the following update

\[ x_i^k = a_i X^{k-1} b_i^{k-1}, \]  

where \( X^k \) is the matrix which contains the position estimates for all the sensor nodes in the \( kth \) iteration of the algorithm, and \( a \) is a parameter given by

\[ a_i^{-1} = \sum_{j=1, j\neq i}^{N-M} w_{ij} + \sum_{j=N-M+1}^{N} 2w_{ij}, \]

where \( M \) is the number of anchor nodes (\( M = 3 \) in the 2-D case). The entries of the \( N \times 1 \) vector \( b_i \) are given by

\[ b_i(j) = w_{ij}(1 - d_{ij}/\hat{d}_{ij}), \quad j \leq N - M, j \neq i, \]

\[ b_i(j) = 2w_{ij}(1 - d_{ij}/\hat{d}_{ij}), \quad j > N - M, j \neq i, \]

\[ b_i(i) = \sum_{i=1}^{N-M} w_{ij}d_{ij}/\hat{d}_{ij} + \sum_{j=N-M+1}^{N} 2w_{ij}d_{ij}/\hat{d}_{ij}, \]

where \( \hat{d}_{ij} \) is the reproduced distance computed from the coordinate estimates at iteration \( k \). The algorithm runs iteratively and the requisite computation can be performed at each node in a distributed function (every node computes its own position coordinates and the corresponding part of the cost function). The iterations continue until the associated sequence of costs converges within \( \epsilon \) in the Cauchy sense. The cost function which the authors in [2] propose is:

\[ S = \sum_{i=1}^{N-M} S_i, \]

where the local cost functions \( S_i \) are given by:

\[ S_i = \sum_{j=1, j\neq i}^{N-M} w_{ij}(d_{ij} - \hat{d}_{ij})^2 + \sum_{j=N-M+1}^{N} 2w_{ij}(d_{ij} - \hat{d}_{ij})^2 \]

When the difference between the previous and the current cost values becomes smaller than a threshold \( \epsilon \) the algorithm terminates. This is guaranteed due to the fact that a single iteration can reduce or maintain, but cannot increase the cost, which is also bounded from below.

VI. MEASUREMENT NOISE MODEL AND CRAMÉR-RAO BOUND

Pairwise distance estimates will inevitably contain measurement errors, which are generally amplified with increasing distance between nodes. The choice of measurement noise model depends on many factors, and is application-specific. We shall adopt a certain multiplicative noise model from the recent literature on node localization in wireless sensor networks [1], [6], in which the distance
measurement error is proportional to the actual distance between the pair of nodes. Thus the measured distance \( d_{ij} \) between nodes \( i, j \) is assumed to be drawn from
\[
d_{ij} \sim \delta_{ij} + \delta_{ij} N(0, e_r^2),
\]
where \( \delta_{ij} \) is the actual distance between nodes \( i, j \) and \( e_r^2 \) is the range error variance. We also assume that the measurements are reciprocal (or symmetrized by averaging prior to further processing); i.e., \( d_{ij} = d_{ji} \).

In this section, we derive the Cramér-Rao Bound (CRB) for node localization using the above multiplicative noise model. Analogous derivations for different noise models employed in [2], [5] can be found in [5]. An explanation of the difference between the RSS noise model described therein and our multiplicative noise model can be found in the appendix.

Define the vector of sensor parameters \( \gamma = (\gamma_1 \gamma_2 \ldots \gamma_N) \). Each \( \gamma_i \) contains the location coordinates for node \( i \), i.e., \( \gamma_i = (x_i, y_i) \) in the 2-D case. The unknown parameter vector for the \( N - 3 \) sensors whose locations are unknown\(^2\) is defined as \( \theta = (\theta_x \ \theta_y) \), with \( \theta_x = (x_1, x_2, ..., x_{N-3}) \) and \( \theta_y = (y_1, y_2, ..., y_{N-3}) \). This is the vector we wish to estimate. Sensors \( i, j \) perform pairwise observations \( d_{ij} \). We assume that the observations \( d_{ij} \) are statistically independent for \( i < j \). The density function of the observations \( d_{ij} \) given the locations of nodes \( i, j \) is denoted by \( f(d_{ij} | \gamma_i, \gamma_j) \).

Thus the joint log-likelihood is
\[
l(D, \gamma) = \sum_{i=1}^{N} \sum_{j \in H(i), \ j < i} l_{i,j},
\]
\[
l_{i,j} = \log f(d_{ij} | \gamma_i, \gamma_j)
\]

where \( H(i) \) is the set of nodes which are in the range of node \( i \).

The CRB for coordinate \( \theta_i \) is \( \text{cov}(\theta_i) \geq [F_\theta^{-1}]_{ii} \), where \( F_\theta \) is the Fisher Information Matrix (FIM), given by
\[
F_\theta = \begin{bmatrix}
F_{xx} & F_{xy} \\
F_{yx}^T & F_{yy}
\end{bmatrix}.
\]

The elements for the sub-matrix \( F_{xx} \) are given by
\[
F_{xx}(k, l) = \begin{cases}
-\sum_{j \in H(k)} E\left[ \frac{\partial^2}{\partial x_k \partial x_l} l_{k,j} \right], & k = l \\
-I_{H(k)}(l) E\left[ \frac{\partial^2}{\partial x_l \partial x_k} l_{k,l} \right], & k \neq l,
\end{cases}
\]
\(^2\)In the 2-D case we need 3 anchor nodes.
where \( I_{H(k)}(l) \) is the indicator function (1 if \( l \) is in the range of \( k \), 0 otherwise). Similar expressions hold for the \( F_{xy} \), \( F_{yy} \) sub-matrices. For full connectivity, the elements of the above matrices are

\[
F_{xx}(k,l) = \begin{cases} 
- \sum_j \frac{2(x_k - x_j)^2}{\sigma_{x_j}} - \frac{1}{e^2} \left( \frac{2}{\sigma_{x_j}} + 4 \left( \frac{x_k - x_j}{\delta_{x_j}} \right)^2 \right) - \frac{1}{e^2} \left( \frac{1}{\delta_{x_j}} - \frac{3(x_k - x_j)^2}{\delta_{x_j}} \right), & k = l, \\
- \frac{1}{e^2} - \frac{2(x_k - x_j)^2}{\sigma_{x_j}} + \frac{1}{e^2} \left( \frac{4(x_k - x_j)^2}{\delta_{x_j}} - \frac{1}{\sigma_{x_j}} \right) - \frac{1}{e^2} \left( \frac{3(x_k - x_j)^2}{\delta_{x_j}} - \frac{1}{\delta_{x_j}} \right), & k \neq l
\end{cases}
\]

(similar expressions can be obtained for the elements of \( F_{yy} \) and

\[
F_{xx}(k,l) = \begin{cases} 
- \sum_j 2(x_k - x_j)(y_k - y_j) \frac{1}{\sigma_{y_j}} - \frac{4}{e^2} \left( \frac{x_k - x_j}{\delta_{y_j}} (y_k - y_j) \right) + \frac{3}{e^2} \left( \frac{x_k - x_j}{\delta_{y_j}} (y_k - y_j) \right) , & k = l, \\
- \frac{2}{e^2} \left( x_k - x_l \right) (y_k - y_l) \frac{1}{\sigma_{y_j}} + \frac{4}{e^2} \left( \frac{x_k - x_l}{\delta_{y_j}} (y_k - y_l) \right) - \frac{3}{e^2} \left( \frac{x_k - x_l}{\delta_{y_j}} (y_k - y_l) \right) , & k \neq l
\end{cases}
\]

(18)

\[
(19)
\]

\section{VII. Simulation Results}

In this section, we compare the aforementioned algorithms in the context of node localization in sensor networks. Network nodes are considered to be uniformly distributed in a square with area equal to 1, i.e., the \( x \) and \( y \) coordinates of the sensor nodes are uniformly distributed in \([0, 1]\). We employ the alignment procedure described in [4], when necessary, in order to estimate the absolute coordinates, and adopt root mean squared error as our estimation performance metric:

\[
RMSE := \frac{\sum_{i=1}^{N} \sqrt{(x_{ei} - x_{ri})^2 + (y_{ei} - y_{ri})^2}}{N},
\]

where \( x_{ei}, y_{ei} \) are the estimated coordinates, and \( x_{ri}, y_{ri} \) are the actual coordinates of sensor \( i \). The computational complexity orders of the various algorithms under consideration are listed in Tables II and IV, for the case of full and partial connectivity, respectively.

The baseline\(^3\) MDS algorithm is based on PCA of the doubly-centered matrix of squared distances, and henceforth referred to as PCA-based MDS. We also implemented Costa’s iterative majorization algorithm. We tried both a random initialization and the alternative initialization strategy suggested in [2]. The latter strategy often yields complex coordinates when the triangle inequality fails due to measurement errors, whereas the former (random) yields unsatisfactory results that do not improve with decreasing error variance. It is clear that Costa’s algorithm is sensitive with respect to initialization, and could benefit from a better “warm start”. For this reason, we also tried using our adaptation of Fastmap to initialize Costa’s iteration.

Fig. 2 shows the RMSE performance of the various algorithms (PCA, Fastmap, Fastmap+SD, Fastmap+Costa, and Costa with random initialization) for a sensor network with 80 sensors, as a

\(^3\)PCA-based MDS is not directly applicable in the case of partial connectivity.
function of $e_r^2$. Distance measurements are drawn from the multiplicative noise model in (14). The corresponding Cramér-Rao Bound (CRB) is also plotted as a benchmark. For the SD step of the proposed algorithm (Fastmap+SD), a step-size of $\lambda = 0.01$ and $p = 10$ SD iterations were used. The convergence threshold in Costa’s algorithm was set to $\epsilon = 0.1$. From Fig. 2, we observe that stand-alone Fastmap exhibits poor performance, which quickly degrades with increasing range error variance. When randomly initialized, Costa’s algorithm also performs poorly in this setup, and its performance does not improve with decreasing error variance. Fastmap+SD and Fastmap+Costa are the best options from the viewpoint of RMSE performance, and remain relatively close to the CRB, especially for low range error variance. Interestingly, the proposed algorithm is not only less complex, but also more accurate than PCA. This is partially attributed to the fact that PCA uses double centering, which colors the noise, whereas the proposed algorithm directly minimizes the stress function.

Fig. 3 shows corresponding results for a network with 200 nodes ($\lambda = 0.005$; the remaining setup is the same as Fig. 2). The estimation accuracy of PCA, Fastmap+SD, and Fastmap+Costa, is improved relative to Fig. 2, as expected. Fastmap does not benefit, due to the lack of (implicit or explicit) averaging, while Costa’s algorithm with random initialization actually does quite the same as in Fig. 2.

We also tried an additive measurement noise model, i.e., the measurements are drawn from

$$d_{ij} \sim \delta_{ij} + \mathcal{N}(0, e_r^2),$$

(21)

where the variance of the measurement error is independent of the distance between the two nodes. The results are shown in Fig. 4 for the case of 80 nodes, and in Fig. 5 for the case of 200 nodes. We observe again that Fastmap+SD and Fastmap+Costa yield approximately the same RMSE performance, significantly outperforming stand-alone Fastmap and PCA.

One might also wonder whether the RMSE comparison of the various algorithms is sensitive with respect to the statistics of the multiplicative noise (normal versus log-normal, see also the appendix). Fig. 6 presents simulation results for the log-normal multiplicative noise model employed in [2]. We observe that the relative performance ordering of the different algorithms is the same as in Fig. 2.

Fig. 7 shows the average computational cost in floating point operations (FLOPS) of Fastmap+SD and Fastmap+Costa, as a function of the number of nodes, $N$. We observe that Fastmap+SD exhibits significantly lower complexity (almost five times lower) than Fastmap+Costa. The values of the step-size $\lambda$ used for the different values of $N$ are listed in Table III.

In all simulation results presented so far, the network was assumed to be fully connected, i.e., distance measurements were available for each pair of nodes in the network. We now switch to partially connected scenarios. We assume that nodes which are further apart than a certain threshold (radio
range) cannot hear each other, the corresponding distance measurement is marked as unavailable, and the associated weight in the stress function is set to zero. An exception is that every node is assumed to be within range from each of the three anchor/pivot nodes. We adopt the multiplicative noise model in 14, and consider two cases: in the first the measurement range is 0.14 and in the second it is 0.3.

Fig. 8 and Fig. 9 show the RMSE performance of Fastmap+SD, Fastmap+Costa, and the CRB (which accounts for the missing data) for the two cases, as a function of range error variance, for $N = 80$ nodes. Table V lists the values of $\lambda$ used in the SD iteration for the three different connectivity scenarios (fully connected, partially connected with measurement range equal to 0.3, or 0.14) and $N = 80$. For Fastmap+SD, we tried two different values for the number of SD iterations: $p = 10$ and $p = 30$. From Fig. 8 and Fig. 9, we observe that Fastmap+Costa outperforms Fastmap+SD in terms of RMSE, even when $p = 30$ is used in SD. This is in contrast to the case of full connectivity. The corresponding FLOP counts in Fig. 10 and Fig. 11 show that Fastmap+SD with $p = 10$ maintains its computational complexity advantage compared to Fastmap+Costa. Increasing $p$ improves the RMSE performance of Fastmap+SD, but at the cost of computational complexity, which is brought closer to that of Fastmap+Costa. We conclude that while Fastmap+SD offers lower complexity for the same RMSE performance as Fastmap+Costa in the fully connected case, there is a performance penalty for the reduced complexity in the partially connected case, wherein Fastmap+Costa may be preferable.

VIII. CONCLUSIONS

We have proposed a hybrid two-stage node localization algorithm that offers better accuracy than existing alternatives of the same (and, in certain cases, even higher) complexity order. The new algorithm employs Fastmap, coupled with judicious selection of anchor nodes that double as pivots, to generate a computationally cheap yet sufficiently accurate initialization for gradient descent. The new algorithm is particularly attractive (in terms of the offered performance-complexity trade-off) in the case of dense networks.

We also proposed using our adaptation of Fastmap as initialization for Costa’s algorithm. The latter combination appears useful for sparse networks, in which case it attains better estimation performance than Fastmap+SD, albeit at a higher complexity cost. Our simulations indicate that, in the context of our present application, Fastmap+SD uniformly outperforms PCA-based MDS, both in terms of complexity and in terms of estimation accuracy. We have also derived the pertinent CRB for the multiplicative noise model in [1], [6], which was adopted for most of our simulations.

APPENDIX

Normal vs. log-normal multiplicative noise modelling: In [2], [5], the power received at node $i$ from node $j$, measured in decibel (dB), is modelled as $P_{ij} = \bar{P}_{ij} + v$, where $\bar{P}_{ij}$ is the mean power,
and $v$ is a zero-mean Gaussian random variable of standard deviation $\sigma$. The mean power is modelled as $\tilde{P}_{ij} = P_0 - 10n_p \log_{10} \frac{\delta_{ij}}{\delta_0}$, where $P_0$ is the mean power for a reference distance, $\delta_0$, and $n_p$ is the path loss exponent. It follows that

$$P_0 - P_{ij} = P_0 - \tilde{P}_{ij} - v = 10n_p \log_{10} \frac{\delta_{ij}}{\delta_0} - v,$$

(22)

and the associated distance estimate is given by [2]

$$d_{i,j} = \delta_0 10^{(P_0 - \tilde{P}_{ij})/10n_p}.$$  \hspace{1cm} (23)

Substituting $P_{ij} = \tilde{P}_{ij} + v$ and $\tilde{P}_{ij} = P_0 - 10n_p \log_{10} \frac{\delta_{ij}}{\delta_0}$ yields

$$d_{ij} = \delta_{i,j} 10^{-v/10n_p}.$$ \hspace{1cm} (24)

Notice that the noise factor is log-normal, whereas in the model of [1], [6] (also adopted herein) the noise factor is normally distributed.
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TABLE I

TWO-STAGE FASTMAP+SD ALGORITHM

Input: \( D \)

1) Run Fastmap using as pivots three anchor nodes, judiciously placed on the three vertices of the square distribution area. Let \( X \) be the vector containing the resulting estimated node coordinates.

2) For \( i = 1 \) to \( p \)

begin

\bullet \text{ evaluate } \nabla stress \text{ at the point } X
\bullet \quad X = X - \lambda \nabla stress

end

TABLE II

COMPUTATIONAL COMPLEXITIES FOR FULL CONNECTIVITY (\( N \) IS NUMBER OF NODES, \( m \) IS NUMBER OF SPATIAL DIMENSIONS)

<table>
<thead>
<tr>
<th>Algorithm</th>
<th>Complexity</th>
</tr>
</thead>
<tbody>
<tr>
<td>Fastmap</td>
<td>( \mathcal{O}(mN) )</td>
</tr>
<tr>
<td>Fastmap+SD</td>
<td>( \mathcal{O}(pmN^2), p &lt;&lt; N )</td>
</tr>
<tr>
<td>PCA</td>
<td>( \mathcal{O}(N^3) )</td>
</tr>
<tr>
<td>Costa’s</td>
<td>( \mathcal{O}(kmN^2), k &lt;&lt; N )</td>
</tr>
</tbody>
</table>

TABLE III

CHOICE OF STEP-SIZE \( \lambda \) AS A FUNCTION OF THE NUMBER OF NODES \( N \)

<table>
<thead>
<tr>
<th>( N )</th>
<th>( \lambda )</th>
</tr>
</thead>
<tbody>
<tr>
<td>80</td>
<td>0.01</td>
</tr>
<tr>
<td>110</td>
<td>0.0075</td>
</tr>
<tr>
<td>140</td>
<td>0.007</td>
</tr>
<tr>
<td>170</td>
<td>0.006</td>
</tr>
<tr>
<td>200</td>
<td>0.005</td>
</tr>
</tbody>
</table>
TABLE IV
COMPUTATIONAL COMPLEXITIES FOR PARTIAL CONNECTIVITY (s IS THE AVERAGE NUMBER OF DISTANCE
MEASUREMENTS COLLECTED BY A NODE)

<table>
<thead>
<tr>
<th>Algorithm</th>
<th>Complexity</th>
</tr>
</thead>
<tbody>
<tr>
<td>Fastmap</td>
<td>$O(mN)$</td>
</tr>
<tr>
<td>Fastmap+SD</td>
<td>$O(pmsN)$, $p &lt;&lt; N$</td>
</tr>
<tr>
<td>Costa’s</td>
<td>$O(kmsN)$, $k &lt;&lt; N$</td>
</tr>
</tbody>
</table>

TABLE V
CHOICE OF STEP-SIZE $\lambda$ AS A FUNCTION OF MEASUREMENT RANGE

<table>
<thead>
<tr>
<th>Measurement Range</th>
<th>$\lambda$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Infinite</td>
<td>0.01</td>
</tr>
<tr>
<td>0.3</td>
<td>0.0125</td>
</tr>
<tr>
<td>0.14</td>
<td>0.015</td>
</tr>
</tbody>
</table>

Fig. 1. Anchor/pivot node placement
Fig. 2. RMSE performance vs. measurement range error variance. $N = 80$, all pairwise distance estimates collected. Measurement error proportional to the actual distance. 100 Monte Carlo runs.

Fig. 3. RMSE performance vs. measurement range error variance. $N = 200$, all pairwise distance estimates collected. Measurement error proportional to the actual distance. 100 Monte Carlo runs.
Fig. 4. RMSE performance vs. measurement range error variance. $N = 80$, additive noise measurement model, all pairwise distance estimates collected. 100 Monte Carlo runs.

Fig. 5. RMSE performance vs. measurement range error variance. $N = 200$ sensor nodes, all pairwise distance estimates collected. Additive noise measurement model. 100 Monte Carlo runs.
Fig. 6. RMSE performance vs. power noise variance $\sigma^2$. $N = 80$ sensor nodes, all pairwise distance estimates collected. Log-normal noise measurement model. 100 Monte Carlo runs.

Fig. 7. Computational cost in FLOPS vs. number of nodes. All pairwise distance estimates collected, $e_r^2 = 0.1, \epsilon = 0.1$. Multiplicative noise measurement model. 50 Monte Carlo runs.
Fig. 8. RMSE performances and CRB for limited measurement range = 0.14 (the weights which correspond to distances greater than this limit are set to zero). $\epsilon = 0.1$, $\lambda = 0.015$, $N = 80$. 100 Monte Carlo runs.

Fig. 9. RMSE performances and CRB for limited measurement range = 0.3. $\epsilon = 0.1$, $\lambda = 0.013$, $N = 80$. 100 Monte Carlo runs.
Fig. 10. Computational cost in FLOPS vs. number of nodes. Pairwise distances collected only for nodes with actual distance smaller than 0.3. \( c_r^2 = 0.1 \). Multiplicative measurement noise model. 50 Monte Carlo runs.

Fig. 11. Computational cost in FLOPS vs number of nodes. Pairwise distances collected only for nodes with actual distance smaller than 0.14. \( c_r^2 = 0.1 \). Multiplicative measurement noise model. 50 Monte Carlo runs.
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I. INTRODUCTION

Maximum likelihood (ML) detection in memoryless Multiple-Input Multiple-Output (MIMO) communication systems with Gaussian noise is equivalent to a least-squares lattice search problem which is NP-hard. For this reason, several computationally efficient approximate solutions have been developed. The current state-of-art includes two main families of high-performance MIMO detectors: those based on Sphere Decoding (SD) [11], [1], [2], [12], [14] and those based on Semidefinite Relaxation (SDR) [7], [6], [5], [13]. SD detectors can provide the exact ML solution at low computational cost, provided that the Signal to Noise Ratio (SNR) is relatively high, and the aggregate transmission rate is relatively low. However, SD cannot efficiently handle high problem dimensions (long symbol vectors) or high-order symbol constellations, especially at low SNR, and it has recently been shown that its expected complexity is exponential [4], under certain conditions that are relatively mild and general in our context. Worst-case complexity of computing the exact ML solution is generically exponential, due to NP-hardness.

In contrast, SDR approaches feature polynomial worst-case complexity and very competitive performance. Initially, SDR multiuser / MIMO detection was developed for Binary Phase-Shift Keying (BPSK) constellations, but the ideas were later extended to M-PSK [7], [6], [5], and, very recently, to 16- Quadrature Amplitude Modulation (16-QAM) [13] and general QAM constellations [8]. While [13] deals exclusively with 16-QAM, the approach can, in principle, be extended to higher-order QAM alphabets. This, however, entails the introduction of additional slack variables, and complexity becomes $O(K^{6.5}N^{6.5})$, where $N = O(M)$, $M$ is the number of symbols, and $K$ is the square root of the order of the constellation. The idea in [13] is fruitful for 16-QAM, but impractical for higher orders. Likewise, the complexity of the methods in [8] ranges from $O(K^{6.5}N^4)$ to $O(K^{6.5}N^{6.5})$.

In this contribution, we propose a different, $O(N^{3.5})$ relaxation for high-order QAM alphabets. Our approach can be viewed as further relaxation of [13], only utilizing upper and lower bounds on the symbol energy in the relaxation step. The key features of our approach are that i) it provides significant performance improvements relative to existing solutions of comparable worst-case complexity order; and ii) its complexity is independent of the constellation order for uniform QAM, and affine in the constellation order for non-uniform QAM. For BPSK and 4-QAM, our approach reduces to the one in [7].
II. PROBLEM STATEMENT AND PRELIMINARIES

For any separable QAM constellation\(^1\), ML detection in memoryless MIMO communication systems with Gaussian noise can be formulated as the following optimization problem (possibly after noise pre-whitening):

\[
\begin{align*}
\min & \quad ||d - Ms||_2^2 \\
\text{subject to:} & \quad Re\{s(i)\} \in A_{\text{real}}, \quad Im\{s(i)\} \in A_{\text{imag}}, \quad \forall i.
\end{align*}
\]

(1)

(2)

For brevity of exposition, we will assume that \(A_{\text{real}} = A_{\text{imag}} = A\) in the sequel, although our approach generalizes trivially to different alphabets for the real and imaginary parts. We thus consider

\[
\begin{align*}
\min & \quad ||d - Ms||_2^2 \\
\text{subject to:} & \quad Re\{s(i)\} \in A, \quad Im\{s(i)\} \in A, \quad \forall i,
\end{align*}
\]

(3)

(4)

where \(d\) is the complex baseband received vector, \(M\) is a known baseband-equivalent channel matrix, and \(s\) is the symbol vector. Upon defining

\[
\begin{align*}
z & := \left[ Re\{d\}^T \quad Im\{d\}^T \right]^T, \\
H & := \begin{bmatrix} Re\{M\} & -Im\{M\} \\ Im\{M\} & Re\{M\} \end{bmatrix}, \\
r & := \left[ Re\{s\}^T \quad Im\{s\}^T \right]^T,
\end{align*}
\]

(5)

(6)

(7)

we may convert the problem to real-valued form

\[
\begin{align*}
\min & \quad ||z - Hr||_2^2 \\
\text{subject to:} & \quad r(i) \in A, \quad \forall i.
\end{align*}
\]

(8)

(9)

III. PROPOSED SOLUTION

Assume that \(A\) is symmetric about the origin (always the case for QAM constellations). In this case, if \(r\) satisfies the finite alphabet constraints in (9), then so does \(tr\), for \(t \in \{-1, 1\}\). Furthermore,

\[
||z - Hr||_2^2 = r^T H^T Hr - 2z^T Hr + z^T z.
\]

(10)

\(^1\)Separable constellations are almost always adopted for ease of decoding, even in the single-input single-output case.
It follows that (8)-(9) is equivalent to

$$\min \left( r^T H^T H r - 2 z^T H r \right)$$

subject to: $r(i) \in A$, $\forall i$, $t \in \{-1, 1\}$. \hspace{1cm} (11)

Further defining $x := \begin{bmatrix} r^T & t \end{bmatrix}^T \in \mathbb{R}^N$ and

$$Q := \begin{bmatrix} H^T H & -H^T z \\ -z^T H & 0 \end{bmatrix},$$

problem (11)-(12) can be put in homogeneous quadratic form

$$\min x^T Q x$$

subject to: $x(i) \in A$, $\forall i \in \{1, \cdots, N-1\}$, $x(N) \in \{-1, 1\}$. \hspace{1cm} (14)

Using $x^T Q x = \text{Trace}(x^T Q x) = \text{Trace}(Q xx^T)$, and denoting $X := xx^T$, we can rewrite problem (14)-(15) equivalently as:

$$\min \text{Trace}(QX)$$

subject to: $X \geq 0$, $\text{rank}(X) = 1$, $X(i, i) \in A^2$, $\forall i \in \{1, \cdots, N-1\}$, $X(N, N) = 1$. \hspace{1cm} (16)

Problem (16)-(18) entails nonconvex constraints: the $\text{rank}(X) = 1$ constraint, as well as the finite (squared) alphabet constraints $X(i, i) \in A^2$, $\forall i \in \{1, \cdots, N-1\}$. Dropping the rank-one constraint, and relaxing the constraints $X(i, i) \in A^2$, $\forall i \in \{1, \cdots, N-1\}$ to the convex half-space constraints

$L := \min_{a \in A} a^2 \leq X(i, i) \leq \max_{a \in A} a^2 =: U$, $\forall i \in \{1, \cdots, N-1\}$, we obtain the following convex relaxation:

$$\min \text{Trace}(QX)$$

subject to: $X \geq 0$, $L \leq X(i, i) \leq U$, $\forall i \in \{1, \cdots, N-1\}$, $X(N, N) = 1$. \hspace{1cm} (19)

Note that (19)-(21) is not a Lagrangian relaxation of (16)-(18), because, in addition to the rank-one constraint, we have relaxed the alphabet constraints. This means that the bi-dual interpretation does not hold for our relaxation in (19)-(21). For a bi-dual relaxation see [13]. Our proposed relaxation in (19)-(21) can be viewed as further relaxation of [13], and it affords lower complexity for large $|A|$ compared to [13].
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The relaxed problem in (19)-(21) can be solved using any of the available modern SDP solvers, such as SeDuMi [10], based on interior point methods. After this step, an approximate solution to the original problem can be generated using *Gaussian randomization*: that is, drawing random vectors \( x \sim N(0, X_o) \), where \( X_o \) denotes the solution of (19)-(21), quantizing each element of \( x \) to the nearest point in \( A \), reconstructing \( s \) from the quantized \( x \), and picking the \( s \) that yields the smallest cost in (3).

A. Complexity

The worst-case complexity of solving a generic SDP problem involving a matrix variable of size \( N \times N \) and \( O(N) \) linear constraints is \( O(N^{0.5}) \). That would imply a complexity of \( O(N^{6.5}) \) for problem (19)-(21). However, exploiting the fact that the constraints in (21) are separable and only apply to the diagonal elements of \( X \), that figure can be reduced to \( O(N^{3.5}) \), which is very competitive (\( N = 2M + 1 \), where \( M \) is the number of QAM symbols). The complexity of the randomization step is \( O(N^2) \) per draw. We emphasize that, unlike [13], the complexity of the overall algorithm is independent of the constellation order for uniform QAM, and affine in the constellation order for non-uniform QAM. This is because the quantization step in the randomization loop amounts to simple scaling and rounding for uniform constellations, but may require a linear search for non-uniform constellations.

IV. Simulations

We conducted Monte-Carlo (MC) simulation experiments for two indicative MIMO transmission scenarios: a \( 16 \times 16 \) system using 64-QAM, and an \( 8 \times 8 \) system using 16-QAM. In both cases, the channel matrix comprised i.i.d. elements drawn from a circularly symmetric zero-mean complex normal distribution of unit variance (\( CN(0,1) \)), and a new channel realization was drawn for each vector transmission (MC trial). The signal to noise ratio is defined as \( SNR := 10 \log_{10} \frac{M E_s}{N_o} \), where \( M \) is the length of the transmitted QAM symbol vector \( s \), \( E_s \) is the mean symbol energy of the QAM constellation, and the noise vector is i.i.d. \( CN(0, N_o) \).

In order to gauge performance as a function of the number of randomizations, we tested our SDR algorithm with 100, 300, and 1000 randomization samples per decoded vector. As baselines for comparison, we employed i) the Schnor-Euchner variant of SD (SE-SD) with an infinite radius so that the optimal solution is always obtained; and ii) two commonly used suboptimal solutions of complexity \( O(M^3) \): the quantized output of the zero-forcing linear receiver (QZF), and the (nonlinear) block MMSE-DFE (BMMSE-DFE) [3], [9]. Two performance metrics were used: Symbol Error Rate (SER), and worst-case execution\(^2\) time. SE-SD was implemented as a Matlab executable (mex) compiled from optimized C

\(^2\)On an Intel Centrino 1.6GHz system, with 512M RAM.
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code; SDR was implemented using the general-purpose SeDuMi toolbox [10]. As a result, execution time estimates are somewhat biased in favor of SE-SD. The reason for using a measure of worst-case (as opposed to average) complexity is that in on-line applications we have to decode within a specified time, and bad channels do happen with positive probability. The choice between execution time or number of floating point operations is debatable, especially because SE-SD was implemented in mex/C; but we are interested in order-of-magnitude estimates, and differences in execution time are easier to appreciate.

Figures 1 and 2 show the SER versus SNR and worst-case execution time versus SNR, respectively, for the $16 \times 16$ system using 64-QAM ($64^{16} \approx 8 \times 10^{28}$). From figure 2, it is evident that SE-SD is too complex for this configuration; very long runs are actually not atypical. Due to this, figure 2 actually shows a lower bound on the worst-case execution time of SE-SD, computed from far fewer realizations. The associated SER cannot be estimated in reasonable time, and is therefore not reported in figure 1. SDR provides a performance improvement of up to 7.5 dB over BMMSE-DFE. Note that the worst-case complexity of SDR is essentially independent of SNR. In fact the point-wise complexity of SDR is very stable and predictable for any problem realization. This is good at low to moderate SNR, but a drawback at high SNR where the detection problem becomes easier. Also note that the number of randomization samples used in SDR does not affect the grosso modo complexity order, as expected; and a moderate number of randomizations is sufficient.

Figures 3 and 4 show corresponding results for the $8 \times 8$ system using 16-QAM ($16^8 \approx 4.3 \times 10^9$). Notice that, in this (far) simpler scenario, SE-SD is much more efficient computationally than SDR, and it always yields the exact ML solution. SDR is up to 7.5 dB away from SE-SD, at a uniformly higher computational cost across the range of SNR of interest. It clearly makes no sense to use SDR in this case.

Summarizing, the SD family of detectors exhibits a threshold behavior: it either works very well (for low-enough symbol vector dimension, order of the individual symbol constellation, and high-enough SNR) or it “freezes”. The threshold between the two regimes depends on a combination of these three factors. When SD works, it outperforms SDR in terms of complexity and SER performance. In difficult scenarios, SDR offers an attractive alternative relative to earlier solutions.

V. CONCLUSIONS

We have proposed a new SDR approach for MIMO detection of high-order QAM constellations. The new approach is the simplest one in the class of SDR detectors for high-order QAM: its worst-case complexity is nearly cubic in the dimension of the transmitted symbol vector, and independent of the
constellation order for uniform QAM / affine in the constellation order for non-uniform QAM. Under certain conditions, the new approach affords significant improvements in SER over prior methods.
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Fig. 1. SER versus SNR: 16 × 16 system, 64-QAM symbols.

Fig. 2. Worst-case execution time versus SNR: 16 × 16 system, 64-QAM symbols.
Fig. 3. SER versus SNR: $8 \times 8$ system, 16-QAM symbols.

Fig. 4. Worst-case execution time versus SNR: $8 \times 8$ system, 16-QAM symbols.
APPROXIMATION BOUNDS FOR QUADRATIC OPTIMIZATION WITH
HOMOGENEOUS QUADRATIC CONSTRAINTS

ZHI-QUAN LUO∗, NICHOLAS D. SIDIROPOULOS†, PAUL TSENG‡, AND SHUZHONG ZHANG§

Abstract. We consider the NP-hard problem of finding a minimum norm vector in n-dimensional real or complex Euclidean space, subject to m concave homogeneous quadratic constraints. We show that a semidefinite programming (SDP) relaxation for this nonconvex quadratically constrained quadratic program (QP) provides an O(m²) approximation in the real case, and an O(m) approximation in the complex case. Moreover, we show that these bounds are tight up to a constant factor. When the Hessian of each constraint function is of rank 1 (namely, outer products of some given so-called steering vectors) and the phase spread of the entries of these steering vectors are bounded away from π/2, we establish a certain “constant factor” approximation (depending on the phase spread but independent of m and n) for both the SDP relaxation and a convex QP restriction of the original NP-hard problem. Finally, we consider a related problem of finding a maximum norm vector subject to m convex homogeneous quadratic constraints. We show that a SDP relaxation for this nonconvex QP provides an O(1/ln(m)) approximation, which is analogous to a result of Nemirovski, Roos and Terlaky [14] for the real case.

Key words. semidefinite programming relaxation, nonconvex quadratic optimization, approximation bound
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1. Introduction. Consider the quadratic optimization problem with concave homogeneous quadratic constraints:

\[ \nu_{qp} := \min \|z\|_2^2 \quad \text{s.t.} \quad \sum_{i \in I_i} |h_i^H z|^2 \geq 1, \quad i = 1, \ldots, m, \]

where \(\mathbb{F}\) is either \(\mathbb{R}\) or \(\mathbb{C}\), \(\|\cdot\|\) denotes the Euclidean norm in \(\mathbb{F}^n\), \(m \geq 1\), each \(h_i\) is a given vector in \(\mathbb{F}^n\), and \(I_1, \ldots, I_m\) are nonempty, mutually disjoint index sets satisfying \(I_1 \cup \cdots \cup I_m = \{1, \ldots, M\}\). Throughout, the superscript “\(H\)” will denote the complex Hermitian transpose, i.e., for \(z = x + iy\), where \(x, y \in \mathbb{R}^n\) and \(i^2 = -1\), \(z^H = x^T - iy^T\). Geometrically, the above problem (1.1) corresponds
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to finding a least norm vector in a region defined by the intersection of the exteriors of \( m \) co-centered ellipsoids. If the vectors \( h_1, \ldots, h_M \) are linearly independent, then \( M \) equals the sum of the rank of the matrices defining these \( m \) ellipsoids. Notice that the problem (1.1) is easily solved for the case of \( n = 1 \), so we assume \( n \geq 2 \).

We assume that \( \sum_{\ell \in I_i} ||h_\ell|| \neq 0 \) for all \( i \), which is clearly a necessary condition for (1.1) to be feasible. This is also a sufficient condition (since \( \bigcup_{i=1}^n \{ z \mid \sum_{\ell \in I_i} |h_\ell^H z|^2 = 0 \} \) is a finite union of proper subspaces of \( \mathbb{F}^n \), so its complement is nonempty and any point in its complement can be scaled to be feasible for (1.1)). Thus, the above problem (1.1) always has an optimal solution (not necessarily unique) since its objective function is coercive, continuous, and its feasible set is nonempty, closed. Notice, however, that the feasible set of (1.1) is typically nonconvex and disconnected, with an exponential number of connected components exhibiting little symmetry. This is in contrast to the quadratic problems with convex feasible set but nonconvex objective function considered in [13, 14, 22]. Furthermore, unlike the class of quadratic problems studied in [1, 7, 8, 15, 16, 21, 23, 24, 25, 26], the constraint functions in (1.1) do not depend on \( z_1^2, \ldots, z_n^2 \) only.

Our interest in the nonconvex QP (1.1) is motivated by the transmit beamforming problem for multicasting applications [20] and by the wireless sensor network localization problem [6]. In the transmit beamforming problem, a transmitter utilizes an array of \( n \) transmitting antennas to broadcast information within its service area to \( m \) radio receivers, with receiver \( i \in \{ 1, \ldots, m \} \) equipped with \( |I_i| \) receiving antennas. Let \( h_\ell, \ell \in I_i \), denote the \( n \times 1 \) complex steering vector modelling propagation loss and phase shift from the transmitting antennas to the \( \ell \)th receiving antenna of receiver \( i \). Assuming that each receiver performs spatially matched filtering / maximum ratio combining, which is the optimal combining strategy under standard mild assumptions, then the constraint

\[
\sum_{\ell \in I_i} |h_\ell^H z|^2 \geq 1
\]

models the requirement that the total received signal power at receiver \( i \) must be above a given threshold (normalized to 1). This constraint is also equivalent to a signal-to-noise ratio (SNR) condition commonly used in data communication. Thus, to minimize the total transmit power subject to individual SNR requirements (one at each receiver), we are led to the QP (1.1). In the special case where each radio receiver is equipped with a single receiving antenna, the problem reduces to [20]:

\[
\begin{align*}
\min & \quad ||z||^2 \\
\text{s.t.} & \quad |h_\ell^H z|^2 \geq 1, \quad \ell = 1, \ldots, m, \\
& \quad z \in \mathbb{F}^n,
\end{align*}
\]

This problem is a special case of (1.1) whereby each ellipsoid lies in \( \mathbb{F}^n \) and the corresponding matrix has rank 1.

In this paper, we first show that the nonconvex QP (1.2) is NP-hard in either the real or the complex case, which further implies the NP-hardness of the general problem (1.1). Then, we consider a semidefinite programming (SDP) relaxation of (1.1) and a convex QP restriction of (1.2)
and study their worst-case performance. In particular, let $v_{\text{sdp}}$, $v_{\text{cqp}}$ and $v_{\text{qp}}$ denote the optimal values of the SDP relaxation, the convex QP restriction, and the original QP (1.1), respectively. We establish a performance ratio of $v_{\text{qp}}/v_{\text{sdp}} = O(m^2)$ for the SDP relaxation in the real case, and we give an example showing that this bound is tight up to a constant factor. Similarly, we establish a performance ratio of $v_{\text{qp}}/v_{\text{sdp}} = O(m)$ in the complex case, and we give an example showing the tightness of this bound. We further show that, in the case when the phase spread of the entries of $h_1, ..., h_M$ is bounded away from $\pi/2$, the performance ratios $v_{\text{qp}}/v_{\text{sdp}}$ and $v_{\text{cqp}}/v_{\text{qp}}$ for the SDP relaxation and the convex QP restriction, respectively, are independent of $m$ and $n$.

In recent years, there have been extensive studies of the performance of SDP relaxations for nonconvex QP. However, to our knowledge, this is the first performance analysis of SDP relaxation for QP with concave quadratic constraints. Our proof techniques also extend to a maximization version of the QP (1.1) with convex homogeneous quadratic constraints. In particular, we give a simple proof of a result analogous to one of Nemirovski, Roos and Terlaky [14] (also see [13, Theorem 4.7]) for the real case, namely, the SDP relaxation for this nonconvex QP has a performance ratio of $O(1/\ln(m))$.

2. NP-hardness. In this section, we show that the nonconvex QP (1.1) is NP-hard in general. First, we notice that, by a linear transformation if necessary, the following problem

$$\begin{align*}
\text{minimize} \quad & z^T Q z \\
\text{subject to} \quad & |z_\ell| \geq 1, \quad \ell = 1, ..., n, \\
& z \in \mathbb{R}^n,
\end{align*}$$

(2.1)

is a special case of (1.1), where $Q \in \mathbb{R}^{n \times n}$ is a Hermitian positive definite matrix (i.e., $Q \succ 0$), and $z_\ell$ denotes the $\ell$th component of $z$. Hence, it suffices to establish the NP-hardness of (2.1). To this end, we consider a reduction from the NP-complete partition problem: Given positive integers $a_1, a_2, ..., a_N$, decide whether there exists a subset $I$ of $\{1, ..., N\}$ satisfying

$$\sum_{\ell \in I} a_\ell = \frac{1}{2} \sum_{\ell = 1}^N a_\ell.$$

(2.2)

Our reductions differ for the real and complex cases. As will be seen, the NP-hardness proof in the complex case is more intricate than in the real case.

2.1. The Real Case. We consider the real case of $\mathbb{F} = \mathbb{R}$. Let $n := N$ and

$$\begin{align*}
a & := (a_1, \ldots, a_N)^T, \\
Q & := aa^T + I_n \succ 0,
\end{align*}$$

where $I_n$ denotes the $n \times n$ identity matrix.

\footnote{This NP-hardness proof was first presented in an appendix of [20] and is included here for completeness; also see [26, Proposition 3.5] for a related proof.}
We show that a subset \( I \) satisfying (2.2) exists if and only if the optimization problem (2.1) has a minimum value of \( n \). Since 
\[
z^T Q z = |a^T z|^2 + \sum_{\ell=1}^{n} |z_\ell|^2 \geq n \quad \text{whenever} \quad |z_\ell| \geq 1 \ \forall \ \ell, \ z \in \mathbb{R}^n,
\]
we see that (2.1) has a minimum value of \( n \) if and only if there exists a \( z \in \mathbb{R}^n \) satisfying 
\[
a^T z = 0, \quad |z_\ell| = 1 \ \forall \ \ell.
\]
The above condition is equivalent to the existence of a subset \( I \) satisfying (2.2), with the correspondence 
\[I = \{ \ell \mid z_\ell = 1 \} \]. This completes the proof.

2.2. The Complex Case. We consider the complex case of \( \mathbb{F} = \mathbb{C} \). Let \( n := 2N + 1 \) and 
\[a := (a_1, \ldots, a_N)^T,\]
\[A := \begin{pmatrix} I_N & I_N \\ a^T & 0^T_N \end{pmatrix},\]
\[Q := A^T A + I_n \succ 0,\]
where \( e_N \) denotes the \( N \)-dimensional vector of ones, \( 0_N \) denotes the \( N \)-dimensional vector of zeros, and \( I_n \) and \( I_N \) are identity matrices of sizes \( n \times n \) and \( N \times N \), respectively.

We show that a subset \( I \) satisfying (2.2) exists if and only if the optimization problem (2.1) has a minimum value of \( n \). Since 
\[
z^H Q z = \|Az\|^2 + \sum_{\ell=1}^{n} |z_\ell|^2 \geq n \quad \text{whenever} \quad |z_\ell| \geq 1 \ \forall \ \ell, \ z \in \mathbb{C}^n,
\]
we see that (2.1) has a minimum value of \( n \) if and only if there exists a \( z \in \mathbb{C}^n \) satisfying 
\[Az = 0, \quad |z_\ell| = 1 \ \forall \ \ell.
\]
Expanding \( Az = 0 \) gives the following set of linear equations:
\[
\begin{align*}
0 &= z_\ell + z_{N+\ell} - z_n, \quad \ell = 1, \ldots, N, \\
0 &= \sum_{\ell=1}^{N} a_\ell z_\ell - \frac{1}{2} \left( \sum_{\ell=1}^{N} a_\ell \right) z_n.
\end{align*}
\]
For \( \ell = 1, \ldots, 2N \), since \( |z_\ell| = |z_n| = 1 \) so that \( z_\ell / z_n = e^{i\theta_\ell} \) for some \( \theta_\ell \in [0, 2\pi) \), we can rewrite (2.3) as
\[
\begin{align*}
\cos \theta_\ell + \cos \theta_{N+\ell} &= 1, \\
\sin \theta_\ell + \sin \theta_{N+\ell} &= 0, \quad \ell = 1, \ldots, N.
\end{align*}
\]
These equations imply that \( \theta_\ell \in \{-\pi/3, \pi/3\} \) for all \( \ell \neq n \). In fact, these equations further imply that \( \cos \theta_\ell = \cos \theta_{N+\ell} = 1/2 \) for \( \ell = 1, \ldots, N \), so that
\[
\text{Re} \left( \sum_{\ell=1}^{N} a_\ell \frac{z_\ell}{z_n} - \frac{1}{2} \left( \sum_{\ell=1}^{N} a_\ell \right) \right) = 0.
\]
Therefore, (2.4) is satisfied if and only if
\[
\text{Im} \left( \sum_{\ell=1}^{N} a_{\ell} \frac{z_{\ell}}{z_n} - \frac{1}{2} \left( \sum_{\ell=1}^{N} a_{\ell} \right) \right) = \text{Im} \left( \sum_{\ell=1}^{N} a_{\ell} \frac{z_n}{z_n} \right) = 0,
\]
which is further equivalent to the existence of a subset \( \mathcal{I} \) satisfying (2.2), with the correspondence \( \mathcal{I} = \{ \ell | \theta_\ell = \pi/3 \} \). This completes the proof.

3. Performance analysis of SDP relaxation. In this section, we study the performance of an SDP relaxation of (1.2). Let
\[
H_i := \sum_{\ell \in \mathcal{I}_i} h_\ell h_\ell^H, \quad i = 1, \ldots, m.
\]
The well-known SDP relaxation of (1.1) \([11, 19]\) is
\[
v_{\text{sdp}} := \min \quad \text{Tr}(Z)
\]
\[
\text{s.t.} \quad \text{Tr}(H_i Z) \geq 1, \quad i = 1, \ldots, m, \\
Z \succeq 0, \quad Z \in \mathbb{F}^{n \times n} \text{ is Hermitian.}
\]
An optimal solution of the SDP relaxation (3.1) can be computed efficiently using, say, interior-point methods; see \([18]\) and references therein.

Clearly \( v_{\text{sdp}} \leq v_{\text{qp}} \). We are interested in upper bounds for the relaxation performance of the form
\[
v_{\text{qp}} \leq C v_{\text{sdp}},
\]
where \( C \geq 1 \). Since we assume \( H_i \neq 0 \) for all \( i \), it is easily checked that (3.1) has an optimal solution, which we denote by \( Z^* \).

3.1. General steering vectors: the real case. We consider the real case of \( \mathbb{F} = \mathbb{R} \).

Upon obtaining an optimal solution \( Z^* \) of (3.1), we construct a feasible solution of (1.1) using the following randomization procedure:

1. Generate a random vector \( \xi \in \mathbb{R}^n \) from the real-valued normal distribution \( N(0, Z^*) \).
2. Let \( z^*(\xi) = \xi / \min_{1 \leq i \leq m} \sqrt{\xi^T H_i \xi} \).

We will use \( z^*(\xi) \) to analyze the performance of the SDP relaxation. Similar procedures have been used for related problems \([1, 3, 4, 5, 14]\). First, we need to develop two lemmas. The first lemma estimates the left-tail of the distribution of a convex quadratic form of a Gaussian random vector.

**Lemma 3.1.** Let \( H \in \mathbb{R}^{n \times n} \), \( Z \in \mathbb{R}^{n \times n} \) be two symmetric positive semidefinite matrices (i.e., \( H \succeq 0 \), \( Z \succeq 0 \)). Suppose \( \xi \in \mathbb{R}^n \) is a random vector generated from the real-valued normal distribution \( N(0, Z) \). Then, for any \( \gamma > 0 \),
\[
\text{Prob} \left( \xi^T H \xi < \gamma E(\xi^T H \xi) \right) \leq \max \left\{ \sqrt{\gamma}, \frac{2(\bar{\rho} - 1)\gamma}{\pi - 2} \right\}.
\]
where \( \hat{r} := \min\{\text{rank}(H), \text{rank}(Z)\} \).

**Proof.** Since the covariance matrix \( Z \succeq 0 \) has rank \( r := \text{rank}(Z) \), we can write \( Z = UU^T \), for some \( U \in \mathbb{R}^{n \times r} \) satisfying \( U^T Z U = I_r \). Let \( \xi := Q^T U^T \xi \in \mathbb{R}^r \), where \( Q \in \mathbb{R}^{r \times r} \) is an orthogonal matrix corresponding to the eigen-decomposition of the matrix \( U^T H U = Q \Lambda Q^T \), for some diagonal matrix \( \Lambda = \text{diag}\{\lambda_1, \lambda_2, \ldots, \lambda_r\} \), with \( \lambda_1 \geq \lambda_2 \geq \ldots \geq \lambda_r \geq 0 \). Since \( U^T H U \) has rank at most \( \hat{r} \), we have \( \lambda_i = 0 \) for all \( i > \hat{r} \). It is readily checked that \( \xi \) has the normal distribution \( N(0, I_r) \). Moreover, \( \xi \) is statistically identical to \( UQ\xi \), so that \( \xi^T H \xi \) is statistically identical to \( \bar{\xi}^T H \bar{\xi} = \bar{\xi}^T \Lambda \bar{\xi} = \sum_{i=1}^{\hat{r}} \lambda_i |\bar{\xi}_i|^2 \).

Then, we have

\[
\text{Prob} (\xi^T H \xi < \gamma E(\xi^T H \xi)) = \text{Prob} \left( \sum_{i=1}^{\hat{r}} \lambda_i |\bar{\xi}_i|^2 < \gamma E \left( \sum_{i=1}^{\hat{r}} \lambda_i |\bar{\xi}_i|^2 \right) \right) = \text{Prob} \left( \sum_{i=1}^{\hat{r}} \lambda_i |\bar{\xi}_i|^2 < \gamma \sum_{i=1}^{\hat{r}} \lambda_i \right).
\]

If \( \lambda_1 = 0 \), then this probability is zero, which proves (3.2). Thus, we will assume that \( \lambda_1 > 0 \). Let \( \bar{\lambda}_i := \lambda_i / (\lambda_1 + \cdots + \lambda_r) \), for \( i = 1, \ldots, \hat{r} \). Clearly, we have

\[
\bar{\lambda}_1 + \cdots + \bar{\lambda}_r = 1, \quad \bar{\lambda}_1 \geq \bar{\lambda}_2 \geq \cdots \geq \bar{\lambda}_r \geq 0.
\]

We consider two cases. First, suppose \( \bar{\lambda}_1 \geq \alpha \), where \( 0 < \alpha < 1 \). Then, we can bound the above probability as follows:

\[
\text{Prob} (\xi^T H \xi < \gamma E(\xi^T H \xi)) = \text{Prob} \left( \sum_{i=1}^{\hat{r}} \lambda_i |\bar{\xi}_i|^2 < \gamma \right) \leq \text{Prob} \left( |\bar{\xi}_1|^2 < \gamma \right) \leq \text{Prob} \left( |\tilde{\xi}_1|^2 < \gamma / \alpha \right) \leq \sqrt{\frac{2\gamma}{\pi \alpha}},
\]

(3.3)

where the last step is due to the fact that \( \tilde{\xi}_1 \) is a real-valued zero mean Gaussian random variable with unit variance.

In the second case, we have \( \bar{\lambda}_1 < \alpha \), so that

\[
\bar{\lambda}_2 + \cdots + \bar{\lambda}_r = 1 - \bar{\lambda}_1 > 1 - \alpha.
\]

This further implies \((\hat{r} - 1)\bar{\lambda}_2 \geq \bar{\lambda}_2 + \cdots + \bar{\lambda}_r > 1 - \alpha \). Hence

\[
\bar{\lambda}_1 \geq \bar{\lambda}_2 \geq \frac{1 - \alpha}{\hat{r} - 1}.
\]
Using this bound, we obtain the following probability estimate:

\[
\text{Prob} \left( \xi^T H \xi < \gamma E (\xi^T H \xi) \right) = \text{Prob} \left( \sum_{i=1}^{r} \lambda_i |\xi_i|^2 < \gamma \right)
\leq \text{Prob} \left( \lambda_1 |\xi_1|^2 < \gamma, \lambda_2 |\xi_2|^2 < \gamma \right)
= \text{Prob} \left( \lambda_1 |\xi_1|^2 < \gamma \right) \cdot \text{Prob} \left( \lambda_2 |\xi_2|^2 < \gamma \right)
\leq \sqrt{\frac{2\gamma}{\pi \lambda_1}} \sqrt{\frac{2\gamma}{\pi \lambda_2}}
\leq \frac{2(r-1)\gamma}{\pi(1-\alpha)}.
\]

(3.4)

Combining the estimates for the above two cases and setting \( \alpha = 2/\pi \), we immediately obtain the desired bound (3.2).

\[ \square \]

**Lemma 3.2.** Let \( \mathcal{W} = \mathbb{R} \). Let \( Z^* \succeq 0 \) be a feasible solution of (3.1) and let \( z^*(\xi) \) be generated by the randomization procedure described earlier. Then, with probability 1, \( z^*(\xi) \) is well defined and feasible for (1.1). Moreover, for every \( \gamma > 0 \) and \( \mu > 0 \),

\[
(3.5) \quad \text{Prob} \left( \min_{1 \leq i \leq m} \xi^T H_i \xi \geq \gamma, \|\xi\|^2 \leq \mu \text{Tr}(Z^*) \right) \geq 1 - m \cdot \max \left\{ \sqrt{\frac{\gamma}{\mu}}, \frac{2(r-1)\gamma}{\pi(\mu - 2)} \right\} - \frac{1}{\mu},
\]

where \( r := \text{rank}(Z^*) \).

**Proof.** Since \( Z^* \succeq 0 \) is feasible for (3.1), it follows that \( \text{Tr}(H_i Z^*) \geq 1 \) for all \( i = 1, \ldots, m \). Since \( E(\xi^T H_i \xi) = \text{Tr}(H_i Z^*) \geq 1 \) and the density of \( \xi^T H_i \xi \) is absolutely continuous, the probability of \( \xi^T H_i \xi = 0 \) is zero, implying that \( z^*(\xi) \) is well defined with probability 1. The feasibility of \( z^*(\xi) \) is easily verified.

To prove (3.5), we first note that \( E(\xi^T) = Z^* \). Thus, for any \( \gamma > 0 \) and \( \mu > 0 \),

\[
\text{Prob} \left( \min_{1 \leq i \leq m} \xi^T H_i \xi \geq \gamma, \|\xi\|^2 \leq \mu \text{Tr}(Z^*) \right)
= \text{Prob} \left( \xi^T H_i \xi \geq \gamma \forall i = 1, \ldots, m \text{ and } \|\xi\|^2 \leq \mu \text{Tr}(Z^*) \right)
\geq \text{Prob} \left( \xi^T H_i \xi \geq \gamma \text{Tr}(H_i Z^*) \forall i = 1, \ldots, m \text{ and } \|\xi\|^2 \leq \mu \text{Tr}(Z^*) \right)
= \text{Prob} \left( \xi^T H_i \xi \geq \gamma E(\xi^T H_i \xi) \forall i = 1, \ldots, m \text{ and } \|\xi\|^2 \leq \mu E(\|\xi\|^2) \right)
= 1 - \text{Prob} \left( \xi^T H_i \xi < \gamma E(\xi^T H_i \xi) \text{ for some } i \text{ or } \|\xi\|^2 > \mu E(\|\xi\|^2) \right)
\geq 1 - \sum_{i=1}^{m} \text{Prob} \left( \xi^T H_i \xi < \gamma E(\xi^T H_i \xi) \right) - \text{Prob} \left( \|\xi\|^2 > \mu E(\|\xi\|^2) \right)
\geq 1 - m \cdot \max \left\{ \sqrt{\frac{\gamma}{\mu}}, \frac{2(r-1)\gamma}{\pi(\mu - 2)} \right\} - \frac{1}{\mu},
\]

where the last step uses Lemma 3.1 as well as Markov’s inequality:

\[
\text{Prob} \left( \|\xi\|^2 > \mu E(\|\xi\|^2) \right) \leq \frac{1}{\mu}.
\]
This completes the proof. □

We now use Lemma 3.2 to bound the performance of the SDP relaxation.

**Theorem 3.3.** Let $\mathcal{F} = \mathbb{R}$. For the QP (1.1) and its SDP relaxation (3.1), we have $v_{qp} = v_{sdp}$ if $m \leq 2$, and otherwise

$$v_{qp} \leq \frac{27m^2}{\pi}v_{sdp}.$$  

**Proof.** By applying a suitable rank reduction procedure if necessary, we can assume that the rank $r$ of the optimal SDP solution $Z^*$ satisfies $r(r + 1)/2 \leq m$; see e.g. [17]. Thus $r < \sqrt{2m}$. If $m \leq 2$, then $r = 1$, implying that $Z^* = z^*(z^*)^T$ for some $z^* \in \mathbb{R}^n$ and it is readily seen that $z^*$ is an optimal solution of (1.1), so that $v_{qp} = v_{sdp}$. Otherwise, we apply the randomization procedure to $Z^*$. We also choose

$$\mu = 3, \quad \gamma = \frac{\pi}{4m^2} \left(1 - \frac{1}{\mu}\right)^2 = \frac{\pi}{9m^2}.$$  

Then, it is easily verified using $r < \sqrt{2m}$ that

$$\sqrt{\gamma} \geq \frac{2(r - 1)\gamma}{\pi - 2} \quad \forall \ m = 1, 2, ...$$  

Plugging these choices of $\gamma$ and $\mu$ into (3.5), we see that there is a positive probability (independent of problem size) of at least

$$1 - m\sqrt{\gamma} = 1 - \frac{\sqrt{\pi}}{3} = 0.0758...$$

that $\xi$ generated by the randomization procedure satisfies

$$\min_{1 \leq i \leq m} \xi^T H_i \xi \geq \frac{\pi}{9m^2} \quad \text{and} \quad \|\xi\|^2 \leq 3 \text{Tr}(Z^*).$$

Let $\xi$ be any vector satisfying these two conditions.\(^2\) Then, $z^*(\xi)$ is feasible for (1.1), so that

$$v_{qp} \leq \|z^*(\xi)\|^2 = \frac{\|\xi\|^2}{\min_1 \xi^T H_i \xi} \leq \frac{3 \text{Tr}(Z^*)}{(\pi/9m^2)} = \frac{27m^2}{\pi}v_{sdp},$$

where the last equality uses $\text{Tr}(Z^*) = v_{sdp}$. □

In the above proof, other choices of $\mu$ can also be used, but the resulting bound seems not as sharp. Theorem 3.3 suggests that the worst-case performance of the SDP relaxation deteriorates

\(^2\)The probability that no such $\xi$ is generated after $N$ independent trials is at most $(1 - 0.0758...)^N$, which for $N = 100$ equals 0.000375. Thus, such $\xi$ requires relatively few trials to generate.
quadratically with the number of quadratic constraints. Below we give an example demonstrating that this bound is in fact tight up to a constant factor.

**Example 1:** For any \( m \geq 2 \) and \( n \geq 2 \), consider a special instance of (1.2), corresponding to (1.1) with \(|I_i| = 1\) (i.e., each \( H_i \) has rank 1), whereby

\[
h_\ell = \left( \cos \left( \frac{\ell \pi}{m} \right), \sin \left( \frac{\ell \pi}{m} \right), 0, \ldots, 0 \right)^T, \quad \ell = 1, \ldots, m.
\]

Let \( z^* = (z^*_1, \ldots, z^*_n)^T \in \mathbb{R}^n \) be an optimal solution of (1.2) corresponding to the above choice of steering vectors \( h_\ell \). We can write

\[
(z^*_1, z^*_2) = \rho (\cos \theta, \sin \theta), \quad \text{for some } \theta \in [0, 2\pi).
\]

Since \( \{\ell \pi/m, \ell = 1, \ldots, m\} \) is uniformly spaced on \([0, \pi]\), there must exist an integer \( \ell \) such that

\[
\text{either } \left| \theta - \frac{\ell \pi}{m} - \frac{\pi}{2} \right| \leq \frac{\pi}{2m} \quad \text{or} \quad \left| \theta - \frac{\ell \pi}{m} + \frac{\pi}{2} \right| \leq \frac{\pi}{2m}.
\]

For simplicity, we assume the first case. (The second case can be treated similarly.) Since the last \((n-2)\) entries of \( h_\ell \) are zero, it is readily checked that

\[
|h_\ell^T z^*| = \rho \left| \cos \left( \theta - \frac{\ell \pi}{m} \right) \right| = \rho \left| \sin \left( \theta - \frac{\ell \pi}{m} - \frac{\pi}{2} \right) \right| \leq \rho \left| \sin \left( \frac{\pi}{2m} \right) \right| \leq \frac{\rho \pi}{2m}.
\]

Since \( z^* \) satisfies the constraint \(|h_\ell^T z^*| \geq 1\), it follows that

\[
\|z^*\| \geq \rho \geq \frac{2m|h_\ell^T z^*|}{\pi} \geq \frac{2m}{\pi},
\]

implying

\[
v_{qp} = \|z^*\|^2 \geq \frac{4m^2}{\pi^2}.
\]

On the other hand, the positive semidefinite matrix

\[
Z^* = \text{diag}\{1, 1, 0, \ldots, 0\}
\]

is feasible for the SDP relaxation (3.1), and it has an objective value of \( \text{Tr}(Z^*) = 2 \). Thus, for this instance, we have

\[
v_{qp} \geq \frac{2m^2}{\pi^2} v_{sdp}.
\]

The preceding example and Theorem 3.3 show that the SDP relaxation (3.1) can be weak if the number of quadratic constraints is large, especially when the steering vectors \( h_\ell \) are in a certain sense “uniformly distributed” in space.
3.2. General steering vectors: the complex case. We consider the complex case of $F = \mathbb{C}$. We will show that the performance ratio of the SDP relaxation (3.1) improves to $O(m)$ in the complex case (as opposed to $O(m^2)$ in the real case). Similar to the real case, upon obtaining an optimal solution $Z^*$ of (3.1), we construct a feasible solution of (1.1) using the following randomization procedure:

1. Generate a random vector $\xi \in \mathbb{C}^n$ from the complex-valued normal distribution $N_c(0, Z^*)$ [2, 26].

2. Let $z^*(\xi) = \xi / \min_{1 \leq i \leq m} \sqrt{\xi^H H \xi}$.

Most of the ensuing performance analysis is similar to that of the real case. In particular, we will also need the following two lemmas analogous to Lemmas 3.1 and 3.2.

**Lemma 3.4.** Let $H \in \mathbb{C}^{n \times n}$, $Z \in \mathbb{C}^{n \times n}$ be two Hermitian positive semidefinite matrices (i.e., $H \succeq 0$, $Z \succeq 0$). Suppose $\xi \in \mathbb{C}^n$ is a random vector generated from the complex-valued normal distribution $N_c(0, Z)$. Then, for any $\gamma > 0$,

$$\begin{align*}
\text{Prob} \left( \xi^H H \xi < \gamma E(\xi^H H \xi) \right) &\leq \max \left\{ \frac{4}{3} \gamma, 16(\bar{r} - 1)^2 \gamma^2 \right\},
\end{align*}$$

where $\bar{r} := \min\{\text{rank}(H), \text{rank}(Z)\}$.

**Proof.** We follow the same notations and proof as for Lemma 3.1, except for two blanket changes:

- matrix transpose $\to$ Hermitian transpose,
- orthogonal matrix $\to$ unitary matrix.

Also, $\bar{\xi}$ has the complex-valued normal distribution $N_c(0, I_r)$. With these changes, we consider the same two cases: $\lambda_1 \geq \alpha$ and $\lambda_1 < \alpha$, where $0 < \alpha < 1$. In the first case, we have similar to (3.3) that

$$\text{Prob} \left( \xi^H H \xi < \gamma E(\xi^H H \xi) \right) \leq \text{Prob} \left( |\bar{\xi}_i|^2 < \gamma / \alpha \right).$$

Recall that the density function of a complex-valued circular normal random variable $u \sim N_c(0, \sigma^2)$, where $\sigma$ is the standard deviation, is

$$f(u) = \frac{1}{\pi \sigma^2} e^{-|u|^2 / \sigma^2} \quad \forall \ u \in \mathbb{C}.$$

In polar coordinates, the density function can be written as

$$f(\rho, \theta) = \frac{\rho}{\pi \sigma^2} e^{-\rho^2 / \sigma^2} \quad \forall \ \rho \in [0, +\infty), \ \theta \in [0, 2\pi).$$

In fact, a complex-valued normal distribution can be viewed as a joint distribution of its modulus and its argument, with the following particular properties: (1) the modulus and argument are independently distributed; (2) the argument is uniformly distributed over $[0, 2\pi)$; (3) the modulus follows a Weibull distribution with density

$$f(\rho) = \begin{cases} 
2\rho e^{-\rho^2 / \sigma^2}, & \text{if } \rho \geq 0; \\
0, & \text{if } \rho < 0,
\end{cases}$$
and distribution function

\[ \text{Prob}\{|u| \leq t\} = 1 - e^{-\frac{t^2}{\sigma^2}}. \tag{3.8} \]

Since \( \bar{\xi}_1 \sim N_c(0,1) \), substituting this into (3.7) yields

\[ \text{Prob}\left(\xi^H H\xi < \gamma E(\xi^H H\xi)\right) \leq \text{Prob}\left(\frac{|\bar{\xi}|^2}{\bar{\lambda}_1} < \gamma/\alpha\right) \leq 1 - e^{-\gamma/\alpha} \leq \gamma/\alpha, \]

where the last inequality uses the convexity of the exponential function.

In the second case of \( \bar{\lambda}_1 < \alpha \), we have similar to (3.4) that

\[ \text{Prob}\left(\xi^H H\xi < \gamma E(\xi^H H\xi)\right) \leq \text{Prob}\left(\frac{|\bar{\lambda}_1|}{\bar{\lambda}_2} < \gamma\right) \cdot \text{Prob}\left(\frac{|\bar{\lambda}_2|}{\bar{\lambda}_2} < \gamma\right) \]

\[ \leq \frac{\gamma^2}{\bar{\lambda}_1 \bar{\lambda}_2} \leq \frac{(\bar{r} - 1)^2 \gamma^2}{(1 - \alpha)^2}, \]

where last step uses the fact that \( \bar{\lambda}_1 \geq \bar{\lambda}_2 \geq (1 - \alpha)/(\bar{r} - 1) \). Combining the estimates for the above two cases and setting \( \alpha = 3/4 \), we immediately obtain the desired bound (3.6).

**Lemma 3.5.** Let \( \mathbb{F} = \mathbb{C} \). Let \( Z^* \succeq 0 \) be a feasible solution of (3.1) and let \( z^*(\xi) \) be generated by the randomization procedure described earlier. Then, with probability 1, \( z^*(\xi) \) is well defined and feasible for (1.1). Moreover, for every \( \gamma > 0 \) and \( \mu > 0 \),

\[ \text{Prob}\left(\min_{1 \leq i \leq m} \xi^H H_i \xi \geq \gamma, \|\xi\|^2 \leq \mu \text{Tr}(Z^*)\right) \geq 1 - m \cdot \max \left\{ \frac{4}{3} \gamma, 16(r - 1)^2 \gamma^2 \right\} - \frac{1}{\mu}, \]

where \( r := \text{rank}(Z^*) \).

**Proof.** The proof is mostly the same as that for the real case (see Lemma 3.2). In particular, for any \( \gamma > 0 \) and \( \mu > 0 \), we still have

\[ \text{Prob}\left(\min_{1 \leq i \leq m} \xi^H H_i \xi \geq \gamma, \|\xi\|^2 \leq \mu \text{Tr}(Z^*)\right) \]

\[ \geq 1 - \sum_{i=1}^{m} \text{Prob}(\xi^H H_i \xi < \gamma E(\xi^H H_i \xi)) - \text{Prob}(\|\xi\|^2 > \mu E(\|\xi\|^2)) \]

Therefore, we can invoke Lemma 3.4 to obtain

\[ \text{Prob}\left(\min_{1 \leq i \leq m} \xi^H H_i \xi \geq \gamma, \|\xi\|^2 \leq \mu \text{Tr}(Z^*)\right) \]

\[ \geq 1 - m \cdot \max \left\{ \frac{4}{3} \gamma, 16(r - 1)^2 \gamma^2 \right\} - \text{Prob}(\|\xi\|^2 > \mu E(\|\xi\|^2)) \]

\[ \geq 1 - m \cdot \max \left\{ \frac{4}{3} \gamma, 16(r - 1)^2 \gamma^2 \right\} - \frac{1}{\mu}, \]
which completes the proof. ■

**Theorem 3.6.** Let $\mathbb{F} = \mathbb{C}$. For the QP (1.1) and its SDP relaxation (3.1), we have $v_{\text{sdp}} = v_{\text{qp}}$ if $m \leq 3$ and otherwise

$$v_{\text{qp}} \leq 8m \cdot v_{\text{sdp}}.$$ 

**Proof.** By applying a suitable rank reduction procedure if necessary, we can assume that the rank $r$ of the optimal SDP solution $Z^*$ satisfies $r = 1$ if $m \leq 3$ and $r \leq \sqrt{m}$ if $m \geq 4$; see [9, §5]. Thus, if $m \leq 3$, then $Z^* = z^*(z^*)^H$ for some $z^* \in \mathbb{C}^n$ and it is readily seen that $z^*$ is an optimal solution of (1.1), so that $v_{\text{sdp}} = v_{\text{qp}}$. Otherwise, we apply the randomization procedure to $Z^*$. By choosing $\mu = 2$ and $\gamma = \frac{1}{4m}$, it is easily verified using $r \leq \sqrt{m}$ that

$$\frac{4}{3} \gamma \geq 16(r - 1)^2\gamma^2 \quad \forall \ m = 1, 2, \ldots.$$ 

Therefore, it follows from Lemma 3.5 that

$$\text{Prob} \left\{ \min_{1 \leq i \leq m} \xi^H H_i \xi \geq \gamma, \ \|\xi\|^2 \leq \mu \text{Tr}(Z^*) \right\} \geq 1 - m \frac{4}{3} \gamma - \frac{1}{\mu} = 1 - 6.$$ 

Then, similar to the proof of Theorem 3.3, we obtain that with probability of at least $1/6$, $z^*(\xi)$ is a feasible solution of (1.1) and $v_{\text{qp}} \leq \|z^*(\xi)\|^2 \leq 8m \cdot v_{\text{sdp}}$. ■

The proof of Theorem 3.6 shows that, by repeating the randomization procedure, the probability of generating a feasible solution with a performance ratio no more than $8m$ approaches 1 exponentially fast (independent of problem size). Alternatively, a de-randomization technique from theoretical computer science can perhaps convert the above randomization procedure into a polynomial-time deterministic algorithm [12]; also see [14].

Theorem 3.6 shows that the worst-case performance of SDP relaxation deteriorates linearly with the number of quadratic constraints. This contrasts with the quadratic rate of deterioration in the real case (see Theorem 3.3). Thus, the SDP relaxation can yield better performance in the complex case. This is in the same spirit as the recent results in [26] which showed that the quality of SDP relaxation improves by a constant factor for certain quadratic maximization problems when the space is changed from $\mathbb{R}^n$ to $\mathbb{C}^n$. Below we give an example demonstrating that this approximation bound is tight up to a constant factor.

**Example 2:** For any $m \geq 2$ and $n \geq 2$, let $K = [\sqrt{m}]$ (so $K \geq 2$). Consider a special instance of (1.2), corresponding to (1.1) with $|I_i| = 1$ (i.e., each $H_i$ has rank 1), whereby

$$h_\ell = \left( \cos \frac{j\pi}{K}, \sin \frac{j\pi}{K}, e^{\frac{2\pi}{K}}, 0, \ldots, 0 \right)^T \quad \text{with} \quad \ell = jK - K + k, \quad j, k = 1, \ldots, K.$$ 

The probability that no such $\xi$ is generated after $N$ independent trials is at most $(5/6)^N$, which for $N = 30$ equals 0.00421. Thus, such $\xi$ requires relatively few trials to generate.
Hence there are $K^2$ complex rank-1 constraints. Let $z^* = (z_1^*, \ldots, z_n^*)^T \in \mathbb{C}^n$ be an optimal solution of (1.2) corresponding to the above choice of $\sqrt{m}$ steering vectors $h_\ell$. By a phase rotation if necessary, we can without loss of generality assume that $z_1^*$ is real and write
\[
(z_1^*, z_2^*) = \rho(\cos \theta, \sin \theta e^{i\psi}), \quad \text{for some } \theta, \psi \in [0, 2\pi).
\]
Since $\{2k\pi/K, \ k = 1, \ldots, K\}$ and $\{j\pi/K, \ j = 1, \ldots, K\}$ are uniformly spaced in $[0, 2\pi)$ and $[0, \pi)$ respectively, there must exist integers $j$ and $k$ such that
\[
\left| \psi - \frac{2k\pi}{K} \right| \leq \frac{\pi}{K} \quad \text{and either} \quad \left| \theta - \frac{j\pi}{K} - \frac{\pi}{2} \right| \leq \frac{\pi}{2K} \quad \text{or} \quad \left| \theta - \frac{j\pi}{K} + \frac{\pi}{2} \right| \leq \frac{\pi}{2K}.
\]
Without loss of generality, we assume
\[
\left| \theta - \frac{j\pi}{K} - \frac{\pi}{2} \right| \leq \frac{\pi}{2K}.
\]
Since the last $(n - 2)$ entries of each $h_\ell$ are zero, it is readily seen that, for $\ell = jK + k$,
\[
|\text{Re}(h_\ell^H z^*)| = \rho \left| \cos \theta \cos \frac{j\pi}{K} + \sin \theta \sin \frac{j\pi}{K} \cos \left( \psi - \frac{2k\pi}{K} \right) \right| \\
= \rho \left| \cos \left( \theta - \frac{j\pi}{K} \right) + \sin \theta \sin \frac{j\pi}{K} \left( \cos \left( \psi - \frac{2k\pi}{K} \right) - 1 \right) \right| \\
= \rho \left| \sin \theta \sin \frac{j\pi}{K} - 2 \sin \theta \sin \frac{j\pi}{K} \sin^2 \left( \frac{K\psi - 2k\pi}{2K} \right) \right| \\
\leq \rho \left| \sin \frac{\pi}{2K} \right| + 2 \rho \sin^2 \frac{\pi}{2K} \\
\leq \frac{\rho\pi}{2K} + \frac{\rho\pi^2}{2K^2}.
\]
In addition, we have
\[
|\text{Im}(h_\ell^H z^*)| = \rho \left| \sin \theta \sin \frac{j\pi}{K} \sin \left( \psi - \frac{2k\pi}{K} \right) \right| \\
\leq \rho \left| \sin \left( \psi - \frac{2k\pi}{K} \right) \right| \\
\leq \rho \left| \psi - \frac{2k\pi}{K} \right| \leq \frac{\rho\pi}{K}.
\]
Combining the above two bounds, we obtain
\[
|h_\ell^H z^*| \leq |\text{Re}(h_\ell^H z^*)| + |\text{Im}(h_\ell^H z^*)| \leq \frac{3\rho\pi}{2K} + \frac{\rho\pi^2}{2K^2}.
\]
Since $z^*$ satisfies the constraint $|h_\ell^H z^*| \geq 1$, it follows that
\[
\|z^*\| \geq \rho \geq \frac{2K^2|h_\ell^H z^*|}{\pi(3K + \pi)} \geq \frac{2K^2}{\pi(3K + \pi)}.
\]
implying
\[ \nu_{qp} = \|z^*\|^2 \geq \frac{4K^4}{\pi^2(3K + \pi)^2} = \frac{4[\sqrt{m}]^4}{\pi^2(3[\sqrt{m}] + \pi)^2}. \]

On the other hand, the positive semidefinite matrix
\[ Z^* = \text{diag}\{1, 1, 0, \ldots, 0\} \]
is feasible for the SDP relaxation (3.1), and it has an objective value of \( \text{Tr}(Z^*) = 2 \). Thus, for this instance, we have
\[ \nu_{qp} \geq \frac{2[\sqrt{m}]^4}{\pi^2(3[\sqrt{m}] + \pi)^2} \nu_{sdp} \geq \frac{2m}{\pi^2(3 + \pi/2)^2} \nu_{sdp}. \]

The preceding example and Theorem 3.6 show that the SDP relaxation (3.1) can be weak if the number of quadratic constraints is large, especially when the steering vectors \( h_\ell \) are in a certain sense “uniformly distributed” in space. In the next subsection, we will tighten the approximation bound in Theorem 3.6 by considering special cases where the steering vectors are “not too spread out in space”.

### 3.3. Specially configured steering vectors: the complex case.
We consider the complex case of \( \mathbb{F} = \mathbb{C} \). Let \( Z^* \) be any optimal solution of (3.1). Since \( Z^* \) is feasible for (3.1), \( Z^* \neq 0 \).

Then
\[ (3.9) \quad Z^* = \sum_{k=1}^{r} w_k w_k^H, \]
for some nonzero \( w_k \in \mathbb{C}^n \), where \( r := \text{rank}(Z^*) \geq 1 \). By decomposing \( w_k = u_k + v_k \), with \( u_k \in \text{span}\{h_1, \ldots, h_M\} \) and \( v_k \in \text{span}\{h_1, \ldots, h_M\}^\perp \), it is easily checked that \( \tilde{Z} := \sum_{k=1}^{r} u_k u_k^H \) is feasible for (3.1) and
\[ \langle I, Z^* \rangle = \sum_{k=1}^{r} \|u_k + v_k\|^2 = \sum_{k=1}^{r} (\|u_k\|^2 + \|v_k\|^2) = \langle I, \tilde{Z} \rangle + \sum_{k=1}^{r} \|v_k\|^2. \]
This implies \( v_k = 0 \) for all \( k \), so that
\[ (3.10) \quad w_k \in \text{span}\{h_1, \ldots, h_M\}. \]

Below we show that the SDP relaxation (3.1) provides a constant factor approximation to the QP (1.1) when the phase spread of the entries of \( h_\ell \) is bounded away from \( \pi/2 \).

**Theorem 3.7.** Suppose that
\[ (3.11) \quad h_\ell = \sum_{i=1}^{p} \beta_{i\ell} g_i, \quad \forall \ell = 1, \ldots, M, \]
for some \( p \geq 1, \beta_{i\ell} \in \mathbb{C} \) and \( g_i \in \mathbb{C}^n \) such that \( \|g_i\| = 1 \) and \( g_i^H g_j = 0 \) for all \( i \neq j \). Then the following results hold.
(a) If \( \text{Re}(\beta_i^{H} \beta_{j\ell}) > 0 \) whenever \( \beta_i^{H} \beta_{j\ell} \neq 0 \), then \( \nu_{qp} \leq C \nu_{sdp} \), where \( C := \max_{i,j,\ell} \frac{1}{|\beta_i^{H} \beta_{j\ell}|^2} \left( 1 + \frac{\text{Im}(\beta_i^{H} \beta_{j\ell})^2}{\text{Re}(\beta_i^{H} \beta_{j\ell})^2} \right)^{1/2} \).  

(3.12)

(b) If \( \beta_{i\ell} = |\beta_{i\ell}| e^{i\phi_{i\ell}} \), where \( \phi_{i\ell} \in [\bar{\phi}_\ell - \phi, \bar{\phi}_\ell + \phi] \) for some \( 0 \leq \phi < \frac{\pi}{4} \) and some \( \bar{\phi}_\ell \in \mathbb{R} \), then \( \text{Re}(\beta_i^{H} \beta_{j\ell}) > 0 \) whenever \( \beta_i^{H} \beta_{j\ell} \neq 0 \), and \( C \) given by (3.12) satisfies \( C \leq \cos(2\phi) \).  

(3.13)

Proof. (a) By (3.10), we have

\[
w_k = \sum_{i=1}^{p} \alpha_{ki} g_i,
\]

for some \( \alpha_{ki} \in \mathbb{C} \). This together with (3.9) yields

\[
\langle I, Z^* \rangle = \sum_{k=1}^{r} ||w_k||^2 = \sum_{k=1}^{r} \left\| \sum_{i=1}^{p} \alpha_{ki} g_i \right\|^2
\]

\[
= \sum_{k=1}^{r} \sum_{i=1}^{p} |\alpha_{ki}|^2 = \sum_{i=1}^{p} \lambda_i^2,
\]

where the third equality uses the orthonormal properties of \( g_1, ..., g_p \), and the last equality uses \( \lambda_i := (\sum_{k=1}^{r} |\alpha_{ki}|^2)^{1/2} = \|(\alpha_{ki})_{k=1}^r\| \).

Let

\[
z^* := \sum_{i=1}^{p} \lambda_i g_i.
\]

Then, the orthonormal properties of \( g_1, ..., g_p \) yields

(3.15) \( \|z^*\|^2 = \left\| \sum_{i=1}^{p} \lambda_i g_i \right\|^2 = \sum_{i=1}^{p} \lambda_i^2 = \langle I, Z^* \rangle = \nu_{sdp} \).

Moreover, for each \( \ell \in \{1, ..., M\} \), we obtain from (3.9) that

\[
\langle h_{\ell} h_{\ell}^H, Z^* \rangle = \sum_{k=1}^{r} \langle h_{\ell} h_{\ell}^H, w_k w_k^H \rangle = \sum_{k=1}^{r} |h_{\ell}^H w_k|^2
\]

\[
= \sum_{k=1}^{r} \sum_{i=1}^{p} | \alpha_{ki} h_{\ell}^H g_i |^2 = \sum_{k=1}^{r} \sum_{i=1}^{p} | \alpha_{ki} \beta_{i\ell} |^2
\]
\[\Re \left( \sum_{k=1}^{r} \sum_{i=1}^{p} \sum_{j=1}^{p} \alpha_{ki} \alpha_{kj} \beta_{it}^H \beta_{jt} \right) = \Re \left( \sum_{i=1}^{p} \sum_{j=1}^{p} \sum_{k=1}^{r} \beta_{it}^H \beta_{jt} \sum_{k=1}^{r} \alpha_{ki} \alpha_{kj} \right)\]

\[= \sum_{i=1}^{p} \sum_{j=1}^{p} \Re \left( \beta_{it}^H \beta_{jt} \sum_{k=1}^{r} \alpha_{ki} \alpha_{kj} \right)\]

\[\leq \sum_{i=1}^{p} \sum_{j=1}^{p} \left| \beta_{it}^H \beta_{jt} \right| \sum_{k=1}^{r} \alpha_{ki} \alpha_{kj}\]

\[\leq \sum_{i=1}^{p} \sum_{j=1}^{p} \left| \beta_{it}^H \beta_{jt} \right| \sum_{k=1}^{r} \alpha_{ki} \alpha_{kj}\]

where the fourth equality uses (3.11) and the orthonormal properties of \(g_1, \ldots, g_p\); the last inequality is due to the Cauchy-Schwarz inequality. Then, it follows that

\[\langle h_{t}^H, Z^* \rangle \leq \sum_{i=1}^{p} \sum_{j=1}^{p} \left| \beta_{it}^H \beta_{jt} \right| \lambda_i \lambda_j, \ell = 1, \ldots, M.\]

Since \(Z^*\) is feasible for (3.1), this shows that \(\sqrt{C}z^*\) is feasible for (1.1), which further implies

\[v_{qp} \leq \left\| \sqrt{C}z^* \right\|^2 = C\left\| z^* \right\|^2 = Cv_{sdp}.\]

This proves the desired result.
The condition (3.13) implies that $|\phi_{\ell \ell} - \phi_{j \ell}| \leq 2\phi < \pi/2$. In other words, the phase angle spread of the entries of each $\beta_{\ell} = (\beta_{1 \ell}, \beta_{2 \ell}, \ldots, \beta_{n \ell})^T$ is no more than $2\phi$. This further implies that

\begin{equation}
\cos(\phi_{\ell \ell} - \phi_{j \ell}) \geq \cos(2\phi) \quad \forall \; i, j, \ell.
\end{equation}

We have

\begin{align*}
\beta_{\ell}^H \beta_{j \ell} &= |\beta_{\ell}|e^{-i\phi_{\ell \ell}}|\beta_{j \ell}|e^{i\phi_{j \ell}} \\
&= |\beta_{\ell}||\beta_{j \ell}|(\cos(\phi_{j \ell} - \phi_{\ell \ell}) + i \sin(\phi_{j \ell} - \phi_{\ell \ell})).
\end{align*}

Since $|\phi_{\ell \ell} - \phi_{j \ell}| < \pi/2$ so that $\cos(\phi_{j \ell} - \phi_{\ell \ell}) > 0$, we see that $\text{Re}(\beta_{\ell}^H \beta_{j \ell}) > 0$ whenever $\beta_{\ell}^H \beta_{j \ell} \neq 0$.

Then

\begin{equation}
(1 + \frac{|\text{Im}(\beta_{\ell}^H \beta_{j \ell})|^2}{|\text{Re}(\beta_{\ell}^H \beta_{j \ell})|^2})^{1/2} \leq \left(1 + \tan^2(\phi_{j \ell} - \phi_{\ell \ell})\right)^{1/2} = \frac{1}{\cos(\phi_{j \ell} - \phi_{\ell \ell})} \leq \frac{1}{\cos(2\phi)},
\end{equation}

where the last step uses (3.16). Using this in (3.12) completes the proof. \hfill \blacksquare

In Theorem 3.7(b), we can more generally consider $\beta_{\ell}$ of the form $\beta_{\ell} = \omega_{\ell}e^{i\phi_{\ell \ell}} (1 + i\theta_{\ell \ell})$, where $\omega_{\ell} \geq 0$, $\alpha_{\ell \ell}$ satisfies (3.13), and

\begin{equation}
|\theta_{j \ell} - \theta_{\ell \ell}| \leq \sigma|1 + \theta_{\ell \ell} \theta_{j \ell}| \quad \forall \; i, j, \ell, \quad \text{for some } \sigma \geq 0 \text{ with } \tan(2\phi)\sigma < 1.
\end{equation}

Then the proof of Theorem 3.7(b) can be extended to show the following upper bound on $C$ given by (3.12):

\begin{equation}
C \leq \frac{1}{\cos(2\phi)} \cdot \frac{\sqrt{1 + \sigma^2}}{1 - \tan(2\phi)\sigma}.
\end{equation}

However, this generalization is superficial as we can also derive (3.18) from (3.14) by rewriting $\beta_{\ell}$ as

\begin{equation}
\beta_{\ell} = |\beta_{\ell}|e^{i\hat{\phi}_{\ell \ell}} \quad \text{with} \quad \hat{\phi}_{\ell \ell} = \phi_{\ell \ell} + \tan^{-1}(\theta_{\ell \ell}).
\end{equation}

Then, applying (3.14) yields $C \geq \cos(2\hat{\phi})$, where $\hat{\phi} = \max_{i,j,\ell} |\hat{\phi}_{i \ell} - \hat{\phi}_{j \ell}|/2$. Using trigonometric identity, it can be shown that $\cos(2\hat{\phi})$ equals the right-hand side of (3.18) with $\sigma = \max_{i,j,\ell} |\theta_{i \ell} - \theta_{j \ell}|/|1 + \theta_{i \ell} \theta_{j \ell}|$.

Notice that Theorem 3.7(b) implies that if $\phi = 0$, then the SDP relaxation (3.1) is tight for the quadratically constrained QP (1.1) with $\mathbb{F} = \mathbb{C}$. Such is the case when all components of $h_{\ell}$, $\ell = 1, \ldots, M$, are real and nonnegative.

4. A convex QP restriction. In this subsection, we consider a convex quadratic programming restriction of (1.2) in the complex case of $\mathbb{F} = \mathbb{C}$ and analyze its approximation bound. Let us write $h_{\ell}$ (the channel steering vector) as

\begin{equation}
h_{\ell} = (\ldots, |h_{j \ell}|e^{i\phi_{j \ell}}, \ldots)^T_{j=1,\ldots,n}.
\end{equation}
For any $\phi_j \in [0, 2\pi)$, $j = 1, \ldots, n$, and any $\phi \in (0, \pi/2)$, define the four corresponding index subsets:

$$J^1_\ell := \{ j \mid \phi_j \in [\phi_j - \phi, \phi_j + \phi] \},$$
$$J^2_\ell := \{ j \mid \phi_j \in [\phi_j - \phi + \pi/2, \phi_j + \phi + \pi/2] \},$$
$$J^3_\ell := \{ j \mid \phi_j \in [\phi_j - \phi + \pi, \phi_j + \phi + \pi] \},$$
$$J^4_\ell := \{ j \mid \phi_j \in [\phi_j - \phi + 3\pi/2, \phi_j + \phi + 3\pi/2] \},$$

for $\ell = 1, \ldots, M$. The above four subsets are pairwise disjoint if and only if $\phi < \pi/4$, and are collectively exhaustive if and only if $\phi \geq \pi/4$. Choose an index subset $J$ with the property that for each $\ell$, at least one of $J^1_\ell$, $J^2_\ell$, $J^3_\ell$, $J^4_\ell$ contains $J$.

Of course, $J = \emptyset$ is always allowable, but we should choose $J$ maximally since our approximation bound will depend on the ratio $n/|J|$ (see Theorem 4.1 below). Partition the constraint set index $\{1, \ldots, M\}$ into four subsets $K^1, K^2, K^3, K^4$ such that

$$J \subseteq J^k_\ell \quad \forall \ell \in K^k, \ k = 1, 2, 3, 4.$$

Consider the following convex QP restriction of (1.2) corresponding to $K^1, K^2, K^3, K^4$:

$$v_{\text{up}} := \min \|z\|^2$$

s.t. \begin{align*}
\Re(h^T_{1\ell} z) & \geq 1 \quad \forall \ell \in K^1, \\
-\Im(h^T_{1\ell} z) & \geq 1 \quad \forall \ell \in K^2, \\
-\Re(h^T_{2\ell} z) & \geq 1 \quad \forall \ell \in K^3, \\
\Im(h^T_{2\ell} z) & \geq 1 \quad \forall \ell \in K^4.
\end{align*}

(4.1)

The above problem is a restriction of (1.2) because, for any $z \in \mathbb{C}$,

$$|z| \geq \max\{|\Re(z)|, |\Im(z)|\} = \max\{|\Re(z)|, |\Im(z)|\}.$$

If $J \neq \emptyset$ and $(\ldots, h_{j\ell}, \ldots)_{j \in J} \neq 0$ for $\ell = 1, \ldots, M$, then (4.1) is feasible, and hence has an optimal solution. Since (4.1) is a restriction of (1.2), $v_{\text{up}} \leq v_{\text{up}}$. We have the following approximation bound.

**Theorem 4.1.** Suppose that $J \neq \emptyset$ and (4.1) is feasible. Then,

$$v_{\text{up}} \leq v_{\text{ap}} \leq v_{\text{up}} \frac{N}{\cos^2 \phi} \max_{k = 1, \ldots, N} \left( \max_{j \in J_k} \frac{\hat{n}_j}{\pi_{\pi_k(j)}} \right)^2,$$

where $N := [n/|J|], \hat{n}_j := \max_{\ell \in J_k} |h_{j\ell}|, n_j := \min_{\ell \in J_k \neq 0} |h_{j\ell}|, J_1, \ldots, J_N$ is any partition of $\{1, \ldots, n\}$ satisfying $|J_k| \leq |J|$ for $k = 1, \ldots, N$, and $\pi_k$ is any injective mapping from $J_k$ to $J$.

**Proof.** By making the substitution

$$z_j \leftarrow z_{k \ell} e^{i\phi_j},$$
we can without loss of generality assume that $\bar{\theta}_j = 0$ for all $j$ and $\ell$.

Let $z^*$ denote an optimal solution of (1.2) and write

$$z^* = (\ldots, r_j e_{\pi(j)}, \ldots)^T_{j=1, \ldots, n},$$

with $r_j \geq 0$. Then, for any $\ell$, we have from $|h_{j\ell}| \leq \bar{\eta}_j$ for all $j$ that

$$1 \leq |h_{\ell}^H z^*| \leq r := \sum_{j=1}^n r_j \bar{\eta}_j.$$

Also, we have

$$v_{\text{qp}} = \|z^*\|^2 = \sum_{j=1}^n r_j^2.$$

Define

$$R_k := \left( \sum_{j \in J_k} r_j^2 \right)^{1/2}, \quad S_k := \sum_{j \in J_k} r_j \bar{\eta}_j.$$

Then

$$1 \leq r = \sum_{k=1}^N S_k, \quad v_{\text{qp}} = \sum_{k=1}^N R_k^2.$$

Without loss of generality, assume that $R_1/S_1 = \min_k R_k/S_k$. Then, using the fact that

$$\min_k \frac{|x_k|}{|y_k|} \leq \sqrt{N} \frac{\|x\|_2}{\|y\|_1}$$

for any $x, y \in \mathbb{R}^N$ with $y \neq 0$,

\footnote{Proof. Suppose the contrary, so that for some $x, y \in \mathbb{R}^N$ with $y \neq 0$, we have $|x_k|/|y_k| > \sqrt{N} \|x\|_2/\|y\|_1$ for all $k$. Then, multiplying both sides by $|y_k|$ and summing over $k$ yields $\|x\|_1 > \sqrt{N} \|x\|_2$, contradicting properties of 1- and 2-norms.}

we see from the above relations that

$$\frac{R_1}{S_1} \leq \frac{R_1}{S_1} \leq \sqrt{N} \frac{v_{\text{qp}}}{r}.$$

Since $|\hat{J}_1| \leq |J|$, there is an injective mapping $\pi$ from $\hat{J}_1$ to $J$. Let $\omega := \min_{j \in J_1} \frac{\eta_{\pi(j)}}{\bar{\eta}_j}$. Define the vector $\bar{z} \in \mathbb{C}^n$ by

$$\bar{z}_j := \begin{cases} r_{\pi^{-1}(j)}/(S_1 \omega \cos \phi) & \text{if } j \in \pi(\hat{J}_1); \\ 0 & \text{else.} \end{cases}$$
Then,
\[ \|\bar{z}\|^2 = \frac{R_1^2}{S_1^2 \omega^2 \cos^2 \phi} \leq \frac{N\upsilon_{\text{avg}}}{\omega^2 \cos^2 \phi}. \]

Moreover, for each \( \ell \in K^1 \), since \( \pi(\hat{J}_1) \subseteq J \subseteq J^1_\ell \), we have
\[
\Re (h_\ell^H \bar{z}) = \Re \left( \sum_{j \in \pi(\hat{J}_1)} h_{j\ell}^H \bar{z}_j \right)
= \frac{1}{S_1 \omega \cos \phi} \Re \left( \sum_{j \in \pi(\hat{J}_1)} r_{\pi^{-1}(j)}|h_{j\ell}|e^{-i\phi_{j\ell}} \right)
\geq \frac{1}{S_1 \omega \cos \phi} \sum_{j \in \pi(\hat{J}_1)} r_{\pi^{-1}(j)} \eta_j \cos \phi
= \frac{1}{S_1 \omega} \sum_{j \in J_1} r_j \eta_j \frac{\eta_{\pi^{-1}(j)}}{\eta_j} \cos \phi
\geq \frac{1}{S_1 \omega} \sum_{j \in J_1} r_j \eta_j \min_{j \in J_1} \frac{\eta_{\pi^{-1}(j)}}{\eta_j}
= 1,
\]
where the first inequality uses \( |h_{j\ell}| \geq \eta_j \) and \( \phi_{j\ell} \in [-\phi, \phi] \) for \( j \in J^1_\ell \). Since \( \bar{z}_j = 0 \) for \( j \notin J_\ell^1 \), this shows that \( \bar{z} \) satisfies the first set of constraints in (4.1). A similar reasoning shows that \( \bar{z} \) satisfies the remaining three sets of constraints in (4.1).

Notice that the \( \bar{z} \) constructed in the proof of Theorem 4.1 is feasible for the further restriction of (4.1) whereby \( z_j = 0 \) for all \( j \notin J \). This further restricted problem has the same (worst-case) approximation bound specified in Theorem 4.1.

Let us compare the two approximation bounds in Theorem 3.7 and Theorem 4.1. First, the required assumptions are different. On the one hand, the bound in Theorem 3.7 does not depend on \( |h_{j\ell}| \), while the bound in Theorem 4.1 does. On the other hand, Theorem 3.7 requires that the bounded angular spread
\[ |\phi_{j\ell} - \phi_{j\ell}| \leq 2\phi \quad \forall j, \ell, \]
for some \( \phi < \pi/4 \), while Theorem 4.1 allows \( \phi < \pi/2 \) and only requires the condition (4.2) for all \( 1 \leq \ell \leq M \) and \( j \in J \), where \( J \) is a pre-selected index set. Thus, the bounded angular spread condition required in Theorem 3.7 corresponds exactly to \( |J| = n \). Thus, the assumptions required in the two theorems do not imply one another. Second, the two performance ratios are also different. Naturally, the final performance ratio in Theorem 4.1 depends on the choice of
In general, we should choose the partition \( \hat{J} \) for all \( j \) stronger than Theorem 3.7 since the two theorems hold under different assumptions in general. Theorem 4.1 gives a tighter approximation bound. However, this does not mean Theorem 4.1 is stronger than Theorem 3.7 since the two theorems hold under different assumptions in general.

We can specialize Theorem 4.1 to a typical situation in transmit beamforming. Consider a uniform linear transmit antenna array consisting of \( n \) elements, and let us assume that the \( M \) receivers are in a sector area from the far field, and the propagation is line-of-sight. By reciprocity, each steering vector \( h_\ell \) will be Vandermonde with generator \( e^{-i2\pi \frac{d}{\lambda} \sin \theta_\ell} \) (see, e.g., [10]), where \( d \) is the inter-antenna spacing, \( \lambda \) is the wavelength, and \( \theta_\ell \) is the angle of arrival of the \( \ell \)th receiving antenna. In a sector of approximately 60 degrees about the array broadside, we will have \( |\theta_\ell| \leq \pi/3 \). Suppose that \( d/\lambda = 1/2 \). Then the steering vector corresponding to the \( \ell \)th receiving antenna will have the form

\[
h_\ell = (\ldots, e^{-i(\ell-1)\pi \sin \theta_\ell}, \ldots)^T_{j=1,\ldots,n}.
\]

In this case, we have that \( \phi_{j\ell} = (j-1)\pi \sin \theta_\ell \) and \( |h_{j\ell}| = 1 \) for all \( j \) and \( \ell \). We can take, e.g.,

\[
\hat{\phi}_j = 0, \quad \phi = j\pi \max_\ell |\sin \theta_\ell|, \quad J = \{1, \ldots, j+1\},
\]

where \( j \) := \( 1/\max_\ell |\sin \theta_\ell| \). Thus, the assumptions of Theorem 4.1 are satisfied. Moreover, since \( |\theta_\ell| \leq \pi/3 \) for all \( \ell \), it follows that \( |J| = \hat{j} + 1 \geq 2 \). If \( n \) is not large, say, \( n \leq 8 \), then Theorem 4.1 gives a performance ratio of \( n/(|J| \cos^2 \phi) \leq 16 \).

More generally, if we can choose the partition \( \hat{J}_1, \ldots, \hat{J}_N \) and the mapping \( \pi_k \) in Theorem 4.1 such that

\[
(\ldots, \eta_j, \ldots)_{j \in \hat{J}_k} = (\ldots, \eta_{\pi_k(j)}, \ldots)_{j \in J} \quad \forall \ k,
\]

then the performance ratio in Theorem 4.1 simplifies to \( N/ \cos^2 \phi \). In particular, this holds when \( |h_{j\ell}| = \eta > 0 \) for all \( j \) and \( \ell \) or when \( J = \{1, \ldots, n\} \) (so that \( N = 1 \)) and \( |h_{j\ell}| \) is independent of \( \ell \) for all \( j \), and more generally, when the channel coefficients periodically repeat their magnitudes. In general, we should choose the partition \( \hat{J}_1, \ldots, \hat{J}_N \) and the mapping \( \pi_k \) to make the performance ratio in Theorem 4.1 small. For example, if \( J = \hat{J}_1 = \{1, 2\} \) and \( \eta_1 = 100, \eta_2 = 10, \eta_1 = 1, \eta_2 = 10 \), then \( \pi_1(1) = 2, \pi_1(2) = 1 \) is the better choice.

5. **Homogeneous QP in Maximization Form.** Let us now consider the following complex norm maximization problem with convex homogeneous quadratic constraints:

\[
v_{\text{up}} := \max ||z||^2 \quad \text{s.t.} \quad \sum_{\ell \in \Omega_i} |h_{\ell}^H z|^2 \leq 1, \quad i = 1, \ldots, m,
\]

where \( h_\ell \in \mathbb{C}^n \).
To motivate this problem, consider the problem of designing an intercept beamformer\(^5\) capable of suppressing signals impinging on the receiving antenna array from irrelevant or hostile emitters, e.g., jammers, whose steering vectors (spatial signatures, or “footprints”) have been previously estimated, while achieving as high gain as possible for all other transmissions. The jammer suppression capability is captured in the constraints of (5.1), and \(|\mathcal{I}_i| > 1\) covers the case where a jammer employs more than one transmit antennas. The maximization of the objective \(\|z\|^2\) can be motivated as follows. In intercept applications, the steering vector of the emitter of interest, \(h\), is \textit{a priori} unknown, and is naturally modelled as random. A pertinent optimization objective is then the average beamformer output power, measured by \(E[|h^H z|^2]\). Under the assumption that the entries of \(h\) are uncorrelated and have equal average power, it follows that \(E[|h^H z|^2]\) is proportional to \(\|z\|^2\), which is often referred to as the beamformer’s \textit{white noise gain}.

Similar to (1.1), we let
\[
H_i := \sum_{\ell \in \mathcal{I}_i} h_{i\ell} h_{i\ell}^H
\]
and consider the natural SDP relaxation of (5.1):
\[
\begin{align*}
\nu_{\text{sdp}} &:= \max \; \text{Tr}(Z) \\
\text{s.t.} \; \text{Tr}(H_i Z) &\leq 1, \quad i = 1, \ldots, m, \\
Z &\succeq 0, \quad Z \text{ is complex and Hermitian.}
\end{align*}
\]

(5.2)

We are interested in lower bounds for the relaxation performance of the form
\[
\nu_{\text{qp}} \geq C \nu_{\text{sdp}},
\]
where \(0 < C \leq 1\). It is easily checked that (5.2) has an optimal solution.

Let \(Z^*\) be an optimal solution of (5.2). We will analyze the performance of the SDP relaxation using the following randomization procedure:

1. Generate a random vector \(\xi \in \mathbb{C}^n\) from the \textit{complex-valued} normal distribution \(N_c(0, Z^*)\).
2. Let \(z^*(\xi) = \xi/\max_{1 \leq i \leq m} \sqrt{\xi^H H_i \xi}\).

First, we need the following lemma analogous to Lemmas 3.1 and 3.4.

**Lemma 5.1.** Let \(H \in \mathbb{C}^{n \times n}\), \(Z \in \mathbb{C}^{n \times n}\) be two Hermitian positive semidefinite matrices (i.e., \(H \succeq 0\), \(Z \succeq 0\)). Suppose \(\xi \in \mathbb{C}^p\) is a random vector generated from the complex-valued normal distribution \(N_c(0, Z)\). Then, for any \(\gamma > 0\),
\[
\text{Prob} \left( \xi^H H \xi > \gamma E[\xi^H H \xi] \right) \leq \bar{r} e^{-\gamma},
\]
where \(\bar{r} := \min\{\text{rank}(H), \text{rank}(Z)\}\).

\(^5\)Note that here we are talking about a receive beamformer, as opposed to our earlier motivating discussion of transmit beamformer design.
Proof. If \( H = 0 \), then (5.3) is trivially true. Suppose \( H \neq 0 \). Then, as in the proof of Lemma 3.1, we have

\[
\Pr(\xi^H H \xi > \gamma E(\xi^H H \xi)) = \Pr\left(\sum_{i=1}^{r} \bar{\lambda}_i |\xi_i|^2 > \gamma\right),
\]

where \( \bar{\lambda}_1 \geq \bar{\lambda}_2 \geq \cdots \geq \bar{\lambda}_r \geq 0 \) satisfy \( \bar{\lambda}_1 + \cdots + \bar{\lambda}_r = 1 \) and each \( \xi_i \in \mathbb{C} \) has the complex-valued normal distribution \( N_{\mathbb{C}}(0, 1) \). Then

\[
\Pr(\xi^H H \xi > \gamma E(\xi^H H \xi)) \leq \Pr\left(|\bar{\xi}_1|^2 > \gamma \text{ or } |\bar{\xi}_2|^2 > \gamma \text{ or } \cdots \text{ or } |\bar{\xi}_r|^2 > \gamma\right)
\]

\[
\leq \sum_{i=1}^{r} \Pr(|\xi_i|^2 > \gamma)
\]

\[
= \bar{r} e^{-\gamma},
\]

where the last step uses (3.8). \( \blacksquare \)

**Theorem 5.2.** For the complex QP (5.1) and its SDP relaxation (5.2), we have \( v_{\text{sdp}} = v_{\text{qp}} \) if \( m \leq 3 \) and otherwise

\[
v_{\text{qp}} \geq \frac{1}{4 \ln(100K)} v_{\text{sdp}},
\]

where \( K := \sum_{i=1}^{m} \min\{\text{rank}(H_i), \sqrt{m}\} \).

Proof. By applying a suitable rank reduction procedure if necessary, we can assume that the rank \( r \) of the optimal SDP solution \( Z^* \) satisfies \( r = 1 \) if \( m \leq 3 \) and \( r \leq \sqrt{m} \) if \( m \geq 4 \); see [9, §5]. Thus, if \( m \leq 3 \), then \( Z^* = z^*(z^*)^H \) for some \( z^* \in \mathbb{C}^n \) and it is readily seen that \( z^* \) is an optimal solution of (5.1), so that \( v_{\text{sdp}} = v_{\text{qp}} \). Otherwise, we apply the randomization procedure to \( Z^* \). By using Lemma 5.1, we have, for any \( \gamma > 0 \) and \( \mu > 0 \),

\[
\Pr\left(\max_{1 \leq i \leq m} \xi^H H_i \xi \leq \gamma, \ ||\xi||^2 \geq \mu \text{Tr}(Z^*)\right)
\]

\[
\geq 1 - \sum_{i=1}^{m} \Pr(\xi^H H_i \xi > \gamma E(\xi^H H \xi)) - \Pr(||\xi||^2 < \mu \text{Tr}(Z^*))
\]

\[
\geq 1 - Ke^{-\gamma} - \Pr(||\xi||^2 < \mu \text{Tr}(Z^*)) ,
\]

(5.4)

where the last step uses \( r \leq \sqrt{m} \).

Let

\[
\eta_j := \begin{cases} |\xi_j|^2/Z_{jj}^*, & \text{if } Z_{jj}^* > 0; \\ 0, & \text{if } Z_{jj}^* = 0, \end{cases} \quad j = 1, \ldots, n.
\]

For simplicity, let us assume that \( Z_{jj}^* > 0 \) for all \( j = 1, \ldots, n \). Since \( \xi_j \sim N_{\mathbb{C}}(0, Z_{jj}^*) \), as we discussed in Subsection 3.2, \( |\xi_j| \) follows a Weibull distribution with variance \( Z_{jj}^* \) (see (3.8)), and therefore

\[
\Pr(\eta_j \leq t) = 1 - e^{-t} \quad \forall \ t \in [0, \infty).
\]
Hence,
\[ E(\eta_j) = \int_0^\infty t e^{-t} dt = 1, \quad E(\eta_j^2) = \int_0^\infty t^2 e^{-t} dt = 2, \quad \text{Var}(\eta_j) = 1. \]
Moreover,
\[ E(|\eta_j - E(\eta_j)|) = \int_0^1 (1 - t) e^{-t} dt + \int_1^\infty (t - 1) e^{-t} dt = \frac{2}{e}. \]
Let us denote \( \lambda_j = \frac{Z_{jj}^*}{\text{Tr}(Z^*)} \), \( j = 1, \ldots, n \), and \( \eta : = \sum_{j=1}^n \lambda_j \eta_j \). We have \( E(\eta) = 1 \) and
\[ E(|\eta - E(\eta)|) = E \left( \sum_{j=1}^n \lambda_j (\eta_j - E(\eta_j)) \right) \leq \sum_{j=1}^n \lambda_j E(|\eta_j - E(\eta_j)|) = \frac{2}{e}. \]
Since, by Markov’s inequality,
\[ \text{Prob} \left( |\eta - E(\eta)| > \alpha \right) \leq \frac{E(|\eta - E(\eta)|)}{\alpha} \leq \frac{2}{\alpha e}, \quad \forall \; \alpha > 0, \]
we have
\[ \text{Prob} \left( \|\xi\|^2 < \mu \text{Tr}(Z^*) \right) = \text{Prob} (\eta < \mu) \leq \text{Prob} (|\eta - E(\eta)| > 1 - \mu) \leq \frac{2}{e(1 - \mu)}, \quad \forall \mu \in (0, 1). \]
Substituting the above inequality into (5.4), we obtain
\[ \text{Prob} \left( \max_{1 \leq i \leq m} \xi_i^H H \xi \leq \gamma, \quad \|\xi\|^2 \geq \mu \text{Tr}(Z^*) \right) > 1 - Ke^{-\gamma} - \frac{2}{e(1 - \mu)}, \quad \forall \mu \in (0, 1). \]
Setting \( \mu = 1/4 \) and \( \gamma = \ln(100K) \) yields a positive right-hand side of 0.00898..., which then proves the desired bound.

The above proof technique also applies to the real case, i.e., \( h \in \mathbb{R}^n \) and \( z \in \mathbb{R}^n \). The main difference is that \( \xi \sim N(0, Z^*) \), so that \( |\xi_i|^2 \) in the proof of Lemma 5.1 and \( \eta_j \) in the proof of Theorem 5.2 both follow a \( \chi^2 \) distribution with one degree of freedom. Then
\[ \text{Prob} \left( |\xi_i|^2 > \gamma \right) = \int_\gamma^\infty \frac{e^{-t/2}}{\sqrt{2\pi}} dt \leq \int_\gamma^\infty \frac{e^{-\gamma/2}}{\sqrt{2\pi}} dt = \sqrt{\frac{2}{\pi \gamma}} e^{-\gamma/2}, \quad \forall \; \gamma > 0, \]
\( E(\eta_j) = 1 \), and
\[ E(|\eta_j - E(\eta_j)|) = \int_0^1 \frac{e^{-t/2}}{\sqrt{2\pi}} |t - 1| dt \]
\[ = \frac{1}{\sqrt{2\pi}} \int_0^1 \frac{e^{-t/2}}{\sqrt{t}} dt - \frac{1}{\sqrt{2\pi}} \int_0^1 \sqrt{t} e^{-t/2} dt \]
\[ + \frac{1}{\sqrt{2\pi}} \int_1^\infty \sqrt{t} e^{-t/2} dt - \frac{1}{\sqrt{2\pi}} \int_1^\infty \frac{e^{-t/2}}{\sqrt{t}} dt \]
\[ = \frac{1}{\sqrt{2\pi e}} < 0.968, \]
where in the last step we used integration by parts on the first and the fourth terms. This yields the analogous bound that, for any $\gamma \geq 1$ and $\mu \in (0, 1)$,

\[
\text{Prob}\left( \max_{1 \leq i \leq m} \xi^T H_i \xi \leq \gamma, \|\xi\|^2 \geq \mu \text{Tr}(Z^*) \right) > 1 - K \sqrt{\frac{2}{\pi \gamma}} e^{-\gamma^2/2} - \frac{0.968}{1 - \mu} > 1 - K e^{-\gamma^2/2} - \frac{0.968}{1 - \mu},
\]

where $K := \sum_{i=1}^m \min\{\text{rank}(H_i), \sqrt{2m}\}$. Setting $\mu = 0.01$ and $\gamma = 2 \ln(50K)$ yields a positive right-hand side of 0.0022... This in turn shows that $v_{\text{sdp}} = v_{\text{qp}}$ if $m \leq 2$ (see the proof of Theorem 3.3) and otherwise

\[
v_{\text{qp}} \geq \frac{1}{200 \ln(50K)} v_{\text{sdp}}.
\]

We note that, in the real case, a sharper bound of

\[
v_{\text{qp}} \geq \frac{1}{2 \ln(2m\mu)} v_{\text{sdp}},
\]

where $\mu := \min\{m, \max_i \text{rank}(H_i)\}$, was shown by Nemirovski, Roos and Terlaky [14] (also see [13, Theorem 4.7]), though the above proof seems simpler. Also, an example in [14] shows that the $O(1/\ln m)$ bound is tight (up to a constant factor) in the worst case. This example readily extends to the complex case by identifying $\mathbb{C}^n$ with $\mathbb{R}^{2n}$ and observing that $|h^T \ell z| \geq |\text{Re}(h^T \ell)^T \text{Re}(z) + \text{Im}(h^T \ell)^T \text{Im}(z)|$ for any $h, \ell, z \in \mathbb{C}^n$. Thus, in the complex case, the $O(1/\ln m)$ bound is also tight (up to a constant factor).

6. Discussion. In this paper, we have analyzed the worst-case performance of SDP relaxation and convex restriction for a class of NP-hard quadratic optimization problems with homogeneous quadratic constraints. Our analysis is motivated by important emerging applications in transmit beamforming for physical layer multicasting and sensor localization in wireless sensor networks. Our generalization (1.1) of the basic problem in [20] is useful, for it shows that the same convex approximation approaches and bounds hold in the case where each multicast receiver is equipped with multiple antennas. This scenario is becoming more pertinent with the emergence of small and cheap multi-antenna mobile terminals. Furthermore, our consideration of the related homogeneous QP maximization problem has direct application to the design of jam-resistant intercept beamformers. In addition to these timely topics, more traditional signal processing design problems can be cast in the same mathematical framework; see [20] for further discussions.

While theoretical worst-case analysis is very useful, empirical analysis of the ratio $v_{\text{qp}}/v_{\text{sdp}}$ through simulations with randomly generated steering vectors $\{h_\ell\}$ is often equally important. In the context of transmit beamforming for multicasting [20] for the case $|I_i| = 1 \forall i$ (single receiving antenna per subscriber node), simulations have provided the following insights:

- For moderate values of $m$, $n$ (e.g., $m = 24$, $n = 8$), and independent and identically distributed (i.i.d.) complex-valued circular Gaussian (i.i.d. Rayleigh) entries of the steering vectors $\{h_\ell\}$, the average value of $v_{\text{qp}}/v_{\text{sdp}}$ is under 3 – much lower than the worst-case value predicted by our analysis.
In all generated instances where all steering vectors have positive real and imaginary parts, the ratio \( \frac{\upsilon_{\text{qp}}}{\upsilon_{\text{sdp}}} \) equals one (with error below \( 10^{-8} \)). This is better than what our worst-case analysis predicts for limited phase spread (see Theorem 3.7).

- In experiments with measured VDSL channel data, for which the steering vectors follow a correlated log-normal distribution, \( \frac{\upsilon_{\text{qp}}}{\upsilon_{\text{sdp}}} \approx 1 \) in over 50% of instances.

- Our analysis shows that the worst-case performance ratio \( \frac{\upsilon_{\text{qp}}}{\upsilon_{\text{sdp}}} \) is smaller in the complex case than in the real case (\( O(m) \) versus \( O(m^2) \)). Moreover, this remains true with high probability when \( \upsilon_{\text{qp}} \) is replaced by its upper bound

\[
\upsilon_{\text{ubqp}} := \min_{k=1,\ldots,N} \| z^*(\xi_k) \|_2^2,
\]

where \( \xi_1, \ldots, \xi_N \) are generated by \( N \) independent trials of the randomization procedure (see Subsections 3.1 and 3.2) and \( N \) is taken sufficiently large. In our simulation, we used \( N = 30nm \). Figure 6.1 shows our simulation results for the real Gaussian case.\(^6\) It plots \( \frac{\upsilon_{\text{ubqp}}}{\upsilon_{\text{sdp}}} \) for 300 independent realizations of i.i.d. real-valued Gaussian steering vector entries, for \( m = 8, n = 4 \). Figure 6.2 plots the corresponding histogram. Figures 6.3 and 6.4 show the corresponding results for i.i.d. complex-valued circular Gaussian steering vector entries.\(^7\) Both the mean and the maximum of the upper bound \( \frac{\upsilon_{\text{ubqp}}}{\upsilon_{\text{sdp}}} \) are lower in the complex case. The simulations indicate that SDP approximation is better in the complex case not only in the worst case but also on average.

\(^6\)Here the SDP solution is constrained to be real-valued, and real Gaussian randomization is used.

\(^7\)Here the SDP solutions are complex-valued, and complex Gaussian randomization is used.
The above empirical (worst-case and average-case) analysis complements our theoretical worst-case analysis of the performance of SDP relaxation for the class of problems considered herein.

Finally, we remark that our worst-case analysis of SDP performance is based on the assumption that the homogeneous quadratic constraints are concave (see (1.1)). Can we extend this analysis to general homogeneous quadratic constraints? The following example in $\mathbb{R}^2$ suggests that this is not possible.

**Example 3:** For any $L > 0$, consider the quadratic optimization problem with homogeneous quadratic constraints:

\begin{align*}
\min_{z} & \quad ||z||^2 \\
\text{s.t.} & \quad z_2^2 \geq 1, \quad z_1^2 - Lz_1z_2 \geq 1, \quad z_1^2 + Lz_1z_2 \geq 1, \\
& \quad z \in \mathbb{R}^2.
\end{align*}

The last two constraints imply $z_1^2 \geq L|z_1||z_2| + 1$ which, together with the first constraint $z_2^2 \geq 1$, yield $z_1^2 \geq L|z_1| + 1$ or, equivalently, $|z_1| \geq (L + \sqrt{L^2 + 4})/2$. So the optimal value of (6.1) is at least $1 + (L + \sqrt{L^2 + 4})^2/4$ (and in fact is equal to this). The natural SDP relaxation of (6.1) is

\begin{align*}
\min_{Z} & \quad Z_{11} + Z_{22} \\
\text{s.t.} & \quad Z_{22} \geq 1, \quad Z_{11} - LZ_{12} \geq 1, \quad Z_{11} + LZ_{12} \geq 1, \\
& \quad Z \succeq 0.
\end{align*}

Clearly, $Z = J_2$ is a feasible solution (and, in fact, an optimal solution) of this SDP, with an objective value of 2. Therefore, the SDP performance ratio for this example is at least $1/2 + (L + \sqrt{L^2 + 4})^2/8$, which can be arbitrarily large.
Fig. 6.3. Upper bound on $\frac{\upsilon_{\text{qp}}}{\upsilon_{\text{sdp}}}$ for $m = 8$, $n = 4$, 300 realizations of complex Gaussian i.i.d. steering vector entries.
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Fig. 6.4. Histogram of the outcomes in Fig. 3.

Abstract—This paper considers the problem of downlink transmit beamforming for wireless transmission and downstream precoding for digital subscriber wireline transmission, in the context of common information broadcasting or multicasting applications wherein channel state information (CSI) is available at the transmitter. Unlike the usual “blind” isotropic broadcasting scenario, the availability of CSI allows transmit optimization. A minimum transmission power criterion is adopted, subject to prescribed minimum received signal-to-noise ratios (SNRs) at each of the intended receivers. A related max–min SNR “fair” problem formulation is also considered subject to a transmitted power constraint. It is proven that both problems are NP-hard; however, suitable reformulation allows the successful application of semidefinite relaxation (SDR) techniques. SDR yields an approximate solution plus a bound on the optimum value of the associated cost/reward. SDR is motivated from a Lagrangian duality perspective, and its performance is assessed via pertinent simulations for the case of Rayleigh fading wireless channels. We find that SDR typically yields solutions that are within 3–4 dB of the optimum, which is often good enough in practice. In several scenarios, SDR generates exact solutions that meet the associated bound on the optimum value. This is illustrated using measured very-high-bit-rate Digital Subscriber line (VDSL) channel data, and far-field beamforming for a uniform linear transmit antenna array.

Index Terms—Broadcasting, convex optimization, downlink beamforming, minimization of total radiation power, multicasting, semidefinite programming, semidefinite relaxation (SDR), very-high-bit-rate Digital Subscriber line (VDSL) precoding.

I. INTRODUCTION

Consider a transmitter that utilizes an antenna array to broadcast information to multiple radio receivers within a certain service area. The traditional approach to broadcasting is to radiate transmission power isotropically, or with a fixed directional pattern. However, future digital video/audio/data broadcasting and multicasting applications are likely to be based on subscription to services; hence, it is plausible to assume that the transmitter can acquire channel state information (CSI) for all its intended receivers.

The goal of this paper is to develop efficient algorithms for the design of broadcasting schemes that exploit this channel information in order to provide better performance than the traditional approaches.

Our design approach is based on providing Quality of Service (QoS) assurance to each of the receivers. Since the received signal-to-noise ratio (SNR) determines the maximum achievable data rate and (essentially) determines the probability of error, it is an effective measure of the QoS. We consider two basic design problems. The first seeks to minimize the total transmission power (and thus leakage to neighboring cochannel transmissions), subject to meeting (potentially different) constraints on the received SNR for each individual intended receiver. The second is a “fair” design problem in which we attempt to maximize the smallest receiver SNR over the intended receivers, subject to a bound on the transmitted power. We will show that both these problems are NP-hard, but we will also show that designs that are close to being optimal can be efficiently obtained by employing semidefinite relaxation (SDR) techniques.

Our designs are initially developed for a wireless broadcast scenario in which each user employs a single receive antenna and the channel is modeled as being flat in frequency and quasi-static in time. However, the designs are also appropriate on a per-tone basis for orthogonal-frequency-division multiplexing (OFDM) and related multicarrier systems, and, as we will show, they can be generalized in a straightforward manner to single-carrier systems transmitting over frequency-selective channels. In addition to wireless systems, applications of the proposed methodology also appear in downstream multicasting transmission for multicarrier and single-carrier digital subscriber line (DSL) systems. In this context, (linear) precoding of multiple DSL loops in the same binder that wish to subscribe to a common service (e.g., news feed, video-conference, or movie multicast) can be employed to improve QoS and/or reduce far-end crosstalk (FEXT) interference to other loops in the binder. In scenarios in which the customer-premise equipment (CPE) receivers are not physically co-located (as in residential service) or cannot be coordinated (legacy CPE), multiuser decoding of the downstream transmission is not feasible, while transmit precoding is viable. The most important difference between DSL and the wireless...
multicast scenario is that DSL channels are diagonally dominated. Still, exploiting the crosstalk coupling to reduce FEXT levels to other loops in the binder can provide significant performance gains, especially if (cooperative or competitive) power control is implemented.

It is interesting to note that, as of today, Internet multicasting (using IP’s Multicast Backbone—MBone) is performed at the network layer, e.g., via packet-level flooding or spanning-tree access of the participant nodes and any intermediate nodes needed to access the participants. To complement that approach, what we advocate herein can be interpreted as judicious physical layer multicasting, that is, enabled by i) the availability of multiple transmitting elements; ii) exploiting opportunities for joint beamforming/precoding; and iii) the availability of CSI at the transmitting node or one of its proxies. This is a cross-layer optimization approach that exploits information available at the physical layer to reduce relay retransmissions at the network layer, thus providing congestion relief and QoS guarantees.

Notation: We use lowercase boldface letters to denote column vectors and uppercase bold letters to denote matrices. $(\cdot)^T$ denotes transpose, while $(\cdot)^H$ denotes Hermitian (conjugate) transpose. Re$\{\cdot\}$ extracts the real part of its argument, and Im$\{\cdot\}$ the imaginary part.

II. DATA MODEL AND PROBLEM STATEMENT

Consider a wireless scenario incorporating a single transmitter with $N$ antenna elements and $M$ receivers each with a single antenna. Let $\mathbf{h}_i$ denote the $N \times 1$ complex vector that models the propagation loss and phase shift of the frequency-flat quasi-static channel from each transmit antenna to the receive antenna of user $i \in \{1, \ldots, M\}$, and let $\mathbf{w}^H_i$ denote the beamforming weight vector applied to the $N$ transmitting antenna elements. If the signal to be transmitted is zero-mean and white with unit variance, and if the noise at receiver $i$ is zero-mean and white with variance $\sigma_i^2$, then the receiver SNR for the $i$th user is $|\mathbf{w}^H_i \mathbf{h}_i|^2 / \sigma_i^2$. Let $\rho_{\min}$ be the prescribed minimum SNR for the $i$th user and define the normalized channel vectors $\tilde{\mathbf{h}}_i := \mathbf{h}_i / \sqrt{\rho_{\min} \sigma_i^2}$. Then $|\mathbf{w}^H_i \tilde{\mathbf{h}}_i|^2 / \sigma_i^2 \geq \rho_{\min} \iff |\mathbf{w}^H_i \mathbf{h}_i|^2 \geq 1$. Therefore, the design of the beamformer that minimizes the transmitted power, subject to (possibly different) constraints on the received SNR of each user, can be written as:

$$Q:\quad \min_{\mathbf{w} \in \mathbb{C}^N} |\mathbf{w}|_2^2$$
subject to: $|\mathbf{w}^H_i \tilde{\mathbf{h}}_i|^2 \geq 1, \quad i \in \{1, \ldots, M\}$.  

We will denote an instance of problem $Q$ as $Q(\tilde{\mathbf{h}}^M_{i=1})$, keeping in mind that $\tilde{\mathbf{h}}_i = \mathbf{h}_i / \sqrt{\rho_{\min} \sigma_i^2}$.

Remark 1: One could think of imposing the stricter constraints $\mathbf{w}^H_i \tilde{\mathbf{h}}_i = 1, \forall i$, in order to avoid the need for single-tap equalization at the receivers. However, we are interested in the practically important case of $M > N$, wherein the stricter constraints generically yield an overdetermined system of equations, and thus an infeasible problem. On the other hand, it is easy to see that problem $Q$ is always feasible, provided of course that none of the channel vectors is identically zero.

Problem $Q$ is formulated under the assumption that the design center (usually the transmitter) has knowledge of the channel vector $\mathbf{h}_i$ (and the noise variance $\sigma_i^2$) for each user. This can be accomplished in a straightforward manner in fixed wireless systems and time-division-duplex (TDD) systems. In other systems, it can be accomplished through the use of beacon signals, periodically transmitted from the broadcasting station (and typically embedded in the transmission). The receiving radios can then feed back their CSI through a feedback channel. For the purposes of this paper, we will assume that the design center has perfect knowledge of the channel vectors, but extensions to cases of imperfect knowledge are under development.

Problem $Q$ is a quadratically constrained quadratic programming (QCQP) problem, but unfortunately the constraints are not convex. Nonconvexity, per se, does not mean that the problem is difficult to solve; however, we have the following claim, whose proof can be found in Appendix I.

Claim 1: The QoS problem $Q$ is NP-hard.

The implication of Claim 1 is that if an algorithm could solve an arbitrary instance of problem $Q$ in polynomial time, it would then be possible to solve a whole class of computationally very difficult problems in polynomial time [4]. The current scientific consensus indicates that this is unlikely.

A. Review of Pertinent Prior Art

The above problem is reminiscent of some closely related problems. For $M = 1$, the optimum $\mathbf{w}$ is a matched filter. When the scaled channel vectors $\tilde{\mathbf{h}}_i$ span a ball or ellipsoid about a “nominal” channel vector,$^3$ the problem can be transformed exactly into a second-order cone program, and hence can be efficiently solved [13]. Unfortunately, this transformation cannot be employed in the case of finitely many channel vectors (intended receivers).

Another closely related work is that in [1] (and references therein), which considers the problem of multiuser transmit beamforming for the cellular downlink. The key difference between [1] and our formulation is that the authors of [1] consider the transmission of independent information to each of the downlink users, whereas we focus on (common information) multicast. The mathematical problems are not equivalent. A fundamental difference is that our problem is NP-hard, whereas the formulation in [1] can be efficiently solved. To further appreciate the difference intuitively, we point out that in the generic case of our formulation most of the SNR constraints will be inactive at the optimum (i.e., most of the constraints will be oversatisfied). Consider, for example, the case of two closely located receivers with different SNR requirements: one of the two associated constraints will be oversatisfied at the optimum. On the other hand, it is proven in [1] that in the formulation of [1] the constraints are always met with equality at the optimum. The important common denominator of our work and [1] is the use of semidefinite programming tools.

$^3$This is easy to see for $N = 1$, in which case each constraint requires that the magnitude of $\mathbf{w}$ be greater than a constant.

$^3$This implies a continuum of intended receivers.
Transmit beamforming for the dissemination of common information to multiple users has been considered in the Ph.D. dissertation of Lopez [7, ch. 5]. Lopez proposed maximizing the sum of received SNRs, which is equivalent to maximizing the average SNR over all users. This formulation leads to a principal component computational problem for the optimum beamformer, which is relatively simple to solve. The drawback is that quality of service cannot be guaranteed to all users in this way. This is important, because the weakest user link determines the common information rate. Still, the work of Lopez is the closest in spirit to ours, and for this reason we will include the maximum average SNR approach in our performance evaluations in Section VIII (see Table V).

III. RELAXATION

Toward solving our problem, we first recast it as follows:

$$\min_w \text{trace}(ww^H)$$
subject to: $\text{trace}(ww^HQ_i) \geq 1, \quad i \in \{1, \cdots, M\}$

where we have used the fact that $\text{trace}(HH^H) = \text{trace}(HH^H) = \text{trace}(ww^HQ_i)$. Now consider the following reformulation of the problem:

$$\min_{X \in \mathbb{C}^N \times \mathbb{C}^N} \text{trace}(X)$$
subject to: $\text{trace}(XQ_i) \geq 1, \quad i \in \{1, \cdots, M\}$

which is now expressed in a standard form used by SDP solvers, such as SeDuMi [11]. Here, $I_N$ is the identity matrix of size $N \times N$.

SDP problems can be efficiently solved using interior point methods, at a complexity cost that is at most $O((M + N^2)\log N)$ and is usually much less. SeDuMi [11] is a MATLAB implementation of modern interior point methods for SDP that is particularly efficient for up to moderate-sized problems, as is the case in our context. Typical run times for realistic choices of $N$ and $M$ are under $1/10$ s, on a typical personal computer.

IV. ALGORITHM

Due to the relaxation, the matrix $X_{\text{opt}}$ obtained by solving the SDP in Problem $Q_r$, will not be rank one in general. If it is, then its principal component will be the optimal solution to the original problem. If not, then trace $X_{\text{opt}}$ is a lower bound on the power needed to satisfy the constraints. This comes from the fact that we have removed one of the original problem’s constraints. Researchers in optimization have recently developed ways of generating good solutions to the original problem, $Q$, from $X_{\text{opt}}$, [9], [12], [15]. This process is based on randomization: using $X_{\text{opt}}$ to generate a set of candidate weight vectors, $\{w\}$, from which the “best” solution will be selected. We consider three methods for generating the $w$’s, which have been designed so that their computational cost is negligible compared to that of computing $X_{\text{opt}}$. (For consistency, the principal component is also included in the set of candidates.) In the first method $\text{randA}$, we calculate the eigen-decomposition of $X_{\text{opt}} = \Sigma \Sigma^H$ and choose $w$ such that $w = \Sigma^{1/2} e_k$, where the elements of $e_k$ are independent random variables, uniformly distributed on the unit circle in the complex plane; i.e., $[e_k] = e^{j\theta_k}$, where the $\theta_k$ are independent and uniformly distributed on $[0, 2\pi]$. This ensures that $w^H w = \text{trace}(X_{\text{opt}})$, irrespective of the particular realization of $e_k$.

In the second method $\text{randB}$, inspired by Tseng [12], we choose $w$ such that $[w]_i = \sqrt{\text{trace}(X_{\text{opt}})}/[e_k]$, which ensures that $[w]_i^2 = \text{trace}(X_{\text{opt}})$. The third method $\text{randC}$, motivated by successful applications in related QCQP problems [8], uses $w = U \Sigma^{1/2} e_k$, where $e_k$ is a vector of zero-mean, unit-variance complex circularly symmetric uncorrelated Gaussian random variables. This ensures that $E[w w^H] = X_{\text{opt}}$.

For both $\text{randA}$ and $\text{randB}$, $\|w\|_2^2 = \text{trace}(X_{\text{opt}})$, and hence when rank$(X_{\text{opt}}) > 1$, at least one of the constraints $w^H h_i^2 \geq c_i$ will be violated.4 However, a feasible weight vector can be found by simply scaling $w$ so that all the constraints are satisfied. Under $\text{randC}$, $\|w\|_2^2$ depends on the particular realization of $e_k$, but again the resulting $w$ can be scaled to the minimum length necessary to satisfy the constraints. The “best” of these randomly generated weight vectors is the one that requires the smallest scaling. For convenience, we have summarized the algorithm in Table I, which includes a simple MATLAB interface to SeDuMi [11] for the solution of the semidefinite relaxation, $Q_r$. We point out that we have not yet been able to obtain theoretical a priori bounds on the extent

$\overset{4}{\text{The sum of two rank-one matrices has generic rank two.}}$
of the suboptimality of solutions generated in this way, but our simulation results are quite encouraging.

V. MAX–MIN FAIR BEAMFORMING

We now consider the related problem of maximizing the minimum received SNR over all receivers, subject to a bound on the transmitted power. That is

\[
\mathcal{F} : \max_{\mathbf{w} \in \mathbb{C}^N} \min_{i} \left\{ \frac{\mathbf{w}^H \mathbf{h}_i \mathbf{w}}{\sigma_i^2} \right\}^2^M_{i=1} \text{ subject to: } \|\mathbf{w}\|_2^2 \leq P
\]

It is easy to see that the constraint in problem \(\mathcal{F}\) should be met with equality at an optimum, for otherwise \(\mathbf{w}\) could be scaled up, thereby improving the objective and contradicting optimality. Thus, we can focus on the equality-constrained problem. With a scaling of the optimization variable \(\mathbf{w} = \sqrt{P}\mathbf{w'}\); the equality-constrained problem can be equivalently written as

\[
P \max_{\mathbf{w'}} \min_{i} \left\{ \frac{\mathbf{w'}^H \mathbf{h}_i \mathbf{w'}}{\sigma_i^2} \right\}^2^M_{i=1} \text{ subject to: } \|\mathbf{w'}\|_2^2 = 1.
\]

It is clear that \(P\) is immaterial with respect to optimization; the solution scales up with \(\sqrt{P}\), while the optimum value scales up with \(P\). We will denote an instance of problem \(\mathcal{F}\) as \(\mathcal{F}(\{\mathbf{h}_i/\sigma_i\}_{i=1}^M, P)\). Let \(\mathbf{w}_q\) be a solution to \(\mathcal{Q}(\{\mathbf{h}_i/\sigma_i\}_{i=1}^M)\), and \(P_q\) the associated minimum transmitted power. Consider

\[
\max_{\mathbf{w}} \min_{i} \left\{ \frac{\mathbf{w}^H \mathbf{h}_i \mathbf{w}}{\sigma_i^2} \right\}^2^M_{i=1} \text{ subject to: } \|\mathbf{w}\|_2^2 = P_q
\]

and let \(\mathbf{w}_f\) denote an optimal solution. Since \(\mathbf{w}_q\) already attains \(\|\mathbf{w}_q\|^2 \geq 1, \forall i\), it follows that \(\|\mathbf{w}_f\|^2 \geq 1, \forall i\). Hence, \(\mathbf{w}_f\) also satisfies the constraints of the QoS formulation, and at the same power as \(\mathbf{w}_q\). It follows that \(\mathbf{w}_f\) is equivalent to \(\mathbf{w}_q\). This shows Claim 2.

Claim 2: \(\mathcal{F}(\{\mathbf{h}_i/\sigma_i\}_{i=1}^M, P)\) is equivalent to \(\mathcal{Q}(\{\mathbf{h}_i/\sigma_i\}_{i=1}^M)\) up to scaling. In the special case that \(\rho_{\text{min},i} = \rho_{\text{min}}, \forall i\), we have that \(\mathbf{h}_i = (\mathbf{h}_i/\sigma_i)/\sqrt{\rho_{\text{min}}}, \forall i\), and hence \(\mathcal{F}(\{\mathbf{h}_i/\sigma_i\}_{i=1}^M, P)\) is equivalent to \(\mathcal{Q}(\{\mathbf{h}_i\}_{i=1}^M)\) up to scaling.

Corollary 1: One way to solve the max–min fair problem \(\mathcal{F}(\mathbf{h}_i/\sigma_i, \{\mathbf{h}_i\}_{i=1}^M, P)\) is to solve the QoS problem \(\mathcal{Q}(\{\mathbf{h}_i/\sigma_i\}_{i=1}^M)\), and then scale the resulting solution to the desired power \(P\). Conversely, scaling the solution of \(\mathcal{F}(\{\mathbf{h}_i\}_{i=1}^M, 1)\) yields a solution to \(\mathcal{Q}(\{\mathbf{h}_i\}_{i=1}^M)\), even in the case of unequal \(\rho_{\text{min},i}\).

Remark 2: It is important not to lose sight of the fact that \(\mathcal{F}(\{\mathbf{h}_i/\sigma_i\}_{i=1}^M, P)\) is not equivalent up to scaling to \(\mathcal{Q}(\{\mathbf{h}_i\}_{i=1}^M)\) when the \(\rho_{\text{min},i}\)’s are unequal. This can be intuitively appreciated by noting that the max–min fair formulation aims to maximize the minimum received SNR, without regard to the individual SNR constraints. The QoS formulation, on the other hand, explicitly guarantees the prescribed minimum SNR level at each node.

From the above, and Claim 1, Claim 3 follows.

Claim 3: The max–min fair problem \(\mathcal{F}\) is NP-hard. If the QoS problem could be solved exactly, there would have been no need for a separate algorithm for the max–min fair problem. However, we can only solve the QoS problem approximately (cf., randomization postprocessing of the generally higher rank solution). Due to this, it is of interest to develop a customized SDR algorithm directly for the max–min fair problem. Using the fact that \(\mathbf{h}_i^H \mathbf{w} \mathbf{w}^H \mathbf{h}_i = \text{trace}(\mathbf{w} \mathbf{w}^H \mathbf{h}_i \mathbf{h}_i^H)\), and defining \(\bar{Q}_i := \mathbf{h}_i^H / \sigma_i^2\), we recast the max–min fair problem as follows:

\[
\max_{\mathbf{X} \in \mathbb{C}^{N \times N}} \min_{i=1, \ldots, M} \text{trace}(\mathbf{X} \bar{Q}_i) \text{ subject to: } \text{trace}(\mathbf{X}) = P, \quad \mathbf{X} \succeq 0 \quad \text{rank}(\mathbf{X}) = 1.
\]

Dropping the rank constraint, we obtain the relaxation

\[
\max_{\mathbf{X} \in \mathbb{C}^{N \times N}} \min_{i=1, \ldots, M} \text{trace}(\mathbf{X} \bar{Q}_i) \text{ subject to: } \text{trace}(\mathbf{X}) = P, \quad \mathbf{X} \succeq 0.
\]

Introducing an additional variable, \(t\), this relaxation can be equivalently written as

\[
\max_{\mathbf{X} \in \mathbb{C}^{N \times N}, t \in \mathbb{R}} t \text{ subject to: } \text{trace}(\mathbf{X} \bar{Q}_i) \geq t, \quad \forall i \in \{1, \ldots, M\} \quad \text{trace}(\mathbf{X}) = P, \quad \mathbf{X} \succeq 0.
\]

TABLE I

<table>
<thead>
<tr>
<th>Broadcast QoS Beamforming via SDR: Algorithm</th>
</tr>
</thead>
<tbody>
<tr>
<td>• Solve the relaxed problem:</td>
</tr>
<tr>
<td>A simple MATLAB interface for SdDuMi is as follows:</td>
</tr>
<tr>
<td>% Input Data:</td>
</tr>
<tr>
<td>% H: N by M, columns are scaled channels (\mathbf{h}<em>i/\sqrt{\rho</em>{\text{min},i}})</td>
</tr>
<tr>
<td>% Output Data:</td>
</tr>
<tr>
<td>% Xopt: the solution to the SDR</td>
</tr>
<tr>
<td>vecQs = [];</td>
</tr>
<tr>
<td>for i=1:M,</td>
</tr>
<tr>
<td>(\mathbf{Q}_i = \mathbf{H}(:,i)*\mathbf{H}(:,i));</td>
</tr>
<tr>
<td>vecQs = [vecQs, vec(Qi.*')];</td>
</tr>
<tr>
<td>end;</td>
</tr>
<tr>
<td>A=-[eye(M), vecQs.'];</td>
</tr>
<tr>
<td>b=ones(M,1);</td>
</tr>
<tr>
<td>c=[zeros(M,1); vec(eye(N))];</td>
</tr>
<tr>
<td>K.1=M; K.2=N; K.3=complex=1;</td>
</tr>
<tr>
<td>[xopt,yopt,info] = sedumi(A,b,c,K);</td>
</tr>
<tr>
<td>Xopt=mat(xopt(M+1:end));</td>
</tr>
</tbody>
</table>

• Randomization:

Use randA, and/or randB, randC to generate the candidates, w.ell.

For each w.ell, find the most violated constraint.

Scale w.ell so that that constraint is satisfied with equality.

Pick the w.ell with the smallest norm.
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Further introducing \(M\) nonnegative real slack variables, one for each inequality constraint, we convert the problem to an equivalent one involving only equality, nonnegativity, and positive-semidefinite constraints

\[
\mathcal{F}_r : \min_{X \in \mathbb{C}^{N \times N}} \quad -t \\
\text{subject to:} \quad -t - s_i + \text{vec} \left( Q_{i}^{T} \right)^{T} \text{vec}(X) = 0, \quad \forall i, \\
\text{vec}(I_{N})^{T} \text{vec}(X) = P \\
X \succeq 0, \quad s_i \geq 0, \quad \forall i, \quad t \geq 0.
\]

This problem is formatted for direct solution via SeDuMi [11]. Table II provides a suitable MATLAB interface for solving this relaxation. Postprocessing of the solution of the relaxed problem to approximate the solution of the original max–min-fair problem can be accomplished using \texttt{randA}, \texttt{randB}, and \texttt{randC}, but the selection criterion is different (see Table II).

In closing this section, we would like to point out connections between problems \(\mathcal{F}\) and \(\mathcal{F}_r\), and the problem of maximizing the common mutual information of the (nondegraded) Gaussian broadcast channel in which the transmitter has \(N\) antennas and each of the \(M\) (noncooperative) receivers has a single antenna. If \(X\) denotes the covariance of the transmitted signal, then the maximum achievable common information rate (in the sense of Shannon) can be written as (see, e.g., [6] and references therein)

\[
C := \max_{X \succeq 0, \quad \text{trace}(X) \leq P} \min_{i} \left\{ \log \left( 1 + \frac{h_i^H X h_i}{\sigma_i^2} \right) \right\}^{M}. \tag{11}
\]

Alternatively, we can rewrite this max–min problem as

\[
\max \tilde{t} \\
\text{subject to} \quad X \succeq 0, \quad \text{trace}(X) \leq P, \quad \frac{h_i^H X h_i}{\sigma_i^2} \geq \tilde{t}, \quad \forall i.
\]

By the monotonicity of the “log” function, the above problem is further equivalent to

\[
\max \tilde{t} \\
\text{subject to} \quad X \succeq 0, \quad \text{trace}(X) \leq P, \quad \frac{h_i^H X h_i}{\sigma_i^2} \geq \tilde{t}, \quad \forall i
\]
in the sense that they yield the same optimal transmit covariance matrix \(X\). The latter problem is identical to problem \(\mathcal{F}_r\). In other words, the semidefinite relaxation of problem \(\mathcal{F}\) actually yields a transmit covariance matrix that achieves the maximum common information rate \(C\). In a similar manner, we can argue that the rank-one transmit covariance matrix obtained from problem \(\mathcal{F}\) achieves the maximum common information rate under the restriction that beamforming is employed. However, the latter rate can be significantly lower than \(C\) for a large number of users [6]. Nonetheless, from a practical perspective, beamforming is attractive because it is simple to implement,\(^6\) requiring only a single standard additive white Gaussian noise (AWGN) channel encoder and decoder. In contrast, achieving the maximum common information rate \(C\) in general requires higher rank transmit covariance matrix \(X\). In that case, a weighted sum of multiple independent signals is transmitted from each antenna, with each independent signal requiring a separate AWGN channel encoder and decoder. Hence, the beamforming strategy considered in this paper trades off a potential reduction in the maximum common information rate for implementation simplicity.

VI. CASE OF FREQUENCY-SELECTIVE MULTIPATH

Although we have focused our attention so far on frequency-flat fading channels, the situation is quite similar in the case of spatial beamforming\(^7\) for common information transmission over frequency-selective (intersymbol interference) channels. Let \(h_{(i)}^{(0)}\) denote the \(i\)th \(N \times 1\) vector tap of the baseband-equivalent discrete-time impulse response of the multipath channel between the transmitter antenna array and the receive antenna.

\(^6\)A properly weighted common temporal signal is transmitted from each antenna.

\(^7\)It is perhaps worth emphasizing that, while space–time precoding would generally be preferable from a performance point of view when the channels are time dispersive, we continue to consider spatial beamforming only in this section. This is motivated from a complexity point of view. Space–time multicast precoding is an interesting topic for future research.
the (single) receive antenna of receiver i. Assume that delay spread is limited\(^8\) to L nonzero vector channel taps. Define the channel matrix for the \(i\)th receiver as
\[
\mathbf{H}_i := \begin{bmatrix} h_i^{(0)}, \ldots, h_i^{(L-1)} \end{bmatrix},
\]
Beamforming the transmit array with a fixed (time-invariant) \(\mathbf{w}^H\) yields a scalar equivalent channel from the viewpoint of the \(i\)th receiver, whose scalar taps are given by
\[
\begin{bmatrix} f_i^{(0)}, \ldots, f_i^{(L-1)} \end{bmatrix}^T = \begin{bmatrix} \mathbf{w}^H \mathbf{h}_i^{(0)}, \ldots, \mathbf{w}^H \mathbf{h}_i^{(L-1)} \end{bmatrix}^T
\]
or, in vector form
\[
\mathbf{f}_i^T = \mathbf{w}^H \mathbf{H}_i.
\]
Now, if a Viterbi equalizer is used for sequence estimation at the receiver, then the parameter that determines performance is [3]
\[
\frac{\|\mathbf{h}_i\|^2}{\sigma_i^2} = \frac{\mathbf{w}^H \mathbf{H}_i \mathbf{H}_i^H \mathbf{w}}{\sigma_i^2} = \text{trace}(\mathbf{w}^H \mathbf{Q}_i),
\]
where now \(\mathbf{Q}_i := \mathbf{H}_i \mathbf{H}_i^H / \sigma_i^2\) and is generally of higher rank than before, but otherwise things remain conceptually the same. In particular, the relaxations \(\mathbf{Q}_i\) and \(\mathbf{f}_i\) and the algorithms in Tables I and II can be employed as they were in the frequency-flat case—only the definition of the input matrices changes.

VII. INSIGHTS AFFORDED VIA DUALITY

Let us return to our original problem \(\mathcal{Q}\), as follows:
\[
\begin{align*}
\min_{\mathbf{w} \in \mathbb{C}^N} & \quad \|\mathbf{w}\|_2^2 \\
\text{subject to:} \quad & \|\mathbf{w}^H \mathbf{h}_i\|^2 \geq 1, \quad i \in \{1, \ldots, M\}.
\end{align*}
\]
We will now gain some insight into the quality of the solution generated by the semidefinite relaxation of \(\mathcal{Q}\) using bounds obtained from duality. For convenience, we first convert the problem to real-valued form; this yields a \(2N \times 1\) vector of real variables \(\mathbf{x} := \begin{bmatrix} \text{Re}\{\mathbf{w}^T\} \text{Im}\{\mathbf{w}^T\} \end{bmatrix}^T\), and the \(\mathbf{Q}_i\)’s are now \(2N \times 2N\) symmetric matrices of rank 2:
\[
\mathbf{Q}_i := \mathbf{g}_i \mathbf{g}_i^T + \mathbf{g}_i \mathbf{g}_i^T, \quad \text{where} \quad \mathbf{g}_i := \begin{bmatrix} \text{Re}\{\mathbf{h}_i\} \text{Im}\{\mathbf{h}_i\} \end{bmatrix}^T
\]
and \(\mathbf{g}_i := \begin{bmatrix} \text{Im}\{\mathbf{h}_i\} \text{Re}\{\mathbf{h}_i\} \end{bmatrix}^T\). Problem \(\mathcal{Q}\) can then be rewritten as
\[
\begin{align*}
\mathcal{P} : \quad & \min_{\mathbf{x} \in \mathbb{R}^{2N^2}} \mathbf{x}^T \mathbf{x} \\
\text{subject to:} \quad & \mathbf{x}^T \mathbf{Q}_i \mathbf{x} \geq 1, \quad i \in \{1, \ldots, M\}.
\end{align*}
\]
The Lagrangian of problem \(\mathcal{P}\) is [2]
\[
\mathcal{L}(\mathbf{x}, \lambda) = \mathbf{x}^T \mathbf{x} + \sum_{i=1}^{M} \lambda_i (1 - \mathbf{x}^T \mathbf{Q}_i \mathbf{x})
\]
and the dual problem is
\[
\max_{\lambda \succeq 0} \min_{\mathbf{x}} \mathcal{L}(\mathbf{x}, \lambda)
\]
where \(\lambda \succeq 0\) denotes \(\lambda_i \geq 0\). If the symmetric matrix \((\mathbf{I} - \sum_{i=1}^{M} \lambda_i \mathbf{Q}_i)\) has a negative eigenvalue, then it is easy to see that the quadratic term in \(\mathcal{L}(\mathbf{x}, \lambda)\) is unbounded from below (e.g., choose \(\mathbf{x}\) proportional to the corresponding eigenvector). If, on the other hand, all eigenvalues are greater than or equal to zero, then the said matrix is positive semidefinite and the minimum over \(\mathbf{x}\) is attained, e.g., at \(\mathbf{x} = \mathbf{0}\). This yields the following equivalent of the dual problem:
\[
\begin{align*}
\max_{\lambda \in \mathbb{R}^M} & \quad \sum_{i=1}^{M} \lambda_i \\
\text{subject to:} \quad & \mathbf{I} - \sum_{i=1}^{M} \lambda_i \mathbf{Q}_i \succeq 0 \\
& \lambda_i \geq 0, \quad i = 1, \ldots, M
\end{align*}
\]
which is a semidefinite program.

The dual problem is interesting, because the maximum of the dual problem is a lower bound on the minimum of the original (primal) problem [2]. The dual problem is convex by virtue of its definition, however the particular dual studied above is special in the sense that optimization over \(\mathbf{x}\) for a given \(\lambda\) can be carried out analytically, and the residual \(\lambda\)-optimization problem is an SDP. This means that we can solve the dual problem and thus obtain the tightest bound obtainable via duality. This duality-derived bound can be compared to the SDR bound we used earlier. Let \(\mathcal{D}(\cdot)\) denote the dual of a given optimization problem, and let \(\mathcal{R}(\mathcal{P})\) denote the semidefinite relaxation of \(\mathcal{P}\), obtained by dropping the associated rank-one constraint. Furthermore, let \(\beta(\cdot)\) denote the optimal value of a given optimization problem.

Theorem 1: [14, pp. 403–404] \(\mathcal{D}(\mathcal{D}(\mathcal{P})) = \mathcal{R}(\mathcal{P})\) and \(\beta(\mathcal{R}(\mathcal{P})) = \beta(\mathcal{D}(\mathcal{P}))\).

More specifically, Theorem 1 states that the dual of the dual of \(\mathcal{P}\) is the SDR of \(\mathcal{P}\) and that the optimal objective value of the SDR of \(\mathcal{P}\) is the same as the optimal objective value of the dual of \(\mathcal{P}\). Hence, SDR yields the same lower bound on the optimal value of \(\mathcal{P}\) as that obtained from duality, and the associated gap between this bound and the optimal value is equal to the duality gap.

Theorem 1 along with Claim 2 directly yield the following corollary for the max–min–fair problem \(\mathcal{F}\).

Corollary 2: \(\mathcal{D}(\mathcal{D}(\mathcal{F})) = \mathcal{R}(\mathcal{F})\) and \(\beta(\mathcal{R}(\mathcal{F})) = \beta(\mathcal{D}(\mathcal{F}))\).

VIII. SIMULATION RESULTS

An appropriate figure of merit for the performance of the proposed algorithm for the QoS beamforming problem \(\mathcal{Q}\) would be the ratio of the minimum transmitted power achieved by the proposed algorithm and \(\beta(\mathcal{Q})\), the transmitted power achieved by the (true) optimal solution. Unfortunately, problem \(\mathcal{Q}\) is NP-hard, and thus \(\beta(\mathcal{Q})\) can be difficult to compute. However, we can replace \(\beta(\mathcal{Q})\) in the figure of merit by the lower bound obtained from the SDR; i.e., \(\beta(\mathcal{Q}) \geq \beta(\mathcal{Q}_s) = \text{trace}(\mathbf{X}_{opt})\). If we let \(\{\mathbf{w}_i\}\) denote the sequence of candidate weight vectors generated via randomization, and \(\mathbf{w}_f\) denote the minimally scaled version of \(\mathbf{w}_i\) that satisfies the constraints of problem \(\mathcal{Q}\), then a meaningful and easily computable figure of merit is
\[
\left(\min_i \|\mathbf{w}_i\|_2^2 / \text{trace}(\mathbf{X}_{opt})\right).
\]
We will call this ratio the upper
bound on the power boost required to satisfy the constraints. If our algorithm achieves a power boost of $\eta$, then the transmitted power is guaranteed to be within a factor $\eta$ of that of the optimal solution $\mathcal{J}(Q)$ and will often be closer.

### A. Rayleigh Fading Wireless Channels

We consider the standard independent and identically distributed (i.i.d.) Rayleigh fading model described in the caption of Table III. That table summarizes the results obtained using the direct QoS relaxation algorithm in Table I ($\rho_{\text{min}}=\sigma_i^2 = 1$, $\forall i$) with all three randomization options ($\text{randA}$, $\text{randB}$, and $\text{randC}$) employed in parallel, for a fixed number of 1000 randomization samples each. Table IV summarizes results for the same scenario, except that 30 $NM$ randomization samples are drawn for each randomization strategy—thus the number of randomizations grows linearly in the problem size. Note that, in many cases, our solutions are within 3–4 dB from the (generally optimistic) lower bound on transmitted power provided by SDR, and thus are guaranteed to be at most 3–4 dB away from optimal; this is often good enough from an engineering perspective. Comparing the corresponding entries in Tables III and IV, it is evident that switching from 1000 to 30 $NM$ randomizations per channel realization only yields a minor performance improvement in the cases considered.

Table V summarizes our simulation results for max–min fair beamforming, using the direct algorithm in Table II ($\sigma_i^2 = 1$, $\forall i$, $P = 1$). Table V presents Monte Carlo averages for the upper bound on the minimum SNR (the optimum attained in problem $\mathcal{F}_r$), the SDR-attained minimum SNR (after randomization), the minimum SNR attained by the maximum average SNR beamformer$^9$ [7, ch. 5], and the minimum SNR for the case of no beamforming. For the latter, we have used $\mathbf{w} = (1/\sqrt{N})\mathbf{1}_{N \times 1}$, which fixes transmitted power to 1. Under the i.i.d. Rayleigh fading assumption, this is equivalent to selecting an arbitrary transmit antenna, allocating the entire power budget to it, and shutting off all others. To see this, note that the sum channel $(1/\sqrt{N})\mathbf{1}_{N \times 1}\mathbf{h}_i$ viewed by any particular receiver $i$ will still be Rayleigh, of the same variance as the elements of $\mathbf{h}_i$. For this reason, we can view the beamforming vector $\mathbf{w} = (1/\sqrt{N})\mathbf{1}_{N \times 1}$ as corresponding to no beamforming at all. All three randomization options ($\text{randA}$, $\text{randB}$, and $\text{randC}$) were employed in parallel, for 30 $NM$ samples each. It is satisfying to note that the SDR solution attains a significant fraction of the (possibly unattainable) upper bound. Furthermore, the SDR technique provides a substantial improvement in the average minimum SNR relative to no beamforming and to maximum average SNR beamforming [7, ch. 5]. Like SDR, maximum average SNR beamforming uses full CSI at the transmitter. However, it is generally not meaningful to compare designs produced under different objectives. Accordingly, the maximum average SNR beamforming results in Table V are only meant to convey an idea of how much QoS improvement SDR can provide over computationally simpler solutions that also exploit full CSI.

We observe from Tables III–V, that as $N$ and/or $M$ increase, the quality of the approximate solution drifts away from the respective relaxation/duality bound. This could be due to a variety of factors, or combination thereof. First, the relaxation bound may become more optimistic at higher $N$ and/or $M$—remember that it is only a bound, not necessarily a tight bound. If this is true, then the apparent degradation may in fact be much milder in reality. Second, the number of randomizations required to attain a quasi-optimal solution may increase faster than linearly in the product $NM$. Third, the approximation quality of the

---

### Table III

<table>
<thead>
<tr>
<th>$N/M$</th>
<th>mean</th>
<th>std</th>
</tr>
</thead>
<tbody>
<tr>
<td>4/8</td>
<td>1.12</td>
<td>0.16</td>
</tr>
<tr>
<td>4/16</td>
<td>1.47</td>
<td>0.30</td>
</tr>
<tr>
<td>8/16</td>
<td>1.82</td>
<td>0.37</td>
</tr>
<tr>
<td>8/32</td>
<td>2.79</td>
<td>0.47</td>
</tr>
</tbody>
</table>

### Table IV

<table>
<thead>
<tr>
<th>$N/M$</th>
<th>mean</th>
<th>std</th>
</tr>
</thead>
<tbody>
<tr>
<td>4/8</td>
<td>1.12</td>
<td>0.16</td>
</tr>
<tr>
<td>4/16</td>
<td>1.44</td>
<td>0.29</td>
</tr>
<tr>
<td>8/16</td>
<td>1.76</td>
<td>0.34</td>
</tr>
<tr>
<td>8/32</td>
<td>2.49</td>
<td>0.38</td>
</tr>
</tbody>
</table>

---

### Table V

<table>
<thead>
<tr>
<th>$N/M$</th>
<th>upper bound</th>
<th>SDR</th>
<th>Max Avg SNR</th>
<th>no BMF</th>
</tr>
</thead>
<tbody>
<tr>
<td>4/8</td>
<td>1.05</td>
<td>0.94</td>
<td>0.25</td>
<td>0.12</td>
</tr>
<tr>
<td>4/16</td>
<td>0.73</td>
<td>0.51</td>
<td>0.11</td>
<td>0.06</td>
</tr>
<tr>
<td>8/16</td>
<td>1.43</td>
<td>0.86</td>
<td>0.14</td>
<td>0.06</td>
</tr>
<tr>
<td>8/32</td>
<td>1.07</td>
<td>0.45</td>
<td>0.06</td>
<td>0.03</td>
</tr>
</tbody>
</table>
method per se may degrade as the problem size grows. In a related, but distinct, problem the quality of the SDR approximation degrades logarithmically in the problem size [10].

B. Far-Field Beamforming for a Uniform Linear Transmit Antenna Array

In several scenarios, the solutions generated by the SDR technique are essentially optimal. This is illustrated in Fig. 1, which shows the optimized transmit beampattern for a particular far-field multicasting scenario using a uniform linear antenna array (ULA); the details of the simulation setup are included in the figure caption for ease of reference.

C. Measured VDSL Channels

In this section, we test the performance of our algorithms using measured VDSL channel data collected by France Telecom R&D as part of the EU-FP6 U-BROAD project # 506 790.

Gigabit VDSL technology for very short twisted copper loops (in the order of 100–500 m) is currently under development in the context of fiber to the basement (FTTB) or fiber to the curb/cabinet (FTTC) hybrid access solutions. Multiple-input multiple-output (MIMO) transmission modalities are an important component of gigabit VDSL. These so-called vectoring rely on transmit precoding and/or multiuser detection to provide reliable communication at very high transmission rates [5]. Transmit precoding is particularly appealing when the targeted receivers are not physically co-located, or when legacy equipment is being used at the receive site. In both cases, multiuser detection is not feasible. In this context, media streaming (e.g., news-feed, pay-per-view, or video-conferencing) may involve multiple recipients in the same binder.

Let \( N \) denote the number of loops subscribing to a given multicast. With multicarrier transmission, each tone can be viewed as a flat-fading MIMO channel with \( N \) inputs and \( N \) outputs, plus noise and alien interference. The diagonal of the channel matrix consists of samples of the \( N \) direct [insertion loss (IL)] channel frequency responses, while off-diagonal elements are drawn from the corresponding FEXT channel frequency responses. Due to the noncoherent combining of the self-FEXT coupling coefficients, the useful signal power received at each output terminal is reduced, even when all inputs are fed with the same information-bearing signal. That is, the equivalent channel tap at frequency \( f \) is \( h_{IL}(f) = h_{IL}(f) + \sum_{n=1}^{N-1} h_{FEXT(n)}(f) \), where \( h_{IL}(f) \) denotes the direct (insertion loss) channel, and \( h_{FEXT(n)}(f) \) denotes a generic FEXT interference channel.

Conceptually, the scenario is very similar to the wireless scenario considered earlier, but with two key differences: now \( N = M \), and the channel matrix \( \mathbf{H} := \{ h_{11}, h_{22}, \ldots, h_{MM} \} \) is diagonally dominated, because FEXT coupling is much weaker than insertion loss. The question then is whether transmit precoding can provide a meaningful benefit relative to simply ignoring FEXT altogether.

We use IL and far-end FEXT measured data for S88 cable comprising 14 quads, i.e., 28 loops. The length of the cable is 300 m. For each channel, a log-frequency sweeping scheme was used to measure the I/Q components of the frequency response from 10 kHz to 30 MHz, yielding 801 complex samples per channel. Cubic spline complex interpolation was used to convert these samples to a linear frequency scale. We consider 17 \( N \times N \) channel matrices, with \( N = 14 \), in the frequency range 21.5 to 30 MHz. Insertion loss drops between \(-40 \) and \(-45 \) dB in this range of frequencies, while FEXT coupling is between \(-77 \) and \(-82 \) dB in the mean, with over 10-dB standard deviation and significant variation across frequency as well. For each channel matrix, we apply our max–min-fair beamforming algorithm with \( \sigma_I^2 = \sigma_2^2 \), \( \forall i \), and \( P/\sigma_0^2 = 1 \). Fig. 2 shows the resulting plots of minimum received signal power, the associated relaxation/duality bound, and the minimum received signal power when no precoding is used. We observe that SDR can almost double the minimum received signal power relative to no precoding, and it often attains zero gap relative to the relaxation/duality bound. For shorter loops (e.g., 100 m), the situation is even more in favor of SDR, because then FEXT resembles near-end crosstalk (NEXT) and is relatively more pronounced.

D. Further Observations

1) Comparison of the Two Relaxations: We have shown theoretically that the two problem formulations (QoS, \( Q \), and max–min-fair, \( F \)) are algorithmically equivalent, i.e., had we had an optimal algorithm that provides the exact solution to one, it could have also been used to obtain the exact solution to the other. What we have instead is two generally approximate algorithms, obtained by direct relaxation of the respective problems. The link between the two formulations can still be exploited. For example, we may obtain an approximate
solution to the max–min-fair problem by first running the QoS algorithm in Table I with all the $\rho_{\text{min}} = 1$, then scaling the resulting solution to the desired power level $P$. Of course, we can also use the direct relaxation of the max–min-fair problem in Table II. Due to approximation, there is no a priori reason to expect that the two solutions will be identical, even in the mean.

In order to address this issue, we have compared the two strategies by means of Monte Carlo simulation. We chose $N = 4, M = 16, \sigma_2^2 = 1, \forall i$, and $P = 1$, and ran both algorithms for 300 i.i.d. Rayleigh fading channels. All three randomizations ($\text{randA, randB, randC}$) were employed in parallel, for $30 NM$ randomization samples each. For each channel, we recorded the percent gap (100 times the gap over the relaxation bound) of each algorithm. Fig. 3 shows a portion of the results, along with the mean percent gap attained by each algorithm (averaged over all 300 channels). By “direct” we refer to the algorithm in Table II, whereas by “indirect,” we refer to the algorithm in Table I with all $\rho_{\text{min}} = 1$, followed by scaling.

We observe that the mean percent gaps of the two algorithms are virtually identical, and in fact most of the respective percent gaps are very close on a sample-by-sample basis. However, there are instances wherein each algorithm is significantly better than the other (over 10% difference in the gap). Two pronounced cases are highlighted by arrows in Fig. 3. We conclude that, while both approaches are equally effective on average, it pays to use both, if possible, in certain cases.

2) On the Dependence of Gap Statistics on Channel Statistics: We have seen that, for i.i.d. circular Gaussian (Rayleigh) channel matrices, the gap between our relaxation–randomization approximate solutions and the relaxation/duality bound might not be insignificant. We have also seen cases wherein the gap is very small, cf., the far-field uniform linear transmit antenna array example, and a good proportion of the VDSL channels tested earlier.

It is evident that the gap statistics depend on the channel statistics. Interestingly, the gap statistics are far more favorable for real (as opposed to complex circular) i.i.d. Gaussian channels. This is illustrated in Fig. 4, using the QoS algorithm in Table I for $N = 4, M = 8, \rho_{\text{min}} = 1, \forall i$, and 300 real i.i.d. Gaussian channels. All three randomizations ($\text{randA, randB, randC}$) are employed in parallel, for $30 NM$ randomization samples each. For each channel, we recorded the percent gap (100 times the gap over the relaxation bound) of the algorithm in Table I. Observe that for about 95% of the channels the percent gap is down to numerical accuracy in this case. Contrast this situation with Fig. 5, which shows the respective results for complex circular Gaussian channel matrices—the difference is remarkable.

There are other cases where we have observed that the relaxation approach operates close to zero gap. One somewhat contrived case is when the real and imaginary parts of the channel coefficients are nonnegative. This is illustrated in Fig. 6, where it is worth noting that the scaling of the $y$ axis is $10^{-8}$. In this case, the gap hovers around numerical accuracy, without exhibiting any bad runs at all for the 300 channel matrices considered.
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APPENDIX I
PROOF OF CLAIM 1

Before dealing with Claim 1 directly, we first consider the following restriction of the QoS problem \( Q \): the case when all \( \mathbf{h}_i \) are real, and optimization is over \( \mathbb{R}^N \). We will show that\(^{10}\)

\[
S:\]
\[
\min_{\mathbf{x} \in \mathbb{R}^N} \mathbf{x}^T \mathbf{A} \mathbf{x}
\text{ subject to: } |\mathbf{x}^T \mathbf{h}_m| \geq 1, \ m \in \{1, \ldots, M\}
\]

contains

\[
A:\]
\[
\min_{y_n \in \mathbb{R}} \sum_{n=1}^N y_n^2 + \left( \sum_{n=1}^N \alpha_n y_n \right)^2
\text{ subject to: } y_n^2 \geq 1, \ n \in \{1, \ldots, N\}
\]
as a special case and that problem \( A \) is at least as hard as the following problem:

**Partition Problem II**: Given integers \( a_1, \ldots, a_N \), do there exist binary variables \( \{x_n\}_{n=1}^N \in \{+1, -1\}^N \), such that \( \sum_{n=1}^N a_n x_n = 0 \)?

This is known to be NP-complete [4].

It is easy to check that the optimal value of problem \( A \) is equal to \( N \) if and only if the answer to problem II is affirmative. Thus, solving problem \( A \) is at least as hard as solving problem II.

To show that problem \( S \) contains problem \( A \) (i.e., an arbitrary instance of problem \( A \) can be posed as a special instance of problem \( S \)), note that \( y_n^2 \geq 1 \) can be written as \( y^n \geq 1 \), where \( y := [y_1, \ldots, y_N]^T \) and \( e_n \) contains one in the \( n \)-th position and zeros elsewhere. Furthermore

\[
y_n^2 + \sum_{n=1}^N \alpha_n y_n = y^T (I + \alpha \alpha^T) y = y^T Q y,
\]

where \( \alpha := [a_1, \ldots, a_N]^T \), and \( Q := I + \alpha \alpha^T \). The matrix \( Q \) is positive definite. Let \( Q = S^T S \), and \( x := S y \). Then \( y^T Q y = x^T x, y = S^{-1} x \), and \( |y^T e_n| \geq 1 \) can be written as \( |x^T S^{-1} e_n| \geq 1 \), or, with \( h_n := S^{-1} e_n \), as \( |x^T h_n| \geq 1 \). This shows that an arbitrary instance of problem \( A \) can be transformed to a special instance of problem \( S \) (with \( M = N \)).

Thus, \( S \) is at least as hard as \( A \), which is at least as hard as the partition problem. \( \square \)

**Proof of Claim 1**: The QoS Problem \( Q \) is NP-hard: Consider the problem

\[
\min_{\mathbf{w} \in \mathbb{C}^M} \ |\mathbf{w}^H \mathbf{h}_i| \geq 1, \ i = 1, \ldots, M.
\]

Define the \( N \times M \) matrix \( \mathbf{H} = [\mathbf{h}_1, \ldots, \mathbf{h}_M] \), and the \( M \times 1 \) vector \( \mathbf{z} \), with \( \mathbf{z}^H := \mathbf{w}^H \mathbf{H} \). Consider the case that \( M \geq N \), and \( \mathbf{H} \) is full row-rank (\( N \)). Then \( \mathbf{w}^H = \mathbf{z}^H \mathbf{H}^H \), where \( \mathbf{H}^H = \mathbf{H}^H (\mathbf{H} \mathbf{H}^H)^{-1} \) denotes the right pseudoinverse of \( \mathbf{H} \), and the problem in (1) is equivalent to

\[
\min_{\mathbf{z} \in \mathcal{C}_M} \mathbf{z}^H \mathbf{Q} \mathbf{z}
\text{ subject to: } |z_k| \geq 1, \ k = 1, \ldots, M
\]

(2)

where \( \mathbf{Q} := \mathbf{H}^H (\mathbf{H} \mathbf{H}^H)^{-1} \mathbf{H} \), a positive semidefinite matrix of rank \( N \leq M \); and \( z_k \) denotes the \( k \)-th element of the vector \( \mathbf{z} \).

We will show that problem (2) is NP-hard in general. To this end, we consider a reduction from the NP-complete partition problem [4]; i.e., given \( a_1 > 0, a_2 > 0, \ldots, a_P > 0 \), decide whether or not a subset, say \( I \), of \( \{1, \ldots, P\} \) exists, such that

\[
\sum_{k \in I} a_k = \frac{1}{2} \sum_{k=1}^P a_k.
\]

Let \( M = 2P + 1 \) and let the complex-valued decision vector be

\[
\mathbf{z} = [z_0, z_1, \ldots, z_P, z_{P+1}, \ldots, z_{2P}]^T \in \mathbb{C}^M.
\]

Let us denote

\[
\mathbf{a} := [a_1, a_2, \ldots, a_P]^T
\]

\[
\mathbf{A} := \begin{bmatrix}
-1_P & \mathbf{I}_P & \mathbf{I}_P \\
-\frac{1}{2} & \mathbf{0}_P & \mathbf{a}^T
\end{bmatrix}
\]

\[
\mathbf{Q} := \mathbf{A}^\mathbf{A} + \mathbf{I}_M
\]

where \( \mathbf{1}_P \) denotes the length-\( P \) vector of ones, and \( \mathbf{0}_P \) is the length-\( P \) vector of zeros.

Next we show that a partition \( I \) satisfying (3) exists if and only if the optimization problem (2) has a minimum value of \( M \). In other words, the existence of \( I \) is equivalent to the fact that there is \( \mathbf{z} \in \mathbb{C}^M \) such that \( \mathbf{z}^H \mathbf{Q} \mathbf{z} = M \) and \( |z_k| \geq 1 \) for all \( k \). Since

\[
\mathbf{z}^H \mathbf{Q} \mathbf{z} = |\mathbf{A} \mathbf{z}|^2 + \sum_{k=0}^{2P} |z_k|^2 \geq 2P + 1 = M,
\]

it follows that

\[
\mathbf{Q} \mathbf{z} = \mathbf{M}, \quad |z_k| \geq 1 \text{ for all } k
\]
is equivalent to

\[
\mathbf{A} \mathbf{z} = \mathbf{0}, \quad |z_k| \geq 1 \text{ for all } k.
\]
The latter gives rise to a set of linear equations

\[
-\frac{1}{2} \left( \sum_{k=1}^P a_k \right) z_0 + \sum_{k=1}^P a_k z_k = 0,
\]

(4)

\[
-\frac{1}{2} \left( \sum_{k=1}^P a_k \right) z_0 + \sum_{k=1}^P a_k z_k = 0,
\]

(5)
The $z_k$'s are all constrained to be on the unit circle; thus let $z_k/z_0 = e^{i\theta_k}$ for $k = 1, \ldots, 2P$. Using (4), we have

\begin{align}
\cos \theta_k + \cos \theta_{P+k} &= 1 \\
\sin \theta_k + \sin \theta_{P+k} &= 0
\end{align}

(6) (7)

where $k = 1, \ldots, P$. These two equations imply that $\theta_k \in \{-\pi/3, \pi/3\}$ for all $k$. This, in particular, means that $\cos \theta_k = \cos \theta_{P+k} = 1/2$ for $k = 1, \ldots, P$, implying that

$$\text{Re}\left\{-\frac{1}{2} \left( \sum_{k=1}^{P} a_k \right) + \sum_{k=1}^{P} \frac{a_k z_k}{z_0} \right\} = 0.$$

Therefore, (5) is satisfied if and only if

$$\text{Im}\left\{-\frac{1}{2} \left( \sum_{k=1}^{P} a_k \right) + \sum_{k=1}^{P} \frac{a_k z_k}{z_0} \right\} = \text{Im} \left\{ \sum_{k=1}^{P} \frac{a_k z_k}{z_0} \right\}
= \sum_{k=1}^{P} a_k \sin \theta_k = 0,$$

with $\theta_k \in \{-\pi/3, \pi/3\}$ for all $k$, and thus $\sin \theta_k \in \{\sqrt{3}/2, -\sqrt{3}/2\}$, which is equivalent to the existence of a partition $I$ of $\{a_1, \ldots, a_P\}$ such that (3) holds. In fact, we can imply take $I = \{k\mid \theta_k = \pi/3\}$. \hfill \Box
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A Hybrid Probabilistic Data Association-Sphere Decoding Detector for Multiple-Input–Multiple-Output Systems

Georgios Latsoudas and Nicholas D. Sidiropoulos, Senior Member, IEEE

Abstract—A hybrid probabilistic data association (PDA)-sphere decoding (SD) algorithm is proposed for signal detection in multiple-input–multiple-output (MIMO) systems. The key idea is to reduce the dimension of the problem solved via SD by first running a single stage of the PDA to fix symbols that can be decoded with high reliability. Simulations under a multiple antenna Rayleigh fading scenario show that this two-step algorithm attains a considerably better performance-complexity tradeoff than SD and PDA for low to moderate signal-to-noise ratio (SNR) or higher problem dimensions.

Index Terms—Integer least squares, multiple-input–multiple-output (MIMO) decoding, probabilistic data association (PDA), sphere decoder.

I. INTRODUCTION

MUltiple antenna systems have attracted great interest in recent years, due to the capacity improvement that they afford. Vertical Bell Laboratories Layered Space Time (V-BLAST) [3] is a widely known multiple antenna spatial multiplexing system targeting high spectral efficiencies. Unfortunately, the associated maximum-likelihood (ML) detector amounts to a constrained integer least-squares problem, whose exact solution entails exhaustive search. Thus, following the so-called nulling and cancelling detector [3], several computationally efficient detection algorithms have been developed for or adapted to V-BLAST.

Sphere Decoding (SD) [11], Probabilistic Data Association (PDA) [8], [10], and Semi-Definite Relaxation (SDR) [9] are three multiple-input–multiple-output (MIMO) detectors that can provide near-optimal performance at relatively low complexity in certain scenarios. Among them, SD appears to be prevalent in the recent literature. Numerous variants and improvements of SD have recently been developed, e.g., [1], [2], [12], and [13], incorporating more sophisticated schemes for increasing the associated search radius and organizing the computations in a more efficient manner, e.g., the Schnorr–Euchner (SE) SD, which uses an improved search strategy [1], [2]. A drawback of the SD family of detectors is that, for close-to-ML performance, complexity remains high in the low signal-to-noise ratio (SNR) regime or when the number of symbols to be jointly detected is large [5], [6].

The PDA is a simpler detection method, which, however, generally provides worse performance than SD. SD, PDA, SDR, and several other algorithms have recently been compared in the context of code division multiple access (CDMA) multiuser detection [4]. A corresponding comparison for the multiple antenna Rayleigh fading scenario (as in V-BLAST) has not been undertaken, to the best of our knowledge. Thorough comparisons are nontrivial, because complexity and performance of SD and SDR depend on a number of parameters. Our experience in [7] indicates that SDR is inferior to SD at high SNR.

In this letter, we propose a hybrid PDA-SD algorithm that attains a better performance-complexity tradeoff than either of its constituent components. At each stage of the decoding process, the PDA produces a set of soft decision metrics that can be used to assess how reliable associated hard decisions would be at that point. The basic idea, then, is to execute a single stage of the PDA algorithm and fix those symbols that can be detected with high reliability. After cancelling the effect of those symbols, a reduced-dimensionality problem is passed to SD for decoding. This reduces the complexity of SD and improves the performance of PDA. Our simulations show that the proposed algorithm enjoys an error performance close to that of SD over a wide range of SNR, at a significantly reduced computational cost.

We use the SD algorithm in Viterbo–Boutros (VB-SD) [11], with an initial radius chosen according to [5], and the SE-SD in [1] and [2], with a search radius set to infinity. Note, however, that the initial PDA stage can also be combined with other variants of SD or SDR. The key here is that the initial PDA stage can also be combined with other variants of SD or SDR. The key here is that dimensionality reduction via single-stage PDA preprocessing can provide significant computational relief at a small performance cost.

II. SYSTEM MODEL

The aforementioned techniques are applicable to a broad range of MIMO communication systems. Herein, we focus on V-BLAST for concreteness. V-BLAST is a symbol synchronized multiple antenna system with $n_T$ transmit and $n_R$ receive antennas, with $n_T \leq n_R$. The input stream of bits is mapped to a particular constellation, and the resulting symbol stream is demultiplexed into $n_T$ substreams. The transmissions are organized into bursts of $L$ symbol periods. It is assumed that
the channel is frequency flat and block fading (i.e., its variation is negligible over the $L$ symbol periods comprising a burst and random from one burst to the next). The channel is assumed to be known to the receiver but not to the transmitter. From the discrete-time baseband-equivalent viewpoint, the system can be represented as

$$\hat{r} = \sqrt{\frac{\rho}{n_T}} \hat{A} \hat{s} + \hat{n} = \hat{H} \hat{s} + \hat{n}$$  \hspace{1cm} (1)$$

where $\hat{r} = [\hat{r}_1, \hat{r}_2, \ldots, \hat{r}_{n_T}]^T$, $\hat{s} = [\hat{s}_1, \hat{s}_2, \ldots, \hat{s}_{n_T}]^T$ are the receive and the transmit vector, respectively, $\hat{A}$ is a generally complex $n_R \times n_T$ channel matrix with entries $\hat{a}_{ij}$, and $\hat{n}$ is a white Gaussian circularly symmetric $n_R \times 1$ noise vector with covariance matrix $2\sigma^2 \mathbf{I}$. The normalized amplitude $\sqrt{(\rho/n_T)}$ ensures that the SNR is constant for a given noise variance, irrespective of $n_T$. Assuming rich scattering, the elements of $\hat{A}$ are modeled as independent and identically distributed (i.i.d.) circularly symmetric Gaussian variables with zero mean and unit variance of the real and imaginary parts. For simplicity, we assume that the transmitted symbols are taken from a 4-QAM constellation, but the ideas generalize to higher order constellations. In order to transform the above model to a real-valued one, define

$$s := [\Re(s^T) \ \Im(s^T)]^T$$  \hspace{1cm} (2)$$

$$r := [\Re(\hat{r}^T) \ \Im(\hat{r}^T)]^T$$  \hspace{1cm} (3)$$

$$A := \begin{bmatrix} [\Re(\hat{A})] & -\Im(\hat{A}) \\ \Im(\hat{A}) & [\Re(\hat{A})] \end{bmatrix}$$  \hspace{1cm} (4)$$

$$n := [\Re(\hat{n}^T) \ \Im(\hat{n}^T)]^T$$  \hspace{1cm} (5)$$

where $\Re$, $\Im$ denote the real and the imaginary part, respectively. Using the above vectors and matrices, we obtain the real-valued vector equation

$$r = \sqrt{\frac{\rho}{n_T}} As + n = Hs + n.$$  \hspace{1cm} (6)$$

III. HYBRID ALGORITHM

The hybrid algorithm consists of the following steps. As in [10], we premultiply (6) with $H^T$, which yields

$$z = H^T r = Gs + v$$  \hspace{1cm} (7)$$

where $G := H^T H$ is a symmetric positive definite matrix, and $v = H^T n$ is a noise vector with covariance matrix $\sigma^2 G$. We then apply one stage of the PDA detector (steps 1–5 in [8]) to the system in (7) and, thus, obtain a vector $\hat{p}$ that contains the associated probabilities for the elements of $s$. Let $D$ denote the subset of bits that satisfy

$$p(i) \in [0, \tau) \cup [1 - \tau, 1]$$  \hspace{1cm} (8)$$

with $\tau$ to be suitably chosen. $\bar{D}$ will henceforth denote the complement of $D$. We then make hard decisions for the bits in $D$, that is, set $\hat{s}_i = \text{sign}(\hat{p}(i) - 0.5), \forall i \in D$ and collect these decisions in a vector $\hat{s}_D$. Now, expand (6) as

$$r = [H_D \ H_D] [s_D \ s_D] + n$$

with obvious notation. Assuming perfect decisions for the bits in $D$ (that is, $\hat{s}_D = s_D$), the residual subsystem after cancellation is

$$y_D := r - H_D s_D = H_D s_D + n.$$  \hspace{1cm} (9)$$

After compaction

$$y_c := H_D^T y_D = H_D^T H_D s_D + H_D^T n = G_{DD} s_D + v_D$$

the noise vector $v_D$ is colored Gaussian with zero mean and covariance matrix $\sigma^2 G_{DD}$. Introduce the Cholesky factorization

$$G_{DD} = L_{DD}^T L_{DD}$$

and premultiply the system with $L_{DD}^{-T}$ to obtain

$$x := L_{DD}^{-T} y_c = L_{DD}^{-T} s_D + w$$  \hspace{1cm} (10)$$

where the noise vector $w$ is white Gaussian with covariance matrix $\sigma^2 I$. We now apply SD to (10). Let $K$ be the number of elements in $D$. As suggested in [5], the initial radius for VB-SD is set to $C = aK\sigma^2$, with $a$ such that

$$\int_0^K e^{-x} dx = 0.99.$$  \hspace{1cm} (11)$$

Alternatively, SE-SD can be used in the second stage of the hybrid algorithm. We try both VB-SD and SE-SD in our simulations.

Threshold Parameter

The threshold parameter $\tau$ should be small enough to ensure that the PDA stage makes reliable decisions. On the other hand, $\tau$ should not be too small, for otherwise, the inclusion of the PDA stage will yield little if any dimensionality reduction benefit.

While it is clear that $\tau$ should be made smaller with increasing SNR, choosing it based on analytical considerations appears intractable. Our experience is that the following choice is reasonable: $\tau = 10^{-p} [\text{hard-limited within} (0, 0.45)]$, with $p := 3.5((8\sigma^2)/(\rho))^{-1.55}$. This setting is well supported by our simulation results, which are reported next.

IV. SIMULATION RESULTS

In our simulations, each burst comprises $L = 100$ symbol intervals. Over each symbol interval, $n_T$ 4-QAM symbols $(\pm (1/\sqrt{2}) \pm (1/\sqrt{2}))$ are simultaneously transmitted. For each burst, a new realization of the Rayleigh channel matrix is generated. For the bit-error rate (BER) plots, we use a dynamic Monte Carlo simulation: For each SNR, the simulation stops when both the number of errors has reached 150, and the
number of bursts has reached five. This ensures sufficient averaging in the low error rate regime while reducing unnecessarily long runs in the high error rate regime. For the computational complexity plots, we use $10^4$ (100 bursts of 100 symbol vectors each) Monte Carlo runs per datum reported.

The implementation of PDA does not incorporate the bit-flip stage [8]. The internal threshold parameter of PDA is set to $\epsilon = 10^{-2}/(\delta_{SNR})$ as in [8] (note that this is different from our hard decoding threshold $\tau$). The initial radius of SD is set as in Section III; if SD fails to find a point inside the sphere, the radius is increased by one, up to five times (six searches at most). For the SE-SD algorithm, we set the search radius to infinity, which ensures that the ML solution will be found.

Fig. 1 shows the BER performance of PDA, SD, and the hybrid PDA-SD algorithm as a function of $\text{SNR} = 10 \log_{10}(\rho/\sigma^2)$, for $n_T = n_R = 16$. Fig. 2 shows the associated average and worst-case computational costs per symbol vector, measured in Floating Point Operations (FLOPS). Finally, Fig. 3 shows FLOPS versus $n_{TT}$, with $n_T = n_R$, for SNR = 10 dB.

V. CONCLUSION

We have presented a two-stage hybrid PDA-SD algorithm for signal detection in MIMO systems. The basic idea is dimensionality reduction via hard decoding and cancellation of those symbols that can be quickly and reliably detected via a single PDA stage. In the V-BLAST scenario considered, simulations show that the proposed hybrid algorithm attains performance close to SD, at a complexity close to PDA. The dimensionality reduction idea can also be applied in conjunction with other variants of SD or SDR.
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Abstract—This paper considers the problem of simultaneous multiuser downlink beamforming. The idea is to employ a transmit antenna array to create multiple “beams” directed toward the individual users, and the aim is to increase throughput, measured by sum capacity. In particular, we are interested in the practically important case of more users than transmit antennas, which requires user selection. Optimal solutions to this problem can be prohibitively complex for online implementation at the base station and entail so-called Dirty Paper (DP) precoding for known interference. Suboptimal solutions capitalize on multiuser (selection) diversity to achieve a significant fraction of sum capacity at lower complexity cost. We analyze the throughput performance in Rayleigh fading of a suboptimal greedy DP-based scheme proposed by Tu and Blum. We also propose another user-selection method of the same computational complexity based on simple zero-forcing beamforming. Our results indicate that the proposed method attains a significant fraction of sum capacity and throughput of Tu and Blum’s scheme and, thus, offers an attractive alternative to DP-based schemes.

Index Terms—Beamforming, downlink, multiuser diversity.

I. INTRODUCTION

TRANSMIT antenna arrays can be utilized in two basic ways or a combination thereof: space-time coding and spatial multiplexing. The former can be used without Channel State Information (CSI) at the transmitter and allows mitigation of fading and exploitation of transmit-receive diversity. However, if CSI is known at the transmitter, higher throughput can be attained using spatial multiplexing, which can be implemented as multibeam transmit beamforming. Until recently, transmit beamforming was mostly considered for voice services in the context of the cellular downlink. With the emergence of third- and fourth-generation (3G and 4G) systems, higher emphasis is being placed on packet data, which are more delay-tolerant but require much higher throughput. Hence, we have the recent interest in transmit beamforming strategies for the cellular downlink that aim to attain the sum capacity of the wireless channel [1], [11], [13]–[16], [18], [19].

The scenario of interest can be modeled as a nondegraded Gaussian broadcast channel (GBC). Let \( N \) be the number of antennas at the transmitter (Base Station (BS) in a cellular context), and consider a cluster of \( M \) mobile users, each equipped with a single receive antenna. The channel between each transmit and receive antenna is constant over a certain time interval and is known at the BS. The received signal is corrupted by Additive White Gaussian Noise (AWGN) that is independent across users. The BS may transmit simultaneously, using multiple transmit beams, to more than one user in the cluster.

Since the receivers cannot cooperate, successful transmission critically depends on the transmitter’s ability to simultaneously send independent signals with as small interference between them as possible. Caire and Shamai [1] proposed a multiplexing technique based on coding for known interference, known as “Writing on Dirty Paper,” Costa precoding [2], or dirty paper (DP) coding. In [2], it is proven that in an AWGN channel with additional additive Gaussian interference, which is known at the transmitter in advance (noncausally), it is possible to achieve the same capacity as if there were no interference. Assuming Costa precoding and known channels at the transmitter, Vishwanath et al. [14] and Yu and Cioffi [19] have proposed algorithms that evaluate sum capacity of the GBC along with the associated optimal signal covariance matrix. However, both approaches require convex optimization in (order of) \( MN^2 \) variables to find the optimal signal covariance matrix. Jindal et al. [7] have recently proposed a more efficient iterative algorithm, which requires \( O(M^2N^2) \) operations per iteration.

The complexity of the aforementioned optimal strategies can be problematic for online implementation, especially when \( M \) is large. A reduced-complexity suboptimal solution to sum rate maximization is proposed in [1]. It suggests the use of QR decomposition of the channel matrix combined with DP coding at the transmitter. The combined approach nulls interference between data streams, and hence, it is named zero-forcing dirty-paper (ZF-DP) precoding. If \( N \geq M \), ZF-DP is proven to be asymptotically optimal at both low and high SNR but suboptimal in general, whereas ZF beamforming without DP coding is optimal in the low SNR regime and yields the same slope of
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throughput versus SNR in decibels as the sum capacity curve at high SNR. For the case of $N \geq M$, Spencer and Haardt [11] considered ZF beamforming without DP coding, and Samardzija and Mandayam [10] compared ZF beamforming with QR-decomposition-based spatial prefiltering coupled with DP coding.

If $N < M$, [1] has shown that random selection of $U \leq N$ users incurs significant throughput loss for both ZF-DP and ZF schemes. Tu and Blum [13] have proposed an algorithm based on ZF-DP, with a greedy user-selection procedure, named greedy ZF-DP (gZF-DP). In [13], it is shown by simulations that the throughput of gZF-DP is a significant fraction of the sum capacity. This is achieved by means of multiuser diversity. For the case of $N \leq M$, Viswanathan et al. [16] considered the problem of achieving any point in the capacity region and not only maximum sum capacity. They proposed ZF beamforming coupled with a user-selection scheme that schedules $N$ users using an exhaustive search over a set of $K_T$ users with the highest individual SINR ($N \leq K_T \leq M$). The throughput of this scheme was compared to the throughput of a DP-coding-based optimal algorithm, and it was reported that as $K_T$ approaches $M$, the throughput of ZF with exhaustive user selection comes close to the throughput of the optimal algorithm when each receiver has one antenna [16].

An important shortcoming of DP coding is that it requires vector coding, and depending on the SNR, it may require long temporal block lengths to be well approximated in practice. In particular, the required block length decreases as SNR increases, with a block length of one being adequate at sufficiently high SNR. At low and moderate SNR, a good approximation of DP can be computationally demanding with the current state-of-art [8], [18], [20]. For this reason, we advocate herein a more pragmatic approach, based on plain ZF beamforming.

Our goal is to investigate low-complexity downlink beamforming solutions that come close to attaining sum capacity for the practically important case wherein the number of downlink users ($M$) is larger than the number of transmit antennas ($N$), which entails user selection. Our aim is three-fold: i) Analyze gZF-DP to better understand the effects of multiuser diversity; ii) propose a simpler greedy alternative, based on ZF beamforming and dubbed ZFS, which does not use DP coding; and iii) assess the performance of both gZF-DP and ZFS relative to sum capacity. The key idea is that multiuser diversity can largely make up for the use of simple linear processing in lieu of more complex schemes. The performance analysis of gZF-DP is useful in system design, and ZFS is appealing from a practical standpoint. In particular, we will show that the complexity of the selection procedure of the proposed algorithm is the same as that of gZF-DP. Our simulation results indicate that at moderate and high SNR, ZFS has equal slope of throughput versus SNR as the gZF-DP and the capacity curve. It achieves a significant fraction of throughput of the gZF-DP algorithm and remains close to sum capacity for all SNR for a small to moderate number of transmit antennas.

We note that an inherent drawback of the maximum sum capacity criterion is the lack of fairness guarantees, at least in the short run. While this could be compensated over a longer time-

line due to channel variations, it remains that certain users may be completely shut off during a scheduling epoch. Whether this is appropriate or not depends on the context; on this issue, see also [1], [11], [13],–[16], [18], and [19].

The rest of the paper is organized as follows. The problem of sum rate maximization is formulated in Section II. This is followed by a review of the gZF-DP algorithm, a description of the proposed ZFS algorithm, and a comparison of the complexities of the two algorithms in Section III. In Section IV, the throughput performance of the gZF-DP algorithm in independent Rayleigh fading is analyzed. Simulation-based comparison of the throughput performances of gZF-DP and ZFS is provided in Section V. Conclusions are drawn in Section VI.

II. PROBLEM FORMULATION

Let $h_{mn}$ model the quasistatic, flat-fading channel between transmit antenna $n$ and the receive antenna of user $m$, and denote $h_m := [h_{m,1} \ h_{m,2} \ \ldots \ h_{m,N}]$. Note that $h_m$ is a row vector. Thus, the channel matrix $H$ is

$$H = [h_1^T \ h_2^T \ \ldots \ h_M^T]^T$$

where $(\cdot)^T$ denotes conjugate-transpose. $\text{rank}(H) = \min(N,M)$ with probability 1, due to the assumed statistical independence and continuous distribution of the channel vectors. Throughout the paper, we are interested in the case $N < M$ so that we assume that $\text{rank}(H) = N$. Collecting the baseband-equivalent outputs, the received signal vector is

$$x = Hy + z$$

where $y$ is the transmitted signal vector, and $z$ is the noise vector. The signal covariance matrix is $C_y = E[yy^H]$. The total transmit power is constrained to $P$. The sum capacity of such a vector Gaussian broadcast channel is [15]

$$C = \sup_{C_y \in A} \log \det(I + HC_yH^*)$$

where $A$ is the set of $N \times N$ non-negative diagonal matrices $C_y$ with $\text{Trace}[C_y] \leq P$.

Using only linear spatial processing at the transmitter, which is a suboptimal strategy, we obtain the following model. Let $w_m = [w_{1,m} \ w_{2,m} \ \ldots \ w_{N,m}]^T$ ($\cdot^T$ denotes transpose) be the beamforming weight vector for user $m$. The beamforming weight matrix $W$ is

$$W = [w_1 \ w_2 \ \ldots \ w_M].$$

Collecting the baseband-equivalent outputs, the received signal vector is

$$x = HWd + z$$

where $s$ is the transmitted signal vector containing uncorrelated unit-power entries, and

$$D = \begin{bmatrix} \sqrt{P_1} & 0 & \cdots & 0 \\ 0 & \sqrt{P_2} & \cdots & 0 \\ \vdots & \vdots & \ddots & \vdots \\ 0 & 0 & \cdots & \sqrt{P_M} \end{bmatrix}$$

accounts for power loading (the columns of $W$ are thus normalized to unit norm). Note that the elements of $x$ are physically distributed across the $M$ mobile terminals. Multiuser decoding
is therefore not feasible; hence, each user treats the signals intended for other users as interference. Noise is assumed to be circular complex Gaussian, zero-mean, and uncorrelated with variance of each complex entry $\sigma^2 = 1$.

The desired signal power received by user $m$ is given by $\|h_m w_m\|^2 p_m$. The Signal-to-Interference plus Noise Ratio (SINR) of user $m$ is

$$\text{SINR}_m = \frac{\|h_m w_m\|^2 p_m}{\sum_{i \neq m} \|h_m w_i\|^2 p_i + \sigma^2}. \quad (7)$$

The linear beamforming problem can now be formulated as

$$\max_{W,D} \sum_{m=1}^{M} \log_2(1 + \text{SINR}_m) \quad \text{subject to } \|WD\|_F^2 \leq P \quad (8)$$

where $\|\cdot\|_F$ denotes Frobenius norm, and $P$ stands for a bound on average transmitted power.

Attaining capacity requires Gaussian signaling and long codes, yet the logarithmic SINR reward can be motivated from other, more practical perspectives as well. It can be shown that it measures the throughput of QAM-modulated systems over both AWGN and Rayleigh fading channels. The intuition is that SINR improvements eventually yield diminishing throughput returns.

III. REDUCED-COMPLEXITY ALGORITHMS

A. Greedy Zero-Forcing Dirty-Paper Algorithm

In [1], Caire and Shamai have proposed a suboptimal solution to (3) based on the QR-type decomposition [6] of the channel matrix $H = LQ$ obtained by applying Gram–Schmidt orthogonalization to the rows of $H$. $L$ is a lower triangular matrix, and $Q$ has orthonormal rows. Setting $W = Q^*$, (5) yields a set of interference channels

$$x_m = l_{m,m} \sqrt{p_m} s_m + \sum_{j < m} l_{m,j} \sqrt{p_j} s_j + z_m, \quad m = 1, \ldots, N \quad (9)$$

while no information is sent to users $m = N + 1, \ldots, M$. In order to eliminate the interference term $I_m = \sum_{j < m} l_{m,j} \sqrt{p_j} s_j$, the input signals $\sqrt{p_m} s_m$, for $m = 1, \ldots, N$ are obtained by successive application of DP coding, where for each $m$, the interference $I_m$ is noncausally known. This particular choice of precoding matrix $W = Q^*$ nulls interference caused by users $j > m$ and DP coding nulls interference caused by users $j < m$ so that the scheme forces all interference to zero. Hence, it was dubbed ZF-DP coding. The throughput of the ZF-DP scheme is given by [1]

$$R_{\text{ZF-DP}} = \sum_{m=1}^{N} \log_2(\mu d_m) \quad (10)$$

where $[x]^+ = \max(0, x)$, $d_m := \|r_{m,m}\|^2$, and $\mu$ is the solution of the water-filling equation

$$\sum_{m=1}^{N} \left[ \mu - \frac{1}{d_m} \right] = P. \quad (11)$$

Then, for $m = 1, \ldots, N$

$$p_m = d_m \left[ \mu - \frac{1}{d_m} \right]^+ \quad (12)$$

Note that when $N < M$, one has to select up to $N$ out of $M$ users whose data will be transmitted. In general, different selections yield different values of $R_{\text{ZF-DP}}$ in (10). Furthermore, different ordering within the same set of users yields different sum rate. The ZF-DP scheme does not attempt to optimize the throughput with respect to either user selection or ordering. In [13], Tu and Blum have proposed a greedy algorithm for the selection of $N$ out of $M$ rows of the channel matrix $H$ and ordering of the selected rows in the Gram–Schmidt orthogonalization, aiming to maximize the throughput. The algorithm is called greedy ZF-DP and is presented here for convenience.

Let $U = \{1, 2, \ldots, M\}$ denote the set of indices of all $M$ users, and let $S_n = \{s_1, \ldots, s_n\} \subset U$ denote the set of $n$ selected users ($|S_n| = n$).

1) Initialization:
   - Set $n = 1$.
   - Let $r_{1,n} = h_1 h_1^*$ Find a user $s_1$ such that $s_1 = \arg\max_{u \in U} r_{1,u}$.
   - Set $S_1 = \{s_1\}$.

2) While $n < N$:
   - Increase $n$ by 1.
   - Project each remaining channel vector onto the orthogonal complement of the subspace spanned by the channels of the selected users. The projector matrix is
     $$P_n = I_N - H(S_{n-1})^* (H(S_{n-1}) H(S_{n-1})^*)^{-1} H(S_{n-1}) \quad (13)$$
   - where $I_N$ is the $N \times N$ identity matrix, and $H(S_{n-1})$ denotes the row-reduced channel matrix consisting of the channel vectors of the users selected in the first $n - 1$ steps
     $$H(S_{n-1}) = \begin{bmatrix} h_{s_1}^* & h_{s_2}^* & \ldots & h_{s_{n-1}}^* \end{bmatrix}. \quad (14)$$
   - Let $r_{n,n} = \|h_n P_n^+ h_n^*\|^2$. Due to idempotence of $P_n^+$, we have
     $$r_{n,n} = h_n P_n^+ h_n^* \quad (15)$$
   - Find a user $s_n$ such that
     $$s_n = \arg\max_{u \in U \setminus S_{n-1}} r_{n,u} \quad (16)$$
   - Set $S_n = S_{n-1} \cup \{s_n\}$.

3) Beamforming: Let $W = Q^*$, where $H(S_N) = LQ$ is the QR-type decomposition of $H(S_N)$.

4) DP coding: Applied to the rows of $L$.

Power Loading: Water-filling.

The rows $q_m$ of $Q$ in the QR decomposition of $H(S_n) = L(S_n) Q(S_n)$ are obtained by applying Gram–Schmidt orthogonalization to the ordered rows of $H(S_n)$: $h_{s_1}, \ldots, h_{s_n}$. This yields [1]

$$h_{s_n} = \sqrt{h_{s_n} P_n^+ h_{s_n}^*} q_{s_n} + \sum_{j \in S_{n-1}} h_{s_n} q_j q_j^* \quad (17)$$
From \( \mathbf{L}(S_n) = \mathbf{H}(S_n)\mathbf{Q}(S_n)^* \), we obtain \( l_{m,n} = \mathbf{h}_m \mathbf{q}_n^* \). By definition of \( d_n \) (10), orthonormality of \( \mathbf{Q}(S_n) \), and (17), we have

\[
d_n = \| \mathbf{r}_{m,n} \|^2 = \mathbf{h}_m \mathbf{P}_{n} \mathbf{h}_m^*.
\]

From (15) and (16), it follows that

\[
d_n = \max_{u \in U \setminus S_{n-1}} r_{n,u}
\]

for \( n = 1, \ldots, N \). In other words, the gZF-DP algorithm maximizes \( d_n \), conditioned on the choice of \( d_1, \ldots, d_{n-1} \).

### B. ZF With User Selection

ZF beamforming inverts the channel matrix at the transmitter so that orthogonal channels between transmitter and receivers are created. It is then possible to encode users individually, as opposed to the more complex block-vector coding generally needed to implement DP. Note that ZF at the transmitter does not enhance noise at the receiver, but it incurs an excess transmission power penalty relative to ZF-DP. If \( M \leq N \), and \( \text{rank}(\mathbf{H}) = M \), then the ZF beamforming matrix is

\[
\mathbf{W} = \mathbf{H}^*(\mathbf{HH}^*)^{-1}
\]

which is the Moore-Penrose pseudoinverse of the channel matrix. However, if \( M > N \), it is not possible to use (19) because \( \mathbf{HH}^* \) is singular. In that case, one needs to select \( n \leq N \) out of \( M \) users.

For \( M > N \), the problem (8) is reformulated as follows: Given \( \mathbf{H} \in \mathbb{C}^{M \times N} \), select \( n \leq N \) and a set of channels \( \{\mathbf{h}_1, \ldots, \mathbf{h}_n\} \), which produce the row-reduced channel matrix

\[
\mathbf{H}(S_n) = [\mathbf{h}_{s_1}^* \mathbf{h}_{s_2}^* \cdots \mathbf{h}_{s_n}^*]^*
\]

such that the sum rate is the highest achievable:

\[
\max_{1 \leq n \leq N} \max_{S_n} R_{\text{ZF}}(S_n)
\]

subject to \( \sum_{i \in S_n} \left[ \mu - \frac{1}{c_i(S_n)} \right]_+ = P \) \hspace{1cm} (20)

The throughput of ZF algorithm is given by [1]

\[
R_{\text{ZF}}(S_n) = \sum_{i \in S_n} \left[ \log_2(\mu c_i(S_n)) \right]_+
\]

where

\[
c_i(S_n) = \left\{ \left[ (\mathbf{H}(S_n)\mathbf{H}(S_n)^*)^{-1} \right]_{ii} \right\}^{-1}
\]

and \( \mu \) is obtained by solving the water-filling equation in (20). The power-loading then yields

\[
p_i = c_i(S_n) \left[ \mu - \frac{1}{c_i(S_n)} \right]_+, \hspace{0.5cm} \forall i \in S_n.
\]

The problem can be conceptually solved by exhaustive search: For each value of \( n \), find all possible \( n \)-tuples \( S_n \) and select a pair \( (n, S_n) \), which yields maximum \( R_{\text{ZF}}(S_n) \). However, such an algorithm has prohibitive complexity.

We propose a reduced-complexity suboptimal algorithm, dubbed ZF with Selection (ZFS), as outlined next.

1) **Initialization:**
- Set \( n = 1 \).
- Find a user, \( s_1 \), such that
  \[
s_1 = \arg \max_{u \in U} \mathbf{h}_n \mathbf{h}_u^*.
  \]
- Set \( S_1 = \{s_1\} \) and denote the achieved rate \( R_{\text{ZF}}(S_1)_{\max} \).
- If \( R_{\text{ZF}}(S_1)_{\max} \leq R_{\text{ZF}}(S_{n-1})_{\max} \) break, and decrease \( n \) by 1.
2) **While** \( n < N \):
- Increase \( n \) by 1.
- Find a user, \( s_n \), such that
  \[
s_n = \arg \max_{u \in U \setminus S_{n-1}} R_{\text{ZF}}(S_{n-1} \cup \{u\}).
  \]
- Set \( S_n = S_{n-1} \cup \{s_n\} \), and denote the achieved rate \( R_{\text{ZF}}(S_n)_{\max} \).

3) **Beamforming:**
\[
\mathbf{W} = \mathbf{H}(S_n)^*(\mathbf{H}(S_n)\mathbf{H}(S_n)^*)^{-1}
\]

### Power Loading: Water-filling

**C. Complexity and Implementation**

We consider complexity of the user selection procedure only. The complexity of DP coding, required by the gZF-DP algorithm, depends on its implementation, in particular, the degree of approximation and the associated spatio-temporal block length (which is a function of SNR), cf. [4], [18].

Complexity of the user selection procedure of the gZF-DP algorithm is \( O(N^3 M) \). To see this, note that for each \( n \leq N \), the algorithm evaluates \( M - n + 1 \) 12-norms \( r_{n,u} \). Evaluation of \( r_{n,u} \) involves a vector-matrix multiplication, where the vector is \( 1 \times N \) and the matrix \( N \times N \). The complexity of this step is \( O(N^2) \). Repeating this over \( O(M) \) users in \( N \) steps, we obtain \( O(N^3 M) \).

We will show that the complexity of the user selection procedure of the ZFS algorithm is also \( O(N^3 M) \). Again, for each \( n \leq N \), the ZFS algorithm evaluates \( M - n + 1 \) rates \( R_{\text{ZF}}(S_{n-1} \cup \{u\}) \). The evaluation of \( R_{\text{ZF}}(S_{n-1} \cup \{u\}) \) is split into the evaluation of the \( c_i(S_{n-1} \cup \{u\}) \)'s followed by evaluation of \( \mu \); cf. (21). An efficient way to evaluate the \( c_i(S_{n-1} \cup \{u\}) \)'s is by using the matrix inversion lemma to invert the matrix \( \mathbf{A}(S_{n-1} \cup \{u\}) = \mathbf{H}(S_{n-1} \cup \{u\})\mathbf{H}(S_{n-1} \cup \{u\})^* \).

Let

\[
\mathbf{A}(S_{n-1} \cup \{u\}) = \begin{bmatrix}
\mathbf{A}(S_{n-1})^{-1} & \mathbf{a}_u \\
\mathbf{a}_u^* & a_{u,u}
\end{bmatrix}
\]

where \( \mathbf{a}_u = [\mathbf{h}_{u,0}^* \mathbf{h}_{u,1}^* \mathbf{h}_{u,2}^* \cdots \mathbf{h}_{u,n-1}^*]^T \), and \( a_{u,u} = \mathbf{h}_u \mathbf{h}_u^* \). Noting that \( \mathbf{A}(S_{n-1})^* = \mathbf{A}(S_{n-1}) \) and writing

\[
\mathbf{q} = \mathbf{A}(S_{n-1})^{-1} \mathbf{a}_u
\]

after some algebraic manipulation, we obtain

\[
\mathbf{A}(S_{n-1} \cup \{u\})^{-1} = \begin{bmatrix}
\mathbf{A}(S_{n-1})^{-1} & \mathbf{0}_{n-1} \\
\mathbf{0}_{n-1}^* & 0
\end{bmatrix}
+ (a_{u,u} - a_{u,u} \mathbf{q}^*)^{-1} \begin{bmatrix}
\mathbf{q}^* \\
-\mathbf{q}^*
\end{bmatrix}
\]

where \( \mathbf{0}_{n-1} = [0 \ 0 \ \cdots \ 0]_{1 \times (n-1)} \). It can be verified that each time \( n \) is increased, \( \mathbf{A}(S_{n-1})^{-1} \) and \( a_{u,u} \) in \( S_{n-2} \) are
known before the search over \( u \in U \setminus S_{n-1} \) starts. Hence, evaluation of \( A(S_{n-1} \cup \{u\})^{-1} \) from (24) and (25) has complexity proportional to \( O(n^2) \). Repeating this over \( O(M) \) users in each of \( n \leq N \) steps, we obtain the overall complexity of the user-selection procedure of the ZFS algorithm to be \( O(N^3M) \).

It can be shown that the per-iteration complexity of the sum power iterative water-filling algorithm proposed by Jindal et al. [7] is \( O(N^2M^2) \). Therefore, the gZF-DP and ZFS algorithms have significantly lower computational complexity than the sum power iterative water-filling algorithm if \( M \gg N \).

In the following, we pay attention to the substeps in step 2) of the ZFS algorithm. Given a set \( S_n \), we have [1]

\[
c_t(S_n) = |\mathbf{h}_a \mathbf{P}(S_n \setminus \{s_i\})|^2
\]

where \( \mathbf{P}(S_n) \) denotes the projector onto the orthogonal complement of \( \Omega(S_n) = \text{span}\{\mathbf{h}_{s_i} : s_i \in S_n\} \). Note that \( c_t(S_{n-1} \cup \{u\}) \leq c_t(S_{n-1}) \) for every user \( j \in S_{n-1} \). This is due to (26) and \( S_{n-1} \subset S_n \) \( \cup \{u\} \). Therefore, if (20) and (23) yield \( p_u = 0 \), then \( R_{\text{ZF}}(S_{n-1} \cup \{u\}) < R_{\text{ZF}}(S_{n-1}) \). We discard such \( u \). We also discard \( u \) if (20) and (23) yield \( p_{s_i} = 0 \) for some \( s_i \in S_{n-1} \). This is done to keep complexity at bay for otherwise, combinatorial search might effectively emerge. Hence, user \( u \) is a candidate for \( S_n \) if \( p_i > 0, \forall i \in S_{n-1} \cup \{u\} \).

From the properties of water-filling, this holds if

\[
\frac{1}{c_{\text{min}}(S_{n-1} \cup \{u\})} < P + \sum_{i \in S_{n-1} \cup \{u\}} \frac{1}{c_t(S_{n-1} \cup \{u\})}
\]

where \( c_{\text{min}}(S_{n-1} \cup \{u\}) = \min_{i \in S_{n-1} \cup \{u\}} c_t(S_{n-1} \cup \{u\}) \). Then, we have

\[
\mu = \frac{1}{N} \left[ P + \sum_{i \in S_{n-1} \cup \{u\}} \frac{1}{c_t(S_{n-1} \cup \{u\})} \right].
\]

If (27) is not satisfied, we skip to the next \( u \).

We note that the break in Step 2 is necessary when ZFS is used but redundant when ZF-DP is used; it is shown in [1] and [13] that in the latter case, maximum sum rate can always be achieved with \( N \) active users if \( P > 0 \) [1]. On the other hand, when ZF alone is used, the optimum number of active users is \( n_{\text{opt}} \leq N \) and decreases as \( P \) decreases, so that for \( P \rightarrow 0 \), the ZF scheme reduces to maximum ratio combining (MRC) \( n_{\text{opt}} = 1 \) [1]. This also holds for the proposed ZFS algorithm, which follows from the water-filling equation in (20) and the fact that \( c_1(S_1) = \max_{i \in U} h_{s_i} \).

**IV. Performance Analysis in Independent Rayleigh Fading**

In this section, we evaluate the throughput of the greedy ZF-DP algorithm [13] in independent Rayleigh fading when channels remain constant over the duration of a transmission of a block of symbols. The channels of all \( M \) users are assumed to have i.i.d. entries, which are circularly symmetric, zero-mean, complex Gaussian random variables (r.v.s) with unit variance \( h_{m,n} \sim \mathcal{CN}(0,1) \). In [1], the average throughput of the ZF-DP and ZF schemes in independent Rayleigh fading under a long-term power constraint for general \( N \) and \( M \) is evaluated.

As noted earlier, the simple ZF-DP and ZF algorithms in [1] do not attempt to optimize throughput with respect to user selection and ordering when \( M \gg N \). Instead, users are selected and ordered randomly.

**A. gZF-DP Sum Rate Under Long-Term Power Constraint**

We model the greedy ZF-DP algorithm [13] under a long-term power constraint. We are interested in evaluating

\[
R_{gZF-DP} = E \left[ \sum_{i=1}^{N} \log(\mu_i d_i) \right]_{+}
\]

where \( \mu_i \) is the solution of the water-filling equation, stemming from the long-term (LT) power constraint

\[
E \left[ \sum_{i=1}^{N} \left[ \mu_i - \frac{1}{d_i} \right]_{+} \right] = P.
\]

Note that the optimum \( \mu_i \) determined by (30) will be a deterministic function of the statistics of the \( d_i \)’s and not a function of the random variables themselves. By this and linearity of expectation, we can rewrite (29) as

\[
R_{gZF-DP} = \sum_{i=1}^{N} E\left[ \log(\mu_i d_i) \right]_{+} = \sum_{i=1}^{N} \int_{0}^{\infty} \left[ \log(\mu_i x) \right]_{+} f_{d_i}(x) dx.
\]

Therefore

\[
R_{gZF-DP} = \sum_{i=1}^{N} \int_{1/\mu_i}^{\infty} \log(\mu_i x) f_{d_i}(x) dx
\]

where \( f_{d_i}(x) \) denotes the probability density function (pdf) of \( d_i \). Similarly, (30) becomes

\[
\sum_{i=1}^{N} \left( \mu_i \int_{1/\mu_i}^{\infty} f_{d_i}(x) dx - \int_{1/\mu_i}^{\infty} \frac{1}{x} f_{d_i}(x) dx \right) = P.
\]

In order to evaluate \( R \), we need to evaluate the pdfs of \( d_i \)’s based on the knowledge of channel statistics and selection procedure. Our derivation below draws in part from performance analysis tools in [5], [17], which we tailor to fit the context of gZF-DP. In particular, our analysis accounts for and exploits the specific selection procedure employed in gZF-DP.

**B. Probability Density Functions**

It is instructive to consider the modeling of the pdf of \( d_1 \) first, followed by modeling the pdf of \( d_2 \), and then generalizing to compute the pdf of \( d_n \) for general \( n \leq N \). First, let us determine the distribution of \( r_{1,u} \sim \mathbf{h}_u \mathbf{h}_u^H \). Note that \( r_{1,u} \) is a sum of \( N \) squared magnitudes of circularly symmetric, zero-mean, unit-variance complex Gaussian random variables. Therefore, it has Chi-squared distribution with \( 2N \) degrees of freedom (\( r_{1,u} \sim \chi_{2N}^2 \)), whose pdf is

\[
f_{r_1}(x_1) = \frac{1}{\Gamma(N)} x_1^{N-1} \exp(-x_1).
\]
The Gamma function, and \( \Gamma(N) = (N - 1)! \) for a positive integer \( N \). According to the selection algorithm
\[
d_1 = \max_{u \in U} r_{1,u}.
\]
(34)

From order statistics, e.g., [3, (2.1.1)], we obtain the pdf of \( d_1 \) as
\[
f_{d_1}(x_1) = M \left[ F_{r_{1,2}}(x_1) \right]^{M-1} f_{r_{1,1}}(x_1)
\]
(35)
where \( F_{r_{1,2}}(x_1) \) is the cumulative distribution function (cdf) of \( r_{1,2} \). We say that the distribution of \( r_{1,u} \) is the parent distribution of the order statistics \( r_{1,1} \geq r_{1,2} \geq \cdots \geq r_{1,M} \), where \( r_{1,i} \) is the \( i \)th largest \( r_{1,u} \) for \( u \in U \).

Noting that \( r_{1,u} \leq d_1 \), for all of the remaining users \( (u \in U \setminus S_1) \), it follows that the posterior distribution of \( r_{1,u} \) of the remaining users (after selecting \( S_1 \)) depends on the realization of \( d_1 \). In the sequel, we will use the conditional pdf of \( r_{1,u} \) of the remaining users given a realization of \( d_1 \). According to (34) and, e.g., [3, Th. 2.7], the parent distribution of the order statistics of the remaining users \( u \in U \setminus S_1 \) is equal to \( f_{r_{1,1}}(x_1) \) truncated on the right at the value of \( d_1 \)
\[
f_{r_{1,1}|d_1}(x_1|y_1) = \begin{cases} \frac{f_{r_{1,1}}(x_1)}{F_{r_{1,2}}(y_1)}, & \text{if } x_1 \in [0, y_1] \\ 0, & \text{otherwise.} \end{cases}
\]
(36)

After setting \( n = 2 \), the selection algorithm proceeds by projecting the channel vectors of all of the remaining users onto the orthogonal complement of the subspace spanned by the channel vector of user \( S_1 \). From (15), we have \( P_{2,u} = P_{2}h_u^* \), for \( u \in U \setminus S_1 \), where \( P_{2} \) is given in (13). The distribution of \( r_{2,u} \) given \( d_1 \), which is denoted \( f_{r_{2,1}|d_1}(x_2|y_1) \), then becomes the parent distribution of the order statistics \( r_{2,(i)}, \) for \( i \geq 2 \). Therefore, we need a mapping from \( f_{r_{1,1}|d_1}(x_1|y_1) \) to \( f_{r_{2,1}|d_1}(x_2|y_1) \) that models the projection step
\[
f_{r_{2,1}|d_1}(x_2|y_1) = \int_0^\infty f_{r_{2,1}|r_{1,1}}(x_2|v, y_1) f_{r_{1,1}|d_1}(v|y_1) dv.
\]
(37)
Here, \( f_{r_{2,1}|r_{1,1}}(x_2|v, y_1) \) denotes the pdf of \( r_{2,u} \), given realizations of \( r_{1,u} \) and \( d_1 \). Note that \( r_{2,u} \leq r_{1,u} \leq d_1 \). \( h_{S_1} \) is statistically independent of \( h_{u} \), for \( u \in U \setminus S_1 \), so that from the point of view of the users in \( U \setminus S_1 \), \( P_{2} \) appears to be a randomly selected projector matrix. However, the first user has been selected after considering the channels of all users, and thus, there might be mild dependence between the channels of the remaining users in \( U \setminus S_1 \) and \( P_{2} \). For analytical tractability, we will ignore this dependence. Our simulation results will fully corroborate this approximation: The difference is not even noticeable in simulations.

**Assumption 1:** We therefore assume that \( d_1 \) conveys no information about \( P_{2} \), i.e., \( f_{r_{2,1}|r_{1,1}}(x_2|v, y_1) \) has the Markovian property
\[
f_{r_{2,1}|r_{1,1}}(x_2|v, y_1) = f_{r_{2,1}}(x_2|v).
\]
(38)
The pdf \( f_{r_{2,1}}(x_2|v) \) is obtained from the following.

**Claim 1:** Let \( h = [h_1 \ldots h_N] \) and \( p = [p_1 \ldots p_N] \) denote independent \( N \)-dimensional random (row-) vectors with i.i.d., circularly symmetric, zero-mean, complex Gaussian entries with unit variance \( h_n \sim \mathcal{CN}(0, 1) \) and \( p_n \sim \mathcal{CN}(0, 1) \). Let \( Y := hh^* \) and \( X := hPh^* \), where \( P = I_N - p^*(pp^*)^{-1}p^* \) (cf. (13)) is an \( N \times N \) projector matrix with \( N - 1 \) eigenvalues equal to 1 and one eigenvalue equal to 0. Then, the cdf of \( X \), given \( Y \), is given by
\[
F_{X|Y}(x|y) = \begin{cases} \left( \frac{x}{y} \right)^{N-1}, & \text{if } x \in [0, y] \\ 0, & \text{otherwise.} \end{cases}
\]
(39)

**Remark 1:** The rigorous proof of this claim turned out to be elusive, but it is very well supported by simulations. Fig. 1 depicts \( F_{X|Y}(x|y) \) versus \( x/y \) for \( N = 2, 3, \) and 4. Lines show empirical cdfs obtained by Monte Carlo (MC) simulations, and markers show samples of analytic curves given by (39). In MC simulations, for each value of \( N \), there were \( 2 \times 10^5 \) random realizations of \( P \) given \( h \), for \( 10^2 \) realizations of \( h \). The empirical \( F_{X|Y}(x|y) \) is discrete. Its support \( x/y \in [0,1] \) is divided into 200 intervals of length 0.005. The match in Fig. 1 is very accurate.

From (39), we obtain
\[
f_{r_{2,1}}(x_2|v) = \begin{cases} \frac{N-1}{v} \left( \frac{x_2}{v} \right)^{N-2}, & \text{if } x_2 \in [0,v], \\ 0, & \text{otherwise.} \end{cases}
\]
(40)

From (18), it follows that \( d_2 \), conditioned on a realization of \( d_1 \), is the maximum of \( M - 1 \) r.v.s with the parent distribution given by the pdf \( f_{r_{2,1}|d_1}(x_2|x_1) \) from (37). Using order statistics, we obtain [3]
\[
f_{d_2|d_1}(x_2|x_1) = (M - 1) \left[ f_{r_{2,1}|d_1}(x_2|x_1) \right]^{M-2} f_{r_{2,1}|d_1}(x_2|x_1)
\]
(41)
Since \( f_{r_{2,1}|d_1}(x_2|x_1) = 0 \) for \( x_2 > x_1 \), it follows that \( d_2 \leq d_1 \). Finally
\[
f_{d_2}(x_2) = \int_{x_2=0}^{\infty} f_{d_2|d_1}(x_2|x_1) f_{d_1}(x_1) dx_1
\]
(42)
for \( x_1 \geq x_2 \).

Armed with these insights, we can now generalize to the computation of the pdf of \( d_n \) for \( n \leq N \). The associated derivation
is deferred to the Appendix. Using the results of Section IV-A, the pdf of \( d_n \) is obtained as a marginal distribution:

\[
 f_{d_n}(x_n) = \int_{x_1=x_n}^{\infty} \int_{x_2=x_n}^{x_2} \cdots \int_{x_n-1=x_n}^{x_n} f_{d_1, \ldots, d_n}(x_n) \, dx_1 \, dx_2 \cdots dx_n - 1 \nonumber
\]

\[
 \cdot f_{d_n}(x_n) \, dx_n \int_{x_{n-1}=x_n}^{x_{n-1}} \cdots \int_{x_1=x_n}^{x_1} \exp(-v_1) \cdot dv_1 \cdots dv_{n-1}.
\]

(43)

for \( x_1 \geq x_2 \geq \cdots \geq x_n \).

The pdfs of \( d_n \) for \( n = 1, \ldots, N \) can be written in a more compact form, facilitating analysis and numerical integration.

**Proposition 1:** Define

\[
 \phi_n(x_1) = f_{r_1}(x_1)
\]

and

\[
 \phi_n(x_n, x_{n-1}, \ldots, x_1) = \frac{1}{\Gamma(N - n + 1)} x_n^{N-n} \cdot \int_{x_{n-1} = x_n}^{x_{n-1}} \cdots \int_{v_1 = x_1}^{x_1} \exp(-v_1) \cdot dv_1 \cdots dv_{n-1}.
\]

(45)

Then, we have (46), shown at the bottom of the page. The proof is given in the Appendix. We will use the forms in the above proposition in the Proof of Theorem 1, whose statement appears in Section IV-C.

Fig. 2 depicts an example of pdfs of \( d_n \) for \( N = 4 \) and \( M = 8 \). Full lines depict analytically obtained pdfs. Markers show samples of the empirically obtained pdfs through Monte Carlo (MC) simulations. There are \( 10^6 \) MC samples. For every \( d_n \), the support of the empirical pdf is truncated where the tail becomes insignificant. Then, the empirical pdf is discretized by dividing the truncated support into 100 equal intervals. These results justify the approximation (Assumption 1) made in the course of an analytical derivation for tractability considerations.

### C. Throughput of gZF-DP at High SNR

Let \( R_{gZF-DP} \) denote the average throughput of the gZF-DP algorithm. Let \( p = 10 \log_{10} P \) denote the SNR, where the noise variance of each user is assumed equal to 1. We have the following result.

\[
 f_{d_n}(x_n) = \frac{M!}{(M-n)!} \int_{x_1=x_n}^{\infty} \int_{x_2=x_n}^{x_2} \cdots \int_{x_n-1=x_n}^{x_n} \left[ \int_{y=0}^{x_n} \phi_n(y, x_{n-1}, \ldots, x_1) \, dy \right]^{M-n} \nonumber
\]

\[
 \cdot \prod_{k=1}^{n} \phi_k(x_k, \ldots, x_1) \, dx_n \cdots dx_1.
\]

(46)

\[
 \text{Fig. 2.} \text{ Family of pdfs of } d_n \text{ for } N = 4, M = 8.
\]

**Theorem 1:** Let \( N < M \), and let \( P \) be the power limit. Then, under our working assumptions

\[
 \lim_{P \to \infty} \frac{\partial}{\partial P} R_{gZF-DP} = N \frac{\log_2 10}{10} \left[ \text{bits} \right].
\]

(47)

The proof is given in the Appendix. The above theorem shows that the throughput versus SNR slope of the gZF-DP algorithm in the high SNR regime is proportional to the number of antennas at the transmitter \( N \). Note that this is the theoretical limit of the capacity versus SNR slope for a multiple-input multiple-output (MIMO) system with \( N \) transmit and \( M > N \) receive antennas [9].

### V. Comparison of Greedy ZF-DP and ZFS

The throughputs of the gZF-DP and ZFS algorithms are presented in Figs. 3 and 4. The \( y \)-axis shows sum capacity and sum rate in bits per channel use. The \( x \)-axis shows total power \( P \) in decibels. The noise level of every user is 1. The sum capacity and sum rates are averaged over 100 channels. Channels are complex-valued, drawn from an i.i.d. Rayleigh distribution with unit-variance for each channel entry. The sum capacity is obtained using the approach proposed in [14].

For the gZF-DP algorithm, analysis (obtained under a long-term power constraint) yields throughput very close to that obtained via simulations (under a short-term power constraint). This can be explained as follows. Capitalizing on multiuser diversity, gZF-DP selects and orders channels (users) from a large pool of statistically independent candidates. The result is that the ensuing \( d_i \)'s are far more stable than they would have been
without user selection and ordering. This justifies the use of a long-term power constraint for analysis, as opposed to the short-term power constraint originally proposed in the algorithm and used in simulations.

In these scenarios \( N = 2 \) or 4 and \( M = 8 \) or 16), both gZF-DP and ZFS algorithms achieve throughput close to sum capacity. Note that ZFS exhibits the same slope of rate increase per decibel of SNR as the gZF-DP algorithm and the sum capacity curve at moderate and high SNR.

Fig. 5 shows the throughput of the ZFS algorithm as a fraction of the throughput of the gZF-DP algorithm for various pairs \( N, M \) at 20 dB SNR. The curves are obtained by simulations, averaging over \( 2 \times 10^4 \) channels for each pair \( N, M \). For all \( N, M \) considered, this fraction stays between 0.875 and 0.985. For a given \( M \), the gap between gZF-DP and ZFS increases as \( N \) increases, but even for \( N = 8 \), the gap is uniformly less than 13% of the gZF-DP throughput. Note that a realistic implementation of DP coding will incur a certain rate loss for the gZF-DP algorithm, so that the gap would be smaller in reality.

Given \( N \) and for sufficiently large \( M \), Fig. 5 shows that the gap between ZFS and gZF-DP decreases with \( M \). This is due to multiuser diversity—the more users that contend for transmission, the higher the probability that \( N \) of them will be almost orthogonal. This in turn reduces the advantage of DP-coding-based schemes over ZFS. Depending on \( N \), the fraction of sum rate of ZFS over the sum rate of gZF-DP may first exhibit a dip before starting to increase steadily with \( M \). While the dip is small (less than 3%), it is noticeable, and we do not have an explanation for it. We have observed that, as SNR increases, more transmit antennas are required for this dip to occur.

VI. CONCLUSIONS

We have considered two algorithms that capitalize on multiuser diversity to achieve a significant fraction of the multi-antenna downlink sum capacity when the number of users \( M \) is greater than the number of antennas \( N \). We have analyzed the throughput performance of the greedy ZF-DP algorithm in independent Rayleigh fading and characterized the pdfs of certain key parameters of interest. Determining the proper number of samples required for accurate Monte Carlo estimates is a difficult issue without a baseline. While the end result of gZF-DP performance analysis requires sequential numerical integration and is admittedly cumbersome, it provides such a baseline and thus corroborates the results of Monte Carlo estimation. In addition, numerical integration is simpler than Monte Carlo simulation for a small number of transmit antennas. Furthermore, our analysis allowed us to establish that at high SNR, the throughput versus SNR slope of the gZF-DP algorithm is proportional to \( N \).

We have also proposed another low-complexity algorithm, dubbed ZFS, which does not require DP coding at the transmitter. We have shown that the selection procedures of gZF-DP and ZFS algorithms have the same complexity order \( O(N^3 M) \), which is significantly smaller than the complexity of the optimal algorithms when \( M \gg N \). We have evaluated the throughput
performance of the ZFS algorithm via simulations. The results show that for a realistic number of transmit antennas, ZFS achieves a significant fraction of the throughput of \( e \text{ZF-DP} \) and sum capacity at a low coding and online computation cost. The simulation results also indicate that at high SNR, ZFS achieves the same slope of throughput per decibel of SNR as the capacity-achieving strategy based on the use of DP coding for known interference cancellation and convex optimization.

Due to its simplicity, low complexity, and close to optimal performance, the proposed ZFS method offers an attractive alternative to earlier DP-based methods when \( M \gg N \).

APPENDIX A

DERIVATION OF THE PDF OF \( d_n \)

Note that there are three basic steps in deriving \( f_{d_n}(x_n) \):

1) **Truncation of the parent pdf after selecting user \( s_{n-1} \):**

Find the conditional pdf of \( r_{n-1,i} \) of the remaining users \((u \in U \setminus S_{n-1})\) given realizations of \( d_{n-1} \leq \cdots \leq d_1 \).

From order statistics [3], we obtain (48), shown at the bottom of the page.

2) **Mapping of \( f_{r_{n-1}|d_{n-1},\ldots,d_1}(x_{n-1}|y_{n-1},\ldots,y_1) \) into \( f_{r_{n}|d_{n-1},\ldots,d_1}(x_{n}|y_{n-1},\ldots,y_1) \):**

Given realizations of \( d_i \) for \( i = 1, \ldots, n-1 \), where \( n \leq N \), there are \( n-1 \) quadratic-form equations

\[
d_i = h_{n,i}^* \mathbf{P}_i \mathbf{h}_n^*.
\]

Let the eigenvalue decomposition of \( \mathbf{P}_i \) be

\[
\mathbf{P}_i = \mathbf{U}_i \mathbf{\Theta}_i \mathbf{U}_i^*.
\]

From (13), it follows that there are \( N-i+1 \) eigenvalues equal to 1 and \( i-1 \) eigenvalues equal to zero. Then, we can write

\[
d_i = \sum_{j=1}^{N-i+1} \left| \left( \mathbf{h}_n \mathbf{U}_i \right)_j \right|^2.
\]

As per Assumption 1, we neglect the (mild) dependence of the projector matrices \( \mathbf{P}_i \) on the \( d_i \)’s for \( i = 1, \ldots, n-1 \). This yields

\[
f_{r_{n}|r_{n-1,d_{n-1},\ldots,d_1}}(x_{n}|y_{n-1},\ldots,y_1) = f_{r_{n}|r_{n-1}}(x_{n}|y).
\]

Since the projection \( \mathbf{h}_{n,i} \mathbf{P}_i \) is a vector in an \( N-i+1 \)-dimensional subspace, it follows from Claim 1 that

\[
f_{r_{n}|r_{n-1}}(x_{n}|y) = \begin{cases} \frac{1}{\text{det}(\mathbf{U}_i)} \frac{1}{N-i+1} & \text{for } x_{n-1} \in \{0, v\} \\ 0, & \text{otherwise.} \end{cases}
\]

Then, the pdf of the parent distribution of \( r_{n,1} \) of the remaining users given \( d_{n-1} \leq \cdots \leq d_1 \) is

\[
f_{r_{n}|d_{n-1},\ldots,d_1}(x_{n}|y_{n-1},\ldots,y_1) = \int_0^\infty f_{r_{n-1}|r_{n-1}}(x_{n}|v) \cdot f_{r_{n-1}|d_{n-1},\ldots,d_1}(y_{n-1},\ldots,y_1) dv
\]

where \( x_{n-1} \leq v \leq y_{n-1} \leq \cdots \leq y_1 \).

3) \( d_n \) conditioned on \( d_{n-1},\ldots,d_1 \) is the maximum of \( M-n+1 \) r.v.'s with pdf given in (51). Using order statistics [3], we obtain

\[
f_{d_n|d_{n-1},\ldots,d_1}(x_n|x_{n-1},\ldots,x_1) = (M-n+1) \prod_{j=1}^{M-n} \left[ \int_{y_{j-1}}^{y_j} \int_{y_{j-1}}^{y_j} f_{r_{j}|d_{j-1},\ldots,d_1}(y_{j}|x_{j-1},\ldots,x_1) \right] f_{r_{j}|d_{j-1},\ldots,d_1}(x_j|x_{j-1},\ldots,x_1) dv_j.
\]

APPENDIX B

PROOFS

**Proof of Proposition 1:** Let us first prove the following:

\[
f_{r_{n}|d_{n-1},\ldots,d_1}(x_{n}|x_{n-1},\ldots,x_1) = \frac{\phi_n(x_n,x_{n-1},\ldots,x_1)}{\prod_{j=1}^{n} f_{r_{j}|d_{j-1},\ldots,d_1}(x_j|x_{j-1},\ldots,x_1)}
\]

where \( \phi_n(x_n,x_{n-1},\ldots,x_1) \) is given in (45).

This is proven by induction. For \( n = 2 \), we have

\[
f_{r_2|d_1}(x_2|x_1) = \int_{y_1}^{x_1} f_{r_2}(x_2|y)f_{r_1|d_1}(y|x_1) dy_1.
\]

From (33), (36), and (40), we obtain

\[
f_{r_2|d_1}(x_2|x_1) = \frac{\phi_2(x_2,x_1)}{\int_{x_1}^{x_2} \exp(-v_2) dv_1}.
\]

From (45), it follows that

\[
f_{r_2|d_1}(x_2|x_1) = \frac{\phi_2(x_2,x_1)}{\int_{x_1}^{x_2} \exp(-v_2) dv_1}.
\]

Induction hypothesis: (53).

**Induction Step:**

\[
f_{r_{n+1}|d_{n},\ldots,d_1}(x_{n+1}|x_{n},\ldots,x_1) = \int_{x_n}^{x_{n+1}} f_{r_{n+1}|r_{n},\ldots,r_1}(x_{n+1}|x_{n},\ldots,x_1) f_{r_{n}|d_{n},\ldots,d_1}(v_n|x_{n},\ldots,x_1) dv_n.
\]

\[
f_{r_{n+1}|r_{n},\ldots,r_1}(x_{n+1}|x_{n},\ldots,x_1) = \begin{cases} f_{r_{n+1}|r_{n},\ldots,r_1}(x_{n+1}|x_{n},\ldots,x_1) & x_{n+1} \leq x_n \leq \cdots \leq x_1 \\ 0, & \text{otherwise.} \end{cases}
\]

\[
f_{r_{n+1}|d_{n},\ldots,d_1}(x_{n+1}|x_{n},\ldots,x_1) = \begin{cases} f_{r_{n+1}|d_{n},\ldots,d_1}(x_{n+1}|x_{n},\ldots,x_1) & x_{n+1} \leq x_n \leq \cdots \leq x_1 \\ 0, & \text{otherwise.} \end{cases}
\]
From (48) and (50), we obtain

\[
\begin{align*}
&f_{r_{n+1}\mid d_1,\ldots,d_1}(x_{n+1}\mid x_n,\ldots,x_1) \\
&= F_{r_{n+1}\mid d_1,\ldots,d_1}(x_n=x_{n-1}\ldots,x_1)^{-1} \\
&\cdot \int_{v_n=x_{n+1}}^{x_n} \frac{N-n}{v_n} \left( \frac{v_n}{v_n} \right)^{N-n-1} \\
&\cdot f_{r_{n+1}\mid d_1,\ldots,d_1}(v_n\mid x_{n-1},\ldots,x_1) dv_n.
\end{align*}
\]

By the induction hypothesis, we have

\[
\begin{align*}
f_{r_{n+1}\mid d_1,\ldots,d_1}(x_{n+1}\mid x_n,\ldots,x_1) \\
&= \left[ F_{r_{n}\mid d_1,\ldots,d_1}(x_n\mid x_{n-1},\ldots,x_1) \right]^{-1} \\
&\cdot \prod_{j=1}^{n-1} F_{r_{j}\mid d_1,\ldots,d_1}(x_j\mid x_{j-1},\ldots,x_1) \\
&\cdot \int_{v_n=x_{n+1}}^{x_n} \frac{N-n}{v_n} \left( \frac{v_n}{v_n} \right)^{N-n-1} \\
&\cdot \phi_n(v_n\mid x_{n-1},\ldots,x_1) dv_n.
\end{align*}
\]

From (45), it follows that

\[
\begin{align*}
f_{r_{n+1}\mid d_1,\ldots,d_1}(x_{n+1}\mid x_n,\ldots,x_1) \\
&= \left[ \prod_{j=1}^{n} F_{r_{j}\mid d_1,\ldots,d_1}(x_j\mid x_{j-1},\ldots,x_1) \right]^{-1} \\
&\cdot \int_{v_n=x_{n+1}}^{x_n} \cdots \int_{v_2=x_2}^{x_1} \exp(-v_1) \\
&\cdot dv_1 \cdots dv_{n-1} dv_n.
\end{align*}
\]

Applying (45) again, we have

\[
f_{r_{n+1}\mid d_1,\ldots,d_1}(x_{n+1}\mid x_n,\ldots,x_1) = \frac{\phi_n(x_{n+1}\mid x_n,\ldots,x_1)}{\prod_{j=1}^{n} F_{r_{j}\mid d_1,\ldots,d_1}(x_j\mid x_{j-1},\ldots,x_1)}.
\]

Now, we use the above result to prove Proposition 1. For \(n = 1\), from (44), we obtain

\[
f_{d_1}(x_1) = M \left[ \int_{y=0}^{x_1} \phi_1(y) dy \right]^{M-1} \phi_1(x_1).
\]

For \(1 < n \leq N\) and substituting (52) into (43), we obtain the equation shown at the bottom of the page. Applying (53), we obtain the equation at the top of the next page. Dividing the left fraction and rearranging the right one, we obtain

\[
G_{n-1}(x_{n-1},\ldots,x_1) = \frac{\prod_{k=2}^{n-1} \left[ F_{r_k\mid d_1,\ldots,d_1}(x_1\mid x_k-1,\ldots,x_1) \right]^{n-1-k}}{\prod_{j=1}^{n-2} \left[ F_{r_j\mid d_1,\ldots,d_1}(x_1\mid x_j-1,\ldots,x_1) \right]^{n-1-j}} \cdot \frac{1}{\left[ F_{r_1}(x_1) \right]^{M-n+1}}
\]

\[
G_{n-1}(x_{n-1},\ldots,x_1) = \frac{1}{\left[ F_{r_1}(x_1) \right]^{M-1}}.
\]

Therefore

\[
f_{d_n}(x) = \frac{M!}{(M-n)!} \cdot \int_{x_1=x}^{\infty} \cdots \int_{x_{n-1}=x}^{x_n} \left[ \int_{y=0}^{x_n} \phi_n(y, x_{n-1}, \ldots, x_1) dy \right]^{M-n} \cdot \prod_{k=1}^{n} \phi_k(x_k, \ldots, x_1) dx_n \ldots dx_1.
\]

**Proof of Theorem:**

\[
\frac{\partial}{\partial \rho} R_g_{ZF-DP} = \sum_{i=1}^{N} \frac{\partial}{\partial \rho} R_i, \quad \text{where} \quad \frac{\partial}{\partial \rho} R_i = \frac{\partial \mu}{\partial \rho} \frac{\partial P}{\partial \mu} R_i.
\]

\(\rho = 10 \log_{10}(P)\) so that from (32), we have

\[
\frac{\partial \mu}{\partial \rho} = \frac{1}{\mu} \ln 10 \cdot \frac{\ln 10 P}{10}.
\]

Using the Leibnitz rule, from (31), we have

\[
\frac{\partial}{\partial \mu} R_i = \frac{1}{\mu \ln 2} \left( 1 - F_{d_i} \left( \frac{1}{\mu} \right) \right).
\]

It follows that

\[
\frac{\partial}{\partial \rho} R_g_{ZF-DP} = \frac{\log_{10} 10 P}{10 \mu}.
\]

In order to determine \(\lim_{\rho \to \infty} (\partial / \partial \rho) R_g_{ZF-DP}\), we will determine \(\lim_{\rho \to \infty} (P/\mu)\). Note that \(\rho \to \infty\) is equivalent to \(P \to \infty\). In addition, \((\partial P/\partial \mu) = N - \sum_{i=1}^{N} F_{d_i}(1/\mu) > 0\) for
\[ f_{d_n}(x_n) = \frac{M!}{(M-n)!} \int_{x_1=x_n}^{\infty} \cdots \int_{x_{n-1}=x_n}^{\infty} \prod_{j=1}^{n-1} F_{k_j|d_{j-1},\ldots,d_1}(x_j|x_{j-1},\ldots,x_1) \]
\[ \cdot \prod_{j=1}^{n-1} \left\{ \left[ F_{k_j|x_{j-1},\ldots,x_1} \right]^{M-k} \prod_{j=1}^{k-1} F_{k_j|d_{j-1},\ldots,d_1}(x_j|x_{j-1},\ldots,x_1) \right\} \]
\[ f_{d_n}(x_n) = \frac{M!}{(M-n)!} \int_{x_1=x_n}^{\infty} \cdots \int_{x_{n-1}=x_n}^{\infty} \prod_{j=1}^{n-1} \phi_k(x_k,\ldots,x_1) G_{n-1}(x_{n-1},\ldots,x_1) \left[ F_{k_1|x_1} \right]^{M-1} dx_{n-1} \ldots dx_1 \]
\[ G_{n-1}(x_{n-1},\ldots,x_1) = \prod_{k=1}^{n-1} \frac{\prod_{j=1}^{k} \left[ F_{k_j|d_{j-1},\ldots,d_1}(x_k|x_{k-1},\ldots,x_1) \right]^{M-k}}{\prod_{j=1}^{n} \left[ F_{k_j|d_{j-1},\ldots,d_1}(x_j|x_{j-1},\ldots,x_1) \right]^{M-1}}. \]

\[ \mu > 0 \text{ so that } P \to \infty \text{ is equivalent to } \mu \to \infty. \text{ We will prove that } \lim_{\mu \to \infty} \frac{P}{\mu} = N. \text{ From (32), we have} \]
\[ \frac{P}{\mu} = \sum_{i=1}^{N} \int_{1/\mu}^{\infty} f_{d_i}(z)dz = \frac{1}{\mu} \prod_{i=1}^{N} \int_{1/\mu}^{\infty} f_{d_i}(z)dz. \]

Then
\[ \lim_{\mu \to \infty} \frac{P}{\mu} = N - \lim_{\mu \to \infty} \frac{1}{\mu} g_N(\mu). \]

where
\[ g_N(\mu) = \sum_{i=1}^{N} \int_{1/\mu}^{\infty} f_{d_i}(z)dz. \]

Note that if we demonstrate that
\[ \lim_{\mu \to \infty} \frac{\partial}{\partial \mu} g_N(\mu) = 0 \]

the desired result will follow because
\[ \lim_{\mu \to \infty} \frac{\partial}{\partial \mu} g_N(\mu) = 0 \Rightarrow \lim_{\mu \to \infty} g_N(\mu) = O(1) \]
\[ \Rightarrow \lim_{\mu \to \infty} \frac{1}{\mu} g_N(\mu) = 0 \]
\[ \Rightarrow \lim_{\mu \to \infty} \frac{P}{\mu} = N. \]

From (33) and (44), it follows that \( \phi_1(0) = 0 \). Then, from (35), it follows that \( f_{d_0}(0) = 0 \).

In order to prove that \( f_{d_n}(0) = 0 \) for \( 1 < n \leq N \), we will prove that \( \phi_n(0, x_{n-1}, \ldots, x_1) \) is bounded for any \( 0 \leq x_{n-1} \leq \cdots \leq x_1 \). In order to prove that \( \phi_n(0, x_{n-1}, \ldots, x_1) \) is bounded, consider the multiple integral \([cf. (45)]\)
\[ I_n = \int_{v_{n-1}=0}^{\infty} \cdots \int_{v_1=v_2}^{\infty} \exp(-v_1)dv_1 \ldots dv_{n-1}. \]

Integrating over \( dv_{n-1} \), we obtain
\[ I_n = \int_{v_{n-2}=v_{n-1}}^{\infty} \cdots \int_{v_1=v_2}^{\infty} \exp(-v_1)dv_1 \ldots dv_{n-1} \]
\[ = \exp(-v_1) \int_{v_{n-2}=v_{n-1}}^{\infty} \cdots \int_{v_1=v_2}^{\infty} dv_2 \ldots dv_{n-1} \]
\[ I_n = I_{n-1} - \exp(-v_1)B_{n-1}(x_{n-1}, \ldots, x_2). \]

Observe that the first multiple integral on the right-hand side (RHS), which is denoted \( I_{n-1} \), has the same form as \( I_n \). Due to \( x_1 \geq x_2 \geq \cdots \geq x_{n-1} \geq 0 \), we have
\[ B_{n-1}(x_{n-1}, \ldots, x_2) \leq \int_{v_{n-1}=0}^{x_{n-1}} \cdots \int_{v_2=0}^{x_2} dv_2 \ldots dv_{n-1}. \]

Therefore
\[ B_{n-1}(x_{n-1}, \ldots, x_2) \leq x_1^{n-2}. \]
Note that \( \exp(-x_1) x_1^{n-2} \) is bounded for all \( x_1 \geq 0 \) so that \( \exp(-x_1) B_{n,1}(x_{n-1}, \ldots, x_2) \) is also bounded. Integrating over all dummy variables, we obtain

\[
I_n = \exp(-x_{n-1}) - 1 - \sum_{j=1}^{n-2} \exp(-x_j) B_{n,j}(x_{n-j}, \ldots, x_2)
\]

where

\[
B_{n,j}(x_{n-j}, \ldots, x_{j+1}) = \int_{x_{n-j+1} = \cdots = x_1} \cdots \int_{x_{j+1} = x_j+1} \cdots dv_{j+1} \cdots dv_1.
\]

It can be shown that \( \exp(-x_1) B_{n,j}(x_{n-1}, \ldots, x_2) \) is bounded by the same argument as for \( \exp(-x_1) B_{n,1}(x_{n-1}, \ldots, x_2) \). Therefore, \( \phi_n(0, x_{n-1}, \ldots, x_1) \) is bounded for all \( x_1 \geq x_2 \geq \cdots \geq x_{n-1} \geq 0 \).

Then, from (45), it follows that

\[
\phi_n(0, x_{n-1}, \ldots, x_1) = \begin{cases} 
\int_{x_{n-1} = 0}^{x_n} \cdots \int_{x_1 = 0}^{x_1} \exp(-y_1) dv_{1} \cdots dv_{n-1}, & n = N \\
0, & n < N.
\end{cases}
\]

If \( n < N \), then from (43), it follows that \( f_{db_n}(0) = 0 \). If \( n = N \), then applying the mean-value theorem, we obtain

\[
\lim_{x_n \to 0} \int_{y=0}^{x_n} \phi_n(y, x_{n-1}, \ldots, x_1) dy = \lim_{x_n \to 0} \phi_n(0, x_{n-1}, \ldots, x_1)x_n.
\]

Since \( \phi_n(0, x_{n-1}, \ldots, x_1) \) is bounded

\[
\lim_{x_n \to 0} \int_{y=0}^{x_n} \phi_n(y, x_{n-1}, \ldots, x_1) dy = 0.
\]

Finally, from (43) and \( n = N < M \), it follows that \( f_{db}(0) = 0 \).
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ABSTRACT

We consider the problem of tracking the frequency and complex amplitude of a time-varying (TV) harmonic signal using particle filtering (PF) tools. Similar to previous PF approaches to TV spectral analysis, we assume that the frequency and complex amplitude evolve according to a Gaussian AR(1) model; but we concentrate on the important special case of a single TV harmonic. For this case, we show that the optimal importance function (that minimizes the variance of the particle weights) can be computed in closed form. We also develop a suitable procedure to sample from the optimal importance function. The end result is a custom PF solution that is more efficient than generic ones, and can be used in a broad range of important applications that postulate a single TV harmonic component, e.g., TV Doppler estimation in communications and radar.

1. INTRODUCTION

Spectral analysis and time-frequency analysis are core tools in signal processing research (e.g., [10, 3]). Time-varying (TV) spectra arise in a broad range of important applications: from speech, to radar, to wireless channel modeling and estimation.

TV spectral analysis tools range from basic non-parametric approaches such as the spectrogram, to the Wigner-Ville and other time-frequency distributions, and on to parametric ones such as polynomial basis expansion models, and TV line spectra mixture models.

Line spectra mixtures (whether stationary or TV) entail a non-linear observation equation, which complicates parameter estimation. When the evolution of model parameters can be captured in state-space form, particle filtering (PF) tools become particularly appealing for tracking the model parameters. For a multicomponent TV harmonic mixture model, PF approaches have been pursued in [1, 7]. In [1], the evolution of harmonic parameters (frequencies, complex amplitudes, possibly also decay rates) is modeled using a Gaussian auto-regressive (AR) process, and an improved auxiliary particle filtering algorithm is applied to track the parameters. In [7], a similar Gaussian random walk model is used for the evolution of the parameters. Unlike [1], temporal slices of the spectrogram are used in the measurement equation of [7] (which apparently limits the attainable time-frequency resolution), and an unscented PF algorithm is adapted to track the model parameters.

Gaussian AR models of the evolution of harmonic mixture parameters are plausible and convenient in many situations (e.g., they can capture smoothness due to inertia or other physical constraints. Following [1, 7], we also assume that the frequency and complex amplitude evolve according to a Gaussian AR(1) model; but we concentrate on the important special case of a single TV harmonic. For this case, we show that the optimal importance function (that minimizes the variance of the particle weights) can be computed in closed form. We also develop a suitable procedure to sample from the optimal importance function. The end result is a custom PF solution that is more efficient than generic ones, and can be used in a broad range of important applications that postulate a single TV harmonic component, e.g., TV Doppler estimation in communications and radar.

2. DATA MODEL

Let $x_k := [\omega_k, A_k]^T$ denote the state at time $k$, where $\omega_k \in \mathbb{R}$ and $A_k \in \mathbb{C}$ denote instantaneous frequency and complex amplitude. The state evolves according to the following AR(1) model:

$$x_k = Hx_{k-1} + [u_{k-1}, w_{k-1}]^T$$

where $H$ is $2 \times 2$ diagonal, $H = \text{diag} \left( [b_1, b_2]^T \right)$, with $b_1$ equal to $1 - \epsilon_\ell$ (e.g., 0.999). The process noise sequence is i.i.d. The process noise vector at time $k$ consists of two independent random variables with the following marginal statistics:

$$[u_{k-1}, w_{k-1}]^T \sim \left[ \mathcal{N}(0, \sigma_u^2), \mathcal{CN}(0, 2\sigma_x^2) \right]^T,$$

where $\mathcal{N}, \mathcal{CN}$ stand for the (real) normal and circularly symmetric complex normal distribution, respectively. The measurements are related to the state via the measurement equation

$$y_k = x_k e^{jx_k(1)} + v_k,$$

where $v_k$ denotes i.i.d. $\mathcal{CN}(0, 2\sigma_v^2)$ measurement noise.

Given a sequence of observations $\{y_k\}_{k=1}^T$, the problem of interest is to estimate the sequence of posterior densities, that is $p \left( x_k | \{ y_l \}_{l=1}^k \right), k \in \{1, \ldots, T\}$. Given $p \left( x_k | \{ y_l \}_{l=1}^k \right)$, one can estimate $x_k$ via the associated (posterior) mean, or mode.
3. PARTICLE FILTERING

Particle filtering has emerged as an important sequential state estimation method for stochastic non-linear and/or non-Gaussian state-space models, for which it provides a powerful alternative to the commonly used extended Kalman filter. See [2, 5, 6] for recent tutorial overviews.

In particle filtering, continuous distributions are approximated by discrete random measures, comprising “particles” and associated weights. That is, a certain continuous distribution of interest, say \( p(x) \), is approximated as

\[
p(x) \approx \sum_{n=1}^{N} w_n \delta(x - x_n),
\]

where \( \delta(\cdot) \) denotes the Dirac delta functional. A useful simplification stemming from this approximation is that the computation of pertinent expectations and conditional probabilities reduces to summation, as opposed to integration. While this can also be accomplished via direct discretization over a fixed grid, the use of a random measure affords flexibility in adapting the particle locations to better fit the distribution of interest.

Different types of particle filters may be applied to a given state-space model. The various particle filters primarily differ in the choice of so-called importance (or, proposal) function. Different importance functions yield different estimation performance - complexity trade-offs. From the viewpoint of minimizing the variance of the weights, the optimal importance function is given by [2, 5]

\[
p(x_k|x_{n,k-1}, y_k) = \frac{p(y_k|x_k)p(x_k|x_{n,k-1})}{\int p(y_k|x)p(x|x_{n,k-1})dx},
\]

where \( x_{n,k} \) denotes the \( n \)-th particle at time \( k \). The optimal importance function usually strikes a better performance - complexity trade-off than other alternatives. There are, however, two difficulties associated with the use of the optimal importance function. First and foremost, it requires multidimensional integration to compute the normalization factor, which is usually intractable. Second, sampling from the optimal importance function is a rather complicated process. Thankfully, for our particular model, it turns out that it is possible to carry out the integration analytically. This is explained next.

Define a dummy variable \( x := [\omega, A]^T \), and let \( D(y_k, x_{n,k-1}) := \int p(y_k|x)p(x|x_{n,k-1})dx \). Then

\[
D(y_k, x_{n,k-1}) = \int_{\omega \in \Omega} \int_{A \in \mathbb{C}} \frac{1}{2\pi\sigma_a^2} e^{-\frac{|y_k - A\omega|^2}{2\sigma_a^2}} \times \left[ \frac{1}{\sqrt{2\pi\sigma_w^2}} e^{-\frac{(\omega - b_1x_{n,k-1,1})^2}{2\sigma_w^2}} \frac{1}{2\pi\sigma_a^2} e^{-\frac{|A - b_2A_{n,k-1}|^2}{2\sigma_a^2}} \right] dA d\omega
\]

Letting \( m_A := b_2A_{n,k-1,1}, m_{\omega} := b_1\omega_{n,k-1,1}, u := \phi_A - \phi_{y_k}, \) it can be shown that

\[
D(y_k, x_{n,k-1}) = \frac{1}{2\pi\sigma_a^2 + \sigma_u^2} e^{-\frac{|y_k|^2 + m_A|^2}{2(\sigma_a^2 + \sigma_u^2)}} \times B,
\]

with the multiplicative factor \( B \) given by

\[
B = I_0\left(-\frac{|m_A|^2|y_k|}{\sigma_a^2 + \sigma_u^2}\right) + 2 + 2 \sum_{m=1}^{m=k} (-1)^m I_m\left(-\frac{|m_A|^2|y_k|}{\sigma_a^2 + \sigma_u^2}\right) e^{-\frac{(k\sigma_a)^2 m^2}{2}} \cos(mkm\omega - mv)
\]

where \( I_0(\cdot) \) denotes the modified Bessel function of the first kind. The sum term above is quite interesting. Due to the negative exponential dependence on the time index \( k \) and the properties of Bessel functions, it vanishes quickly with \( k \) - only the zero-order Bessel term remains.

We use rejection [4, pp. 40-42] to generate samples from the optimal importance function \( p(x_k|x_{n,k-1}, y_k) = \frac{1}{2\pi\sigma_a^2 + \sigma_u^2} e^{-\frac{|y_k|^2 + m_A|^2}{2(\sigma_a^2 + \sigma_u^2)}} \times B \)

Let \( \sigma^2 := \frac{\sigma_a^2\sigma_u^2}{\sigma_a^2 + \sigma_u^2} \) and \( \mu := \frac{\sigma_a^2|y_k| + \sigma_u^2|m_A|}{\sigma_a^2 + \sigma_u^2} \). Using the triangle inequality, it can be shown that a suitable dominating density is

\[
g(x_k|x_{n,k-1}, y_k) = \frac{e^{-\frac{(y_k - \mu)^2}{2\sigma^2}}}{2\pi\sigma^2} e^{-\frac{(m_A - \mu)^2}{2\sigma^2}} \times \left( \frac{\sigma}{\sigma_a^2 + \sigma_u^2} \right)^{\frac{1}{2}} B\sigma
\]

Fig. 1 shows a typical plot of the dominated and dominating densities, illustrating the tightness of the bounding step. The overall algorithm is summarized in Table 1.

4. CRAMER-RAO LOWER BOUND

The Cramér-Rao Lower Bound (CRLB) for our model can be computed using the recursive formula of Tichavsky et al [11] for the calculation of the Fisher information matrix, \( J_k \). The state equation in our particular model is linear, Gaussian; this allows considerable simplification of the general result in [11], thus yielding

\[
J_k = D_{k-1}^{11} - D_{k-1}^{21}(J_{k-1} + D_{k-1}^{11})^{-1}D_{k-1}^{22}, \quad k \geq 0
\]

with

\[
\begin{align*}
D_{k-1}^{11} & := -E \{ \nabla x_{k-1} \, \nabla x_{k-1} \, \log p(x_k|x_{k-1})\} \\
D_{k-1}^{22} & := E \{ \nabla x_{k-1} \, \nabla x_{k-1} \, \log p(x_k|x_{k-1})\}
\end{align*}
\]

and

\[
\begin{align*}
D_{k}^{21} & := -E \{ \nabla x_{k} \, \nabla x_{k} \, \log p(x_k|x_{k-1})\} \\
& - E \{ \nabla x_{k} \, \nabla x_{k} \, \log p(x_k|x_{k})\}
\end{align*}
\]

At this point, it is convenient to rewrite our model in real-valued form. Upon defining \( x'_k := [\omega_k, R(A_k), \Im(A_k)]^T \), where \( R(\cdot), \Im(\cdot) \) extract the real, resp. imaginary part, we have

\[
x_k = H'x'_{k-1} + u_{k-1}
\]

\[
y_k = \left[ \Re(A_k e^{j\omega_k}) \, \Im(A_k e^{j\omega_k}) \right]^T + v_k
\]
where $H' = diag \left( [b_1, b_2, b_3]^T \right)$, with $b_1$ being $1 - \epsilon_t$, $u_{k-1} \sim \mathcal{N}(0, Q)$ with $Q = diag \left( [\sigma_0^2, \sigma_2^2, \sigma_3^2]^T \right)$, and $v_k \sim \mathcal{N}(0, R)$ with $R = diag \left( [\sigma_v^2, \sigma_v^2]^T \right)$. Then

$$D^{k-1}_1 = H'TQ^{-1}H',$$
$$D^{k-1}_2 = [D^{k-1}_1]^T := -H'TQ^{-1},$$
$$D^{k-1}_2 = Q^{-1} + E\{\hat{F}_k T R^{-1} \hat{F}_k\},$$
with $\hat{F}_k$ being the $2 \times 3$ matrix

$$\hat{F}_k = \nabla_{x_0} \left[ \Re\{A_k e^{j\omega_k} \} \Im\{A_k e^{j\omega_k} \} \right]^T.$$

For $D^{k-1}_1$ and $D^{k-1}_2$, note that the expectation operator was dropped because the respective Jacobians are independent of the target state. The expectation operator in the expression for $D^{k-1}_2$ can be easily estimated using MC integration; it can also be calculated analytically, albeit the resulting formula appears cumbersome. Putting terms together yields

$$J_k = Q^{-1} + E\{\hat{F}_k T R^{-1} \hat{F}_k\} - Q^{-1}H' \times$$

$$(J_{k-1} + H'TQ^{-1}H')^{-1}H'TQ^{-1}, k \geq 0$$

The initial density $p(x_0)$ is taken to be $\mathcal{N}(x_0, Q_0)$, in which case $J_0 = Q_0^{-1}$.

5. SIMULATIONS

In our simulations, we benchmark the performance of our optimal particle filter against the CRLB and two additional particle filters: an Auxiliary PF, and a regularized PF. The three alternative particle filters are briefly discussed next.

5.1. Regularized PF (RPF)

This algorithm is identical to the Sampling Importance Resampling (SIR) algorithm, which uses the prior importance function, except for a “jittering” of the resampled particles (using a normal distribution kernel) in order to protect the filter from sample impoverishment; see, e.g., [2]. Since the process noise involved in our model is relatively small, this modification is expected to improve the performance over the standard SIR. However, this filter also has well known disadvantages - the samples are no longer guaranteed to approximate the posterior density asymptotically in the number of particles.

5.2. Auxiliary SIR (ASIR) Filter

The particular algorithm used is the Auxiliary SIR filter introduced by Pitt and Shephard (see [9]). This filter tries to explore the state-space in a more sophisticated way than the SIR filter. This is done by resampling at the “previous” time step based on certain point estimates that capture the essential features of the posterior density. This approximation can be inefficient when the process noise is large, or when the auxiliary index varies a lot for a fixed prior. When process noise is small enough, though, the ASIR filter is reported to improve the performance over the standard SIR.

5.3. PF Using Optimal Importance Function (PF-OIF)

For our particular model and choice of sampling procedure, an implementation is given in Table 1. Note that this algorithm allows both the weight update and the resampling step to be performed prior to sampling from the optimal importance function. An additional regularization step can be incorporated, if necessary, to improve the filter’s diversity after resampling.

5.4. Estimation performance results

In the following, we focus on the frequency estimation performance of the three aforementioned filters in a tracking mode, wherein the initial state is assumed to be known exactly - corresponding to a Dirac delta initial distribution. The associated CRLB, however, assumes that the initial density is a Gaussian. This mismatch is dealt with by using a very tight density (very small initial variance) to approximate a delta distribution. The expectation appearing in the CRLB was approximated using 100 realizations of the state vector. The error curves corresponding to the three filters were produced by averaging over 200 independent runs, each comprising 80 temporal samples. The conditional mean was used to generate point state estimates. System parameters were set to $b_t = 0.999$, $\forall t$, $\sigma^2_{\omega_k} = 0.01$, $\sigma^2_{A_k} = 0.01$, $\sigma^2_{\omega_k} = 0.2$, and multinomial resampling was employed. The number of particles, $N$, was 1000 for RPF, 800 for ASIR, and 30 for PF-OIF. The results are summarized in Fig. 2. It is satisfying to see that all three filters operate close to the CRLB, and PF-OIF in particular performs that well with order-of-magnitude less particles. This being a three-dimensional state-space, such good performance with only 30 particles is not at all obvious. RPF and ASIR filters perform very poorly with less than a few hundred particles in this context. A small number of particles implies small memory requirements, but on the other hand the use of rejection in our present implementation of PF-OIF entails a random delay, which can be significant, depending on system parameters. We are presently looking at possible ways of speeding up the sampling step.

6. CONCLUSIONS

We revisited the important problem of tracking a single time-varying harmonic, whose frequency and complex amplitude evolve according to a linear Gaussian separable AR(1) model. A key difficulty in treating this model comes from the nonlinear measurement equation. For this model, we derived the optimal importance function in closed form. This yields interesting insights and opens up the possibility of designing particle filters that are more efficient than generic ones. We also derived a procedure to sample from this optimal importance function, using rejection and the concept of a dominating density. Our preliminary numerical experiments comparing the resulting filter to standard particle filters and the CRLB show that the proposed PF-OIF algorithm has merits, particularly in terms of reducing the number of particles, and therefore memory requirements as well. Our present implementation of PF-OIF can be slow, due to the use of rejection. We are currently looking at other alternatives as well as extensions to more general signal models.
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Table 1. PF using OIF for Tracking A Single Time-Varying Harmonic (see text for definition of constants)

\[
\{x_k\}_{i=1}^N = PF - OIF \left[ \{x_{k-1}\}_{i=1}^N, y_k \right]
\]

1. Compute normalized importance weights
   - FOR i=1:N,
     \[ \widetilde{w}_k^i = \frac{1}{2\pi(\sigma_A^2 + \sigma_B^2)} e^{-\frac{|x_k|^2 + |A_k|^2}{2(\sigma_A^2 + \sigma_B^2)}} \times B \]
   - END FOR
   - FOR i=1:N,
     - Normalize : \[ w_k^i = \frac{\widetilde{w}_k^i}{\sum_{i=1}^{N} \{\widetilde{w}_k^i\}_{i=1}^N} \]
     - END FOR

2. Resample \( \{x_{k-1}\}_{i=1}^N = RESAMPLE \left[ \{x_{k-1}, w_k^i\}_{i=1}^N \right] \)

3. Sample from the optimal importance density :
   - FOR i=1:N,
     - Calculate \( C := \sqrt{2\pi Q_{\omega}/e} \)
     - Set \( U := 1/\text{eps} \) and \( \tau := 1/\text{eps} \)
     - WHILE \( U \tau > 1 \)
       - Draw candidate sample \( \sim \) dominating density:
         \[ x_k^i \sim \frac{e^{-\frac{(x_k^i - b_i)^2}{2\sigma_k^2}}}{(2\pi)^{\frac{3}{2}Q_{\omega} \sigma_k}} \]
       - Set \( \tau := C \times \text{Dominating}(x_k^i) \)
       - Draw a sample \( U \sim \text{Uniform}[0, 1] \)
   - END WHILE
   - END FOR

---

Fig. 1. Illustration of dominated (optimal importance function) and dominating densities as a function of frequency for fixed complex amplitude.

Fig. 2. Comparison of the three particle filters and the CRLB
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ABSTRACT
The problem of tracking the frequency and complex amplitude of a frequency-hopped complex sinusoid is considered, using a novel stochastic state-space formulation and particle filtering tools. The problem is of considerable interest for interference mitigation in frequency-hopped wireless networks, and in military communications. The proposed particle filtering approach has a number of desirable features. It affords high-resolution estimates of carrier frequency and hop timing, manageable complexity (linear in the number of processed samples), and flexibility in tracking signals with irregular hopping patterns due to intentional timing jitter. The proposed state-space model is not only parsimonious, but fortuitous as well: it turns out that the associated optimal importance function can be computed in closed form, and thus samples from it can be drawn using rejection techniques. Both prior and optimal importance sampling versions are developed and illustrated in pertinent simulations.

Keywords: Frequency hopping, spectral analysis, estimation of time-varying line spectra, sequential importance sampling, particle filtering

1. INTRODUCTION
Tracking the frequency of a time-varying complex sinusoid is an important problem which arises in numerous applications. In speech processing, for example, one is often interested in tracking formant frequencies. In wireless communications, it arises in the context of frequency hopping, when the receiver has no prior knowledge of the hopping pattern, or is simply out of sync with the transmitter’s hopping pattern generator [2, 8, 6, 7].

Both non-parametric time-frequency analysis, and parametric techniques have been developed for the more general problem of tracking a frequency-hopped sinusoid as well. However, existing methods have limitations, especially when used to track a frequency-hopped signal. Non-parametric methods, like the spectrogram, or coarse channelization [2] suffer from limited frequency- and temporal-resolution due to leakage. It is possible to employ time-frequency distributions that are better-adapted to frequency hopping [3], but the results are still not very satisfactory. Parametric methods for frequency hopping explicitly model the frequency as piecewise-constant, assume a “budget” on the number of hops within a given observation interval, and employ dynamic programming to track the sought frequency and complex amplitude parameters [6, 7]. Other than an upper bound on the number of hops, the methods in [6, 7] do not assume anything else about the frequencies or complex amplitudes, which are treated as deterministic unknowns.

A different viewpoint is adopted in this paper. A stochastic non-linear, non-Gaussian state-space formulation is proposed, which captures frequency hopping dynamics in a probabilistic sense. The proposed formulation is naturally well-suited for the application of particle filtering for state estimation. Compared to the prior state-of-art in [6, 7], the new approach has a number of desirable features:

- Computational complexity: The complexity of particle filtering is $O(NT)$, where $N$ is the number of particles and $T$ is the number of temporal samples. The complexity of dynamic programming, on the other hand, is roughly $O(T^4)$. This means that only short segments can be processed by dynamic programming, and then one has to rely on hop periodicity to segment the rest of the data. This has two disadvantages: first, the more samples are processed the better from an estimation performance perspective; second, hop timing is often intentionally randomized as a countermeasure.

- Flexibility: The state-space model in the particle filtering formulation can be easily tailored to match a given scenario (e.g., spread bandwidth and modulation).

The proposed state-space model is simple and fortuitous: the associated optimal importance function can be computed in closed form, and thus samples from it can be drawn using rejection techniques. Both prior and optimal importance sampling versions are developed and compared in pertinent simulations.

2. DATA MODEL AND PROBLEM STATEMENT
We propose the following non-linear non-Gaussian stochastic state-space model of a frequency-hopped complex sinusoid. Let $\mathbf{x}_k := [\omega_k, A_k]^T$ denote the state at time $k$, where $\omega_k \in [-\pi, \pi]$ and $A_k \in \mathbb{C}$ denote instantaneous frequency and complex amplitude. Let $\mathbf{u}_k := [b_k, \tilde{\omega}_k, \tilde{A}_k]^T$ denote an auxiliary sequence of independent and identically distributed (i.i.d.) vectors with independent components and the following marginal statistics: $b_k$ is a binary random variable with $Pr(b_k = 1) = h$; $\tilde{\omega}_k$ is uniformly distributed over $[-\pi, \pi]$; and $\tilde{A}_k$ is $CN(0, \sigma_\alpha^2)$, i.e., complex circular Gaussian of variance $\sigma_\alpha^2$. Then

$$\mathbf{x}_k = f(\mathbf{x}_{k-1}, \mathbf{u}_k) = \begin{cases} \mathbf{x}_{k-1}, & \mathbf{u}_k(1) = 0 \\ [\mathbf{u}_k(2), \mathbf{u}_k(3)]^T, & \mathbf{u}_k(1) = 1 \end{cases}$$
\[
\begin{align*}
\mathcal{S} & = \left\{ x_{k-1} \mid U([\pi, \pi]), CN(0, \sigma_{x}^{2}) \right\}^{T}, \text{w.p.} 1 - h, \\
y_{k} & = x_{k}(2)e^{jx_{k}(1)k} + v_{k},
\end{align*}
\]

where \( v_{k} \) denotes i.i.d. \( CN(0, \sigma_{v}^{2}) \) measurement noise, and \( u_{k}(1) \) the hop variable.

The above state-space formulation models frequency hopping in a probabilistic fashion. Hops are random, i.i.d., with hop probability \( h \) per sample interval. This is different from traditional models of frequency hopping, which assume that the frequency hops periodically, and is motivated by the following considerations:

- In military communications, intentional jitter is often introduced in the hop timing in order to reduce the probability of detection by unintended receivers and improve immunity to jamming. Timing jitter yields a pseudo-random quasi-periodic, or even seemingly aperiodic hop timing sequence.

- The above probabilistic model captures information about the average hop rate in a “soft” ensemble sense: the expected number of hops over a long observation interval \( T \) is \( hT \). While less accurate if the exact hop period is known, probabilistic modeling is more robust with respect to hop period inaccuracies. Finally,

- The proposed probabilistic model is ideally suited for online sequential estimation via particle filtering.

It is worth elaborating on some of the implicit assumptions of the proposed state-space model.

1. When the (discrete-time, baseband-equivalent) frequency hops, it hops anywhere within \([\pi, \pi]\) with a uniform density. This is well-suited for carrier hopping, which is usually discontinuous. Modulation-induced variations can (and should) be neglected when the objective is to estimate carrier frequency, but could also be explicitly modeled using, e.g., a smooth auto-regressive frequency variation model in-between hops, in lieu of the simplified constant model postulated above. This extension is relatively simple.

2. When the frequency hops, the complex amplitude also changes according to an i.i.d. complex Gaussian distribution. This is also well-motivated for carrier hopping, for every time the carrier frequency hops beyond the coherence bandwidth of the channel, a new channel realization is encountered.

The problem, then, can be stated as follows: Given a sequence of observations \( \{y_{k}\}_{k=1}^{T} \), estimate the sequence of system states \( \{x_{k}\}_{k=1}^{T} \) - that is, the unknown carrier frequencies and complex amplitudes.

### 3. PARTICLE FILTERING SOLUTIONS

Particle filtering has emerged as an important sequential state estimation method for stochastic non-linear and/or non-Gaussian state-space models, for which it provides a powerful alternative to the commonly used extended Kalman filter. See [1, 5] for recent tutorial overviews. In particle filtering, continuous distributions are approximated by discrete random measures, comprising “particles” and associated weights. That is, a certain continuous distribution of interest, say \( p(x) \), is approximated as

\[
p(x) \approx \sum_{n=1}^{N} w_{n}\delta(x - x_{n,k}),
\]

where \( \delta(\cdot) \) denotes the Dirac delta functional. A useful simplification stemming from this approximation is that the computation of pertinent expectations and conditional probabilities reduces to summation, as opposed to integration. While this can also be accomplished via direct discretization over a fixed grid, the use of a random measure affords flexibility in adapting the particle locations to better fit the distribution of interest.

#### 3.1. Basics of particle filtering

If we aim for an on-line filtering algorithm, in which the state at time \( k \) should be estimated from measurements up to and including time \( k \), the key distribution of interest is the posterior density \( p\left(x_{k} \mid \{y_{l}\}_{l=1}^{k}\right) \). Given this density, one can estimate the state at time \( k \), e.g., via the associated (posterior) mean, or mode. The basic idea of particle filtering, then, is to begin with a random measure approximation of the initial state distribution, and, as measurements become available, derive updated random measure approximations of \( p\left(x_{k} \mid \{y_{l}\}_{l=1}^{k}\right) \), \( k \in \{1, 2, \ldots \} \). That is, we seek random measure approximations

\[
\hat{p}\left(x_{k} \mid \{y_{l}\}_{l=1}^{k}\right) = \sum_{n=1}^{N} w_{n,k}\delta(x_{k} - x_{n,k})
\]

In particle filtering, the updates - the derivation of \( \hat{p}\left(x_{k} \mid \{y_{l}\}_{l=1}^{k}\right) \) from \( \hat{p}\left(x_{k-1} \mid \{y_{l}\}_{l=1}^{k-1}\right) \) - are based on the Bayes rule [1, 5].

A random measure approximation comprises two components: the particles (locations) and the associated weights. If we could sample from the sought posterior \( p\left(x_{k} \mid \{y_{l}\}_{l=1}^{k}\right) \), then all particle weights would have been equal. Unfortunately, such direct sampling is not possible in most cases, and thus we resort to sampling from a so-called importance function that “resembles” the desired posterior, and from which samples can be drawn with relative ease. The mismatch between the sought density and the importance function is compensated in the calculation of weights, chosen proportional to their ratio evaluated at each particle [1, 5]. The choice of importance function is a very important step in the design of a particle filtering algorithm. Two common choices are discussed next.

#### 3.2. Prior importance function

Perhaps the most intuitive choice of importance function is the prior importance function \( p(x_{k} \mid x_{n,k-1}) \); i.e., the \( n \)-th particle is updated by propagating it through the state-evolution part of the system: \( x_{n,k} = f(x_{n,k-1}, u_{n}) \). This is an often-made choice, for simplicity considerations. The drawback is that particles evolve without regard to the latest measurement, which only comes into play in the ensuing weight update. When using the prior importance function, the said weight update at time instant \( k \) is given by \( w_{n,k} = w_{n,k-1}p(y_{k} \mid x_{n,k}) \), followed by normalization to enforce \( \sum_{n=1}^{N} w_{n,k} = 1 \).

Regardless of the particular importance function employed, a common problem in particle filtering is degeneracy: the weights of all but a few particles tend to become negligible after a few iterations [1, 5]. Degeneracy can be detected via degeneracy measures, and mitigated via resampling techniques [1, 5]. Resampling the discrete measure replicates particles with large weights and removes those with negligible weights. All particle weights become
equal after resampling. There exist several computationally efficient \((O(N))\) resampling schemes that can be used to avoid the quadratic cost of brute-force resampling [1, 5].

3.3. Optimal importance function

From the viewpoint of minimizing the variance of the weights, the optimal importance function is given by [1, 5]

\[
p(x_k|x_{n,k-1},y_k) = \frac{p(y_k|x_s)p(x_s|x_{n,k-1})}{\int p(y_k|x)p(x|x_{n,k-1})dx}
\]

Notice that, in contrast to the prior importance function, the above takes into account the newly available measurement in the particle update itself. While both the prior importance function and the optimal one yield consistent algorithms\(^1\), the optimal one usually works well with much smaller \(N\), and is therefore preferable from a performance point of view. There are, however, two difficulties associated with the use of the optimal importance function. First, it requires multidimensional integration to compute the normalization factor, which is often intractable. Second, sampling from the optimal importance function is more complicated than sampling from the prior. The smaller number of particles needed to attain satisfactory performance with the optimal importance function usually more than offsets the cost of drawing samples from it; the integration problem remains the bottleneck in most cases [1]. Thankfully, for our particular model, it turns out that it is possible to carry out this integration analytically. This is explained next.

Denote \(x_s := [\omega_k, A_k]^T\), where \(\omega_k \in [-\pi, \pi]\), and \(A_k \in \mathcal{C}\); likewise \(x_{n,k-1} := [\omega_{n,k-1}, A_{n,k-1}]^T\), and a dummy variable \(x := [\omega, A]^T\). Let \(D(y_k, x_{n,k-1}) := \int_a p(y_k|x)p(x|x_{n,k-1})dx\). Then

\[
D(y_k, x_{n,k-1}) = \int_{\omega \in [-\pi, \pi]} \int_{A \in \mathcal{C}} \frac{1}{2\pi \sigma_n^2} e^{-\frac{|y_k-A \omega|^2}{2\sigma^2}} \times
\]

\[
\left((1-h)\delta(\omega - \omega_{n,k-1})\delta(A - A_{n,k-1}) + \frac{h}{2\pi} \frac{1}{2\pi \sigma_A^2} e^{-\frac{|A|^2}{2\sigma_A^2}}\right) dA d\omega
\]

This integral can be computed by completing the squares, yielding

\[
D(y_k, x_{n,k-1}) = \frac{1}{2\pi \sigma_n^2 + \sigma_A^2} e^{-\frac{|y_k-A \omega_{n,k-1}|^2}{2\sigma_n^2}} + \frac{1}{2\pi} \frac{1-h}{\sigma_A^2} e^{-\frac{|y_k-A_{n,k-1} \omega_{n,k-1}|^2}{2\sigma_n^2}}
\]

For the above optimal choice of the importance function, the weight update is given by

\[
w_{n,k} \propto w_{n,k-1} p(y_k|x_{n,k-1}) = w_{n,k-1} D(y_k, x_{n,k-1}),
\]

followed by normalization to 1. What is missing is a way to sample from the optimal importance function. As a first step towards this end, note that \(p(x_k|x_{n,k-1}, y_k)\) can be written as a mixture of two pdfs

\[
p(x_k|x_{n,k-1}, y_k) = (1-h)p_0(x_k|x_{n,k-1}, y_k) + h p_1(x_k|x_{n,k-1}, y_k),
\]

where

\[
p_0(x_k|x_{n,k-1}, y_k) := \delta(\omega_k - \omega_{n,k-1})\delta(A_k - A_{n,k-1}),
\]

\[
p_1(x_k|x_{n,k-1}, y_k) := \frac{1}{2\pi} \frac{1}{2\pi \sigma_n^2 + \sigma_A^2} e^{-\frac{|y_k-A_{n,k-1}|^2}{2(\sigma_n^2 + \sigma_A^2)}},
\]

and

\[
h := \frac{1}{D(y_k, x_{n,k-1})}.
\]

It follows that with probability \(1-h\) we simply copy the previous particle, else we draw a particle from \(p_1(x_k|x_{n,k-1}, y_k)\). We will use rejection sampling techniques for this latter step, as explained next.

3.4. Sampling from the optimal importance function: Rejection

The basic idea of rejection-based sampling can be summarized as follows [4, pp. 40-42]. Suppose we wish to draw samples from a density \(g(x)\), for which there exists a dominating density \(g(x)\) and a known constant \(c\) such that \(g(x) \leq cg(x)\), \(\forall x\). In practice, we choose \(g(x)\) to be easy to sample from, and such that \(c\) is as small as possible. The rejection method then works as follows. We i) draw a sample \(x\) from \(g()\) and an independent sample \(U \sim U([0,1])\); ii) set \(x := c g(x)\); iii) test whether \(U \tau \leq 1\); if so, we accept the sample \(x\); else we reject it and repeat the process.

It can be shown that the above rejection method generates samples from the desired density \(\phi()\), and the mean number of iterations until a sample is accepted is \(c\) (thus the desire to keep \(c\) as small as possible). Furthermore, the distribution of the number of trials is geometric with parameter \(1 - \frac{1}{c}\), which means that the probabilities of longer trials decay exponentially [4, p. 42].

In our present context, we wish to sample from the density \(p_1(x_k|x_{n,k-1}, y_k)\). Define

\[
\mu := \frac{|y_k| \sigma_A^2}{\sigma_n^2 + \sigma_A^2}, \quad \sigma^2 := \frac{\sigma_n^2 \sigma_A^2}{\sigma_n^2 + \sigma_A^2}.
\]

Using the triangle inequality, it can be shown that the following is a suitable dominating density:

\[
g(x_k|x_{n,k-1}, y_k) = e^{-\frac{|(A_k - A_{n,k-1})|^2}{2\sigma^2}} (2\pi)^{-\frac{3}{2}} Q_0^2,
\]

for which it holds that \(p_1(x_k|x_{n,k-1}, y_k) \leq cg(x_k|x_{n,k-1}, y_k)\), with

\[
c := \sqrt{2\pi} Q_0 / \sigma \geq 1,
\]

\[
Q_0 := \int_0^\infty \frac{1}{\sigma \sqrt{2\pi}} e^{-\frac{(c - \mu)^2}{2\sigma^2}} dr = \frac{1}{2} \text{erfc}\left(-\frac{|y_k| \sigma_A}{\sigma \sqrt{2(\sigma_n^2 + \sigma_A^2)}}\right).
\]

\(^1\)In the sense that the pertinent discrete measure approximations converge to the sought continuous distributions as \(N \to \infty\), see [1] and references therein.
Through experimentation, we have found that even better results can be attained using an outer rejection loop, which declines candidates \( x_{n,k} \) generated through rejection when the following metric exceeds a certain small value (set to \( 3 \times 10^{-3} \) in our experiments):

\[
\tilde{h}(y_k, x_{n,k}) := h \frac{\frac{1}{2 \pi} \frac{1}{\sigma^2} e^{-\frac{|y_k|^2}{2\sigma^2}}}{D(y_k, x_{n,k})},
\]

where \( D(\cdot, \cdot) \) was defined in Sec. 3.3. This outer rejection loop selects particles that are consistent with the new measurement (cf. the functional form of the denominator) and, at the same time, have large weight after the associated update. We do not have a full explanation at this point, yet this version of the algorithm appears to yield the best results - in particular, better than the one based on the optimal importance function. Note that the latter is optimal with respect to minimizing the variance of the weights after the update (and typically works better than the one based on the prior importance function), but it is not necessarily optimal in terms of the performance - complexity trade-off.

4. SIMULATIONS

We now present simulation results for the three algorithms: the basic one using the prior importance function (denoted P), the one using the optimal importance function (O), and the one using the outer rejection loop as above (V). Fig. 1 shows a plot of a typical simulation run, using the posterior mean to form instantaneous frequency estimates and multinomial resampling for all three algorithms. Monte-Carlo (MC) simulation results are presented in Fig. 2. The Root Mean Square Error (RMSE) frequency estimation performance of the three algorithms is assessed using the following parameters: \( h = 0.01, T = 100, \sigma^2_A = 1, \sigma^2_n = 0.2 \), and the number of MC trials is 300. The execution time for P is \( O(NT) \), whereas for O and V the execution time is also an increasing function of \( h \). As a result, O and/or V can be faster than P, even for the same number of particles. For our simulation setup above, P, O, and V, each with 1K particles, have about the same average execution time, yet V does much better in terms of RMSE as shown in Fig. 2. It takes 3K particles for O and 5K particles for P to reach the performance of V with 1K particles.

5. CONCLUSIONS

We have developed three new particle filtering algorithms for tracking a frequency-hopped complex sinusoid, based on a novel stochastic state-space formulation. The algorithms range from a plain-vanilla version that uses the prior importance function (P), to a more advanced version that employs the optimal importance function (O), and, finally, an improvement of the latter using a problem-specific outer rejection loop (V). The two latter algorithms afford considerably better performance - complexity trade-offs.
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ABSTRACT
We consider the problem of transmit beamforming to multiple co-channel multicast groups. Since the direct minimization of transmit power while guaranteeing a prescribed minimum signal to interference plus noise ratio (SINR) at each receiver is nonconvex and NP-hard, we present convex SDP relaxations of this problem and study when such relaxations are tight. Our results show that when the steering vectors for all receivers are of Vandermonde type (such as in the case of a uniform linear array and line-of-sight propagation), a globally optimum solution to the corresponding transmit beamforming problem can be obtained via an equivalent SDP reformulation. We also present various robust formulations for the problem of single-group multicasting, when the steering vectors are only approximately known. Simulation results are presented to illustrate the effectiveness of our SDP relaxations and reformulations.

1. INTRODUCTION
Consider a downlink transmission scenario where the transmitter is equipped with \( N \) antennas and there are \( M \) receivers. Let \( h_i \) denote the \( N \times 1 \) complex channel vector from each transmit antenna to the single receive antenna of user \( i \in \{1, \ldots, M\} \). Let there be a total of \( 1 \leq G \leq M \) multicast groups, \( \{G_1, \ldots, G_G\} \), where \( G_k \) is the index set for receivers participating in multicast group \( k \), and \( k \in \{1, \ldots, G\} \). Assume that \( G_k \cap G_l = \emptyset, l \neq k, \cup_k G_k = \{1, \ldots, M\} \), and, denoting \( G_k := |G_k|, \sum_{G} G_k = M \).

Let \( w_k^d \) denote the beamforming weight vector applied to the \( N \) transmitting antenna elements to transmit multicast stream \( k \). The signal transmitted by the antenna array is equal to \( \sum_{k=1}^{G} w_k^d s_k(t) \), where \( s_k(t) \) is the temporal information-bearing signal directed to receivers in multicast group \( k \). This setup includes the case of broadcasting \((G = 1) [6]\), and the case of individual user transmissions \((G = M) [2]\) as special cases. If each \( s_k(t) \) is zero-mean white with unit variance, and the waveforms \( \{s_k(t)\}_{k=1}^{G} \) are mutually uncorrelated, then the total power radiated is equal to \( \sum_{k=1}^{G} \|w_k\|^2 \).

The joint design of transmit beamformers subject to received SINR constraints can then be posed as follows:

\[
\mathcal{P} := \min_{\{w_k \in \mathbb{C}^N\}^G} \sum_{k=1}^{G} \|w_k\|^2_2 \\
\text{s.t.} \quad \frac{|w_k^H h_i|^2}{\sum_{k=1}^{G} |w_k^H h_i|^2 + a_i^2} \geq c_i, \forall i \in G_k, \forall k \in \{1, \ldots, G\}.
\]

Problem \( \mathcal{P} \) was considered in [5] and it was found to be NP-hard, in the case of general steering vectors, based on arguments proved in earlier work [6]. Therefore, a two-step approach was proposed and shown to yield high-quality approximate solutions at manageable complexity cost. Specifically, in the first step, the original non-convex quadratically constrained quadratic programming (QCQP) problem \( \mathcal{P} \) is relaxed to a semidefinite program (SDP) (denoted as \( \mathcal{R} \)), by changing the optimization variables to \( X_k := w_k w_k^H \) and dropping the associated non-convex constraints \( \{\text{rank}(X_k) = 1\} \forall_{G \in \mathbb{C}} \). In the second step, a randomization procedure is employed to generate candidate beamforming vectors from the solution of \( \mathcal{R} \). For each candidate set of vectors, a multi-group power control (MGPC) linear programming (LP) problem is solved to ensure that the constraints of the original problem \( \mathcal{P} \) are met. The final solution of this algorithm is the set of beamforming vectors yielding the smallest MGPC objective. The overall complexity of the algorithm is manageable, since the SDP and LP problems can be solved efficiently using interior point methods and the randomization procedure is designed so that its computational cost is negligible compared to the aforementioned problems.

2. EXACT GLOBALLY OPTIMAL SOLUTION IN THE VANDERMONDE CASE
When a uniform linear array (ULA) is used for far-field transmit beamforming, the \( N \times 1 \) complex vectors which model the phase shift from each transmit antenna to the receive antenna of user \( i \in \{1, \ldots, M\} \) are Vandermonde \( h_i = [1, e^{j\theta_1}, e^{j2\theta_2}, \ldots, e^{j(N-1)\theta}]^T \).

In this scenario, we observed that when the relaxed SDP problem \( \mathcal{R} \) in [5] is feasible, its optimal solution, i.e., the blocks \( \{X_k^{opt}\}_{k=1}^{G} \), are all consistently rank-one. This means that problem \( \mathcal{R} \) is then equivalent to, and not a relaxation of, the original problem \( \mathcal{P} \). Thus, the second step of the proposed algorithm, comprising the randomization - multicast power control loop, turns out being redundant and the set of the optimum beamforming vectors \( \{w_k^{opt}\}_{k=1}^{G} \) can be formed simply using the principal components of the blocks \( \{X_k^{opt}\}_{k=1}^{G} \).

This observation suggests that, in the case of Vandermonde steering vectors, the original problem \( \mathcal{P} \) is no longer NP-hard and can be equivalently posed as a convex optimization problem.

Towards this end, note that for the special case of Vandermonde steering vectors, the signal power received at each user can be rewrit-
ten as
\[ |w_k h_i|^2 = \sum_{\ell = -1}^{N-1} r_k(\ell) e^{j\theta_i \ell}, \]  
(1)
where \( \ell := n - m \) and \( r_k(\ell) := \sum_{m=\max(-\ell,1)}^{\min(N-\ell,N)} w_k(m) w_k^*(m+\ell) \). Let us consider \( r_k(\ell) \) for \( 0 < \ell \leq N - 1 \), i.e., \( r_k(\ell) = \sum_{m=1}^{N-\ell} w_k(m) w_k^*(m+\ell) \). Then \( r_k^*(\ell) = r_k(\ell) \), i.e., \( r_k(\ell) \) is conjugate-symmetric about the origin. Define the \((2N-1) \times 1\) vector
\[ r_k := [r_k(-N+1), \ldots, r_k(-1), r_k(0), r_k(1), \ldots, r_k(N+1)]^T, \]
and the associated \((2N-1) \times 1\) “extended” steering vector
\[ f_i := [e^{-j\theta_i(N-1)}, \ldots, e^{-j\theta_i}, 1, e^{j\theta_i}, \ldots, e^{j\theta_i(N-1)}]^T. \]
(3)
Then \( |w_k^H h_i|^2 = f_i^T r_k \). Furthermore, note that \( r_k(0) = r_k(N) = \sum_{m=1}^{N-1} w_k(m) w_k^*(m) = ||w_k||^2 \). It therefore follows that the original \( P \) can be equivalently written as follows
\[ \min_{\{r_k\} \subseteq \mathbb{C}} \sum_{k=1}^{G} r_k(N) \]
subject to
\[ f_i^T r_k \geq c_i \sum_{\ell \neq k} f_i^T r_\ell + c_i \sigma_i^2, \quad \forall i \in \mathcal{G}_k, \forall k \in \{1, \ldots, G\}, \]
r_k : autocorrelation vector, \( \forall k \in \{1, \ldots, G\}, \]
where the fact that the terms in the denominator are all non-negative has also been taken into account.

This is a problem comprising a linear cost, \( M \) linear inequality constraints, and autocorrelation constraints. Each of the latter is equivalent to a linear matrix inequality (LMI) constraint \([1]\). Specifically, \( r_k(m), \forall m \in \{-N+1, \ldots, N-1\} \) belongs to the set of all finite autocorrelation sequences if and only if \( r_k(m) = \text{trace}(E^m Y_k) \), \( \forall m \in \{-N+1, \ldots, N-1\} \), for some positive semidefinite matrix \( Y_k \in \mathbb{C}^{N \times N} \), where \( E \) is the \( N \times N \) unit-shift matrix with ones in the first lower sub-diagonal and zeros elsewhere.

Thus, introducing \( G \) positive semidefinite \( N \times N \) “slack” matrices, one for each autocorrelation vector \( r_k \), the autocorrelation constraints are equivalently converted to linear equality constraints plus positive semidefinite constraints as follows
\[ \mathcal{V} : \]
\[ \min_{\{r_k\}_{k=1}^{G}, \{y_k\}_{k=1}^{G}} \sum_{k=1}^{G} r_k(N) \]
subject to
\[ f_i^T r_k - c_i \sum_{\ell \neq k} f_i^T r_\ell \geq c_i \sigma_i^2, \quad \forall i \in \mathcal{G}_k, \forall k \in \{1, \ldots, G\}, \]
r_k : \text{trace}(E^m Y_k), \quad \forall m \in \{-N+1, \ldots, N-1\}, \forall k \in \{1, \ldots, G\} \]

Problem \( \mathcal{V} \) is an SDP problem which can be efficiently solved by any standard SDP solver, such as SeDuMi \([7]\), by means of interior point methods. Once the optimum autocorrelation sequences \( \{r_k^\text{opt}\}_{k=1}^{G} \) are found, they can be factored to obtain the respective optimum beamforming vectors \( \{w_k^\text{opt}\}_{k=1}^{G} \), using spectral factorization techniques \([9]\).

A simple simulation experiment illustrates the equivalence of the aforementioned algorithm to the one proposed in \([5]\). Figures 1 and 2 show the optimized transmit beam patterns generated by algorithm 1 (SDP relaxation problem \( R \) and randomization - multicast power control problem \( MGPC \)) and algorithm 2 (SDP problem \( V \) and spectral factorization), respectively. The ULA consists of \( N = 4 \) transmit antenna elements spaced \( \lambda/2 \) apart. The \( M = 24 \) users are considered evenly clustered in \( G = 2 \) groups, at an angle of 0.5 degrees to their neighboring ones. The angular cluster separation (defined as the minimum angle between any 2 users belonging to different groups) is set to 10 degrees. The received SINR constraints are set to 10dB for all users and the noise variance to \( \sigma^2 = 1 \) for all channels.

3. ROBUST RELAXATION OF SINGLE-GROUP MULTICAST BEAMFORMING

In this section we provide a robust relaxation to the problem of downlink transmit beamforming towards a single multicast group, which was considered in \([6]\). The key difference here is that full channel state information (CSI) is no longer available; instead, the channel vectors are assumed to lie in a ball with known center and radius. Specifically, letting \( \tilde{h}_i := h_i/\sqrt{\sigma_i^2} \) denote the normalized channel vectors, we assume that \( \tilde{h}_i \in B(\tilde{h}_i) := \{h_i|\|h_i\| = \|h_i + e_i\| \leq \epsilon\} \). The robust design of the beamformer that minimizes the transmitted power, subject to constraints on the received SNR can be written as

\[ \mathcal{RB} : \]
\[ \min_{\tilde{w} \in \mathbb{C}^N} \|\tilde{w}\|^2 \]
subject to
\[ |\tilde{w}^H \tilde{h}_i|^2 \geq 1, \forall \tilde{h}_i \in B(\tilde{h}_i), \forall i \in \{1, \ldots, M\}. \]

The constraints in problem \( \mathcal{RB} \) guarantee that the received signal power in all \( M \) users will be larger than unity in the worst case, i.e., for the particular channel vector \( \tilde{h}_i \) that corresponds to the smallest value of \( |\tilde{w}^H \tilde{h}_i|^2 \). Each one of these constraints is equivalent to the semi-infinite nonconvex constraint
\[ |\tilde{w}^H \tilde{h}_i|^2 \geq 1, \forall \tilde{h}_i \in B(\tilde{h}_i), \]
(4)
which admits a convex (SOC) reformulation, as it was shown in \([8]\). First note that equation (4) can be equivalently written as
\[ \min_{\tilde{h}_i \in B(\tilde{h}_i)} |\tilde{w}^H \tilde{h}_i|^2 \geq 1. \]
(5)
Under the natural constraint \( |\tilde{w}^H \tilde{h}_i| \geq \epsilon \|\tilde{w}\|_2 \), it can be shown \([8]\) that
\[ \min_{\tilde{h}_i \in B(\tilde{h}_i)} |\tilde{w}^H \tilde{h}_i| = |\tilde{w}^H \tilde{h}_i| - \epsilon \|\tilde{w}\|_2, \]
(6)
and we can recast equation (5) as
\[ |\tilde{w}^H \tilde{h}_i| \geq 1 + \epsilon \|\tilde{w}\|_2 \implies |\tilde{w}^H \tilde{h}_i| \geq 1 + \epsilon \|\tilde{w}\|_2. \]
(7)

The robust beamforming problem \( \mathcal{RB} \) is thus equivalently written as

\[ \mathcal{RB}^\star : \]
\[ \min_{\tilde{w} \in \mathbb{C}^N} \|\tilde{w}\|^2 \]
subject to
\[ |\tilde{w}^H \tilde{h}_i| \geq 1 + \epsilon \|\tilde{w}\|_2, \forall i \in \{1, \ldots, M\}. \]
Let us also consider the corresponding original non-robust beamforming (ONRB) problem:
\[
\min_{w \in \mathbb{C}^N} \|w\|_2^2 \\
\text{s.t. : } |w^H \tilde{h}_i| \geq 1, \quad \forall i \in \{1, \ldots, M\}.
\]

Our main result in this section is the following:

**Claim 1** Let \( w' \) be an exact solution of \( \mathcal{RB}' \). Then \( w'/(1+\epsilon|w'|) \) is an exact solution of ONRB. Conversely, if \( w_o \) is an exact solution of ONRB, then \( w_o/(1-\epsilon|w_o|) \) is an exact solution of \( \mathcal{RB}' \).

**Proof:** Forward: The proof is based on two Lemmas. The first is the following Scaling Lemma:

**Lemma 1** \( w_o \) is an exact solution of ONRB if and only if \( t w_o \) is an exact solution of
\[
\min_{w \in \mathbb{C}^N} \|w\|_2^2 \\
\text{s.t. : } |w^H \tilde{h}_i| \geq t, \quad \forall i \in \{1, \ldots, M\}.
\]

**Proof:** \( |w^H \tilde{h}_i| \geq 1 \implies |tw^H \tilde{h}_i| \geq t \). Suppose there exists \( w_1 \) with \( |w_1^H \tilde{h}_i| \geq t, \forall i \), and \( \|w_1\|^2 < t^2 \|w_o\|^2 \). Consider \( w_2 := w_1/t \). It satisfies \( \|w_2\|^2 \geq 1 \), and
\[
\|w_2\|^2 \leq \frac{1}{t^2} \|w_1\|^2 < \frac{1}{t^2} \|w_o\|^2 = \|w_o\|^2,
\]
which contradicts optimality of \( w_o \) for ONRB. The converse is obvious. □

**Lemma 2** Let \( w' \) be an exact solution of \( \mathcal{RB}' \). Then, \( w' \) is an exact solution of the following non-robust beamforming problem (NRB)
\[
\min_{w \in \mathbb{C}^N} \|w\|_2^2 \\
\text{s.t. : } |w^H \tilde{h}_i| \geq 1 + \epsilon|w'|_2, \quad \forall i \in \{1, \ldots, M\}.
\]

**Proof:** Clearly, \( w' \) is a feasible solution of NRB, since it satisfies the constraints. Suppose there exists \( w'' \) that also satisfies the constraints of NRB, but with \( \|w''\|^2 < \|w'|_2^2 \). Then \( 1 + \epsilon|w|^2 > 1 + \epsilon|w''|^2 \), and thus \( w'' \) also satisfies the constraints of problem \( \mathcal{RB}' \), with \( \|w''\|^2 < \|w'|_2^2 \). This contradicts optimality of \( w' \) for \( \mathcal{RB}' \). □

Now suppose that \( w' \) is an exact solution of \( \mathcal{RB}' \). It follows from the last Lemma that it is also an exact solution of NRB. Then, from the Scaling Lemma, it follows that \( w'/(1+\epsilon|w'|) \) is an exact solution of ONRB. This completes the forward part of the proof of Claim 1. □

Converse: Let \( w_o \) be a solution of ONRB. Then, according to the Scaling Lemma
\[
w' = \frac{w_o}{1-\epsilon|w_o|_2}
\]
is a solution of the modified NRB (MNRB) problem
\[
\min_{w \in \mathbb{C}^N} \|w\|_2^2 \\
\text{s.t. : } |w^H \tilde{h}_i| \geq \frac{1}{1-\epsilon|w_o|_2}, \quad \forall i \in \{1, \ldots, M\}.
\]

We will show that \( w' \) is also a solution of \( \mathcal{RB}' \). Since \( w' \) is a solution of MNRB, it follows that
\[
|w'^H \tilde{h}_i| \geq \frac{1}{1-\epsilon|w_o|_2},
\]
(10)

However, from (9), it follows (provided that \( 1 - \epsilon|w_o|_2 \geq 0 \), i.e., \( \epsilon \leq \frac{1}{|w_o|_2} \)) that
\[
||w'|_2 = \frac{|w_o|_2}{1-\epsilon|w_o|_2} \Leftrightarrow ||w_o|_2 = \frac{||w'|_2}{1+\epsilon|w'|_2}.
\]

Hence
\[
\frac{1}{1-\epsilon|w_o|_2} = \frac{1}{1+\epsilon|w'|_2},
\]
(11)
so \( w' \) indeed satisfies the constraints of \( \mathcal{RB}' \). Suppose there exists \( w'' \), such that \( ||w''|_2 < ||w'|_2 \) which also satisfies the constraints of \( \mathcal{RB}' \). From the forward proof it follows that \( \frac{w''}{1+\epsilon|w''|^2} \) satisfies the constraints of ONRB, with norm \( \frac{|w_o|_2}{1+\epsilon|w_o|_2} \). On the other hand, \( w_o \) in (9) is an exact solution of ONRB, and \( \|w_o\|_2 = \frac{|w_o|_2}{1-|w_o|_2} \) yielding \( \|w_o\|_2 = \frac{|w_o|_2}{1+|w_o|^2} \). But \( \frac{n}{1+\epsilon} \) is monotone increasing in \( x > 0 \). Therefore, \( ||w''|_2 < ||w'|_2 \) implies that
\[
\frac{||w''|_2}{1+\epsilon|w''|^2} < \frac{||w_o|_2}{1+\epsilon|w_o|^2} = ||w_o|_2
\]
(12)
which contradicts optimality of \( w_o \) for ONRB. Thus, the proof of Claim 1 is complete. □

Claim 1 implies that we can derive an exact solution of the robust beamforming problem \( \mathcal{RB}' \) by a simple scaling of a solution to ONRB. Since both problems are NP-hard in general, in practice this translates to the following algorithm:

1. Compute a good feasible solution \( w_o \) for ONRB using the SDP relaxation approach in [6].

2. A good feasible solution of \( \mathcal{RB}' \) is then \( w_o/(1-\epsilon|w_o|_2) \).

Letting \( c_o \) and \( c'_o \) denote the norms of the optimal solutions of ONRB and \( \mathcal{RB}' \), respectively, we also have
\[
c_o = \frac{c'_o}{1+\epsilon c'_o} \Leftrightarrow c'_o = \frac{c_o}{1-\epsilon c_o}.
\]
(13)

Claim 1 further suggests that if we set \( \epsilon > 1/\|w_o\|_2 \), then the robust problem would be infeasible.

4. EXACT ROBUST SOLUTION IN THE SINGLE-GROUP VANDERMONDE CASE

Let us consider again the case when the steering vectors are Vandermonde. Then, the single-group (\( G = 1 \)) version of problem \( \mathcal{V} \) can be written as

\[
\mathcal{V}_1:
\min_{\mathbf{r} \in \mathbb{C}^{N-1}} \mathbf{e}^H \mathbf{r} \\
\text{s.t. : } \text{Re}[\mathbf{h}_i^H \mathbf{r}] \geq c_i \sigma^2, \forall i \in \{1, \ldots, M\},
\]
\[
r_t = \text{trace}(\mathbf{E}' \mathbf{Y}), \forall \ell \in \{0, \ldots, N-1\},
\]
\[
\mathbf{Y} \succeq 0.
\]
where $e_1$ is the first column of the $N \times N$ identity matrix,
\begin{equation}
r_{\ell} = \sum_{m=1}^{N-\ell} w_m w_{m+\ell}, \quad \forall \ell \in \{0, \ldots, N-1\},
\end{equation}
and
\begin{equation}
\mathbf{r} = [r_0 \ r_1 \cdots r_{N-1}]^T \in \mathbb{R} \times \mathbb{C}^{N-1},
\end{equation}
\begin{equation}
\mathbf{I} = \begin{bmatrix} 1 & 0 \\ 0 & 2\mathbf{I}_{N-1} \end{bmatrix} \in \mathbb{R}^N.
\end{equation}

A robust extension of the problem $\forall l$ would be to ask that the SNR constraints are still met, when the angles $\{\theta_i\}_{i=1}^{M}$ are not known exactly, but allowing an estimation error up to $\Delta$, i.e., they are assumed to lie within the intervals $\theta_i \in [\bar{\theta}_i - \Delta, \bar{\theta}_i + \Delta]$. In such scenario, the SNR constraints are defined as
\begin{equation}
\text{Re}[\mathbf{h}_i^H \mathbf{r}] \geq c_i \sigma^2_i, \quad \forall i \in \{1, \ldots, M\}, \quad \forall \theta_i \in [\bar{\theta}_i - \Delta, \bar{\theta}_i + \Delta].
\end{equation}

An interpretation of these constraints is that they require (the real part of) certain trigonometric polynomials to be nonnegative over a segment of the unit circle. As it is shown in [4], constraints of this form can be equivalently reformulated to the LMI constraints
\begin{equation}
\tilde{\mathbf{r}} - (c_i \sigma^2_i + j \bar{\xi}_i) e_1 = \mathbf{L}^*(\mathbf{x}_i) + \mathbf{A}^*(\mathbf{z}_i; \bar{\theta}_i - \Delta, \bar{\theta}_i + \Delta),
\end{equation}
\begin{equation}
\forall i \in \{1, \ldots, M\}, \quad \mathbf{x}_i \in \mathbb{C}^{N \times N} \succeq 0, \quad \mathbf{z}_i \in \mathbb{C}^{(N-1) \times (N-1)} \succeq 0, \quad \bar{\xi}_i \in \mathbb{R} \text{ is unconstrained, and the linear operators} \quad \mathbf{L}^* \quad \text{and} \quad \mathbf{A}^* \quad \text{are defined by equations (35) and (36)(along with (16)) in [4], respectively. Hence, the problem encountered in this section is an SDP problem, since it consists of a linear cost, $MN$ linear equality constraints and $2M$ positive semidefinite constraints.}

\section{5. CONCLUSIONS}

Whereas multi-group multicast transmit beamforming under SINR constraints is NP-hard in general [5, 6], we have shown that, in the special case of Vandermonde steering vectors it is in fact a semidefinite problem, which can be efficiently solved. We have also considered robust beamforming solutions under channel uncertainty for the case of a single multicast group. For general steering vectors, we have shown that exact solutions of the robust and non-robust versions of the problem are related via a simple one-to-one scaling transformation. Since both problems are NP-hard, this suggests an algorithm to generate a quasi-optimal solution for one given a quasi-optimal solution for the other. In the important special case of Vandermonde steering vectors, we have shown that the robust version of the problem is convex as well. This robust solution can be extended to the multi-group Vandermonde case.
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ABSTRACT

The problem of transmit beamforming to multiple co-channel multicast groups is considered, from the viewpoint of guaranteeing a prescribed minimum signal-to-interference-plus-noise-ratio (SINR) at each receiver. The problem is a multicast generalization of the SINR-constrained multiuser downlink beamforming problem: the difference is that each transmitted stream is directed to multiple receivers, each with its own channel. Such generalization is relevant and timely, e.g., in the context of 802.16 wireless networks. Based on earlier results for a single multicast group, the joint problem is easily shown to be NP-hard, a fact that motivates the pursuit of quasi-optimal computationally efficient solutions. It is shown that Lagrangian relaxation coupled with a randomization / co-channel multicast power control loop yields a computationally efficient high-quality approximate solution. For a significant fraction of problem instances, the solutions generated this way are exactly optimal. Carefully designed and extensive simulation results are presented to support the main findings.

1. DATA MODEL AND PROBLEM STATEMENT

Consider a wireless scenario incorporating a single transmitter with \( N \) antenna elements and \( M \) receivers, each with a single antenna. Let \( \mathbf{b}_k \) denote the \( N \times 1 \) complex vector that models the propagation loss and phase shift of the frequency-flat quasi-static channel from each transmit antenna to the receive antenna of user \( k \in \{1, \ldots, M\} \). Let there be a total of \( 1 \leq G \leq M \) multicast groups, \( \{G_1, \ldots, G_G\} \), where \( G_k \) denotes the indices of receivers participating in multicast group \( k \), and \( k \in \{1, \ldots, G\} \). Each receiver listens to a single multicast; thus \( G_k \cap G_l = \emptyset, l \neq k \). Let \( G_k = \{k\} \) and, denoting \( G := \bigcup_{k=1}^{G} G_k = \{1, \ldots, M\} \).

Let \( \mathbf{w}_k^H \) denote the beamforming weight vector applied to the \( N \) transmitting antenna elements to generate the spatial channel for transmitting to group \( k \). Then the signal transmitted by the antenna array is equal to \( \sum_{k=1}^{G} \mathbf{w}_k^H \mathbf{s}_k(t) \), where \( \mathbf{s}_k(t) \) is the temporal information-bearing signal directed to receivers in multicast group \( k \). Note that the above setup includes the case of broadcasting (a single multicast group, \( G = 1 \)) [6], as well as the case of individual information transmission to each receiver (\( G = M \)) by means of spatial multiplexing (see, e.g., [1]). If each \( \mathbf{s}_k(t) \) is zero-mean white with unit variance, and the waveforms \( \{\mathbf{s}_k(t)\}_{k=1}^{G} \) are mutually uncorrelated, then the total power radiated by the transmitting antenna array is equal to \( \sum_{k=1}^{G} \|\mathbf{w}_k\|^2 \).
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The joint design of transmit beamformers can then be posed as the problem of minimizing the total radiated power subject to meeting prescribed SINR constraints \( c_i \) at each of the \( M \) receivers.

\[
\begin{align*}
\mathcal{I}: \quad & \min_{\{\mathbf{w}_k \in \mathbb{C}^N\}^G} \sum_{k=1}^{G} \|\mathbf{w}_k\|^2 \\
\text{s.t.:} \quad & \frac{|\mathbf{w}_k^H \mathbf{h}_i|^2}{\sum_{i \neq k} |\mathbf{w}_i^H \mathbf{h}_i|^2 + \sigma_i} \geq c_i, \quad \forall i \in G_k, \forall k \in \{1, \ldots, G\}.
\end{align*}
\]

Problem \( \mathcal{I} \) contains the associated broadcasting problem as a special case; from this and [6], it immediately follows that

**Claim 1** Problem \( \mathcal{I} \) is NP-hard.

This motivates (cf. [4]) the pursuit of sensible approximate solutions to problem \( \mathcal{I} \).

2. RELAXATION

Towards this end, define \( \mathbf{Q}_k := \mathbf{h}_k^H \mathbf{w}_k^H \) and \( \mathbf{X}_k := \mathbf{w}_k \mathbf{w}_k^H \), and note that \( |\mathbf{w}_k^H \mathbf{h}_i|^2 = \mathbf{h}_i^H \mathbf{w}_k \mathbf{w}_k^H \mathbf{h}_i = \text{trace}(\mathbf{h}_i^H \mathbf{w}_k \mathbf{w}_k^H \mathbf{h}_i) = \text{trace}(\mathbf{h}_i \mathbf{h}_i^H \mathbf{w}_k \mathbf{w}_k^H) = \text{trace}(\mathbf{Q}_k \mathbf{X}_k) \). Then, problem \( \mathcal{I} \) can be equivalently reformulated as

\[
\begin{align*}
\mathcal{R}: \quad & \min_{\{\mathbf{X}_k \in \mathbb{C}^{N \times N}\}^G} \sum_{k=1}^{G} \text{trace}(\mathbf{X}_k) \\
\text{s.t.:} \quad & \text{trace}(\mathbf{Q}_k \mathbf{X}_k) \geq c_i \sum_{i \neq k} \text{trace}(\mathbf{Q}_i \mathbf{X}_i) + c_i \sigma_i^2, \\
& \quad \forall i \in G_k, \forall k \in \{1, \ldots, G\}, \\
& \quad \mathbf{X}_k \succeq 0, \quad \forall k \in \{1, \ldots, G\}, \\
& \quad \text{rank}(\mathbf{X}_k) = 1, \quad \forall k \in \{1, \ldots, G\},
\end{align*}
\]

where the fact that the terms in the denominator are all non-negative has also been taken into account. Dropping the rank-one constraints, we arrive at the following relaxation of problem \( \mathcal{R} \):

\[
\begin{align*}
\mathcal{R}^*: \quad & \min_{\{\mathbf{X}_k \in \mathbb{C}^{N \times N}\}^G} \sum_{k=1}^{G} \text{trace}(\mathbf{X}_k) \\
\text{s.t.:} \quad & \text{trace}(\mathbf{Q}_k \mathbf{X}_k) - s_i \sum_{i \neq k} \text{trace}(\mathbf{Q}_i \mathbf{X}_i) - s_i = c_i \sigma_i^2, \\
& \quad \forall i \in G_k, \forall k \in \{1, \ldots, G\}, \\
& \quad s_i \geq 0, \quad \forall i \in \{1, \ldots, G\}, \\
& \quad \mathbf{X}_k \succeq 0, \quad \forall k \in \{1, \ldots, G\},
\end{align*}
\]
where \( M \) non-negative real “slack” variables \( s_i \) have been introduced, in order to convert the inequality constraints to equality constraints, plus non-negativity constraints. Problem \( R \) is a Semi-Definite Program (SDP), expressed in the primal standard form used by SDP solvers, such as SeDuMi [7]. SeDuMi uses interior point methods to solve efficiently such SDP problems, at a complexity cost that is at most \( O((GN^2 + M)^{1.5}) \), and usually much less.

3. OBTAINING AN APPROXIMATE SOLUTION TO PROBLEM \( I \)

Problem \( I \) may not admit a feasible solution (counter-examples may be easily constructed), but if it does, the aforementioned approach will yield a solution to problem \( R \). Due to relaxation, this solution will not, in general, consist of rank-one blocks. In order to obtain a high-quality approximate solution of problem \( I \), the concept of randomization can be employed to generate candidate beamforming vectors generated during randomization to satisfy the hard constraints of problem \( I \). The reason is that, in contrast to \([6]\), we herein deal with an interference scenario, and boosting one group’s beamforming vector also increases interference to nodes in other groups. Whether it is feasible to satisfy the constraints for a given set of candidate beamforming vectors is also an issue here. Towards resolving this situation, let \( \beta_k := ||w_k||^2 \), and \( p_k \) denote the power boost factor for multicast group \( k \). Then the following Multi-Group Power Control (MGPC) problem emerges in converting candidate beamforming vectors to a candidate solution of problem \( I \).

\[ \text{MGPC:} \]
\[ \min_{\{p_k \in \mathbb{R}\}} \sum_{k=1}^{G} \beta_k p_k \]
\[ \text{s.t.:} \]
\[ \sum_{l,k} p_k a_{l,k} - c_i \sum_{l \neq k} p_k a_{l,k} - s_i = c_i \sigma_i^2, \]
\[ \forall i \in G_k, \forall k \in \{1, \ldots, G\}, \]
\[ p_k \geq 0, \forall k \in \{1, \ldots, G\}, \]
\[ s_i \geq 0, \forall i \in \{1, \ldots, M\}. \]

As in Section 2, taking advantage of the fact that the terms in the denominator are all non-negative and introducing \( M \) non-negative real “slack” variables \( s_i \), problem \( \text{MGPC} \) can be reformulated as Problem \( \text{MGPC} \) is a Linear Program (LP), since the cost function and all constraints are linear. SeDuMi can be used again to solve it efficiently. Note that SeDuMi will also yield an infeasibility certificate in case the \( \text{MGPC} \) problem is not solvable for a particular beamforming configuration, which is nice.

For \( G = M \) (independent information transmission to each receiver), problem \( R \) is equivalent to and not a relaxation of \( I \), see [1], and problem \( \text{MGPC} \) reduces to the well-known multiuser downlink power control problem, which can be solved using simpler means (e.g., [3]): matrix inversion, but also iterative descent algorithms. In this special case, (in)feasibility can be determined from the spectral radius of a certain “connectivity” matrix. Similar simplifications for the general instance of \( \text{MGPC} \) are perhaps possible, but appear highly non-trivial. At any rate, LP routines are very efficient.

The overall algorithm for obtaining an approximate solution to problem \( I \) can thus be summarized as follows:

1. Relaxation: Solve problem \( R \), using SDP. Denote the solution \( \{X_k \}_{k=1}^G \).

2. Randomization / Scaling Loop: For each \( k \), generate a vector in the span of \( X_k \), using the Gaussian randomization technique (randC) in [6]. If, for some \( k \), \( \text{rank}(X_k) = 1 \), then use the principal component instead. Next, feed the resulting set of candidate beamforming vectors \( \{w_k \}_{k=1}^G \) into problem \( \text{MGPC} \) and solve it using LP. If the particular instance of \( \text{MGPC} \) is infeasible, discard the proposed set of candidate beamforming vectors; else, see if it yields smaller \( \text{MGPC} \) objective than previously checked candidates. If so, record solution and associated objective value.

The quality of approximate solutions to problem \( I \) generated this way can be checked against the lower bound on transmit power obtained in solving problem \( R \). This bound can be further motivated from a duality perspective, as in [6]; that is, the aforementioned relaxation lower bound is in fact the tightest lower bound on the optimum of problem \( I \) attainable via Lagrangian duality [2]. This follows from arguments in [8] (see also the single-group case in [6]), due to the fact that problem \( I \) is a quadratically constrained quadratic program.

4. SIMULATION RESULTS

The first step of the proposed algorithm consists of a relaxation of the original QoS beamforming problem \( I \) to problem \( R \). The original problem \( I \) may or may not be feasible; if it is, then so is problem \( R \). If \( R \) is infeasible, then so is \( I \). The converse is generally not true; i.e., if \( R \) is feasible, \( I \) need not be feasible. In order to establish feasibility of \( I \) in this case, the randomization - \( \text{MGPC} \) loop should yield at least one feasible solution. This is most often the case, as will be verified in the sequel. If the randomization - \( \text{MGPC} \) loop fails to return at least one feasible solution, then the (in)feasibility of \( I \) cannot be determined. There is, therefore, a relatively small proportion of problem instances for which (in)feasibility of \( I \) cannot be decided using the proposed approach.

It is evident from the above discussion that feasibility is a key aspect of problem \( I \) and its proposed solution via problem \( R \) and the randomization - \( \text{MGPC} \) loop. Feasibility depends on a number of factors; namely, the number of transmit antenna elements \( N \), the number and the populations of the multicast groups, \( G \) and
respectively, the channel characteristics \( h_i \), the channel noise variances \( \sigma^2_i \), and finally the desired receive SINR constraints \( c_i \).

Beyond feasibility, there are two key issues of interest. The first has to do with cases for which the solution to problem \( \mathcal{R} \) yields an exact optimum of the original problem \( \mathcal{I} \). This happens when the \( N \times N \) blocks \( X_k \), \( k \in \{1, \ldots, G\} \) turn out all being rank-one. In this case, the associated principal components solve optimally the original problem \( \mathcal{I} \), i.e., in such a case \( \mathcal{R} \) is not a relaxation after all.\footnote{It is interesting to find the frequency of occurrence of such an event, whose benefit is twofold: not only the problem is solved optimally, but also at smaller complexity, since the randomization step and the repeated solution of the ensuing \( MGPC \) problem is avoided.} The second issue has to do with the quality of the final approximate solution to problem \( \mathcal{I} \) in those cases where a feasible solution can be found using the proposed two-step algorithm. As in \cite{6}, a practical figure of merit for the quality of the final approximate solution (set of beamforming vectors and power scaling factors) is the ratio of the total transmitted power corresponding to the approximate solution over \( \sum_{k=1}^{G} \text{trace}(X_k) \) - the lower bound generated from the solution of \( \mathcal{R} \).

We consider the standard i.i.d. Rayleigh fading model, i.e., the elements of the channel vectors \( h_i \), \( \forall i \in \{1, \ldots, M\} \) are i.i.d. circularly symmetric complex Gaussian random variables of variance 1. Tables 1 and 2 summarize the results obtained using the proposed algorithm for 300 Monte-Carlo runs\footnote{3000 Monte-Carlo runs were employed in cases where \( \mathcal{R} \) was feasible in less than 10% of the 300 problem instances initially considered. This was done to improve the estimation accuracy for quantities conditioned on the feasibility of \( \mathcal{R} \).} and 1000 Gaussian randomization samples each. The simulations are repeated for a variety of choices for \( N, M \) (see column 1). The users are considered to be evenly distributed among the multicast groups, i.e., \( G_k = M/G, \forall k \in \{1, \ldots, G\} \). For each such configuration, the problem is solved for increasing values (in dB, column 2) of the received SINR constraints (same for all users), until problem \( \mathcal{R} \) becomes infeasible. The noise variance is set to \( \sigma^2 = 1 \) for all channels. The percentage of the 300 Monte-Carlo runs for which \( \mathcal{R} \) is feasible is shown in column 3. Columns 4 and 5 report the percentage of \( \mathcal{R} \) feasible solutions which yield exact solutions to problem \( \mathcal{I} \) (i.e., when all \( X_k \)'s are rank-one), and for which the ensuing randomization - \( MGPC \) loop yields at least one feasible solution, respectively. Finally, the last column holds the average value of the ratio of transmitted power corresponding to the final approximate solution over the lower bound obtained from the SDR solution.

The \( \mathcal{R} \) feasibility percentage, and the percentage of cases where \( \mathcal{R} \) is equivalent to \( \mathcal{I} \), listed in columns 3 and 4, are also plotted in Figures 1 and 2, versus the requested SINR values, for most of the scenarios under consideration. It is observed that \( \mathcal{R} \) is getting more difficult to solve (for increasing values of the SINR constraints) as the number \( G \) and/or the population \( G_k \) of the multicast groups increases and/or the number \( N \) of available transmit antenna elements decreases. In all configurations considered, the higher the target SINR, the less likely it is that problem \( \mathcal{R} \) is feasible, which is intuitive. Interestingly though, the percentage of exact solutions to \( \mathcal{I} \) generated via \( \mathcal{R} \) also increases with target SINR. It seems as if rank-one solutions are more likely when operating close to the infeasibility boundary. Furthermore, if the same number of users is distributed over more multicast groups (thus, the number \( G_k \) of users per group drops) the attainable common SINR is reduced, as is perhaps intuitive. On the other hand, when the target SINR is on the relatively low side, optimum solutions are more frequently encountered in this case (e.g. see the case of 12 users distributed in 2, 3, and 4 groups for SINR of 6dB), since it is more likely for the fewer users of any group to be spatially close (the respective probability is approximately \( 1/G^2 \)). Last but not least, the randomization - \( MGPC \) loop yields a feasible solution with a probability higher than 90% in most cases where \( \mathcal{R} \) is feasible; this solution entails transmission power that is under two times (3 dB from) the possibly unattainable lower bound, on average.

In some scenarios, \( \mathcal{R} \) consistently yields an exact solution of \( \mathcal{I} \). That is, the \( X_k \) blocks are all consistently rank-one. In this case, no further randomization is needed - the principal components of the extracted blocks are the optimal beamformers. More on this will be included in \cite{5}.

5. CONCLUSIONS

Transmit beamformer design was considered in the context of co-channel multicast transmission to multiple groups of users. The problem is a generalization of downlink transmit beamforming of independent information streams to individual users \cite{1} and references therein; and the single-group multicast beamforming in \cite{6}. Using \cite{6}, the general instance of the problem is easily shown to be NP-hard. A two-step approach comprising semidefinite relaxation and a randomization - multicast power control loop was proposed and shown to yield high-quality approximate solutions, plus means of testing feasibility, at manageable complexity cost.
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Table 1. MC simulation results for QoS Beamforming (Rayleigh)

<table>
<thead>
<tr>
<th>$N/G \times C_k$</th>
<th>SINR</th>
<th>$%$</th>
<th>$% = \frac{%}{2}$</th>
<th>$%G%C%$</th>
<th>mean</th>
</tr>
</thead>
<tbody>
<tr>
<td>8/2 x 8</td>
<td>6</td>
<td>100</td>
<td>93.35</td>
<td>99.67</td>
<td>1.01</td>
</tr>
<tr>
<td>8/2 x 8</td>
<td>6</td>
<td>100</td>
<td>34.33</td>
<td>100</td>
<td>1.17</td>
</tr>
<tr>
<td>8/3 x 4</td>
<td>6</td>
<td>100</td>
<td>76.67</td>
<td>100</td>
<td>1.04</td>
</tr>
<tr>
<td>8/4 x 3</td>
<td>6</td>
<td>100</td>
<td>92.67</td>
<td>99.67</td>
<td>1.01</td>
</tr>
<tr>
<td>6/2 x 8</td>
<td>6</td>
<td>100</td>
<td>96.33</td>
<td>83.74</td>
<td>2.74</td>
</tr>
<tr>
<td>6/2 x 6</td>
<td>6</td>
<td>100</td>
<td>137.67</td>
<td>100</td>
<td>1.39</td>
</tr>
<tr>
<td>4/2 x 6</td>
<td>6</td>
<td>100</td>
<td>84</td>
<td>99.67</td>
<td>1.02</td>
</tr>
<tr>
<td>4/2 x 8</td>
<td>6</td>
<td>45.57</td>
<td>35.77</td>
<td>68.61</td>
<td>1.86</td>
</tr>
<tr>
<td>4/2 x 4</td>
<td>6</td>
<td>97.67</td>
<td>74.40</td>
<td>100</td>
<td>1.07</td>
</tr>
<tr>
<td>8/2 x 8</td>
<td>8</td>
<td>100</td>
<td>13</td>
<td>99.33</td>
<td>1.85</td>
</tr>
<tr>
<td>8/2 x 6</td>
<td>8</td>
<td>100</td>
<td>34.67</td>
<td>100</td>
<td>1.16</td>
</tr>
<tr>
<td>8/3 x 4</td>
<td>8</td>
<td>100</td>
<td>79.67</td>
<td>100</td>
<td>1.04</td>
</tr>
<tr>
<td>8/4 x 3</td>
<td>8</td>
<td>83</td>
<td>95.18</td>
<td>100</td>
<td>1.01</td>
</tr>
<tr>
<td>6/2 x 8</td>
<td>8</td>
<td>70.33</td>
<td>21.33</td>
<td>79.62</td>
<td>2.05</td>
</tr>
<tr>
<td>6/2 x 6</td>
<td>8</td>
<td>99.67</td>
<td>38.80</td>
<td>99.67</td>
<td>1.26</td>
</tr>
<tr>
<td>6/2 x 4</td>
<td>8</td>
<td>100</td>
<td>83.33</td>
<td>100</td>
<td>1.02</td>
</tr>
<tr>
<td>4/2 x 6</td>
<td>8</td>
<td>12.67</td>
<td>60.33</td>
<td>92.11</td>
<td>2.24</td>
</tr>
<tr>
<td>4/2 x 4</td>
<td>8</td>
<td>90</td>
<td>80.37</td>
<td>100</td>
<td>1.05</td>
</tr>
</tbody>
</table>

Table 2. MC simulation results for QoS Beamforming (Rayleigh)

<table>
<thead>
<tr>
<th>$N/G \times C_k$</th>
<th>SINR</th>
<th>$%$</th>
<th>$% = \frac{%}{2}$</th>
<th>$%G%C%$</th>
<th>mean</th>
</tr>
</thead>
<tbody>
<tr>
<td>8/2 x 8</td>
<td>10</td>
<td>100</td>
<td>13</td>
<td>99.67</td>
<td>1.92</td>
</tr>
<tr>
<td>8/2 x 6</td>
<td>10</td>
<td>100</td>
<td>37</td>
<td>99.67</td>
<td>1.17</td>
</tr>
<tr>
<td>8/3 x 4</td>
<td>10</td>
<td>99</td>
<td>80.81</td>
<td>99.33</td>
<td>1.04</td>
</tr>
<tr>
<td>8/4 x 3</td>
<td>10</td>
<td>43.4</td>
<td>97.31</td>
<td>98.92</td>
<td>1.00</td>
</tr>
<tr>
<td>6/2 x 8</td>
<td>10</td>
<td>30.67</td>
<td>36.96</td>
<td>84.78</td>
<td>1.64</td>
</tr>
<tr>
<td>6/2 x 6</td>
<td>10</td>
<td>98</td>
<td>44.90</td>
<td>96.94</td>
<td>1.46</td>
</tr>
<tr>
<td>6/2 x 4</td>
<td>10</td>
<td>100</td>
<td>82.67</td>
<td>100</td>
<td>1.02</td>
</tr>
<tr>
<td>4/2 x 6</td>
<td>10</td>
<td>1.97</td>
<td>74.58</td>
<td>93.22</td>
<td>1.39</td>
</tr>
<tr>
<td>4/2 x 4</td>
<td>10</td>
<td>74</td>
<td>82.43</td>
<td>99.10</td>
<td>1.04</td>
</tr>
</tbody>
</table>

Fig. 1. $\%$ feasibility percentages

Fig. 2. $\%$ equivalence to $\%$ percentages,
ABSTRACT

Given a set of pairwise distance estimates between nodes, it is often of interest to generate a map of node locations. This is an old problem that has attracted renewed interest in the signal processing community, due to the recent emergence of wireless sensor networks and ad-hoc networks. Sensor maps are useful for estimating the spatial distribution of measured phenomena, as well as for routing purposes. Both centralized and decentralized solutions have been developed, along with ways to cope with missing data, accounting for the reliability of individual measurements, etc. We revisit the basic version of the problem, and propose a two-stage algorithm that combines algebraic initialization and gradient descent. In particular, we borrow an algebraic solution from the database literature, and adapt it to the sensor network context, using a specific choice of anchor/pivot nodes. The resulting estimates are fed to a gradient descent iteration. The overall algorithm offers better performance at lower complexity than existing centralized full-connectivity solutions. Also, its performance is relatively close to the corresponding Cramér-Rao bound, especially for small values of range error variance.

1. INTRODUCTION

The problem of node localization from pairwise distance estimates has recently attracted renewed interest in the signal processing and communications literature (e.g., [1, 3, 4]), owing to the recent interest in wireless sensor networks and ad-hoc networks. Given a matrix of pairwise distances (usually estimated using received signal strength measurements and a path loss model), the localization problem asks to determine the relative node locations that generate these distances. In other words, one seeks a map of sensor locations with a given (approximate) distance structure. This is a classic problem originating in psychometrics [5, 6], known as Multi-Dimensional Scaling (MDS).

There are many MDS flavors and variants; perhaps the simplest, most well known (and most common) is metric MDS. The classical approach to solving MDS is based on computing the principal components of a double-centered version of the distance matrix. This works well (albeit not optimally, due to the double centering), but its complexity is cubic in the number of nodes, and thus does not scale well with network size. A popular alternative to principal component analysis (PCA) is the use of gradient descent or other numerical optimization tools that aim to optimize a stress function. The stress function measures the error between the given distances and those reproduced by a given configuration of points. The drawback of gradient descent and related approaches is that they require accurate initialization.

We propose a two-stage MDS algorithm that employs an algebraic initialization procedure followed by gradient descent. The algebraic initialization is based on the Fastmap [2] algorithm, borrowed from the database literature. Fastmap is a linear-complexity mapping tool, which is, however, sensitive to range measurement errors. Due to the fact that distances are invariant to coordinate frame transformations (rotation, reflection, shift), there is a need to employ three so-called anchor nodes, whose position is accurately known (e.g., via GPS) in order to fix a desired coordinate frame. Unfortunately, Fastmap is very sensitive to coordinate alignment, because the estimated position of every node (and thus anchor nodes as well) is only based on distances to selected pivot nodes - thus there is no averaging. In order to mitigate this problem, we advocate a particular choice of anchor pivot nodes, placed at the outer edges of the network. This placement bypasses the need for alignment and thus alignment errors, thereby providing a high-quality initialization to the gradient descent. The overall algorithm affords better localization accuracy than PCA-based MDS, at substantially lower complexity cost (quadratic in the number of nodes).

The rest of this paper is structured as follows. In Section 2 we explain in detail the PCA-based MDS algorithm, and its alternative implementations. The Fastmap algorithm is briefly reviewed in Section 3. In Section 4 we describe the proposed Fastmap-MDS algorithm. Simulation results regarding the performance of the above three algorithms, and the Cramer-Rao Lower Bound for the particular localization problem, are shown in Section 5 and conclusions are drawn in section 6.

2. MULTIDIMENSIONAL SCALING

Multidimensional Scaling (MDS) [5, 6],[4] is a method used to depict the spatial structure of distance-like data using the dissimilarity measure among them. It has its origins in psychometrics and psychophysics. MDS starts by presuming that the dissimilarities of each pair of objects stem from data points in an m-dimensional space. In most cases the space in which the data is placed is 2 or 3-dimensional. The algorithm aims to find a geometric representation of the data, such that the distances between data points fit as well as possible to the given dissimilarity information.

We denote the dissimilarity measure (the estimated distances in our case), between objects i and j as \( d_{ij} \). The set of the dissim-
ilarities forms the matrix $\mathbf{D}$. We also let $\tilde{d}_{ij}$ denote the Euclidean distance between two points $X_i = (x_{i1}, x_{i2}, ..., x_{im})$ and $X_j = (x_{j1}, x_{j2}, ..., x_{jm})$, i.e.

$$
\tilde{d}_{ij} = \sqrt{\sum_{k=1}^{m} (x_{ik} - x_{jk})^2},
$$

(1)

where $m$ is usually 2 or 3.

In classical metric MDS, we estimate the node coordinates $\mathbf{X}$ by computing the $m$ principal components of a double-centered and element-wise squared version of the matrix $\mathbf{D}$, denoted by $\mathbf{B}$:

$$
\mathbf{B} = -\frac{1}{2} \mathbf{J} \mathbf{P} \mathbf{J},
$$

(2)

where $\mathbf{P}$ is the matrix of squared distance measures, and $\mathbf{J}$ is the centering operator, i.e.

$$
\mathbf{J} = \mathbf{I} - \mathbf{e}\mathbf{e}^T / N,
$$

(3)

with $N$ denoting the number of objects (sensor nodes). For an $N \times N$ matrix $\mathbf{D}$ and for $m$ dimensions, it can be shown that

$$
-\frac{1}{2} (d_{ij} - 1/N \sum_{j=1}^{N} d_{ij} - 1/N \sum_{i=1}^{N} d_{ij} + \frac{1}{N^2} \sum_{j=1}^{N} \sum_{i=1}^{N} d_{ij} = \sum_{k=1}^{m} x_{ik} x_{jk},
$$

(4)

thus the estimated node coordinates are given by the $m$ principal eigenvectors of the matrix $\mathbf{B}$, scaled by the square roots of the corresponding eigenvalues. With $\mathbf{U}_r$ denoting the $m$ principal eigenvectors and $\mathbf{V}_r$ diagonal containing the corresponding eigenvalues, $\mathbf{B}_r = \mathbf{U}_r \mathbf{V}_r \mathbf{U}_r$ is an optimal least squares approximation of $\mathbf{B}$, and $\mathbf{X}_r = \mathbf{U}_r \mathbf{V}_r^{1/2}$ is an approximation of the node coordinates in $m$-dimensional space, up to a common coordinate rotation, reflection, and shift. An alignment procedure is necessary to transform the estimated node locations to a desired frame of reference.

Direct minimization of a suitable stress function is an alternative to PCA-based MDS [5]. A common stress function is

$$
stress^2 = \sum_{i,j} (\tilde{d}_{ij} - d_{ij})^2.
$$

(5)

Minimization starts with an initial guess of the node positions (often random), followed by gradient descent iterations. Initialization matters a lot in this context, because the stress function is multimodal. Furthermore, the number of iterations required for convergence depends heavily on the quality of the initialization.

3. FASTMAP

The basic element of Fastmap [2] is the projection of the objects on a properly selected line. This is achieved by selecting two objects $O_a, O_b$, called pivots, and projecting all other objects on the line that passes through them. A pair of pivots is chosen for each of the $m$ dimensions. The coordinates, (i.e. projections on the pivot line) of the objects can be found by employing the cosine law [2]. Thus, the first coordinate for object $O_i$ is given by:

$$
x_i = \frac{d_{ia}^2 + d_{ib}^2 - d_{ab}^2}{2d_{ab}},
$$

(6)

where $d_{ij}$ is the dissimilarity measure between nodes $i$ and $j$ and $a,b$ are the pivot objects. After computing these coordinates for each object $O_i$, we consider a hyperplane which is orthogonal to the pivot line. We then project the objects on this hyperplane, and repeat the process, this time using

$$
\hat{d}^2_{ij} = \tilde{d}^2_{ij} - (x_i - x_j)^2, \quad i,j = 1, ..., N.
$$

(7)

A heuristic method is proposed in [2] for choosing the pivots as far as possible from one another.

In database applications there is no “natural” or preferred coordinate frame of reference, thus the final alignment step is not used, and anchors are not needed. In the context of sensor networks, however, obtaining absolute position estimates is important. Unfortunately, Fastmap is very sensitive to coordinate alignment, because the estimated position of every node (and thus anchor nodes as well) is only based on distances to the chosen pivot nodes - thus there is no averaging. In order to mitigate this problem, we advocate a particular choice of anchor/pivot nodes, placed at the outer edges of the network. In particular, we assume that the sensor nodes are spread over a square, and place the anchor nodes, which will also serve as pivots, at three vertices (see Fig. 1). This placement bypasses the need for alignment and thus alignment errors, thereby providing a high-quality initialization to the gradient descent. Anchors #1 and #2 also serve as pivots for determining the coordinates in the first dimension, while anchors #2 and #3 double as pivots for the second dimension.

4. TWO-STAGE FASTMAP-MDS APPROACH

Fastmap is a fast algebraic method that is rather sensitive to measurement errors, particularly so in the final alignment step. In our context, this sensitivity can be mitigated by proper use of anchor/pivot nodes. The resulting estimates can be used as initialization for gradient descent. Each step of gradient descent costs $O(N^2)$. Assuming good-enough initialization, only a few gradient descent steps will be needed. This suggests that a substantial complexity reduction relative to PCA is possible. Interestingly, estimation accuracy can be improved as well, as we will see.

The basic steps of the two-stage algorithm are shown in Table 1. Denoting by $(x_i, y_i)$ the estimated position of node $i$, the partial

![Fig. 1. Anchor-Pivot node placement for using Fastmap in sensor network localization](image-url)
Table 1. The 2-D Hybrid Fastmap-MDS Algorithm

<table>
<thead>
<tr>
<th>Input: D</th>
</tr>
</thead>
<tbody>
<tr>
<td>1. Run Fastmap using as pivot the anchor nodes, which are placed on the three vertices of the square distribution area. Let X be the vector which contains all the estimated coordinates, which are returned by Fastmap.</td>
</tr>
<tr>
<td>2. Determine p, λ</td>
</tr>
<tr>
<td>3. For i = 1 to p begin</td>
</tr>
<tr>
<td>• evaluate ∇stress at the point X</td>
</tr>
<tr>
<td>• X = X − λ∇stress</td>
</tr>
<tr>
<td>end</td>
</tr>
<tr>
<td>4. Output: X</td>
</tr>
</tbody>
</table>

Table 2. Computational complexities

<table>
<thead>
<tr>
<th>Algorithm</th>
<th>Complexity</th>
</tr>
</thead>
<tbody>
<tr>
<td>Fastmap</td>
<td>O(mN)</td>
</tr>
<tr>
<td>Hybrid Fastmap-SVD</td>
<td>O(pmN^2), p &lt;&lt; N</td>
</tr>
<tr>
<td>MDS with SVD</td>
<td>O(N^3)</td>
</tr>
</tbody>
</table>

derivative of the stress function in (5) is given by

\[
\frac{\partial \text{stress}}{\partial x_i} = \sum_{j \neq i} (\frac{\sqrt{(x_i - x_j)^2 + (y_i - y_j)^2} - d_{ij}}{(x_i - x_j)^2 + (y_i - y_j)^2})(x_i - x_j) |
\]

with a similar expression for the partial derivative with respect to y_i. For simplicity, but also to bound complexity, a fixed number p = 10 of gradient descent steps is used in our simulations.

5. RESULTS

We compare the three algorithms described above, in the context of node localization in sensor networks. We consider that the network has full connectivity, that is, we have distance estimates for every pair of nodes. The distance estimates are assumed to contain an error which is proportional to the true distance between the nodes. Thus, we model the distance estimates to be

\[
d_{ij} = p_{ij} + N(0, \lambda e_r),
\]

where \( p_{ij} \) is the true distance between nodes i and j and \( e_r \) is the measurement range error variance. Network nodes are considered to be uniformly distributed in a square with area equal to 1, i.e. the x and y coordinates of the sensor nodes are assumed uniformly distributed in [0, 1]. We employ the alignment procedure described in [3], in order to find the actual coordinates, and adopt root mean squared error as our estimation performance metric

\[
RMSE := \frac{\sum_{i=1}^{N} \sqrt{(x_{ei} - x_{ri})^2 + (y_{ei} - y_{ri})^2}}{N},
\]

where \( x_{ei}, y_{ei} \) are the estimated coordinates, and \( x_{ri}, y_{ri} \) are the actual sensors coordinates. The baseline MDS algorithm is based on PCA. The complexities of the three algorithms are summarized in Table 2.

In Fig. 2 we show the RMSE performance of the three methods for a sensor network with 80 sensors, as a function of \( e_r \). The corresponding Cramér-Rao Bound (CRB) is also plotted as a benchmark\(^1\). The parameter \( \lambda \) of the hybrid algorithm is set to 0.01 for this experiment. We observe that Fastmap exhibits poor performance, while PCA-based MDS and the proposed two-stage algorithms have better performance, as expected. Interestingly, the proposed algorithm is not only less complex, but also more accurate than PCA-MDS. This is partially attributed to the fact that PCA-MDS uses double centering, which colors the noise, whereas the proposed algorithm directly minimizes the stress function. We also observe that the Hybrid algorithm is relatively close to the CRB, especially for low range error variance.

In Fig. 3 we show corresponding performance results and the CRB for a network with 200 nodes. The \( \lambda \) parameter is set to 0.005. The estimation accuracies of both PCA-MDS and the proposed two-stage algorithm improve, as expected, relative to the previous case. Fastmap does not benefit, due to the lack of (implicit or explicit) averaging.

We now compare the three algorithms over an additive white noise measurement model, i.e., the measurements have the following form

\[
d_{ij} = p_{ij} + N(0, \lambda),
\]

where the variance of the measurement error is independent of the distance between the two nodes. The results are shown in Fig. 4 for the case of 80 sensor nodes, and in Fig. 5 for the case of 200 nodes. We observe again that the Hybrid algorithm exhibits better performance than the other two.

6. CONCLUSIONS

We have proposed a two-stage hybrid localization algorithm that offers a better accuracy-complexity trade-off than existing alternatives in the context of sensor networks. The new algorithm employs Fastmap, coupled with judicious selection of anchor nodes that double as pivots, to generate a computationally cheap yet sufficiently accurate initialization for gradient descent. Our simulations indicate that the overall algorithm outperforms PCA-based MDS both in terms of complexity and in terms of estimation accuracy. Future work will include pertinent modifications of this idea that are well-suited for distributed computation and missing data.
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Fig. 2. RMSE performance vs measurement range error variance. N=80, all pairwise distance estimates collected. Measurement error proportional to the actual distance. 100 Monte Carlo runs.

Fig. 3. RMSE performance vs measurement range error variance. N=200 sensor nodes, all pairwise distance estimates collected. Measurement error proportional to the actual distance. 100 Monte Carlo runs.

Fig. 4. RMSE performance vs measurement range error variance. N=80, additive noise measurement model, all pairwise distance estimates collected. 100 Monte Carlo runs.

Fig. 5. RMSE performance vs measurement range error variance. N=200 sensor nodes, all pairwise distance estimates collected. Additive noise measurement model. 100 Monte Carlo runs.
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ABSTRACT

We consider the problem of transmit downlink beamforming for wireless transmission in the context of certain broadcasting or multicasting applications wherein Channel State Information (CSI) is available at the transmitter, and a common message is to be transmitted to the users. Unlike the usual “blind” isotropic broadcasting scenario, the availability of CSI allows transmit optimization. We adopt a minimum transmission power criterion, subject to prescribed minimum received Signal-to-Noise Ratio (SNR) at each of the intended receivers. We also consider a related max-min SNR “fair” problem formulation subject to a transmit power constraint. The basic problem is non-convex and thus difficult to solve; however, we show that a suitable reformulation allows the application of semidefinite relaxation (SDR) techniques. SDR yields a (generally approximate) solution, but in many cases our solution is optimal, and in most cases it is within 3-4 dB from the optimal solution, which is often good enough in our intended applications. While the focus of the paper is on a wireless communication scenario, we also discuss related problems in downstream precoding for broadcasting in digital subscriber line systems.

1. INTRODUCTION

Consider a transmitter that utilizes an antenna array to broadcast (common) information to multiple radio receivers (with a single antenna) within a certain service area. The traditional approach to broadcasting is to radiate transmission power isotropically, or with a fixed directional pattern. While such an approach has the advantage that it is channel independent, it may incur a substantial performance penalty. Furthermore, in modern digital video/audio/data broadcasting and multicasting applications, it is often plausible to assume that the transmitter can acquire channel state information (CSI) for all its intended receivers. This is relatively straightforward in fixed wireless systems and Time-Division-Duplex (TDD) systems, but it can also be accomplished in more general scenarios through the use of beacon signals, periodically transmitted from the broadcasting station (and typically embedded in the transmission). The receiving radios can then feed back their CSI through a feedback channel. For the moment, we shall assume that all channels are perfectly known at the transmitter site. Most of these assumptions can be alleviated, up to a certain extent, at the expense of graceful performance degradation relative to the idealized conditions postulated above.
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The key idea is this: If the transmitter has CSI for all the radios that it intends to broadcast to, then it makes sense to attempt to minimize total transmission power (and thus leakage to neighboring co-channel transmissions), subject to meeting constraints on the received Signal-to-Noise Ratio (SNR) for each individual intended receiver. Note that this is a Quality of Service (QoS) guarantee that directly translates to a guaranteed minimum information rate for each of the receivers. Also note that different receivers may have different SNR requirements, due to differing traffic requirements, and different noise and interference conditions.

Another application of the methodology developed herein can be found in downstream multicast transmission for multi-carrier and single-carrier Digital Subscriber Line (DSL) systems. In this context, (linear) precoding of multiple DSL loops in the same binder that wish to subscribe to a common service (e.g., news feed, video-conference, or movie multicast) can be employed to improve quality of service and/or reduce far-end crosstalk (FEXT) interference to other loops in the binder. In cases wherein the Customer-Premise Equipment (CPE) receivers are not physically co-located (as in residential service), or cannot be coordinated (as in legacy CPE systems), multiuser decoding of the downstream transmission is not feasible, while transmit precoding is viable. The most important difference between DSL and the wireless multicast scenario considered so far is that DSL channels are diagonally-dominant. That said, exploitation of the crosstalk coupling to reduce FEXT levels to other loops in the binder offers the potential for considerable gains in the management of mutual interference.

It is interesting to note that, as of today, internet multicasting (using the internet protocol’s Multicast Backbone - MBone) is performed at the network layer, i.e., via packet-level flooding or spanning-tree access of the participant nodes and any intermediate nodes needed to access the participants. Instead, what we advocate herein is judicious physical layer multicasting, that is enabled by i) the availability of multiple transmitting elements; ii) exploiting opportunities for joint beamforming/precoding; and iii) the availability of CSI at the transmitting node or one of its proxies. This is a cross-layer optimization approach that exploits information that is made available at the physical layer to reduce relay retransmissions at the network layer. This provides the potential for congestion relief and considerable Quality of Service (QoS) gains.

Notation: We use lowercase boldface letters to denote column vectors, and uppercase bold letters to denote matrices. (·)T denotes transpose, while (·)H denotes Hermitian (conjugate) transpose. Re (Im) extracts the real (respectively, imaginary) part of its argument.
2. DATA MODEL AND PROBLEM STATEMENT

We assume that each radio receiver employs a single receive antenna (and thus a single receiver front-end and downconversion chain), as is appropriate for simplicity and cost considerations in broadcasting applications. Let $h_i$ denote the $N \times 1$ complex vector modeling propagation loss and phase shift from each of the $N$ transmitting antenna elements to the receiving antenna of user $i \in \{1, \ldots, M\}$. This model assumes that the channels between the transmitter and the receivers are flat in frequency over the bandwidth of the transmitted signal, but, as we will demonstrate below, the principles of our design can be extended to the frequency-selective case in a straightforward manner.

If we let $w^H$ denote the weight vector applied to the $N$ transmitting antenna elements, then the problem of interest is to minimize the transmitted power (of a white data sequence), subject to the received signal power of user $i$ being larger than a threshold $c_i$. This problem can be written as

\[
\min \|w\|^2 \\
\text{subject to: } |w^H h_i|^2 \geq c_i, \quad i \in \{1, \ldots, M\}
\]

where $w \in \mathbb{C}^N$. This is a quadratically constrained quadratic programming problem, but unfortunately the constraints are not convex.

2.1. Review of Pertinent Prior Art

The above problem is reminiscent of some closely-related problems. For $M = 1$, the optimum $w$ is a matched filter. When the channel vectors span a ball or ellipsoid about a "nominal" channel vector (a model that implies a continuum of intended receivers), the problem can be solved exactly using second-order cone programming, as shown in [8]. The key observation is that one can convert the infinitely-many non-convex constraints over the ball into a single convex constraint, by taking advantage of rotational freedom and the Cauchy-Schwarz inequality to explicitly construct the worst-case channel vector within the said ball. Unfortunately, we are not aware of a corresponding conversion for finitely-many channel vectors (intended receivers).

Another closely-related work is that in [1] (and references therein), which considers the problem of multiuser transmit beamforming for the cellular downlink. The key difference between [1] and our formulation is that the authors of [1] consider the transmission of independent information to each of the downlink users, whereas we focus on the broadcast of common information. The mathematical formulations of these problems are not equivalent. A simple way to see this is to note that in the generic case of our formulation most of the SNR constraints will be inactive at the optimum (i.e., most of the constraints will be over-satisfied). Consider, e.g., the case of two closely-located receivers with different SNR requirements: one of the two associated constraints will be over-satisfied at the optimum. On the other hand, it is proven in [1] that, in the cellular downlink problem, the constraints are always met with equality at the optimum. The important common denominator of our work and [1] is the use of semidefinite programming tools.

3. RELAXATION

Towards solving our problem, we first recast it as follows:

\[
\min \text{trace}(ww^H) \\
\text{subject to: } \text{trace}(ww^H Q_i) \geq c_i, \quad i \in \{1, \ldots, M\},
\]

where we have used the fact that $h_i^H ww^H h_i = \text{trace}(h_i^H ww^H h_i) = \text{trace}(ww^H h_i h_i^H)$, and $Q_i := h_i h_i^H$.

Now consider the following reformulation of the problem:

\[
\min_{X \in \mathbb{C}^{N \times N}} \text{trace}(X) \\
\text{subject to: } \text{trace}(XQ_i) \geq c_i, \quad i \in \{1, \ldots, M\},
\]

where now $X$ is an $N \times N$ complex matrix, and the inequality $X \geq 0$ means that the matrix $X$ is symmetric positive semidefinite. Note that, in the above equivalent formulation of our problem, the cost function is linear in $X$; the trace constraints are linear inequalities in $X$, and the set of symmetric positive semidefinite matrices is convex; however the rank constraint on $X$ is not convex. The important observation is that the above problem is in a form suitable for semidefinite relaxation (SDR) (e.g., see [4]). That is, by dropping the rank-one constraint, one obtains the relaxed problem

\[
\min_{X \in \mathbb{C}^{N \times N}} \text{trace}(X) \\
\text{subject to: } \text{trace}(XQ_i) \geq c_i, \quad i \in \{1, \ldots, M\}, \text{ and } X \geq 0
\]

which is now expressed in a standard form used by SDP solvers, such as SeDuMi [6].

SDP problems can be efficiently solved using interior point methods. In particular, the complexity of solving the above program is at most $O((M + N)^{6.5})$, and it is usually much less. SeDuMi [6] is a MATLAB implementation of modern interior point methods for SDP that is particularly efficient for the moderate-sized problems that are encountered in our context. Typical run times for realistic choices of $N$ and $M$ are about 1/10 sec, on a typical desktop computer.

4. ALGORITHM

Due to the relaxation, the matrix $X_{opt}$ obtained through the SDP will not be rank-one in general. If it is, then its principal component will be the optimal solution to the original problem. If not, then the trace of $X_{opt}$ is a lower bound on the power needed to satisfy the constraints. This is evident from the fact that we have
removed one of the original problem’s constraints. Researchers in optimization have recently developed ways of generating good solutions to the original problem from the solution to the relaxed problem, \( X_{opt} \) [4, 9, 7, 5]. This process is based on randomization: using \( X_{opt} \) to generate a set of candidate weight vectors, \( \{ w_i \} \), from which the “best” solution will be selected. We consider two methods for generating the \( w_i \)’s, both of which have been designed so that their computational cost is negligible compared to that of computing \( X_{opt} \). (For consistency, the principal component is also included in the set of candidates.) In the first method (randA), we calculate the eigen-decomposition of \( X_{opt} = U \Sigma U^H \) and choose \( w_i \) such that \( w_i = U \Sigma^{1/2} e_i \), where \( e_i \) is uniformly distributed on the unit sphere. In the second method (randB), inspired by Tseng [7], we choose \( w_i \) such that \( |w_i| = \sqrt{\text{trace}(X_{opt})} |e^{i \theta_i}| \), where the \( \theta_i \)’s are independent and uniformly distributed on \([0, 2\pi)\). In both cases, \( |w_i|^2 = \text{trace}(X_{opt}) \), and hence when \text{rank}(X_{opt}) > 1, at least one of the constraints \( |w_i^H h_i|^2 \geq c_i \) will be violated. However, a feasible weight vector can be found by simply scaling \( w_i \) so that all the constraints are satisfied. The “best” of these randomly generated weight vectors is the one that requires the smallest scaling. The overall approach is summarized in Table I. We point out that we have not yet been able to obtain theoretical \textit{a priori} bounds on the extent of the sub-optimality of solutions generated in this way, but our simulation results are quite encouraging.

5. MAX-MIN FAIR BEAMFORMING

We now switch to an alternative problem that is also of interest. We consider

\[
\max_{w \in \mathbb{C}^N} \min_i \left\{ |w^H h_i|^2 \right\}_1^M \quad \text{subject to: } |w|^2 \leq P
\]

It is easy to see that the constraint should be met with equality at an optimum, for otherwise \( w \) could be scaled up, thereby improving the objective and contradicting optimality. Thus we can focus on the equality-constrained problem. With a scaling of the optimization variable \( w = \sqrt{P} \tilde{w} \), the equality-constrained problem can be written as

\[
\max_{\tilde{w}} \min_i \left\{ P |\tilde{w}^H \tilde{h}_i|^2 \right\}_1^M \quad \text{subject to: } |\tilde{w}|^2 = 1
\]

It is clear that the solution to this problem simply scales with \( P \); the solution scales up with \( \sqrt{P} \), while the optimum value scales up with \( P \). We can therefore restrict our attention to the problem (dropping the tilde for brevity):

\[
\max_{\tilde{w}} \min_i \left\{ |\tilde{w}^H h_i|^2 \right\}_1^M \quad \text{subject to: } |\tilde{w}|^2 = 1
\]

Some discussion is due at this point on the relationship between the two problem formulations: the original QoS formulation that seeks to minimize the total transmit power subject to prescribed lower bounds, \( c_i \), on the received signal powers; and the max-min “fair” formulation seeks to maximize the received signal power of the weakest user subject to an overall transmit power constraint. Suppose that all \( c_i \)’s are equal to \( c \), and the QoS formulation yields a beamformer \( \tilde{w}_L \) and associated minimum transmit power \( P_L \). Then we can scale the solution of the max-min fair beamformer to power \( P_L \), and this scaled max-min fair solution, denoted \( \tilde{w}_f \), will be an optimal solution to

\[
\max_{\tilde{w}} \min_i \left\{ |\tilde{w}^H h_i|^2 \right\}_1^M \quad \text{subject to: } |\tilde{w}|^2 = P_L
\]

As a result, since \( \tilde{w}_L \) already attains \( |\tilde{w}_L^H h_i|^2 \geq c \), \( \forall i \), it follows that \( |\tilde{w}_f^H h_i|^2 \geq c \), \( \forall i \). Hence \( \tilde{w}_f \) also satisfies the constraints of the QoS formulation, and at the same power as \( \tilde{w}_L \). It follows that \( \tilde{w}_f \) is equivalent to \( \tilde{w}_L \). This shows that

Claim 1 The QoS problem formulation and the max-min fair problem formulation are equivalent in the case that all the \( c_i \)’s are equal.

When the \( c_i \)’s are different, however, the two problem formulations generally yield different beamformers. Claim 1 implies an indirect way of solving the max-min fair problem:

Corollary 1 One way to solve the max-min fair problem is to solve the QoS problem with \( c_i = 1 \), \( \forall i \in \{1, \cdots, M\} \), then scale the resulting solution to the desired power \( P \).

6. THE CASE OF FREQUENCY-SELECTIVE MULTIPATH

Although we have focused our attention so far on frequency-flat fading channels, the situation is quite similar for frequency-selective (intersymbol-interference) channels. Let \( h_i^{(e)} \) denote the \( e \)-th \( N \times 1 \) vector tap of the baseband-equivalent discrete-time impulse response of the multipath channel between the transmitter antenna array and the (single) receive antenna of receiver-\( i \). Assume that delay spread is limited to \( L \) non-zero vector channel taps. Define the channel matrix for the \( i \)-th receiver as

\[
H_i := \left[ h_i^{(0)}, \cdots, h_i^{(L-1)} \right]
\]

Beamforming the transmit array with a fixed (time-invariant) \( w^H \) yields a scalar equivalent channel from the viewpoint of the \( i \)-th receiver, whose scalar taps are given by

\[
[\tilde{h}_i^{(0)}, \cdots, \tilde{h}_i^{(L-1)}]^T = [w^H h_i^{(0)}, \cdots, w^H h_i^{(L-1)}]^T
\]

or, in vector form,

\[
\tilde{h}_i^T = w^H H_i
\]

Now, if a Viterbi equalizer is used for sequence estimation at the receiver, then the parameter that determines performance is [3]:

\[
|h_i|^2 = w^H H_i H_i^H w = \text{trace}(w^H H_i H_i^H)^2 = \text{trace}(w^H Q_i)
\]

where \( Q_i := H_i H_i^H \). Therefore, both the QoS and max-min “fair” problems naturally extend to the frequency-selective case. While \( Q_i \) is generally of higher rank than in the flat-fading case, the principles of relaxation can be applied in an analogous manner to generate an approximation of the optimal \( w \).
7. INSIGHTS AFFORDED VIA DUALITY

Let us return to our original problem:

$$\min_{\mathbf{w}} \|\mathbf{w}\|_2^2$$

subject to: $$(\mathbf{w}^H \mathbf{h}_i) \geq c_i, \quad i \in \{1, \cdots, M\}$$

We can convert the problem to real-valued form; this yields a $2N \times 1$ vector of real variables, $\mathbf{x} := \begin{bmatrix} \text{Re} \{\mathbf{w}\}^T & \text{Im} \{\mathbf{w}\}^T \end{bmatrix}^T$, and the $\mathbf{Q}_i$'s are now $2N \times 2N$ symmetric matrices of rank 2:

$$\mathbf{Q}_i := g_i^T g_i^T + \bar{g}_i \bar{g}_i^T,$$

where $g_i := \begin{bmatrix} \text{Re} \{\mathbf{h}_i\}^T & \text{Im} \{\mathbf{h}_i\}^T \end{bmatrix}^T$, and

$$\bar{g}_i := \begin{bmatrix} \text{Im} \{\mathbf{h}_i\}^T & -\text{Re} \{\mathbf{h}_i\}^T \end{bmatrix}^T.$$ Then our original problem can be written as:

$$\mathcal{P}: \quad \min \mathbf{x}^T \mathbf{x}$$

subject to: $\mathbf{x}^T \mathbf{Q}_i \mathbf{x} \geq c_i, \quad i \in \{1, \cdots, M\}.$

It can be shown that the (Lagrange) dual of problem $\mathcal{P}$ is a Semi-Definite Program (SDP). The dual problem is interesting, because it generates a lower bound on the minimum objective value of the original problem [2]. The dual problem is convex by virtue of its definition. This means that we can solve the dual problem and thus obtain the tightest bound obtainable via duality. This duality-derived bound can be compared to the SDR bound we used earlier. Let $\mathcal{P}(\cdot)$ and $\beta(\mathcal{P})$ denote the dual (respectively, minimum) of a certain minimization problem, and let $\mathcal{R}(\mathcal{P})$ denote the semidefinite relaxation of $\mathcal{P}$, obtained by dropping the associated rank-one constraint. It can be shown that

Claim 2: $\mathcal{D}(\mathcal{P}(\cdot)) = \mathcal{R}(\mathcal{P})$, and $\beta(\mathcal{R}(\mathcal{P})) = \beta(\mathcal{D}(\mathcal{P}))$. That is, semidefinite relaxation yields the duality bound for $\mathcal{P}$, and the corresponding gap is equal to the duality gap.

Claim 2 along with claim 1 directly yields the following corollary:

Corollary 2: Let $\mathcal{F}$ denote the max-min fair problem formulation. Then $\mathcal{D}(\mathcal{D}(\mathcal{F})) = \mathcal{R}(\mathcal{F})$, and $\beta(\mathcal{R}(\mathcal{F})) = \beta(\mathcal{D}(\mathcal{F}))$. Thus, semidefinite relaxation yields the duality bound for $\mathcal{F}$, and the corresponding gap is equal to the duality gap.

8. SIMULATION RESULTS

Simulation results are presented in Table 1 and Tables 2, 3, and 4. Table 2 summarizes the results obtained using the algorithm in Table 1 with the randA option for randomization. Table 3 summarizes the results obtained using the algorithm in Table 1 and both randA and randB randomizations. In this case, the best of the two solutions (in the sense of minimizing the power boost relative to the lower bound provided by SDR) is selected in each Monte-Carlo (MC) run. The captions are otherwise self-contained. Note that, in many cases, our solutions are within 3-4 dB from the generally conservative lower bound on transmit power provided by SDR, and thus are guaranteed to be at most 3-4 dB away from optimal; this is often good enough from an engineering perspective. In several cases the solutions are essentially optimal. This is illustrated in Figure 1, which shows the optimized transmit beam pattern for a particular far-field multiscattering scenario using a Uniform Linear antenna Array (ULA); the details of the simulation setup are included in the figure captions for ease of reference.

Table 4 summarizes our simulation results for max-min fair beamforming. Table 4 presents averages for the upper bound on minimum SNR (the optimum attained by SDR without regard to the rank-one constraint), the SDR-attained minimum SNR (after randomization), and the minimum SNR for the case of no beamforming. For the latter, we have used $w = -\frac{1}{\sqrt{N}} \mathbf{1}_N$, which fixes transmit power to 1. The number of post-SDR randomizations was set to $30N$. (This time a function of $N, M$.) It is satisfying to note that the SDR solution attains a significant fraction of the (possibly unattainable) upper bound. Furthermore, SDR provides substantial gains over our beamforming at all.

We observe from Tables 2-4 that as $N$ and/or $M$ increase, the quality of the solution generated by the semidefinite relaxation degrades a little. The reasons for this degradation are under investigation, but possible causes include implementation issues, such as the number of randomizations and the nature of the randomization strategy, and more fundamental issues, such as the potential for a mild degradation of the approximation quality of the method as the problem size grows. (In a related, but distinct, problem the quality of the SDR approximation degrades logarithmically in the problem size [5].)

9. CONCLUSIONS

We have taken a new look at the broadcast/multicast problem when channel state information is available at the transmitter. We have formulated the problem of minimizing the transmit power under multiple SNR constraints, and we have shown how its solution can be often well-approximated using semidefinite relaxation tools. We have also considered a max-min fair problem formulation. For both formulations, semidefinite relaxation yields a bound on the degree of suboptimality that is actually equal to the optimum Lagrange dual bound. This justifies, to a certain extent, the approximation introduced by relaxation. Still, it would be nice to analyze the duality gap for the problem at hand, for this would yield a priori bounds on the degree of suboptimality introduced by relaxation, as opposed to the a posteriori bound that we now have by virtue of Claim 2. For the time being, our simulation results indicate that the degree of suboptimality is often within 3-4 dB, on average, which is acceptable in our intended applications.

There are many interesting refinements and extensions to this work. These include potentially better randomization strategies, robustness issues, and extensions to multiple co-channel multicasting groups. These are the subjects of ongoing work, and will be reported elsewhere.
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Table 1. Broadcast Beamforming via SDR: Algorithm

- Solve the relaxed problem:
  - A suitable MATLAB interface for SeDuMi is as follows:
    - % $H$ is $N$ by $M$, holding the channel vectors:
    - % constraints is $M$ by 1, holding the $R_x$ power constraints
    - $\text{vec}(Q_i) = [\text{vec}(Q_i')]$;
    - $A = [-\text{eye}(M), \text{vec}(Q_i')]$;
    - $b = \text{constraints};$
    - $c = \text{zeros}(M, 1); \text{vec}(\text{eye}(N));$
    - $K = M; K.sconn; K.\text{scomplex} = 1;$
    - $[x_{\text{opt}}, y_{\text{opt}}, \text{info}] = \text{sedumi}(A, b, c, K);$  
    - $X_{\text{opt}} = \text{secon}(M+1);$  
    - Randomization:
      - Use randA, or randB, as described in Section 4.
      - It is often preferable to run both and pick the best result.

Table 2. MC simulation results: mean and standard deviation of upper bound on power boost. $H$ is circularly symmetric complex i.i.d. Gaussian (Rayleigh) of variance 1. randA randomization only. # post-SDR randomizations = 300. The symbol $U$ indicates that $R_x$ power constraints are uniformly distributed random variables in $[0,1]$, and redrawn for each MC run; 1 means that all $R_x$ power constraints are fixed to 1. # MC-runs = 300.

<table>
<thead>
<tr>
<th>$N/M$</th>
<th>mean ($U$)</th>
<th>std (U)</th>
<th>mean (1)</th>
<th>std (1)</th>
</tr>
</thead>
<tbody>
<tr>
<td>4/8</td>
<td>1.14</td>
<td>0.27</td>
<td>1.30</td>
<td>0.36</td>
</tr>
<tr>
<td>4/16</td>
<td>1.63</td>
<td>0.56</td>
<td>1.96</td>
<td>0.62</td>
</tr>
<tr>
<td>8/16</td>
<td>2.11</td>
<td>0.65</td>
<td>2.54</td>
<td>0.68</td>
</tr>
<tr>
<td>8/32</td>
<td>3.20</td>
<td>0.79</td>
<td>3.77</td>
<td>0.93</td>
</tr>
</tbody>
</table>

Table 3. MC simulation results: mean and standard deviation of upper bound on power boost. Here, the best result from two randomization techniques (randA, randB) is chosen for each MC run. # post-SDR randomizations = 1000. # MC-runs = 1000. The remaining parameters are as in Table 2.

<table>
<thead>
<tr>
<th>$N/M$</th>
<th>mean ($U$)</th>
<th>std (U)</th>
<th>mean (1)</th>
<th>std (1)</th>
</tr>
</thead>
<tbody>
<tr>
<td>4/8</td>
<td>1.07</td>
<td>0.12</td>
<td>1.15</td>
<td>0.17</td>
</tr>
<tr>
<td>4/16</td>
<td>1.32</td>
<td>0.26</td>
<td>1.49</td>
<td>0.30</td>
</tr>
<tr>
<td>8/16</td>
<td>1.72</td>
<td>0.34</td>
<td>2.06</td>
<td>0.34</td>
</tr>
<tr>
<td>8/32</td>
<td>2.51</td>
<td>0.43</td>
<td>2.96</td>
<td>0.44</td>
</tr>
</tbody>
</table>

Table 4. MC simulation results for max-min fair beamforming: averages for upper bound on min $\min_i S/R_i$, relaxation-attained $\min_i S/R_i$, and the $\min_i S/R_i$, for the case of no beamforming. The results are averaged over 1000 MC runs. For each MC run, $H$ is re-drawn from a circularly symmetric complex i.d. Gaussian distribution of variance 1. The best result from two randomization techniques (randA, randB) is chosen for each MC run. # post-SDR randomizations = 30. $N = M, P = 1$.  

<table>
<thead>
<tr>
<th>$N/M$</th>
<th>upper bound</th>
<th>SDR</th>
<th>no BMF</th>
</tr>
</thead>
<tbody>
<tr>
<td>4/8</td>
<td>1.05</td>
<td>0.92</td>
<td>0.12</td>
</tr>
<tr>
<td>4/16</td>
<td>0.73</td>
<td>0.48</td>
<td>0.06</td>
</tr>
<tr>
<td>8/16</td>
<td>1.43</td>
<td>0.72</td>
<td>0.06</td>
</tr>
<tr>
<td>8/32</td>
<td>1.07</td>
<td>0.37</td>
<td>0.03</td>
</tr>
</tbody>
</table>

Fig. 1. Broadcast beamforming example using Algorithm in Table 1. $N$=8-element $T_x$ ULA (d/A=1/2); M=24 DNLK users; constraints = ones(M,1); Nrand=300  
--- SDR power boost ($b = 1.001$)

Scenario: 6 clusters of 4 users each @ $[-51,-31,-11,11,31,51]$ deg
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ABSTRACT
The problem of simultaneous multiuser downlink beamforming has recently attracted significant interest in both the Information Theory and Signal Processing communities. The idea is to employ a transmit antenna array to create multiple 'beams' directed towards the individual users, and the aim is to increase throughput, measured by sum capacity. Optimal solutions to this problem require convex optimization and so-called Dirty Paper (DP) precoding for known interference, which are prohibitively complex for actual online implementation at the base station. Motivated by recent results by Viswanathan et al and Caire and Shamai, we propose a computationally simple user selection method coupled with zero-forcing beamforming. Our results indicate that the proposed method attains a significant fraction of sum capacity, and thus offers an attractive alternative to DP-based schemes.

1. INTRODUCTION
Depending on whether or not Channel State Information (CSI) is available at the transmitter, transmit antenna arrays can be utilized in two basic ways or a combination thereof: space-time coding, and spatial multiplexing. The former can be used without CSI at the transmitter, and allows mitigation and exploitation of fading. The latter requires CSI at the transmitter, but in turn allows for much higher throughput. Until recently, transmit beamforming was mostly considered for voice services in the context of the cellular downlink. With the emergence of 3G and 4G systems, higher emphasis is being placed on packet data, which are more delay-tolerant but require much higher throughput. Hence the recent interest in transmit beamforming strategies for the cellular downlink that aim for attaining the sum capacity of the wireless channel [1, 8, 9, 4, 6, 7, 5].

* Research supported in part by the European Research Office (ERO) of the US Army under Contract N62558-03-C-0012, and in part by the Army Research Laboratory under Cooperative Agreement DADD19-01-2-0011. Any opinions, findings and conclusions or recommendations expressed in this material are those of the authors and do not necessarily reflect the views of ERO and ARL of the US Army.
selection of $U \leq N$ users incurs throughput loss for both ZF-DP and ZF. Tu and Blum [5] have proposed a selection algorithm that capitalizes on multiuser diversity, thus increasing the throughput of ZF-DP precoding, and significantly narrowing the gap between ZF-DP throughput and capacity.

An important shortcoming of DP coding is that it requires vector coding and a long temporal block length to be well-approximated in practice; furthermore, with current state-of-art, such approximation entails high computational complexity [3, 8, 10]. For this reason, we advocate herein a more pragmatic approach, based on plain ZF beamforming coupled with a new user selection method. Our approach is applicable in the practically important case that the number of users exceeds the number of transmit antennas. Our simulation results indicate that, at moderate and high SNR, ZF beamforming comes close to attaining sum capacity.

ZF beamforming without DP coding was also considered by Spencer and Haardt [4], but they did not consider user selection when $M > N$. Viswanathan et al. [7] have compared the performance of ZF versus ZF-DP, using a simpler user selection scheme that schedules the $N$ users with the highest individual SINR. Under this simpler scheme, they reported that ZF is close to ZF-DP in terms of throughput. Our results further qualify [7], showing that the same is true under a more sophisticated user selection strategy that directly aims to optimize sum capacity. Furthermore, we show that with this new user selection strategy ZF comes close to attaining sum capacity.

2. ZERO-FORCING BEAMFORMING AND USER SELECTION STRATEGY

Let $h_{m,n}$ model the quasi-static, flat-fading channel between transmit antenna $n$ and the receive antenna of user $m$, and denote $H_m := [h_{m,1}, h_{m,2}, \ldots, h_{m,N}]$. Similarly, let $w_m = [w_{1,m}, w_{2,m}, \ldots, w_{N,m}]^T$ ($()^T$ denotes transpose) be the beamforming weight vector for user $m$. Thus the channel matrix, $H$, and the beamforming weight matrix, $W$, are

$$H = [h_1^*, h_2^*, \ldots, h_M^*]^*, \quad W = [w_1, w_2, \ldots, w_M],$$

where $(\cdot)^*$ denotes conjugate-transpose. Collecting the baseband-equivalent outputs, the received signal vector is

$$x = HW^*d + n$$

where $s$ is the transmitted signal vector containing uncorrelated unit-power entries,

$$D = \begin{bmatrix} \sqrt{p_1} & 0 & \cdots & 0 \\ 0 & \sqrt{p_2} & \cdots & 0 \\ \vdots & \vdots & \ddots & \vdots \\ 0 & 0 & \cdots & \sqrt{p_M} \end{bmatrix}$$

accounts for power-loading and $n$ is the noise vector. Note that the elements of $x$ are physically distributed across the $M$ mobile terminals. Multiuser decoding is therefore not feasible, hence each user treats the signals intended for other users as interference. Noise is assumed to be circular complex Gaussian, zero-mean, uncorrelated with variance of each complex entry $\sigma^2 = 1$.

The desired signal power received by user $m$ is given by $|h_m^*w_m|^2p_m$. The Signal to Interference plus Noise Ratio (SINR) of user $m$ is

$$SINR_m = \frac{|h_m^*w_m|^2p_m}{\sum_{i\neq m}|h_i^*w_i|^2p_i + \sigma^2}.$$  

The problem of interest can now be formulated as

$$\max \sum_{m=1}^{M} log(1 + SINR_m),$$

subject to $\|WD\|_F^2 \leq P,$

where $\|\|_F^2$ denotes Frobenius norm and $P$ stands for a bound on average transmitted power.

Attaining capacity requires Gaussian signaling and long codes, yet the logarithmic SINR reward can be motivated from other, more practical perspectives as well: it can be shown that it measures the throughput of QAM-modulated systems over both AWGN and Rayleigh fading channels. The intuition is that SINR improvements eventually yield diminishing throughput returns.

ZF beamforming inverts the channel matrix at the transmitter, so that orthogonal channels between transmitter and receivers are created. It is then possible to encode users individually, as opposed to more complex long-block-vector coding needed to implement DP. Note that ZF at the transmitter does not enhance noise at the receiver. If the number of users, $M \leq N$, and $\text{rank}(H) = M$, then the ZF beamforming matrix is

$$W = H^*(HH^*)^{-1},$$

which is the Moore-Penrose pseudoinverse of the channel matrix. However, if $M > N$ it is not possible to use (6) because $HH^*$ is singular. In that case, one needs to select $n \leq N$ out of $M$ users.

For $M > N$, the problem is reformulated as follows: Let $U = \{1, 2, \ldots, M\}$, and $S_n = \{s_u \mid s_u \in U\}$, such that $|S_n| = n$. Given $H \in \mathbb{C}^{N \times M}$, select $n \leq N$, and a set of channels, $\{h_{s_1}, \ldots, h_{s_n}\}$, which produce the row-reduced channel matrix

$$H(S_n) = [h_{s_1}^*, h_{s_2}^*, \ldots, h_{s_n}^*]^*$$
such that the sum rate is the highest achievable:

\[
\max_{1 \leq n \leq N} \max_{S_n} R_{zf}(S_n) \\
\text{subject to } \sum_{i \in S_n} \left[ \mu - \frac{1}{c_i(S_n)} \right]_+ = P. \tag{8}
\]

We define,

\[
R_{zf}(S_n) := \sum_{i \in S_n} \left[ \log_2(\mu c_i(S_n)) \right]_+ , \tag{9}
\]

where \([x]_+ = \max\{0, x\}\).

\[c_i(S_n) = \left\{ \left[ (H(S_n)H(S_n)^*)^{-1} \right]_{i,i} \right\}^{-1}, \tag{10}\]

and \(\mu\) is obtained by solving the water-filling equation in (8). The power-loading then yields

\[p_i = c_i(S_n) \left[ \mu - \frac{1}{c_i(S_n)} \right]_+, \quad \forall i \in S_n. \tag{11}\]

The problem can be conceptually solved by exhaustive search: for each value of \(n\), find all possible \(n\)-tuples \(S_n\) and select a pair \((n, S_n)\) which yields maximum \(R_{zf}(S_n)\). However, such an algorithm has prohibitive complexity.

We propose a reduced-complexity suboptimal algorithm, dubbed Generalized Zero Forcing (GZF), as outlined next.

1. **Initialization:**
   - Set \(n = 1\).
   - Find a user, \(s_1\), such that \(s_1 = \arg \max_{u \in U} h_u h_u^*\).
   - Set \(S_1 = \{s_1\}\) and denote the achieved rate \(R_{zf}(S_1)_{\text{max}}\).

2. **While** \(n < N\):
   - \(n = n + 1\).
   - Find a user, \(s_n\), such that \(s_n = \arg \max_{u \in S_{n-1}\setminus \{s_{n-1}\}} R_{zf}(S_{n-1} \cup \{u\})\).
   - Set \(S_n = S_{n-1} \cup \{s_n\}\) and denote the achieved rate \(R_{zf}(S_n)_{\text{max}}\).
   - If \(R_{zf}(S_n)_{\text{max}} \leq R_{zf}(S_{n-1})_{\text{max}}\) break and retain solution \((n - 1, S_{n-1})\).

3. **Beamforming:** \(W = H(S_1)^* (H(S_n)H(S_n)^*)^{-1}\)

4. **Power Loading:** Water-filling

2.1. **Implementation and Complexity**

The most complex task is the evaluation of \(R_{zf}(S_{n-1} \cup \{u\})\). From (9), it is split into the evaluation of the \(c_i(S_{n-1} \cup \{u\})\)'s followed by evaluation of \(\mu\). An efficient way to evaluate the \(c_i(S_{n-1} \cup \{u\})\)'s is by using the matrix inversion lemma to invert the matrix \(A(S_{n-1} \cup \{u\}) := H(S_{n-1} \cup \{u\})H(S_{n-1} \cup \{u\})^*\). Note that

\[
A(S_{n-1} \cup \{u\}) = \begin{bmatrix} A(S_{n-1}) & a_u \tau \\ a_u^\star & a_{u,u} \end{bmatrix},
\]

where \(a_u^\star = [h_u h_u^* h_u^2 \ldots h_{n-1} h_{n-1}^*]^{T}\) and \(a_{u,u} = h_u h_u^*\). Noting that \(A(S_{n-1})^{-1} = A(S_{n-1})^{-1}\), and writing

\[
q = A(S_{n-1})^{-1} a_u, \tag{12}
\]

after some algebraic manipulation we obtain

\[
A(S_{n-1} \cup \{u\})^{-1} = \begin{bmatrix} A(S_{n-1})^{-1} & 0 \tau \\ 0 \tau^* & -q \end{bmatrix}, \tag{13}
\]

where \(\tau = [0 0 \ldots 0]_{1 \times (n-1)}\). It can be verified that each \(n\) is increased \(A(S_{n-1})^{-1}\) and \(a_{u,u}, i \in S_{n-2}\), are known before the search over \(u \in U \setminus S_{n-1}\) starts. Hence, evaluation of \(A(S_{n-1} \cup \{u\})^{-1}\) from (12) and (13) has complexity proportional to \(O(n^2)\).

Given a set \(S_n\), we have [1]

\[c_i(S_n) = \|h_u\| P(S_n \setminus \{s_i\})^{-1/2}, \tag{14}\]

where \(P(S_n)\) denotes the projector onto the orthogonal complement of \(\Omega(S_n) = \text{span}\{h_u : s_i \in S_n\}\). It follows that if (8) and (11) yield \(p_u = 0\), then \(R_{zf}(S_{n-1} \cup \{u\}) < R_{zf}(S_{n-1})\). We discard such \(u\). We also discard \(u\) if (8) and (11) yield \(p_u = 0\) for some \(s_i \in S_{n-1}\). This is done to keep complexity at bay, for otherwise combinatorial search might effectively emerge. Hence, user \(u\) is a candidate for \(S_n\) if \(p_u > 0\), \(\forall i \in S_{n-1} \cup \{u\}\). From the properties of water-filling, this holds if

\[
\frac{n}{c_{\text{max}}(S_{n-1} \cup \{u\})} < P + \sum_{i \in S_{n-1} \cup \{u\}} \frac{1}{c_i(S_{n-1} \cup \{u\})}. \tag{15}
\]

Then, we have

\[
\mu = \frac{1}{n} \left[ P + \sum_{i \in S_{n-1} \cup \{u\}} \frac{1}{c_i(S_{n-1} \cup \{u\})} \right]. \tag{16}
\]

If (15) is not satisfied, we skip to the next \(u\). The overall complexity of the algorithm is \(O(N^3 M)\).

We note that the break in Step 2 is necessary when GZF is used, but redundant when ZF-DP is used; it is shown in [1, 5] that in the latter case, maximum sum rate can always be achieved with \(N\) active users if \(P > 0\) [1]. On the other hand, when ZF alone is used, the optimum number of active users is \(n_{\text{opt}} \leq N\) and decreases as \(P\) decreases, so that for \(P \rightarrow 0\), the ZF scheme reduces to maximum ratio combining (MRC), \(n_{\text{opt}} = 1\) [1]. This also holds for the proposed GZF algorithm, which follows from the water-filling equation in (8) and the fact that \(c_i(S_1)^{-1} = \max_{i \in U} a_{i,i}\).
3. SIMULATION RESULTS

The performance of the proposed algorithm is presented in Fig. 1. The y-axis shows sum capacity and sum rate in bits per channel use. The x-axis shows total power in dB. Noise level of every user is 1. Sum capacity and sum rates are averaged over 100 channels. Channels are complex-valued, drawn from an i.i.d. Rayleigh distribution with unit-variance for each channel entry. Note that GZF exhibits the same slope of rate increase per dB of SNR as the sum capacity curve at moderate and high SNR. Also note that given $N$, an increase in $M$ narrows the gap between the sum rate, achieved using GZF, and the sum capacity. This is due to multiuser diversity - the more users that contend for transmission, the higher the probability that $N$ of them will be almost orthogonal. This in turn reduces the advantage of DP-coding based schemes over ZF.

4. CONCLUSIONS

We have proposed a low-complexity algorithm for downlink transmission in the GBC for the realistic case wherein the number of users is greater than the number of transmit antennas. We have evaluated the throughput performance of the new algorithm via simulations. The results show that ZF beamforming with the proposed user selection method achieves a significant fraction of sum capacity, at a low complexity cost. The simulation results indicate that GZF achieves the same slope of throughput per dB of SNR as the capacity-achieving strategy based on the use of DP coding for known interference cancellation and convex optimization. Due to its simplicity, low complexity, and close to optimal performance, the proposed method offers an attractive alternative to earlier DP-based methods.
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