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Abstract

The goal of this project was to develop analytical and computational tools to make vision a viable sensor for the purpose of control. In order for unmanned vehicles to interact with a complex, unknown, uncertain and dynamic environment, they must be able to sense its shape (geometry), its reflectance properties (photometry) and its motion relative to the platform, along with the motion of independently moving objects and targets within (dynamics). We have recorded progress on all areas, documented in a number of publications in the most prestigious journals, including a number of breakthroughs: (1) We have demonstrated the existence of general-case viewpoint invariants, and used them to design signatures to establish long-range correspondence for persistent tracking and recognition, (2) we have designed the first, and so far the only, algorithms to estimate 3-D shape and non-Lambertian reflectance from images, and proven their optimality, (3) we have proposed non-linear filtering algorithms based on sample-consensus techniques that have proven successful with large percentages of outliers, (4) we have developed stochastic dynamical models of complex visual phenomena (dynamic textures) and designed system identification algorithms to estimate their parameters, (5) we have developed novel metrics to compare dynamical models for the purpose of classification and recognition, or smoke, fire, fog), (6) analyzed the observability of hybrid dynamical models, and designed algebraic-geometric algorithms to estimate their state and identify their parameters, (7) designed the first optimal algorithms to estimate 3-D shape and reflectance from blurred and motion-blurred images. These results have allowed us to (8) further our development of the first ever system to estimate 3-D structure and motion causally and in real time from a monocular sequence of images.

Outcomes at-a-glance

This project has resulted in a number of technical achievements, and some breakthroughs, documented in over 50 publications in the most prestigious conferences and journals in the field of Computer Vision. The project also resulted in the publication of two books, one published in late 2003 [39], one to be published in November 2006 [30].

Some of the students and postdocs involved in the project have found placement in prestigious industrial and academic institutions in the US and abroad, including Dr. Daniel Cremers, now Associate Professor at the University of Bonn in Germany, Dr. Paolo Favaro, now Assistant Professor at Heriot-Watt
University in Edinburgh, U.K. after stints at Cambridge University and Siemens Corporate Research in Princeton, Dr. Hailin Jin, now member of the technical staff at Adobe Research, Santa Clara, Dr. Gianfranco Doretto, now member of the technical staff at General Electric (GE) Global Research, in Niskayuna - NY, Siddharth Manay, now member of the technical staff at Lawrence Livermore National Labs in Livermore - CA, Dr. Rene Vidal, now Assistant Professor at Johns Hopkins University, Dr. Alessandro Chiuso, now Associate Professor at the University of Padova - Italy, Dr. Emmanuel Prados, now Researcher at INRIA, Grenoble - France.

This project has resulted in a number of collaborations across departments and institutions, including Prof. Anthony Yezzi (Georigatech), Prof. Sanjoy Mitter (MIT), Prof. Stanley Osher (UCLA), Prof. Judea Pearl (UCLA), Prof. Shankar Sastry (Berkeley), Prof. Olivier Faugeras (INRIA), Prof. Roberto Cipolla (Cambridge), Prof. Sir Mike Brady (Oxford), Mario Sznaier (Penn State), Alan Willsky (MIT).

Our work has also sparked the attention of several companies that have supported or are supporting corollary activities, including Honda (Mr. Jason Meltzer and Mr. Alessandro Bissacco were Summer Interns in 2004 and 2005 respectively), Intel (Mr. Paolo Favaro was an intern, and they supported the lab with generous equipment donations), Toshiba (collaborated on a stereo project, will donate $75K to my laboratory and become Gold Affiliate Member of our Department), Panasonic (donated $50K to my laboratory and become Gold Affiliate Member of our Department), Sony (donated $50K to my laboratory and became Gold Affiliate Member of our Department), Mobileye, INC. (collaborated on visual analysis of traffic scenes), Aerovironment (collaborated on an STTR) and Robotics Research (collaborated on an STTR).

Technical Achievements

This section summarizes the technical achievements during the course of the project.

Dynamic Textures

One of the goals of this project was to develop dynamical models of visual scenes that support control and decision tasks. For instance, one may want to identify dynamical systems that correspond to visual processes such as smoke, foliage, steam, or a walking/limping person in order to then be able to recognize a novel instance of such a process. In [19, 49, 3, 18] we have shown that (1) one cannot recover the correct (Euclidean) model of a complex scene from visual data alone; however (2) one can develop a statistical model of the dynamics and spatial statistics of the scene. In order for such a model to support control/decision tasks, the model must have compression power (re-create the data with less complexity than the data themselves), as well as predictive power (synthesize novel sequences that match the spatio-temporal statistics of the original data). In [16] we have shown that one can spatially segment an image into regions that have homogeneous dynamic signatures, and therefore detect and localize dynamic processes such as smoke or fire in a scene. This is the first ever scheme proposed for such a task.

In addition, we have shown how to model the spatial statistics within each segment. This is fundamental for a number of reasons: first, because modeling spatially homogeneous statistics allows for a significant reduction in model complexity, and hence allows for significant compression. Second, because a generative model of the spatial statistics allows for a metric and probabilistic structure that enables recognition and synthesis. Therefore, such a model could be used to extrapolate existing dynamic textures in time and space. In [17], we have presented a very efficient model of the joint spatio-temporal statistics that is based on existing work on multi-scale autoregressive models (MAR). While work in MAR concentrated on the dynamics across scale (space), we have extended this to space and time, with the result of having very simple and efficient algorithms that model the joint spatio-temporal statistics.

A Dynamical Systems approach has been proposed for modeling the temporal variation of shape and appearance of a sequence of images, for the purpose of recognition as well as matching. This model, while strongly non-linear, is conditionally linear, in the sense that given the spatial statistics (geometry), the photometric statistics are linear (photometry), and given geometry and photometry, the dynamics are linear (linear dynamical system). We have derived novel system identification procedures based on alternating minimization schemes [20, 21].

Motion analysis

The problem of segmenting dynamically homogeneous regions is not limited to dynamic textures, or to the assumption of spatial homogeneity. Therefore, we have investigated the use of other signatures to
segment dynamic scenes, for instance the spatial statistics of the gradient field, which yields novel algorithms for optical flow estimation and segmentation, published in [11, 7, 34, 9, 13, 6, 12]. This has been key to the introduction of shape priors for segmentation, described next.

Shape analysis and non-linear shape statistics

Even in the presence of an explicit generative model, segmentation is an ill-posed inverse problem, and therefore it can benefit significantly from non-generic priors, that is prior assumptions on the objects or scenes that are expected. This is very important in applications in ATR as well as in the detection and tracking of complex dynamic objects such as the human body. In [7] we have presented a novel class of geometric invariants for level set segmentation that exploits the temporal dynamics of the sequence.

Shape classification

A proper theory of shape, that can support shape analysis, segmentation, classification etc. is still elusive. Properly defining the space where “shapes” live has been a challenge for decades, and the problem presents a formidable challenge even for closed planar contours. While for finite-dimensional collections of points there are obvious choices for metrics and consequently the definition of a probabilistic structure on the set of shapes is fairly straightforwardly in the realm of statistical shape spaces, for contours, or infinite-dimensional curves, this is yet an open problem.

We have introduced a new framework called integral invariants that combines the benefits (invariance, locality) of differential invariants while being based on integral computations as opposed to differential [43]. The result is that we can compare and recognize targets despite occlusions and despite significant amounts of noise, where differential invariants failed.

We have also furthered our research on the design of robust invariant descriptors for shape matching and recognition. Progress includes the design of a new shape feature that enforces local shape knowledge while allowing global deformations. We hope to be able to use it to recognize broad categories of objects, such as vehicles or tools [41, 40].

Shape reconstruction

In [35] we have consolidated all our previous result on multi-view reconstruction for photometrically complex scenes (non-Lambertian), and in [22] we have reported on the handling of occlusions, a fundamental and strongly non-linear phenomenon that is peculiar to visual information processing. Our work on multi-motion segmentation, that is the problem of the partitioning of a dynamic scene into independently moving objects, has also appeared in print [57]. The problem of segmentation of independent motion is crucial in applications to autonomous control, where the scene contains significant clutter. Our variational framework for motion segmentation, developed during the course of the past two years, has also appeared on [11].

This task is important for autonomous navigation and in general interaction tasks with unknown and unstructured environments. Towards this goal, we have developed techniques to learn and enforce shape priors in segmentation and shape recognition [9], a novel representation of shape as the solution of a linear partial differential equation with two-point boundary conditions that has a (quasi)-linearity property [23], techniques to segment spatio-temporal image statistics using variational techniques, implemented via numerical solution of partial differential equations in the level set framework [10], techniques to exploiting occlusions in multiview geometry towards reconstruction of scene geometry despite obstacles [25].

In a related line of work, we have developed techniques to reconstruct both the geometry and the photometry of complex scenes [50, 59, 36]. The latter is a breakthrough because nobody before could estimate both shape and photometry for non-Lambertian scenes using only passive non-contact sensors.

We have proposed the framework of stereoscopic segmentation where multiple images of the same objects were jointly processed to extract geometry and photometry. We have added the explicit estimation of illumination, by factoring illumination and reflectance from the radiance tensor field [60, 35, 34, 37]. In addition, we have further expanded and perfected our shape and radiance estimation techniques to include piecewise smooth albedos, with explicit estimation of the discontinuities. This can be thought of as performing functional segmentation a la Mumford-Shah on an evolving surface, an important theoretical problem in its own right. Its practical impact is extremely important since many man-made objects are made with composition of different material and hence their reflectance is necessarily piecewise constant.

Dynamic human motion modeling

In order to develop models of human gaits, we must first detect, localize, and track human motion from a distance. Some of these tasks call for non-standard system identification problems, such as the
filtering and identification of hybrid systems, where continuous dynamics (e.g. a walking gait, or moving water) is alternated with discrete events (e.g. a change in gait, for instance running, or an explosion). We have been involved in developing algorithms and analysis for linear hybrid systems, offering the first ever characterization of observability and identifiability of such a class of models [56, 55, 57].

In [4, 48] we have reported progress on the modeling of the dynamics of human and facial motion with an eye towards classification and decision tasks. We have developed identification and classification algorithms for simple classes of hybrid dynamical systems (piecewise autoregressive) to model human motion while factoring out contact forces or the characteristics of the terrain [2, 5, 1].

Identification of hybrid dynamical models

In [57, 56] we have reported on continuing efforts to develop a theory for filtering and identification for piecewise linear systems (also called switching linear systems, or jump-Markov systems). These are important in order to perform dynamic scene analysis since one wants to simultaneously track objects of interest and classify modes of operation (e.g. a walking person suddenly running or limping; a traffic scene suddenly jamming; a crowd suddenly behaving uncontrollably).

Visual localization, mapping and navigation

In [45, 44] we have reported on a new representation of salient visual feature that exploits changing viewpoint in order to arrive at a representation that is illumination and viewpoint invariant. This is an important development, since our descriptor is so far the only one that can provably guarantee these characteristics. The descriptor, in turn, is used to automatically extract visual landmarks that can then be used for autonomous navigation, as we have shown in [45] in an application to vision-based autonomous localization and mapping.

Dynamic optical compensation for tracking

For moving vehicles, one wants to detect motions that are as large as possible in order to optimize the SNR (large motions are more informative). However, due to finite aperture and finite shutter time, large motions are difficult to estimate. We have addressed these issues in [28, 24, 25], where we have shown that as a side effect of motion blur estimation one can retrieve the 3-D structure and motion of the scene, thus complementing other visual cues such as stereo and motion.

Accommodation

A separate line of work exploited the optical properties of a finite aperture lens to reconstruct shape and radiance [31], and to diffuse occlusions so as to be able to reconstruct scenes despite obstacles that are small relative to the aperture [27]. We are now collating the results obtained during the course of the past 3 years into a book, to be published by Springer Verlag in late 2006 [30].

Robust Filtering

State estimation and prediction for dynamical models is one of the classical problems in Systems Theory, with important applications in control. In Dynamic Vision, 3-D motion and structure estimation can be posed as a filtering problem, but this formalization does not conform to the standard models that have been extensively studies since the sixties. First, the state-space is of very large dimension, typically in the order of a few hundreds to tens of thousands of states (in Dynamic Textures [2,3] the state is 297,600-dimensional). Second, the state space has time-varying dimension (singular perturbations) due to occlusions in the scene (portions of the scene appear and disappear when they enter/exit the field of view or become occluded by objects within), and finally the noise model is very heavily non-Gaussian, both because the state-space and the dynamics are non-linear, and because of the large portion of outliers. We have proposed a filtering framework based on random sample consensus (RANSAC) that has proven successful with a large portion of outliers, up to 85% [18]. The results have been compared with the state of the art, including kernel-correlation-based approach, and the first results indicate a significant improvement both in terms of accuracy, robustness to outliers, and performance (localization error).

Viewpoint Invariance

We have proven that viewpoint invariants always exist, for scenes with arbitrary shape and albedo. We have also derived generic features (invariant statistics) that can be used for matching despite changes in viewpoint [19], including a growth procedure that touches upon variational region-based segmentation techniques that have been so successful on the field [12]. Furthermore, we have performed an empirical study of the natural statistics of image deformations due to changes of viewpoint [14]. This is important because, although one scan construct viewpoint invariants for arbitrary geometries, natural scenes have very peculiar geometric
statistics, so instead of designing descriptors that are invariant in the worst-case sense (and therefore lose discriminative power) one can construct statistics that are only invariant to scenes that are likely, or that respect the natural statistics. Our study follows the lines of Mumford’s and Geman’s work on the study of natural image statistics, but extended to deal with dynamic imagery and the subsequent image deformations.

Classification of Dynamical Models
The problem of performing decisions in the space of dynamical models, for instance in order to recognize events by their dynamic characteristics, or to perform fault detection, or to compute the mean plant and the plant uncertainty from repeated identification trials, is a fundamental problem in system theory and one that has received remarkably little attention during the past four decades. Even for the simple case of linear finite-dimensional systems, no thorough study on the structure of probability measures on such spaces is available, and even metric structures are usually restricted to cord distances (i.e. distances that do not preserve the geometric structure of the space of models) that only take into account the steady-state response, for instance Martin’s distance for SISO systems, or subspace angles. We have been after a meaningful notion of distance between models that could take into account, depending on the application, transient behavior, initial conditions, input distribution, as well as steady-state dynamics. Our source of inspiration is the problem of recognizing people from their gait. We are motivated by the fact that humans are able to recognize a familiar person from afar by the way they walk, regardless of pose, clothing etc. In particular, we are interested in recognizing classes of gaits, whether a person is limping, etc. The applications are not limited to visual analysis. Another application of interest is the determination of gait types for soldiers moving on foot in the battlefield from accelerometers mounted on their backpack. Given that humans are collection of controlled inverted penduli, a useful distance should apply to non-minimum-phase models, and given that we are interested in stationary as well as transient behavior, it should apply to marginally stable models. Most common metrics are restricted to the second order statistics of their covariance sequence, which forces the attention on the stable and minimum-phase representation of the plant. We have drawn inspiration from recent work of Smola and coworkers on the definition of Mercer kernels between dynamical models. Unfortunately their definition of distance requires marginalization with respect to the joint density of the inputs of two different plants, which is never available, or it requires that the inputs are independent, in which case the effect of the initial condition is discounted. We have been able to define a kernel distance between dynamical models that can take into account the transient, input distribution and steady-state behavior of models of arbitrary dimension, including non-minimum-phase ones and marginally stable ones. This work reveals interesting connections to optimal transport and independent component analysis, in that in order to eliminate dependency of the distance from the joint density of the inputs of the two models being compared, one has to strongly whiten the inputs (make them spatially and temporally independent), which involves the solution of an independent-component analysis problem, and to define a kernel between arbitrary scalar distributions, which minimizes the Wasserstein distance, an optimal transport problem.

Causal Inference for Event Detection and Analysis
We have begun to explore the potential of Pearl’s Causal Analysis framework to represent, and hence recognize, dynamic events of interest. The idea is to factor out the wide variability in spatial and temporal statistics, and only concentrate on causal relationship to describe events of interest such as suspicious behavior of an individual seen in video, or the occurrence of an accident at an intersection monitored with embedded sensors.

Numerical Schemes for Hamilton-Jacobi-Bellman Equations We have developed effective fast-marching algorithms for numerically integrating partial differential equations that arise in shape analysis (shape from shading) and in tensor imaging [46, 47].

Fast Feature Tracking
We have developed a reconfigurable architecture platform for fast feature tracking (up to 300,000 features at 100Hz) [2].
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