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Abstract—SAR amplitude calibration is performed prior to the selection of potential Persistent Scatterers (PS) to avoid amplitude variations due to sensor characteristics and viewing geometry. As the interferometric phases of a small percentage of the radar pixels in an image is used in the PS-InSAR analysis, it is investigated if this time and storage space consuming step can be omitted. We present an integrated method which does not perform amplitude calibration explicitly, but integrates it into the PS point selection procedure for validation purposes by evaluating the hypothesis that a point would have been selected if all images were calibrated beforehand. Its performance assessment is based on coherent phase behavior of the selected potential PS and indicates that empirical calibration validation is an alternative for calibrating full images based on physical sensor parameters.

I. INTRODUCTION

Persistent Scatterer (PS) [1] InSAR is based on a network of point scatterers with a non-random phase behavior in time. As their interferometric phase contributions due to deformation are obscured by other effects, their identification is based on the amplitude behavior in time. For an unbiased selection of potential PS, a preceding SAR calibration is performed to isolate the amplitude observations corresponding with physical PS properties from amplitude variations due to viewing geometry and sensor characteristics. Since the amount of PS is generally a small percentage of the full image and only their interferometric phase observations are used in the PS-InSAR analysis, the necessity of calibrating full images can be questioned. This study investigates the integration of amplitude calibration in the selection procedure of potential PS as a validation tool to determine if the potential PS would have been selected if the SAR images were calibrated beforehand.

II. INITIAL POINT SELECTION

A. Potential PS parameterization

Several methods are available for potential PS identification:

1) Signal-to-Clutter Ratio \(SCR\) [2],

2) Amplitude dispersion \(D_a\) [1],

3) Phase stability [3].

\(SCR\) is based on the assumption that an amplitude return is a deterministic signal disturbed by randomly Gaussian distributed clutter. The clutter reflects the distributed scatterers in the surroundings of the potential PS. A point scatterer with a high \(SCR\) through time is a potential PS. \(SCR\) assumes stationary stochastic behavior of the surroundings, which may not be valid, especially in urban areas with a high PS density. Automatic distinction of two nearby potential PS requires high flexibility of \(SCR\) estimation windows and signal edge detectors.

The amplitude dispersion method [1] performs an amplitude time series analysis on an (oversampled) pixel-by-pixel basis. Each pixel is quantified by the ratio between the standard deviation \(\sigma_a\) and the mean \(\mu_a\) of the amplitudes through time:

\[
D_a = \frac{\sigma_a}{\mu_a}.
\]

Point scatterers with a low amplitude dispersion are selected as potential PS. A commonly used threshold is 0.25, which corresponds with a \(SCR\) of 8.

Recently phase stability as a selection criterium for potential PS has been investigated [3]. The phase stability is analyzed on the assumption that deformation is spatially correlated, averaging the phases of neighboring potential PS, and selecting the point targets with the lowest residual noise. If potential PS could be detected purely on their phase behavior, SAR calibration could be omitted. However, the selection of these neighboring potential PS is based on amplitude dispersion.

B. PS-InSAR SAR calibration

Both physically related and empirical SAR calibration methods have been investigated to eliminate amplitude variations due to viewing geometry and sensor characteristics. ESA ERS SAR calibration applies system and acquisition dependent corrections to compare backscatter coefficients over the full image [4]. The corrections are applied as a multiplication factor that consists of constant factors (calibration constant, antenna pattern gain, replica pulse power), range dependent factors (slant range, incidence angle) and the powerloss, which varies over the full image. For specific purposes, these corrections can be simplified, resulting in empirical calibration methods. Such an approach for multi-temporal ERS SAR data is described in [5].

For PS-InSAR applications combining different sensors a generalized empirical calibration method can be formulated.
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Understanding the physical implications of the SAR amplitude calibration, it can be deduced that $SCR$ is less affected, as the calibration factor of signal and clutter cancel in the ratio. However, as automatic implementation of $SCR$ is complicated, the SAR amplitude calibration validation is based on $D_n$. To avoid any a priori assumptions on the (deformation) phase behavior, we limit the potential PS selection to the amplitude sequence. The phase coherence is investigated to assess the performance of the potential PS selection.

### III. Integrated SAR Calibration Validation

#### A. General procedure

The processing strategy to implement SAR calibration validation in PS-InSAR analysis can be summarized as:

1. oversampling with a factor 2 to avoid aliasing,
2. SAR image coregistration to the same radar grid,
3. potential PS subset selection per grid cell based on $D_n$,
4. calibration parameter estimation and testing,
5. hypothesis testing: would the potential PS have been selected if SAR calibration was performed?

#### B. Mathematical model

To implement empirical SAR calibration as a validation tool, it is written down as a Gauss-Markov model. Such an approach enables testing of observations, their stochasticity and model assumptions. For a selection of $P$ points within a grid cell, a multiplication factor $c_k$ is estimated relative to a virtual reference image for all $K$ SAR images. The functional and stochastic model reads:

$$ E\{y\} = E\{a_p^k\} = c_k a_p^{ref}$$

$$ D\{y\} = \sum_{p=1}^{P} \sigma^2_{a_p} Q_p $$

where $a_p^k$ is the amplitude observation for potential PS $p$ in image $k$ with its variance $\sigma^2_{a_p}$, $a_p^{ref}$ is the unknown amplitude for potential PS $p$ free from variations due to sensor characteristics and viewing geometry. After linearization the functional model reads:

$$ E\{\begin{bmatrix} \Delta a^1_i \\ \vdots \\ \Delta a^K_i \\ \Delta a^1_p \\ \vdots \\ \Delta a^K_p \\ \end{bmatrix} \} = \begin{bmatrix} a^ref_i \\ \vdots \\ a^{ref}_P \\ d^ref_i e^{Ko} \\ \vdots \\ d^{ref}_P e^{Ko} \\ \end{bmatrix} c^{10} \begin{bmatrix} \Delta c^1 \\ \vdots \\ \Delta c^K \\ \Delta a^{ref}_1 \\ \vdots \\ \Delta a^{ref}_P \\ \end{bmatrix} $$

As calibration factors can only be estimated relatively, a rank defect of 1 has to be resolved, which implies that one calibration factor is fixed at the value 1. It does not matter which calibration factor to fix; the precision of the adjustment results is intrinsically identical. An iterative procedure results in unbiased estimators with minimum variance for the multiplication factors and the unknown reference amplitudes [6].

#### C. Variance Component Estimation

The observational stochastic model (2) is not very well known a priori. It is assumed that the amplitude variance reflects the independent physical properties of the potential PS superposed with random noise due to viewing geometry (look and squint angle) and atmosphere. Its initial value is the amplitude standard deviation from the uncalibrated stack.

Based on the adjustment residuals, variance factor(s) to update the stochastic model are estimated by Variance Component Estimation (VCE) [7]. In the SAR calibration validation either 1 variance factor or 2 variance factors to potential PS: $\sigma^2_1, \sigma^2_2$.

#### D. Testing observational errors

Erroneous observations, such as amplitudes of non-stable point scatterers or distributed scatterers, influence the estimates of the calibration factors. Therefore, tests are performed to trace these erroneous observations [8] and remove them from the dataset comparing a null hypothesis $H_0$ against an alternative hypothesis $H_A$:

$$ H_0 : E\{y\} = c_k a_p^{ref} \quad \text{versus} \quad H_A : E\{y\} = c_k a_p^{ref} + C_y \nabla. $$

The matrix $C_y$ specifies the type of potential error and $\nabla$ represents the observational error(s). $H_0$ is rejected if the teststatistic $T_y$ corresponding with $C_y$ exceeds the critical value $k_n$.

The following two observational tests are considered:

1. **Datasnooping**: Datasnooping implies successive single amplitude observation tests of dimension 1. For uncorrelated observations $y_i$, the teststatistic $w_i$ is computed from the residual $\hat{e}_i$.

$$ w_i = \frac{\hat{e}_i}{\sigma_{e_i}} \quad c_{yi} = (0, \ldots, 0, 1_i, 0, \ldots, 0)^T. $$
2) Point test: Tracing single observational errors may be not very efficient, as the aim is to select potential PS. For this reason, an alternative hypothesis is specified to perform an integrated test on all amplitude observations of a single potential PS. Its \( C \) matrix reads:

\[
C_p = [0 \ldots 0 \ I_p \ (K-1) \times (K-1) \ 0 \ldots 0]^T.
\]

The corresponding test statistic \( T_{K-1} \) has dimension \( K-1 \). For each potential PS, only \( K-1 \) amplitude observations can be independently combined in an alternative hypothesis. A point test of dimension \( K \) would imply the estimation of a constant bias to the amplitude observations, for which the calibration factors are invariant.

E. Tests of different dimensions

When comparing tests of different dimensions, the one with the largest teststatistic should correspond with the most likely alternative hypothesis. However, tests of different dimensions have different probability density functions. Therefore, all tests are performed with a power of 50% and scaled to their critical value. The largest of these teststatistic ratios belongs to the most likely alternative hypothesis.

F. SAR calibration validated potential PS selection

The testing procedure of the amplitude observations and their stochastic model results in calibration factor and reference amplitude estimates plus their precision. The SAR calibration validated selection will consist of the potential PS that fulfill:

\[
\frac{\hat{a}_{p}}{a_{p}^{\text{ref}}} < 0.25
\]

where \( \hat{a}_{p} \) is the estimated standard deviation of the amplitude observations of potential PS \( p \) and \( a_{p}^{\text{ref}} \) is its estimated amplitude that is not affected by sensor characteristics.

IV. PERFORMANCE OF SAR CALIBRATION VALIDATION

A. Empirical SAR calibration validation per grid cell

The integrated SAR calibration validation estimates the calibration factors and the reference amplitudes of the best points (25-50) per grid cell. The most optimal way in terms of speed and efficiency is applying point tests for potential PS that do no behave as a point scatterer combined with estimating one variance factor for the stochastic model (Fig. 1). This variance factor is of dual use, as it also quantifies the Overall Model Test (OMT) which is a quality measure of both the functional and stochastic model.

The mathematical model and the adjustment results are approved when the Overall Model Test equals its expectation value 1 and no more potential PS are rejected. Based on (7) the potential PS are selected that would have passed when the SAR images would have been calibrated beforehand. Fig. 2 shows the amplitude dispersion of the best points within a grid cell for the uncalibrated images and as estimated from the SAR calibration validation procedure. As expected, after SAR calibration validation significantly more potential PS are selected. From the similarity of the amplitude dispersion patterns one could argue that selecting the best points within a grid cell would be sufficient. However, the decrease of the amplitude dispersion is unknown when omitting calibration validation.

Besides the Overall Model Test, an adjustment residual analysis can confirm if the functional and stochastic model are optimal for the unknown parameter estimation. As a point scatterer’s amplitude distribution can be approximated by a normal distribution (Fig. 3(a)), the adjustment residuals are normally distributed as well, as they are a linear function of the observations. This is certainly not the case for distributed scatterers.

Fig. 3(b) shows the distribution of all normalized residuals, which are equal to the \( w \)-teststatistics (section III-D.1). As can be deduced, the \( w \)-teststatistics fit their theoretical standard normal distribution very well. This strengthens the application of the adjustment and testing procedure from Fig. 1.

B. Calibration validation performance based on phase behavior of potential PS

Performance analysis of the integrated SAR calibration validation and comparison to other methods is done based on the phase history of the selected potential PS. The phase residuals per arc between two potential PS are parameterized in a coherence measure. The potential PS is accepted if it is
SAR calibration validation is a well performing alternative for calibrating full images based on physical parameters. The false detection rate of both methods is equal, whereas the SAR calibration validation method detects even more potential PS. The number of commonly detected and accepted potential PS is 82%. Especially in grid cells with a high potential PS density, it may occur that the amplitude dispersion of a neighboring point scatterer is slightly higher due to a different estimation procedure. These differences are not caused by coregistration precision, which is for both methods around 0.1 pixel. The higher detection rate of the calibration validation method may possibly be addressed to variability of the estimated calibration factors with Doppler difference. The amplitudes drop for images with a high Doppler frequency [9], which is not taken into account in the ESA ERS SAR calibration.

V. CONCLUSION

For initial point scatterer selection based on amplitudes, it is not necessary to calibrate full SAR images. The most potential point scatterers in terms of amplitude dispersion are utilized in the SAR calibration validation. An adjustment and testing procedure results in estimates for a reference amplitude per potential PS plus its variance and subsequently in an amplitude dispersion not affected by sensor characteristics and viewing geometry. The performance of the SAR calibration validation on real data is analyzed in terms of phase coherence. The results indicate that SAR calibration can be replaced by an empirical calibration validation on a limited selection of scatterers from the uncalibrated stack. Compared to the ESA ERS SAR calibration, it shows a higher flexibility in the test area.

TABLE I

<table>
<thead>
<tr>
<th></th>
<th>PPS</th>
<th>Rejected</th>
<th>Common PPS</th>
</tr>
</thead>
<tbody>
<tr>
<td>ESA calibration</td>
<td>61</td>
<td>18 %</td>
<td>82 %</td>
</tr>
<tr>
<td>Empirical validation</td>
<td>96</td>
<td>19 %</td>
<td>82 %</td>
</tr>
</tbody>
</table>

These results show that for PS-InSAR, a simple empirical

REFERENCES


