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Executive Summary

This report examines selected aspects of autonomic computing, explores some of its strengths and weaknesses, and outlines some of the current research projects being undertaken in this area. It also makes connections between this area and current work in several initiatives at the Carnegie Mellon® Software Engineering Institute (SEI), namely the Predictable Assembly from Certifiable Components and Software Architecture Technology Initiatives. Several pieces of work being undertaken in these initiatives have connections to autonomic computing. Furthermore, the report describes the potential and impact of autonomic computing for Department of Defense (DoD) systems and outlines some of the challenges for the DoD as it moves to exploit autonomic computing technology.
Abstract

This report examines selected aspects of autonomic computing and explores some of the strengths and weaknesses of that technology. It also makes connections between autonomic computing and current work in several initiatives at the Carnegie Mellon® Software Engineering Institute. Furthermore, it describes the potential and impact of autonomic computing for Department of Defense (DoD) systems and outlines some of the challenges for the DoD as it moves to exploit autonomic computing technology.
1 Introduction

Autonomic computing (AC) is an approach to address the complexity and evolution problems in software systems. A software system that operates on its own or with a minimum of human interference according to a set of rules is called autonomic.¹ The term *autonomic* derives from the human body’s autonomic nervous system, which controls key functions without conscious awareness or involvement [IBM 02].

IBM started the autonomic computing initiative in 2001 to build self-managing computing systems to overcome the rapidly growing complexity problem. After four years, IBM can point to significant success stories, such as the DB2 Configuration Advisor [Kwan 03] or the Tivoli Risk Manager [IBM 05b]. By April 2005, IBM had woven more than 475 autonomic features into more than 75 products [IBM 05a]. Moreover, IBM has been exceedingly successful in rallying the research community behind their autonomic computing initiative [IBM 02]. Several conferences and workshops emerged, including the Institute of Electrical and Electronics Engineers (IEEE) International Conference on Autonomic Computing (ICAC); the Association for Computing Machinery (ACM) Workshop on Self-Managed Systems (WOSS); the ACM Workshop on Design and Evolution of Autonomic Systems (DEAS); the Autonomic Computing Workshop (AMS); the Conference on Human Impact and Application of Autonomic Computing Systems (CHIACS); the Autonomic Applications Workshop (AAW); the Engineering of Autonomic Systems (EAS) Workshop; and the Workshop on Software Architecture for Dependable Systems (WADS).

Many other companies besides IBM have launched related initiatives including Microsoft’s Dynamic Systems Initiative (DSI) [Microsoft 05]; Hewlett Packard’s Adaptive Enterprise [HP 03]; Sun’s N1 Grid Engine [Sun 03]; Dell’s Dynamic Computing Initiative; Hitachi’s Harmonious Computing [Hitachi 03]; and Electronic Data Systems’ (EDS’s) Agile Enterprise [EDS 05]. These initiatives have several objectives in common—reining in the software complexity problem is central to all of them.

Autonomic computing is not a new field but rather an amalgamation of selected theories and practices from several existing areas including control theory, adaptive algorithms, software agents, robotics, fault-tolerant computing, distributed and real-time systems, machine learning, human-computer interaction (HCI), artificial intelligence, and many more. The future of autonomic computing is heavily dependent on the developments and successes in several other technology arenas that provide an infrastructure for autonomic computing systems including Web and grid services, architecture platforms such as service-oriented architecture (SOA) [Papazoglou 03], Open Grid Services Architecture (OGSA) [Globus 05], and pervasive and ubiquitous computing.

¹ The Greek origin for autonomic—“αυτονοµος”—literally means “self-governed.”
1.1 The Complexity Problem

The increasing complexity of computing systems is overwhelming the capabilities of software developers and system administrators who design, evaluate, integrate, and manage these systems [Ganek 03]. Today, computing systems include very complex infrastructures and operate in complex heterogeneous environments. With the proliferation of handheld devices, the ever-expanding spectrum of users, and the emergence of the information economy with the advent of the Web, computing vendors have difficulty providing an infrastructure to address all the needs of users, devices, and applications.

SOAs with Web services as their core technology have solved many problems, but they have also raised numerous complexity issues. One approach to deal with the business challenges arising from these complexity problems is to make the systems more self-managed or autonomic. For a typical information system consisting of an application server, a Web server, messaging facilities, and layers of middleware and operating systems, the number of tuning parameters exceeds human comprehension and analytical capabilities. Thus, major software and system vendors endeavor to create autonomic, dynamic, or self-managing systems by developing methods, architecture models, middleware, algorithms, and policies to mitigate the complexity problem.

In a 2004 *Economist* article, Kluth investigates how other industrial sectors successfully dealt with complexity [Kluth 04]. He and others have argued that for a technology to be truly successful, its complexity has to disappear. He illustrates his arguments with many examples including the automobile and electricity markets. Only mechanics were able to operate early automobiles successfully. In the early 20th century, companies needed a position of vice president of electricity to deal with power generation and consumption issues. In both cases, the respective industries managed to reduce the need for human expertise and simplify the usage of the underlying technology. However, usage simplicity comes with an increased complexity of the overall system (e.g., what is “under the hood”). Basically for every mouse click or return we take out of the user experience, 20 things have to happen in the software behind the scenes. Given this historical perspective with this predictable path of technology evolution, maybe there is hope for the information technology sector.

1.2 The Evolution Problem

By attacking the software complexity problem through technology simplification and automation, autonomic computing also promises to solve selected software evolution problems. Instrumenting software systems with autonomic technology will allow us to monitor or verify requirements (functional or nonfunctional) over long periods of time. For example, self-managing systems will be able to monitor and control the brittleness of legacy systems, provide automatic updates to evolve installed software, adapt safety-critical systems without halting them, immunize computers against malware automatically, facilitate enterprise integration with self-managing integration mechanisms, document architectural
drift by equipping systems with architecture analysis frameworks, and keep the values of quality attributes within desired ranges.

This report is organized as follows. Section 2 presents basic concepts and foundations within autonomic computing and explores some of the current and emerging technologies. Section 3 outlines a sample of AC research projects. Section 4 analyzes some of the limitations and problems of AC. Section 5 examines the impact of AC technology to some of the work currently being undertaken at the Carnegie Mellon® Software Engineering Institute (SEI). Section 6 examines the potential for AC technology within Department of Defense (DoD) systems. Section 7 concludes the report and outlines some steps that the SEI can take to continue investigation in this area. At the end of this report is an extensive bibliography, which shows how quickly the field has grown since 2001. This bibliography contains a number of documents that would be good starting points for newcomers to the field of autonomic computing.

2 Foundations and Concepts

2.1 The Ubiquitous Control Loop

At the heart of an autonomic system is a control system, which is a combination of components that act together to maintain actual system attribute values close to desired specifications, as shown in Figure 1. Open-loop control systems (e.g., automatic toasters and alarm clocks) are those in which the output has no effect on the input. Closed-loop control systems (e.g., thermostats or automotive cruise-control systems) are those in which the output has an effect on the input in such a way as to maintain a desired output value. An autonomic system embodies one or more closed control loops. A closed-loop system includes some way to sense changes in the managed element, so corrective action can be taken. The speed with which a simple closed-loop control system moves to correct its output is described by its damping ratio and natural frequency. Properties of a control system include spatial and temporal separability of the controller from the controlled element, evolvability of the controller, and filtering of the controlled resource.

Numerous engineering products embody open-loop or closed-loop control systems. The AC community often refers to the human autonomic nervous system (ANS) with its many control loops as a prototypical example. The ANS monitors and regulates vital signs such as body temperature, heart rate, blood pressure, pupil dilation, digestion blood sugar, breathing rate, immune response, and many more involuntary, reflexive responses in our bodies. The ANS consists of two separate divisions called the parasympathetic nervous system, which regulates day-to-day internal processes and behaviors, and the sympathetic nervous system, which deals with stressful situations. Studying the ANS might be instructive for the design of autonomic software systems. For example, physically separating the control loops that deal with normal and abnormal situations might be a useful design idea for autonomic software systems.
2.2 Autonomic Elements

IBM researchers have established an architectural framework for autonomic systems [Kephart 03]. An autonomic system consists of a set of autonomic elements that contain and manage resources and deliver services to humans or other autonomic elements. An autonomic element consists of one autonomic manager and one or more managed elements. At the core of an autonomic element is a control loop that integrates the manager with the managed element. The autonomic manager consists of sensors, effectors, and a five-component analysis and planning engine as depicted in Figure 2. The monitor observes the sensors, filters the data collected from them, and then stores the distilled data in the knowledge base. The analysis engine compares the collected data against the desired sensor values also stored in the knowledge base. The planning engine devises strategies to correct the trends identified by the planning engine. The execution engine finally adjusts parameters of the managed element by means of effectors and stores the affected values in the knowledge base.

![Autonomic Element](image)

Figure 2: Autonomic Element

An autonomic element manages its own internal state and its interactions with its environment (i.e., other autonomic elements). An element’s internal behavior and its relationships with other elements are driven by the goals and policies the designers have built into the system. Autonomic elements can be arranged as strict hierarchies or graphs.

*Touchpoints* represent the interface between the autonomic manager and the managed element. Through touchpoints, autonomic managers control a managed resource or another autonomic element. It is imperative that touchpoints are standardized, so autonomic managers can manipulate other autonomic elements in a uniform manner. That is, a single standard manageability interface, as provided by a touchpoint, can be used to manage routers, servers,
application software, middleware, a Web service, or any other autonomic element. This is one of the key values of AC: a single manageability interface, rather than the numerous sorts of manageability interfaces that exist today, to manage various types of resources [Miller 05e]. Thus, a touchpoint constitutes a level of indirection and is the key to adaptability.

A manageability interface consists of a sensor and an effector interface. The sensor interface enables an autonomic manager to retrieve information from the managed element through the touchpoint using two interaction styles: (1) request-response for solicited (queried) data retrieval and (2) send-notification for unsolicited (event-driven) data retrieval. The effector interface enables an autonomic manager to manage the managed element through the touchpoint with two interaction types: (1) perform-operation to control the behavior (e.g., adjust parameters or send commands) and (2) solicit-response to enable call-back functions.

IBM has proposed interface standards for touchpoints and developed a simulator to aid the development of autonomic managers. The Touchpoint Simulator can be used to simulate different managed elements and resources and to verify standard interface compliance.

2.3 Characteristics of Autonomic Systems

An autonomic system can self-configure at runtime to meet changing operating environments, self-tune to optimize its performance, self-heal when it encounters unexpected obstacles during its operation, and—of particular current interest—protect itself from malicious attacks. Research and development teams concentrate on developing theories, methods, tools, and technology for building self-healing, self-configuring, self-optimizing, and self-protecting systems, as depicted in Figure 3. An autonomic system can self-manage anything including a single property or multiple properties.

Figure 3: Autonomic Characteristics
An autonomic system has the following characteristics:

- **reflexivity**: An autonomic system must have detailed knowledge of its components, current status, capabilities, limits, boundaries, interdependencies with other systems, and available resources. Moreover, the system must be aware of its possible configurations and how they affect particular nonfunctional requirements.

- **self-configuring**: Self-configuring systems provide increased responsiveness by adapting to a dynamically changing environment. A self-configuring system must be able to configure and reconfigure itself under varying and unpredictable conditions. Varying degrees of end-user involvement should be allowed, from user-based reconfiguration to automatic reconfiguration based on monitoring and feedback loops. For example, the user may be given the option of reconfiguring the system at runtime; alternatively, adaptive algorithms could learn the best configurations to achieve mandated performance or to service any other desired functional or nonfunctional requirement. Variability can be accommodated at design time (e.g., by implementing goal graphs) or at runtime (e.g., by adjusting parameters). Systems should be designed to provide configurability at a feature level with capabilities such as separation of concerns, levels of indirection, integration mechanisms (data and control), scripting layers, plug and play, and set-up wizards. Adaptive algorithms have to detect and respond to short-term and long-term trends.

- **self-optimizing**: Self-optimizing systems provide operational efficiency by tuning resources and balancing workloads. Such a system will continually monitor and tune its resources and operations. In general, the system will continually seek to optimize its operation with respect to a set of prioritized nonfunctional requirements to meet the ever-changing needs of the application environment. Capabilities such as repartitioning, reclustering, load balancing, and rerouting must be designed into the system to provide self-optimization. Again, adaptive algorithms, along with other systems, are needed for monitoring and response.

- **self-healing**: Self-healing systems provide resiliency by discovering and preventing disruptions as well as recovering from malfunctions. Such a system will be able to recover—without loss of data or noticeable delays in processing—from routine and extraordinary events that might cause some of its parts to malfunction. Self-recovery means that the system will select, possibly with user input, an alternative configuration to the one it is currently using and will switch to that configuration with minimal loss of information or delay.

- **self-protecting**: Self-protecting systems secure information and resources by anticipating, detecting, and protecting against attacks. Such a system will be capable of protecting itself by detecting and counteracting threats through the use of pattern recognition and other techniques. This capability means that the design of the system will include an analysis of the vulnerabilities and the inclusion of protective mechanisms that might be employed when a threat is detected. The design must provide for capabilities to recognize and handle different kinds of threats in various contexts more easily, thereby reducing the burden on administrators.
• **adapting:** At the core of the complexity problem addressed by the AC initiative is the problem of evaluating complex tradeoffs to make informed decisions. Most of the characteristics listed above are founded on the ability of an autonomic system to monitor its performance and its environment and respond to changes by switching to a different behavior. At the core of this ability is a control loop. Sensors observe an activity of a controlled process, a controller component decides what has to be done, and then the controller component executes the required operations through a set of actuators. The adaptive mechanisms to be explored will be inspired by work on machine learning, multi-agent systems, and control theory.

### 2.4 Policies

Autonomic elements can function at different levels of abstraction. At the lowest levels, the capabilities and the interaction range of an autonomic element are limited and hard-coded. At higher levels, elements pursue more flexible goals specified with policies, and the relationships among elements are flexible and may evolve.

Recently, Kephart and Walsh proposed a unified framework for AC policies based on the well-understood notions of states and actions [Kephart 04]. In this framework, a policy will directly or indirectly cause an action to be taken that transitions the system into a new state. Kephart and Walsh distinguish three types of AC policies, which correspond to different levels of abstraction, as follows:

1. **action policies:** An action policy dictates the action that should be taken when the system is in a given current state. Typically this action takes the form of “IF (condition) THEN (action),” where the condition specifies either a specific state or a set of possible states that all satisfy the given condition. Note that the state that will be reached by taking the given action is not specified explicitly. Presumably, the author knows which state will be reached upon taking the recommended action and deems this state more desirable than states that would be reached via alternative actions. This type of policy is generally necessary to ensure that the system is exhibiting rational behavior.

2. **goal policies:** Rather than specifying exactly what to do in the current state, goal policies specify either a single desired state, or one or more criteria that characterize an entire set of desired states. Implicitly, any member of this set is equally acceptable. Rather than relying on a human to explicitly encode rational behavior, as in action policies, the system generates rational behavior itself from the goal policy. This type of policy permits greater flexibility and frees human policy makers from the “need to know” low-level details of system function, at the cost of requiring reasonably sophisticated planning or modeling algorithms.

3. **utility-function policies:** A utility-function policy is an objective function that expresses the value of each possible state. Utility-function policies generalize goal policies. Instead of performing a binary classification into desirable versus undesirable states, they ascribe a real-valued scalar desirability to each state. Because the most desired state is not specified in advance, it is computed on a recurrent basis by selecting the state that
has the highest utility from the present collection of feasible states. Utility-function policies provide more fine-grained and flexible specification of behavior than goal and action policies. In situations in which multiple goal policies would conflict (i.e., they could not be simultaneously achieved), utility-function policies allow for unambiguous, rational decision making by specifying the appropriate tradeoff. On the other hand, utility-function policies can require policy authors to specify a multidimensional set of preferences, which may be difficult to elicit; furthermore they require the use of modeling, optimization, and possibly other algorithms.

### 2.5 Issues of Trust

Dealing with issues of trust is critical for the successful design, implementation, and operation of AC systems. Since an autonomic system is supposed to reduce human interference or even take over certain heretofore human duties, it is imperative to make trust development a core component of its design. Even when users begin to trust the policies hard-wired into low-level autonomic elements, it is a big step to gain their trust in higher level autonomic elements that use these low-level elements as part of their policies.

Autonomic elements are instrumented to provide feedback to users beyond what they provide as their service. Deciding what kind of feedback to provide and how to instrument the autonomic elements is a difficult problem. The trust feedback required by users will evolve with the evolution of the autonomic system. However, the AC field can draw experience from the automation and HCI communities to tackle these problems.

Autonomic systems can become more trustable by actively communicating with their users. Improved interaction will also allow these systems to be more autonomous over time, exhibiting increased initiative without losing the users’ trust. Higher trustability—and usability—should, in turn, lead to improved adoptability.

### 2.6 Evolution Rather Than Revolution

Most existing systems cannot be redesigned and redeveloped from scratch to engineer autonomic capabilities into them. Rather, self-management capabilities have to be added gradually and incrementally—one component (i.e., architecture, subsystem, or service) at a time.

With the proliferation of autonomic components, users will impose increasingly more demands with respect to functional and nonfunctional requirements for autonicity. Thus, the process of equipping software systems with autonomic technology will be evolutionary rather than revolutionary. Moreover, the evolution of autonomic systems will happen at two levels—(1) the introduction of autonomic components into existing systems and (2) the change of requirements with the proliferation and integration of autonomic system elements.
IBM has defined five levels of maturity as depicted in Figure 4 to characterize the gradual injection of autonomicity into software systems.

**Figure 4: Increasing Autonomic Functionality**
3 Selected Research Projects

There is a large range of AC projects in academia and industry. Because many research areas contribute to the AC field, it is difficult to identify “pure” autonomic research projects. In particular, many highly relevant projects dealing with agents, grid computing (e.g., OceanStore), ubiquitous computing, Web services, or quality of service (e.g., Q-Fabric) are not discussed in this section.

3.1 Unity Project and Autonomic Computing Toolkit

Unity is a research project, carried out at IBM’s Thomas J. Watson Research Center, that explores some of the behaviors and relationships that will allow complex computing systems to self-manage—that is, to be self-configuring, self-optimizing, self-protecting, and self-healing [Chess 04]. The four principal aspects examined with the Unity prototype environment are (1) the overall architecture of the system, (2) the role of utility functions in decision making within the system, (3) the way the system uses goal-driven self-assembly to configure itself, and (4) the design patterns that enable self-healing within the system.

The IBM Autonomic Computing Toolkit is a collection of technologies, tools, scenarios, and documentation that is designed for users who want to learn, adapt, and develop autonomic behavior in their products and systems. These tools, technologies, and scenarios can be grouped into three main categories: (1) problem determination, (2) solution installation and deployment, and (3) integrated solutions [IBM 05c].

3.2 Information Economies Project

One of the most ambitious AC projects is the information economies project conducted at IBM’s Thomas J. Watson Research Center under the leadership of Kephart [Kephart 05a]. The project envisions a free-market information economy on the Internet where software agents buy and sell a variety of information goods and services. The economically motivated autonomic elements are expected to find and process information and disseminate it to humans and, increasingly, to other autonomic elements. The milieu of economic autonomic elements will naturally evolve, the elements will morph from facilitators into decision makers, and their degree of autonomy and responsibility will continually increase. This project envisions millions of autonomic elements buying and selling in a large-scale cooperative or competitive information economy. This is in stark contrast to most autonomic system designs that typically incorporate few autonomic elements.
3.3 KX Project (Columbia University)

The goal of the KX Project, led by Kaiser, is to inject AC technology into legacy software systems without any need to understand or modify the code of the existing system. The project designed a meta-architecture implemented as an active middleware infrastructure to add autonomic services explicitly via an attached feedback loop that provides continual monitoring and, as needed, reconfiguration or repair. The lightweight design and separation of concerns enable easy adoption of individual components, as well as the full infrastructure, for use with a large variety of systems [Kaiser 03, Griffith 05].

3.4 Rainbow Project (Carnegie Mellon University)

The Rainbow Project, led by Garlan, investigates the use of software architectural models at runtime as the basis for reflection and dynamic adaptation [Cheng 04b, Garlan 04]. The project aims to provide capabilities that will reduce the need for user intervention in adapting systems to achieve quality goals, improve the dependability of changes, and support a new breed of systems that can perform reliable self-modification in response to dynamic changes in the environment. The goal of the DiscoTect subproject is to produce architectural views by observing a running system [Yan 04a].

3.5 ROC Project (University of California Berkeley/Stanford)

The Recovery-Oriented Computing (ROC) Project, led by Patterson, investigates novel techniques for building highly dependable Internet services. ROC emphasized recovery from failures rather than failure avoidance [Patterson 02]. This philosophy is motivated by the observation that even the most robust systems still occasionally encounter failures due to human operator error, transient or permanent hardware failure, and software anomalies resulting from software aging.

3.6 DEAS Project (Universities of Victoria and Toronto, Canada)

The Design and Evolution of Autonomic Application Software (DEAS) Project, led by Müller and Mylopoulos, uses requirements goal models as a foundation for designing autonomic applications. Tasks such as self-configuration, self-optimization, self-healing, and self-protection are often accomplished by switching at runtime to a different system behavior. The goal of the project is to push this kind of system variability from runtime back into design time [Lapouchnian 05]. A second objective of the project is to instrument autonomic architectures with analysis frameworks for autonomic-specific and generic quality attributes using attribute-based architectural styles (ABASs) to ease the evolution of autonomic application software.
3.7 **Autonomia Project (University of Arizona)**

The goal of the Autonomia Project, led by Hariri, is to develop an infrastructure and tools that provide dynamically programmable control and management services to support the development of autonomic applications [Hariri 03].

3.8 **AutoMate Project (Rutgers University)**

The overall objective of the AutoMate Project is to investigate key technologies to enable the development of autonomic grid applications that are context aware and capable of self-configuring, self-composing, self-optimizing, and self-adapting [Parashar 03a, Agarwal 03]. Specifically, it will investigate the definition of autonomic components, the development of autonomic applications as dynamic compositions of autonomic components, and the design of key enhancements to existing grid middleware and runtime services to support these applications.

3.9 **AMUSE Project (University of Glasgow and Imperial College, UK)**

The Autonomic Management of Ubiquitous Systems for E-Health (AMUSE) Project focuses on the architecture and development of autonomous management capabilities for ubiquitous computing environments in general and electronic-health environments in particular [Sventek 05]. AMUSE defines the concept of a self-managed cell (SMC). The project aims to create and develop an SMC and create methods for inter-cell composition, intra-cell federation, and layering while developing various demonstrators and evaluators.

3.10 **Astrolabe Project (Cornell University)**

Astrolabe is a new system to automate self-configuration and self-monitoring and to control adaptation. Astrolabe operates by creating a virtual system-wide hierarchical database, which evolves as the underlying information changes [Birman 03, Valetto 05]. Astrolabe is secure and robust under a wide range of failure and attack scenarios, and it imposes low loads even under stress.
4 Analysis and Benefits of Current AC Work

4.1 AC Framework

The AC framework outlined in Section 2 provides methods, algorithms, architectures, technology, and tools to standardize, automate, and simplify myriad system administration tasks. Just a few years ago, the installation—or uninstallation—of an application on a desktop computer required the expertise of an experienced system administrator. Today, most users can install applications using standard install shields with just a handful of mouse clicks. By building self-managing systems using the AC framework, developers can accomplish similar simplifications for many other system administration tasks (e.g., installing, configuring, monitoring, tuning, optimizing, recovering, protecting, and extending).

4.2 Quality Attributes and Architecture Evaluation

The architectural blueprint introduced in Section 2 constitutes a solid foundation for building AC systems. But so far, this blueprint has not come with a software analysis and reasoning framework to facilitate architecture evaluation for self-managing applications. The DEAS Project, mentioned above, proposes to develop such a framework based on ABASs [Klein 99]. When the system evolves, engineers can use this analysis framework to revisit, analyze, and verify certain system properties.

Quality attributes for autonomic architectures should include not only traditional quality criteria such as variability, modifiability, reliability, availability, and security but also autonomicity-specific criteria such as support for dynamic adaptation, dynamic upgrade, detecting anomalous system behavior, how to keep the user informed, sampling rate adjustments in sensors, simulation of expected or predicted behavior, determining the difference between expected and actual behavior, and accountability (i.e., how can users gain trust by monitoring the underlying autonomic system).

Traditionally, for most quality attributes, applying stimuli and observing responses for architectural analysis is basically a thought exercise performed during design and system evolution. However, the DEAS principal investigators envision that many of the autonomicity-specific quality attributes can be analyzed by directly stimulating events and observing responses on the running application, which is already equipped with sensors/monitors and executors/effectors as an autonomic element.

Codifying the relationship between architecture and quality attributes not only enhances the current architecture design but also allows developers to reuse the architecture analysis for other applications. The codification will make the design tradeoffs, which often exist only in
the chief architect’s mind, explicit and aid in analyzing the impact of an architecture reconfiguration to meet certain quality attributes during long-term evolution. The fundamental idea is to equip the architecture of autonomic applications with predictability by attaching, at design time, an analysis framework to the architecture of a software system to validate and reassess quality attributes regularly and automatically over long periods of time.

This codification will also aid in the development of standards and curricula materials, which are discussed in more detail in subsequent sections.

### 4.3 Standards

Many successful solutions in the information technology industry are based on standards. The Internet and World Wide Web are two obvious examples, both of which are built on a host of protocols and content formats standardized by the Internet Engineering Task Force (IETF) and the World Wide Web Consortium (W3C), respectively.

Before AC technology can be widely adopted, many aspects of its technical foundation have to be standardized. IBM is actively involved in standardizing protocols and interfaces among all interfaces within an autonomic element as well as among elements, as depicted in Figure 5 [Miller 05b].

In March 2005, the Organization for the Advancement of Structured Information Standards (OASIS) standards body approved the Web Services Distributed Management (WSDM) standard, which is potentially a key standard for AC technology. The development of standards for AC and Web services is highly competitive and politically charged.

The Autonomic Computing Forum (ACF) is a European organization that is open and independent. Its mandate is to generate and promote AC technology [Popescu-Zeletin 04].
4.4 Curriculum Development

Control systems are typically featured prominently in electrical and mechanical engineering curricula. Historically, computer science curricula do not require control theory courses. Recently developed software engineering curricula, however, do require control theory [UVIC 03].

Current software architecture courses cover control loops only peripherally. The architecture of autonomic elements is not usually discussed. Note that event-based architectures, which are typically discussed in a computer science curriculum, are different from the architectures for autonomic systems. Courses on self-managed systems should be introduced into all engineering and computing curricula along the lines of real-time and embedded systems courses.

How to build systems from the ground up as self-managed computing systems will likely be a core topic in software engineering and computer science curricula.
5 Connections to the SEI Initiatives

5.1 Basics of SAT and PACC

An important principle of the Software Architecture Technology (SAT) and Predictable Assembly from Certifiable Components (PACC) Initiatives is that quality attributes (such as performance and reliability) exert a dominant influence over the “shape” of the design. For example, performance requirements will determine resource allocation strategies and, hence, the allocation of functionality to units of concurrency, which is an important architectural design decision. In turn, the resource allocation strategy determines the type or types of models that are appropriate for analysis. The extent to which the models can be applied to the architecture is the extent to which the behavior of the architecture can be predicted. This relationship between quality attribute models and the architecture is one reason why quality attributes exert influence over architectural design.

PACC formalizes the relationship through the notion of interpretation. Interpretation is a formal mapping from an architecture (or assembly of components in PACC vernacular) to a quality attribute model. Evaluating the quality attribute model yields quality attribute predictions.

Software architecture technology provides an informal description of the relationship between an architecture and its associated quality attribute models through architectural tactics. “An architectural tactic is a means of satisfying a quality attribute response measure by manipulating some aspect of a quality attribute model through architectural design decisions” [Bachmann 03]. In other words, an architectural tactic uses key parameters of quality attribute models to identify changes in the architecture that will have a positive impact on the achievement of a specific quality attribute requirement.

5.2 SAT and PACC Initiatives in Relation to AC

These two notions of predictive models and controlled architectural change are central to AC, which uses models to implement its control loops. These models must account for the structure of the managed element (ME), how the ME reacts to inputs (relative to policy objectives), and how to adjust the ME to achieve policy objectives. The use of models suggests several areas of potential synergy between the SAT and PACC Initiatives and the various AC initiatives.

- SAT Initiative: The goal of the ArchE Project in the SAT Initiative is to create a prototype architectural design assistant. ArchE uses a search strategy that involves automatically creating quality attribute models via interpretation to evaluate the current...
design and that uses tactics to generate the next level of the search tree. This search strategy is ArchE’s analogue to the autonomic manager control loop, albeit at design time rather than runtime. However, the issues are identical:

- predicting quality attribute behavior, given an architectural design
- determining design alternatives to meet quality attribute objectives
- making tradeoffs between competing quality attribute objectives (possibly through the use of utility functions)

Self-adaptive architectures are a relatively new area of focus for the SAT Initiative that is very synergistic with AC. The SEI has been working on the development of the DiscoTect tool for generating a view of the architecture of a system at runtime [Yan 04a, Yan 04b]. A further aspect of this work is predictably changing architectural patterns at runtime. This work is strongly aligned with the self-adaptation within AC.

• **PACC Initiative:** Some of the key goals of the PACC Initiative are to develop automated interpretation, evaluation, and validation procedures for existing and emerging quality attribute theories—in particular, for the quality attribute’s performance (for example, various scheduling theories and real-time queuing theory), safety (for example, the use of model checking to check safety assertions), and security.

Component certification is another area of focus for PACC that might be relevant to AC (that is, verifying *a priori* that MEs satisfy designated properties).
6 The Potential of AC Technology for DoD Systems

The DoD builds warfighting platforms (ships, aircraft, tanks, command-and-control centers), which contain many systems and are integrated “systems of systems” (SoSs), with a computing infrastructure to support the SoS. In previous acquisitions of such warfighting platforms, each system had its own computing platforms, which were connected point to point or with low-bandwidth local area networks (LANs). Hence, the software-to-hardware allocation was usually static. In some warfighting platforms, a few fixed static allocations were approved, and transitions from one configuration to another were allowed, although this type of platform was rare.

Although applications can execute in any platform, in the case of a ship, the applications must be distributed throughout the ship such that they operate effectively for the multiple mission threads. When the ship’s mission is changed, some new applications may have to be installed automatically, and some applications may be removed.

The new development paradigm is to use common computing platforms and to build the software such that “any software component can run anywhere.” In many ways, a ship is the largest scale platform built, so the remainder of the discussion concentrates on ships. The problem of allocating software components to hardware components and dealing with multiple simultaneous missions, changing missions, and large-scale computing and communications equipment failure is generally referred to as dynamic resource management (DRM), which overlaps considerably with AC. The basic software elements to be addressed in this domain are listed below:

- Mission (or warfare) threads of applications are sequences of applications to be executed to conduct a mission. Examples include anti-aircraft warfare, anti-submarine warfare, anti-mine warfare, surface warfare, logistics, and ship control. There are often well-defined qualities of service (QoSs) associated with mission threads, often starting from “threat detection” and ending with “engagement of the threat by a weapon.” These QoSs often budget latency time between the threat detection and weapon firing, and they allocate time within the thread to each application, to “recovery from a single failure,” and to “computing infrastructure.” The computing infrastructure time lag usually includes the time to communicate between computing platforms.

- Each mission-thread application may consist of many software components connected in various ways. There is usually a mixture of styles (Publish-Subscribe, Client-Server, Hub-Spoke, Pipe-and-Filter) used to interoperate these components. There are often stringent timing requirements, which can be derived from the QoSs, in executing some paths through these components. There are thousands of software components.
Different mission threads may include the same software components. In some cases, each mission thread may use its own copy of the component; in other cases, multiple mission threads may share the same component.

The computing infrastructure on a ship consists of hundreds of computing platforms that are organized into zones, each with independent electric supplies, air conditioning, and fire-suppression systems. There may also be multiple control centers, each with many workstations that control the ship's missions and engagements and coordinate its activities with other ships or that operate the ship. In addition, security zones and safety zones usually overlay these other zones.

Some warfighting platforms can conduct a number of mission threads concurrently, and the mission assignments can change dynamically due to warfighting environment changes or large-scale failures of computing resources, such as electric supply failures, air conditioning failures, or battle damage failures. Yet other warfighting platforms can be assigned different missions at different times.

Some of the challenges in this dynamic configuration management that AC can help with are described below.

- Given the current status and capability of the current computing and communication infrastructure resources, how can the software be allocated to hardware “from scratch” to satisfy the QoS requirements for the assigned mission threads under well-defined loading conditions? The QoS requirements may include threshold loading on communication lines; lag times between threat detection and weapons engagement; recovery times from single computing-platform failures; recovery times from software failures; the ability to ensure that a large-scale failure will disable only some mission threads, while others are not affected; and the ability to maintain information at the correct security level during operation. In practice, determining the QoS requirements must be done (offline) for a number of mixes of different missions and environments, each static allocation must be documented, and each configuration must be loaded and tested for conformance to the desired QoS. The results of this analysis can then be used to allocate the software to the hardware.

- Given that the ship is operational and conducting some missions and the current allocation of software to the current computing infrastructure is known, when a large-scale failure occurs, how can it be recognized from a sequence of individual failures, and how can the boundaries of the remaining viable hardware and communications components be recognized? How can software components be reallocated to the remaining working hardware components to provide degraded operation to satisfy a prioritized list of mission capabilities?

The availability of trained ship’s personnel to conduct missions from workstations in control centers must also be considered in the above situations.
7 Conclusions

The time is right for the emergence of self-managed or autonomic systems. Over the past decade, we have come to expect that “plug-and-play” for Universal Serial Bus (USB) devices, such as memory sticks and cameras, simply works—even for technophobic users. Today, users demand and crave simplicity in computing solutions.

With the advent of Web and grid service architectures, we begin to expect that an average user can provide Web services with high resiliency and high availability. The goal of building a system that is used by millions of people each day and administered by a half-time person, as articulated by Jim Gray of Microsoft Research, seems attainable with the notion of automatic updates. Thus, autonomic computing seems to be more than just a new middleware technology; in fact, it may be a solid solution for reining in the complexity problem.

Historically, most software systems were not designed as self-managing systems. Retrofitting existing systems with self-management capabilities is a difficult problem. Even if autonomic computing technology is readily available and taught in computer science and engineering curricula, it will take another decade for the proliferation of autonomicity in existing systems.

There are myriad opportunities for applying autonomic computing technology for DoD software. Because the field of autonomic computing draws from many research areas, experts with a variety of backgrounds are required to make this technology palatable for the DoD.

The current work being undertaken in the PACC and SAT Initiatives could be more closely aligned with the autonomic computing field. The work in predictive models, controlled architecture change, and self-adapting systems has a strong synergy with the work in autonomic computing. The SEI is ideally positioned to develop autonomic computing technology further and ensure the development and operation of self-managed systems with predictable and improved cost, schedule, and quality.
Although this autonomic computing bibliography is incomplete, the documents listed give a good indication of how quickly the field has grown since 2001. The documents tagged with an asterisk are good starting points for newcomers to the field of autonomic computing.
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