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Abstract

Optical techniques for measuring the temperature in three-dimensional supersonic reactive flows have typically depended on lineshape measurements using single-beam laser absorption spectroscopy. However, absorption over extended path lengths in flows with symmetric, turbulent eddies can lead to systematically high extracted temperatures due to Doppler shifts resulting from flow along the absorption path. To eliminate these problems and provide full three-dimensional spatial resolution, two variants of laser saturation spectroscopy have been developed and demonstrated, for the first time, which utilize two crossed and nearly copropagating laser beams. Individual rotational lines in the visible $I_2 \ X^1\Sigma^+_g \rightarrow B^3\Pi^+_u$ transition were used to develop the two diagnostics to support research on the Chemical Oxygen-Iodine Laser (COIL), the weapon aboard the USAF Airborne Laser. Cross-Beam Saturation Absorption Spectroscopy (CBSAS) and Cross-Beam Inter-Modulated Fluorescence (CBIMF) were demonstrated as viable methods for recording the spectral signal of an $I_2$ ro-vibrational line in a small three-dimensional volume using a tunable CW dye laser. Temperature is extracted by fitting the recorded signal with a theoretical signal constructed from the Doppler-broadened hyperfine components of the ro-vibrational line.

The CBIMF technique proved successful for extracting the temperature of an $I_2$-seeded, Ar gas flow within a small, Mach 2, Laval nozzle where the overlap volume of the two 1 mm diameter laser beams was 2.4 mm$^3$. At a test point downstream of the nozzle throat, the average temperature of 146 K ± 1.5 K extracted from measurements of
the I$_2$ P(46) 17-1 spectral line compared favorably with the 138 K temperature calculated from isentropic, one-dimensional flow theory. CBIMF provides sufficient accuracy for characterizing the temperature of the gas flow in a COIL device, and could be applied to other areas of flow-field characterization and nozzle design. In contrast, the CBSAS signal was not sufficiently strong for reliable temperature extraction from the 2.4 mm$^3$ overlap volume required in the nozzle experiments. Otherwise, the CBSAS technique could have greater success for application in flow field test environments that allow the use of a larger overlap-volume.

CBIMF and CBSAS measurements were also made in a static cell at 293 K. At 50 mTorr of I$_2$, the standard error in temperature from CBIMF measurements of the I$_2$ P(46) 17-1 line was approximately 0.5 K. For CBSAS, the standard error in temperature was approximately 3 K at 50 mTorr of I$_2$. Accuracy improved with increasing I$_2$ pressure. In addition, the spatial-resolution capability of CBIMF and CBSAS was demonstrated in a static cell with an applied temperature gradient ranging from 300 to 365 K. Extracted temperatures were compared to thermocouple measurements at multiple positions in the gradient. Agreement between extracted temperatures and thermocouple measurements was better at the lower temperatures.

Doppler-free measurements of several I$_2$ hyperfine spectra were also performed to support development of the theoretical model. Saturation Absorption Spectroscopy was used to obtain Ar pressure broadening rates of $8.29 \pm 0.30$ MHz/Torr for the I$_2$ P(70) 17-1 hyperfine spectrum, and $10.70 \pm 0.41$ MHz/Torr for the I$_2$ P(10) 17-1 hyperfine spectrum.
Acknowledgements

I would like to express my sincere appreciation to Dr. Glen Perram, my faculty advisor, for his guidance, and to the Engineering Physics technicians for their support during the course of this research effort.

Grady T. Phillips
Table of Contents

<table>
<thead>
<tr>
<th>Section</th>
<th>Page</th>
</tr>
</thead>
<tbody>
<tr>
<td>Abstract</td>
<td>iv</td>
</tr>
<tr>
<td>Acknowledgements</td>
<td>vi</td>
</tr>
<tr>
<td>List of Figures</td>
<td>ix</td>
</tr>
<tr>
<td>List of Tables</td>
<td>xv</td>
</tr>
<tr>
<td>Nomenclature</td>
<td>xvii</td>
</tr>
<tr>
<td>I. Introduction</td>
<td>1</td>
</tr>
<tr>
<td>A. Airborne Laser Program</td>
<td>1</td>
</tr>
<tr>
<td>B. Chemical Oxygen Iodine Laser</td>
<td>2</td>
</tr>
<tr>
<td>C. Previous Work</td>
<td>3</td>
</tr>
<tr>
<td>D. Research Objective</td>
<td>4</td>
</tr>
<tr>
<td>II. Background</td>
<td>7</td>
</tr>
<tr>
<td>A. Molecular Iodine</td>
<td>7</td>
</tr>
<tr>
<td>I₂ Electronic Transitions</td>
<td>8</td>
</tr>
<tr>
<td>I₂ Hyperfine Transitions</td>
<td>17</td>
</tr>
<tr>
<td>B. Spectral Line Shape and Line Width</td>
<td>25</td>
</tr>
<tr>
<td>Natural Line-Broadening</td>
<td>28</td>
</tr>
<tr>
<td>Pressure Broadening</td>
<td>31</td>
</tr>
<tr>
<td>Doppler Broadening</td>
<td>35</td>
</tr>
<tr>
<td>C. Laser Saturation Spectroscopy</td>
<td>39</td>
</tr>
<tr>
<td>Linear and Nonlinear Spectroscopy</td>
<td>39</td>
</tr>
<tr>
<td>Doppler-Free Saturation Spectroscopy</td>
<td>49</td>
</tr>
<tr>
<td>D. Supersonic Flow in a Nozzle</td>
<td>55</td>
</tr>
<tr>
<td>III. Theory</td>
<td>58</td>
</tr>
<tr>
<td>A. Spatially-Resolved Cross-Beam Doppler-Limited Saturation Spectroscopy</td>
<td>58</td>
</tr>
<tr>
<td>Cross Beam Saturation Absorption Spectroscopy</td>
<td>58</td>
</tr>
<tr>
<td>Cross-Beam Inter-Modulated Fluorescence Spectroscopy</td>
<td>61</td>
</tr>
<tr>
<td>B. Spectral Profiles for I₂ Ro-vibrational Lines</td>
<td>64</td>
</tr>
<tr>
<td>III. Experiments and Results</td>
<td>69</td>
</tr>
<tr>
<td>A. Doppler Free Laser Spectroscopy</td>
<td>69</td>
</tr>
<tr>
<td>Section</td>
<td>Page</td>
</tr>
<tr>
<td>------------------------------------------------------------------------</td>
<td>------</td>
</tr>
<tr>
<td>Experiment</td>
<td>69</td>
</tr>
<tr>
<td>Results</td>
<td>72</td>
</tr>
<tr>
<td>Discussion</td>
<td>84</td>
</tr>
<tr>
<td>B. Comparison of Laser Spectroscopy Techniques used for Temperature</td>
<td>88</td>
</tr>
<tr>
<td>Experiments</td>
<td>88</td>
</tr>
<tr>
<td>Results</td>
<td>92</td>
</tr>
<tr>
<td>Discussion</td>
<td>110</td>
</tr>
<tr>
<td>C. Spatially-Resolved Temperatures in a Supersonic Nozzle.</td>
<td>117</td>
</tr>
<tr>
<td>Experiment</td>
<td>117</td>
</tr>
<tr>
<td>Results</td>
<td>123</td>
</tr>
<tr>
<td>Discussion</td>
<td>135</td>
</tr>
<tr>
<td>IV. Conclusion</td>
<td>145</td>
</tr>
<tr>
<td>Appendix A. Blended Lines</td>
<td>149</td>
</tr>
<tr>
<td>Bibliography</td>
<td>153</td>
</tr>
<tr>
<td>Vita</td>
<td>160</td>
</tr>
<tr>
<td>Figure</td>
<td>Page</td>
</tr>
<tr>
<td>--------</td>
<td>------</td>
</tr>
<tr>
<td>1. COIL supersonic mixing nozzle. The line-integrated temperature measurement obtained with single-beam laser absorption may be biased due to possible symmetric turbulent vortices present at the nozzle exit plane.</td>
<td>4</td>
</tr>
<tr>
<td>2. Potential energy curves for I₂.</td>
<td>9</td>
</tr>
<tr>
<td>3. The I₂ NEQ hyperfine energy levels for large odd ( J^* ). The coupling constant is ( eQq^* = -2453 ). The small number labeling each level is the ( F-J ) value.</td>
<td>21</td>
</tr>
<tr>
<td>4. The I₂ NEQ hyperfine energy levels for large even ( J^* ). The coupling constant is ( eQq^* = -2453 ). The small number labeling each level is the ( F-J ) value.</td>
<td>21</td>
</tr>
<tr>
<td>5. Comparison of a Gaussian lineshape to various Voigt lineshapes. The Gaussian width is the same for all lineshapes: 400 MHz FWHM. The dotted line is a Voigt with a 1000 MHz Lorentzian FWHM. The long-dashed line is a Voigt with a 100 MHz Lorentzian FWHM. The short-dashed line is a Voigt with a 10 MHz Lorentzian FWHM. The Gaussian lineshape is the solid line.</td>
<td>38</td>
</tr>
<tr>
<td>6. Open two-level system.</td>
<td>41</td>
</tr>
<tr>
<td>7. Doppler Free Saturation Absorption Spectroscopy Set-up.</td>
<td>52</td>
</tr>
<tr>
<td>8. Doppler-Free Inter-Modulated Fluorescence experiment.</td>
<td>54</td>
</tr>
<tr>
<td>9. Convergent/divergent nozzle.</td>
<td>56</td>
</tr>
<tr>
<td>10. Cross-Beam Saturation Absorption Spectroscopy (CBSAS) experiment.</td>
<td>59</td>
</tr>
<tr>
<td>11. CBSAS experiment showing path lengths along which self-absorption occurs: ( L_1, L_2, L_3; ) and the path length, ( L' ), for mutual interaction between the pump and probe beam.</td>
<td>60</td>
</tr>
<tr>
<td>12. Cross-Beam Inter-Modulated Fluorescence (CBIMF) experiment.</td>
<td>62</td>
</tr>
<tr>
<td>13. Theoretical spectral profile of P(46) 17-1 for various temperatures. In order of decreasing linewidth, the profile temperatures are 298 K, 250 K, 200 K, 150 K, 100 K, 50 K, 0.01 K.</td>
<td>67</td>
</tr>
<tr>
<td>14. Theoretical spectral profile of P(53) 19-2 for various temperatures. In order of decreasing linewidth, the profile temperatures are 298 K, 250 K, 200 K, 150 K, 100 K, 50 K, 0.01 K.</td>
<td>67</td>
</tr>
<tr>
<td>Figure</td>
<td>Page</td>
</tr>
<tr>
<td>--------</td>
<td>------</td>
</tr>
<tr>
<td>15. Schematic for Doppler-Free Saturation Absorption Spectroscopy Experiment</td>
<td>71</td>
</tr>
<tr>
<td>16. $^\text{I}_2$ P(12) 17-1 hyperfine spectrum from Doppler-free SAS</td>
<td>73</td>
</tr>
<tr>
<td>17. $^\text{I}_2$ P(12) 17-1 hyperfine spectrum from Doppler-free IMF</td>
<td>74</td>
</tr>
<tr>
<td>18. $^\text{I}_2$ P(130) 17-1 hyperfine spectrum from Doppler-free SAS</td>
<td>74</td>
</tr>
<tr>
<td>19. $^\text{I}_2$ P(130) 17-1 hyperfine spectrum from Doppler-free IMF</td>
<td>75</td>
</tr>
<tr>
<td>20. $^\text{I}_2$ P(53) 19-2 hyperfine spectrum from Doppler-free IMF</td>
<td>75</td>
</tr>
<tr>
<td>22. $^\text{I}_2$ hyperfine spectrum (black) for R(37) 15-0 &amp; R(127) 19-1 blended line from SAS with a 1000 Hz chopping frequency. The Doppler-broadened MPSF profile (gray) is also shown</td>
<td>78</td>
</tr>
<tr>
<td>23. $^\text{I}_2$ hyperfine spectrum (black) for R(37) 15-0 &amp; R(127) 19-1 blended line from SAS with a 3750 Hz chopping frequency. The Doppler-broadened MPSF profile (gray) is also shown</td>
<td>78</td>
</tr>
<tr>
<td>25. $^\text{I}_2$ P(70) 17-1 hyperfine (black) spectrum from SAS, and MPSF (gray) Doppler-broadened profile at an $^\text{I}_2$ pressure of 200 mTorr</td>
<td>80</td>
</tr>
<tr>
<td>26. Absorption parameter as a function of $^\text{I}_2$ pressure for P(70) 17-1</td>
<td>80</td>
</tr>
<tr>
<td>27. SAS (black) and MPSF (gray) spectra of P(70) 17-1 at 0.1635 Torr $^\text{I}_2$ pressure</td>
<td>82</td>
</tr>
<tr>
<td>28. SAS (black) and MPSF (gray) spectra of P(70) 17-1 at 0.1635 Torr $^\text{I}_2$ pressure and 0.9508 Ar buffer gas pressure</td>
<td>82</td>
</tr>
<tr>
<td>29. $^\text{I}_2$ P(70) 17-1 hyperfine Lorentzian linewidth as a function of Ar buffer gas pressure from Doppler-free SAS measurements</td>
<td>83</td>
</tr>
<tr>
<td>30. $^\text{I}_2$ P(10) 17-1 hyperfine Lorentzian linewidth as a function of Ar buffer gas pressure from Doppler-free SAS measurements</td>
<td>83</td>
</tr>
<tr>
<td>31. $^\text{I}_2$ P(70) 17-1 Lorentzian linewidth from Voigt profile vs. Ar buffer gas pressure from MPSF measurements</td>
<td>85</td>
</tr>
<tr>
<td>32. Schematic of the glass cell used for spatially-resolved temperature measurements</td>
<td>89</td>
</tr>
<tr>
<td>33. Glass cell used for spatially-resolved temperature measurements</td>
<td>90</td>
</tr>
</tbody>
</table>
34. I₂ P(70) 17-1 isolated ro-vibrational line Doppler-broadened profile at 17339.8187 cm⁻¹ obtained from the CBIMF technique. ........................................... 93

35. I₂ P(53) 19-2 isolated ro-vibrational line Doppler-broadened profile at 17340.2214 cm⁻¹ obtained from the CBIMF technique. ........................................... 93

36. CBIMF profile of I₂ P(46) 17-1 in static cell. The experimental data points are gray. The theoretical fit to the data is represented by the black line. The measurement was taken at room temperature.............................................................. 94

37. Residual trend for CBIMF profile of I₂ P(46) 17-1 in static cell. ...................... 94

38. CBSAS profile of I₂ P(46) 17-1 in static cell. The experimental data points are gray. The theoretical fit to the data is represented by the black line. The measurement was taken at room temperature.............................................................. 95

39. Residual trend for CBSAS profile of I₂ P(46) 17-1 in static cell............................ 95

40. MPSF profile of I₂ P(46) 17-1 in static cell. The experimental data points are gray. The theoretical fit to the data is represented by the black line. The measurement was taken at room temperature.............................................................. 96

41. Residual trend for MPSF profile of I₂ P(46) 17-1 in static cell............................... 96

42. Extracted-temperature error for various chopping frequencies. Static cell measurements at fixed temperature of 297 K. P(70) 17-1 CBSAS (gray circle), P(70) 17-1 CBIMF (white circle), P(70) 17-1 MPSF (black circle), P(53) 19-2 CBSAS (gray square), P(53) 19-2 CBIMF (white square), P(53) 19-2 MPSF (black square)............................................................................................................. 97

43. Extracted temperature for various chopping frequencies. Static cell measurements at fixed temperature of 297 K. P(70) 17-1 CBSAS (gray circle), P(70) 17-1 CBIMF (white circle), P(70) 17-1 MPSF (black circle), P(53) 19-2 CBSAS (gray square), P(53) 19-2 CBIMF (white square), P(53) 19-2 MPSF (black square), thermocouple temperature (solid black line). ....................................................... 98

44. Absorption parameter at various chopping frequencies. Static cell measurements at fixed temperature of 297 K. P(70) 17-1 CBSAS (gray circle), P(70) 17-1 CBIMF (white circle), P(70) 17-1 MPSF (black circle), P(53) 19-2 CBSAS (gray square), P(53) 19-2 CBIMF (white square), P(53) 19-2 MPSF (black square)............................................................................................................. 99
<table>
<thead>
<tr>
<th>Figure</th>
<th>Page</th>
</tr>
</thead>
<tbody>
<tr>
<td>45. Extracted-temperature error as a function of I$_2$ pressure for P(46) 17-1. Static cell measurements at fixed temperature of 295 K. CBSAS (square), CBIMF (circle), MPSF (triangle).</td>
<td>100</td>
</tr>
<tr>
<td>46. Extracted temperature error as a function of I$_2$ pressure for R(30) 15-0. Static cell measurements at fixed temperature of 295 K. CBSAS (square), CBIMF (circle), MPSF (triangle).</td>
<td>101</td>
</tr>
<tr>
<td>47. Extracted temperature as a function of I$_2$ pressure for P(46) 17-1. Static cell measurements at fixed temperature of 295 K. CBSAS (square), CBIMF (circle), MPSF (triangle), thermocouple temperature (solid line).</td>
<td>101</td>
</tr>
<tr>
<td>48. Extracted temperature as a function of I$_2$ pressure for R(30) 15-0. Static cell measurements at fixed temperature of 295 K. CBSAS (square), CBIMF (circle), MPSF (triangle), thermocouple temperature (solid line).</td>
<td>102</td>
</tr>
<tr>
<td>49. Spatially resolved $T_{ex}$ measurements from I$<em>2$ P(114) 18-1 in a static cell with thermal gradient. CBSAS (square), CBIMF (black circle), MPSF (triangle), thermocouple temperature (gray circle). Errors bars indicate $\Delta T$ along overlap length centered at X=1 as estimated from $T</em>{ex}$ measurements.</td>
<td>103</td>
</tr>
<tr>
<td>50. Spatially resolved temperature measurements from I$<em>2$ P(46) 17-1 in a static cell with thermal gradient. CBSAS (square), CBIMF (black circle), MPSF (triangle), thermocouple temperature (gray circle). Errors bars indicate $\Delta T$ along overlap length centered at X=1 as estimated from $T</em>{ex}$ measurements.</td>
<td>103</td>
</tr>
<tr>
<td>51. CBIMF P(46) 17-1 spectral profile at three positions/temperature. Position 1/ high temp (black), Position 2 (dark gray), Position 3/low temperature (light gray).</td>
<td>106</td>
</tr>
<tr>
<td>52. CBSAS P(46) 17-1 spectral profile at three positions/temperatures. Position 1/ high temp (black), Position 2 (dark gray), Position 3/low temperature (light gray).</td>
<td>106</td>
</tr>
<tr>
<td>53. MPSF P(46) 17-1 spectral profile at three positions/temperatures. Position 1/ high temp (black), Position 2 (dark gray), Position 3/low temperature (light gray).</td>
<td>107</td>
</tr>
<tr>
<td>54. I$<em>2$ P(51) 18-2 &amp; P(66) 16-1 blended line in a static cell with thermal gradient. CBSAS (black square), CBIMF (black circle), MPSF (black triangle), thermocouple (gray circle). Errors bars indicate $\Delta T$ along overlap length centered at X=1 as estimated from $T</em>{ex}$ measurements.</td>
<td>108</td>
</tr>
<tr>
<td>Figure</td>
<td>Description</td>
</tr>
<tr>
<td>--------</td>
<td>-------------</td>
</tr>
<tr>
<td>55.</td>
<td>P(46) 17-1 CBIMF profile at $X=1$ in static cell with temperature gradient. Experimental data (gray) is fit with $S_{cb}(v)$ (black line). .......................................................... 115</td>
</tr>
<tr>
<td>56.</td>
<td>Residual trend from $S_{cb}(v)$ fit to P(46) 17-1 CBIMF profile at $X=1$ in static cell with temperature gradient. ........................................................................... 115</td>
</tr>
<tr>
<td>57.</td>
<td>P(46) 17-1 CBIMF profile at $X=1$ in static cell with temperature gradient. Experimental data (gray) is fit with $S'_{cb}(v)$ (black line). .......................................................... 116</td>
</tr>
<tr>
<td>58.</td>
<td>Residual trend from $S'_{cb}(v)$ fit to P(46) 17-1 CBIMF profile at $X=1$ in static cell with temperature gradient. ........................................................................... 116</td>
</tr>
<tr>
<td>59.</td>
<td>Nozzle side-view (upper schematic) and nozzle assembly (lower schematic). ....... 119</td>
</tr>
<tr>
<td>60.</td>
<td>Supersonic Flow Apparatus (side view). .............................................................. 120</td>
</tr>
<tr>
<td>61.</td>
<td>Six-way cross mounted on pump........................................................................ 121</td>
</tr>
<tr>
<td>63.</td>
<td>CBIMF in supersonic nozzle for I$_2$ P(46) 17-1. The experimental data points are gray. The theoretical fit to the data is represented by the black line........... 125</td>
</tr>
<tr>
<td>64.</td>
<td>Residual trend for CBIMF profile of I$_2$ P(46) 17-1 in supersonic nozzle......... 125</td>
</tr>
<tr>
<td>65.</td>
<td>CBIMF in supersonic nozzle for I$_2$ P(31) 17-1. The experimental data points are gray. The theoretical fit to the data is represented by the black line........... 127</td>
</tr>
<tr>
<td>66.</td>
<td>Residual trend for CBIMF profile of I$_2$ P(31) 17-1 in supersonic nozzle......... 127</td>
</tr>
<tr>
<td>67.</td>
<td>Single Beam Side Fluorescence in supersonic nozzle for P (46) 17-1. The experimental data points are gray. The theoretical fit to the data is represented by the black line.......................................................... 129</td>
</tr>
<tr>
<td>68.</td>
<td>Residual trend for SBSF profile of I$_2$ P(46) 17-1 in supersonic nozzle......... 129</td>
</tr>
<tr>
<td>69.</td>
<td>Single Beam Side Fluorescence in supersonic nozzle for P(31) 17-1. The experimental data points are gray. The theoretical fit to the data is represented by the black line.......................................................... 130</td>
</tr>
<tr>
<td>70.</td>
<td>Residual trend for SBSF profile of I$_2$ P(31) 17-1 in supersonic nozzle......... 131</td>
</tr>
<tr>
<td>Figure</td>
<td>Page</td>
</tr>
<tr>
<td>--------</td>
<td>------</td>
</tr>
<tr>
<td>71. SBSF in supersonic nozzle for P(10) 19-2 &amp; R(104) 18-1. The y-axis is Relative Intensity (Arbitrary Units). The x-axis is $\Delta \nu$ (GHz).</td>
<td>132</td>
</tr>
<tr>
<td>72. CBIMF in supersonic nozzle for P(10) 19-2 &amp; R(104) 18-1. The y-axis is Relative Intensity (Arbitrary Units). The x-axis is $\Delta \nu$ (GHz).</td>
<td>133</td>
</tr>
<tr>
<td>73. CBIMF for P(46) 17-1 in nozzle for various I$_2$/Ar pressures.</td>
<td>134</td>
</tr>
<tr>
<td>74. SBSF for P(46) 17-1 in nozzle for various I$_2$/Ar pressures.</td>
<td>136</td>
</tr>
<tr>
<td>75. CBIMF in supersonic nozzle for I$<em>2$ P(46) 17-1. Experimental data (gray) is fit with $S'</em>{CB}(\nu)$ (black line).</td>
<td>139</td>
</tr>
<tr>
<td>76. Residual trend from $S'_{CB}(\nu)$ fit to CBIMF in supersonic nozzle for I$_2$ P(46) 17-1.</td>
<td>139</td>
</tr>
<tr>
<td>77. “Energy-level diagram for the Chemical Oxygen-Iodine Laser illustrating the resonant energy transfer from the metastable reservoir O$<em>2$ ($a^1\Delta$) to the upper laser level of atomic Iodine, I($^2P</em>{1/2}$). The energy-levels for several key states involved in the dissociation of molecular Iodine are also provided”.</td>
<td>141</td>
</tr>
<tr>
<td>78. Schematic diagram of a typical supersonic Chemical Oxygen-Iodine Laser (COIL).</td>
<td>141</td>
</tr>
<tr>
<td>79. A fit to CBSAS signal of the P(51) 18-2 &amp; P(66) 16-1 blended line recorded in a static cell experiment. The amplitudes of each ro-vibrational line and the common Doppler linewidth are constrained to temperature. The y-axis is Relative Intensity (Arbitrary Units). The x-axis is Relative Frequency (GHz).</td>
<td>152</td>
</tr>
</tbody>
</table>
List of Tables

Table                                         Page

1. Expansion parameters for the \(X^+ \Sigma^+(0_g^+)^\) state of \(I_2\). Valid for \(v'=0-9\). ..................... 12

2. Expansion parameters for the \(B \ 3 \Pi(0_u^+)\) state of \(I_2\). Valid for \(v'=1-62\). ..................... 12

3. Line positions for select \(I_2\) \(B \ 3 \Pi(0_u^+) \leftrightarrow X \ 1 \Sigma(0_g^+)\) ro-vibrational spectral lines. ... 13

4. Franck-Condon Factors and relative \(v''\)-level populations for select \(I_2\)
\(B \ 3 \Pi(0_u^+) \leftrightarrow X \ 1 \Sigma(0_g^+)\) vibrational bands at \(T=300\ K\). ........................................... 16

5. Relative frequencies and relative intensities for \(I_2\) P(46) 17-1 hyperfine transitions. Calculations are shown from the matrix theory and from the high-J approximation theory. ................................................................. 26

6. Relative frequencies and relative intensities for \(I_2\) P(53) 19-2 hyperfine transitions. Calculations are shown from the matrix theory and from the high-J approximation theory. ........................................................................................................... 27

7. Homogeneous lifetimes for \(I_2\) B-X transitions. \(\tau\) is the lifetime of the transition.
\(\tau_o\) is the zero-pressure lifetime. \(\tau_{rad}\) is the radiative lifetime. \(\Delta v\) is the FWHM linewidth. .................................................................................................................. 30

8. Homogeneous linewidths for \(I_2\) B-X transitions. \(\Delta v\) is the FWHM linewidth.
\(P_{I_2}\) is the iodine pressure. \(\tau\) is the lifetime of the transition. ........................................ 30

9. \(I_2\) pressure broadening rates due to buffer gases......................................................... 34

10. Self-broadening rates for \(I_2\) .......................................................... 35

11. \(I_2\) saturation intensities from literature................................................................. 45

12. Ar buffer-gas broadening rates for \(I_2\) .......................................................... 85

13. P(46) 17-1 and P(114) 18-1 extracted temperatures from CBIMF, CBSAS, and MPSF in a static cell with a temperature gradient. ................................. 104

14. Thermocouple measurements and the estimated temperature gradient along the overlap length in static cell for P(46) 17-1 and P(114) 18-1 cross-beam experiments. ................................................................. 104
15. P(51) 18-2 & P(66) 16-1 extracted temperatures from CBIMF, CBSAS, and MPSF in a static cell with a temperature gradient .............................................................. 108

16. Thermocouple measurements and the estimated temperature gradient along the overlap length in static cell for P(51) 18-2 & P(66) 16-1 blended line cross-beam experiments .................................................................................. 109

17. Extracted temperatures from three positions in the static cell with a temperature gradient for P(46) 17-1 using the CBIMF, CBSAS, MPSF techniques. $T'_{ex}$ values are the results from fits with $S'_{cb}(\nu)$. $T_{ex}$ values are the results from fits with $S_{cb}(\nu)$ ............................................................. 114

18. Nozzle data and calculations.................................................................................... 123

19. CBIMF for I$_2$ P(46) 17-1 in supersonic nozzle with Ar/I$_2$. Consecutive measurements for same pressure and location. ................................................................. 126

20. CBIMF for I$_2$ P(31) 17-1 in supersonic nozzle with Ar/I$_2$. Consecutive measurements for same pressure and location. ................................................................. 128

21. Single Beam Side Fluorescence for I$_2$ P(46) 17-1 in supersonic nozzle with Ar/I$_2$. Consecutive measurements for same pressure and location. ................. 130

22. Single Beam Side Fluorescence for I$_2$ P(31) 17-1 in supersonic nozzle with Ar/I$_2$. Consecutive measurements for same pressure and location. ................. 131

23. SBSF and CBIMF measurements for P(10) 19-2 & R(104) 18-1 in supersonic nozzle. .................................................................................................................... 133

24. CBIMF for P(46) 17-1 in nozzle for various I$_2$/Ar pressures. ............................. 134

25. SBSF for P(46) 17-1 in nozzle for various I$_2$/Ar pressures. .................................. 136

26. CBIMF for I$_2$ P(46) 17-1 in supersonic nozzle with Ar/I$_2$. Consecutive measurements for same pressure and location. $T'_{ex}$ values are the results from fits with $S'_{CB}(\nu)$. $T_{ex}$ values are the results from fits with $S_{CB}(\nu)$.................................................. 138
Nomenclature

Acronyms

ABL  Airborne Laser Program
ATL  Advanced Tactical Laser
BHP  Basic Hydrogen Peroxide
CBIMF  Cross Beam Inter-Modulated Fluorescence Spectroscopy
CBSAS  Cross Beam Saturation Absorption Spectroscopy
COIL  Chemical Oxygen Iodine Laser
FCF  Franck-Condon Factor
FWHM  Full Width at Half Maximum
HFS  Hyperfine Spectrum
IMF  Inter-Modulated Fluorescence Spectroscopy
LIF  Laser Induced Fluorescence
MPSF  Modulated-Pump Side-Fluorescence
ND  Neutral Density
NEQ  Nuclear Electric Quadrupole
PMT  Photo-Multiplier Tube
SAS  Saturation Absorption Spectroscopy
SBSF  Single-Beam Side-Fluorescence
SNR  Signal to Noise Ratio
SR  Spin-Rotation
STP  Standard Temperature and Pressure

Molecular Spectroscopy

\[ A_{ji}, \quad \text{Einstein A-coefficient, also expressed as } \mathcal{A}(\nu', J', \nu'', J'') \]
\[ B_{ji}, \quad \text{Einstein B-coefficient for absorption} \]
\[ \alpha_{Z}, \quad \text{direction cosine} \]
\[ B_{ji}, \quad \text{Einstein B-coefficient for stimulated emission} \]
\[ B, \quad \text{rotational constant} \]
\[ ^1\Pi(1_u), \quad \text{excited electronic state of I}_2 \text{ with an unbound potential} \]
\[ B^3\Pi(0^+_u), \quad \text{second excited electronic state of I}_2 \text{ with a bound potential} \]
\[ \vec{B}, \quad \text{eigenvector matrices from calculations of } B^3\Pi(0^+_u) \text{ state energy levels} \]
\[ c, \quad \text{speed of light in vacuum} \]
\[ C_{SR}, \quad \text{Spin-Rotation coupling constant} \]
\[ e, \quad \text{electronic charge} \]
\[ eQq, \quad \text{NEQ coupling constant} \]
\[ E, \quad \text{energy} \]
\[ \vec{F}, \quad \text{total angular momentum vector} \]
$F_v(J)$  rotational term value
$g_i$  degeneracy of $i^{th}$ energy level
$g_n$  nuclear spin degeneracy of a rotational level energy
$G(v)$  vibrational term value
$H$  Hamiltonian operator
$I_{abs}$  intensity of an absorption line
$I_{em}$  intensity of emission for spectral line
$\bar{I}$  total nuclear spin vector for molecule
$I_i$  nuclear spin quantum number for $i^{th}$ atom
$I_2$  molecular iodine
$J$  rotational energy-level quantum number
$\lambda$  wavelength
$M_{el}$  electronic dipole moment
$M_F$  component of $\vec{F}$ along a fixed space-axis
$N_{hyp}$  number of degenerate hyperfine levels
$\mu_e$  electronic transition moment
$\mu_z$  electronic transition moment in the molecule-fixed coordinate $z$-direction
$\bar{\mu}$  electronic transition moment matrix
$P_{ij}$  relative transition probability between an $i$- and $j$-state
$\Psi$  wavefunction
$q_{v'v''}$  Franck-Condon Factor
$q_j$  average electric-field gradient along the $J$ direction
$Q$  electric quadrupole moment
$Q_i$  partition function
$R$  internuclear separation distance
$\bar{R}$  R-centroid
$\sigma$  wavenumber
$\sigma_o$  vibrational band origin
$\sigma_P$  P-branch term value for ro-vibrational line
$\sigma_R$  R-branch term value for ro-vibrational line
$\nu$  vibrational energy-level quantum number
$S_{J',J''}$  Hönl-London factor
$T_e$  energy difference between upper- and lower-level electronic state potential minima
$X^{1\Sigma(0^+)}_g$  ground electronic state of I$_2$ with a bound potential
$\tilde{X}$  eigenvector matrices from calculations of $X^{1\Sigma(0^+)}_g$ state energy levels
$Z_{ij}$  electronic transition moment matrix elements dependent on $M_F$
Laser Spectroscopy and Lineshape Theory

\( A \) amplitude parameter for Doppler-broadened theoretical profile of an I\(_2\) ro-vibrational line

\( A_{i}^{\text{rad}} \) radiative transition probability per unit time for energy level \( E_i \)

\( \alpha \) absorption coefficient (in general)

\( \alpha_o \) unsaturated absorption coefficient

\( \alpha_s \) saturated absorption coefficient due to single monochromatic light beam

\( C_i \) rate for the repopulation of level \( i \) from other levels

\( D_i \) diffusion rate of \( i \)-level molecules into the excitation volume \( dV \)

\( dV \) excitation volume element

\( \Delta N \) saturated population difference

\( \Delta N^o \) unsaturated population difference

\( \Delta N^o(\nu_z) \) unsaturated population difference with a Maxwellian velocity distribution

\( \Delta \nu \) relative frequency; \( \nu - \nu_{\text{minimum}} \) or \( \nu - \nu_o \) according to graphical scale

\( \Delta \nu_{\text{coll}} \) collision-induced linewidth (FWHM) due to elastic and inelastic collisions

\( \Delta \nu_{e} \) elastic collision-induced linewidth (FWHM)

\( \Delta \nu_{D} \) spectral linewidth due to Doppler-broadening (FWHM)

\( \Delta \nu_{in} \) inelastic collision-induced linewidth (FWHM)

\( \Delta \nu_{h} \) homogeneous linewidth (FWHM)

\( \Delta \nu_{L} \) Lorentzian linewidth (FWHM)

\( \Delta \nu_{n} \) natural linewidth (FWHM)

\( \Delta \nu_{s} \) saturation-broadened linewidth (FWHM)

\( \Delta \nu_z \) \( z \)-component-velocity interval

\( \delta(\Delta \nu_D) \) standard error in Doppler-broadened linewidth (FWHM)

\( \delta T \) standard error in temperature

\( \vec{E} \) electric field vector

\( f \) linear frequency of an optical chopper

\( f_{i}^{\text{hyp}} \) relative intensity of the \( i \)-th \( I_2 \) hyperfine spectral line

\( g(\nu) \) spectral profile (in general)

\( \bar{g}(\nu) \) lineshape normalized to unity at line center, i.e. \( \bar{g}(\nu_o) = 1 \)

\( g_D(\nu) \) Doppler-broadened theoretical profile of an \( I_2 \) ro-vibrational line

\( g_h(\nu) \) homogeneous lineshape

\( g_n(\nu) \) natural lineshape

\( G(\nu) \) Gaussian lineshape as a function of linear frequency

\( h \) Planck’s constant

\( I \) intensity
\(I_o\) incident intensity
\(I_{IMF}\) intensity due to Inter-Modulated Fluorescence
\(I_v\) intensity of incident radiation at frequency \(v\)
\(I_{\text{pump}}\) intensity of a “pump” laser beam
\(I_{\text{probe}}\) intensity of a “probe” laser beam
\(I_s\) saturation intensity
\(I_t\) transmitted intensity
\(I_{\text{trans}}_{\text{probe}}\) transmitted intensity of a “probe” laser beam
\(k_B\) Boltzmann’s constant
\(k\) absorption parameter
\(\vec{k}\) propagation vector
\(k_z\) propagation vector component in \(z\)-direction
\(K\) pressure broadening coefficient
\(K_{\text{buffer}}\) pressure broadening coefficient of \(I_2\) due to a buffer gas
\(L(v)\) Lorentzian lineshape, area normalized to 1
\(L\) length
\(m\) mass of a chemical species in kg
\(m_{I_2}\) mass of \(I_2\) molecule in kg
\(\mathcal{M}_{I_2}\) molecular mass of \(I_2\) molecule in amu
\(m_p\) mass of proton in kg
\(\mu\) reduced mass
\(N\) number of molecules per unit volume; number density
\(N_B\) number density of collision partner \(B\)
\(\nu\) linear frequency
\(\nu_o\) resonant frequency
\(\Omega\) angular frequency of an optical chopper
\(P_{\text{laser}}(\nu)\) output power of a laser as a function of frequency
\(\rho_{\nu}\) energy density at frequency \(\nu\) (units of J/m\(^3\))
\(\rho(\nu)\) spectral energy density (units of J s/m\(^3\))
\(R_i\) total relaxation probability per unit time for energy level \(E_i\)
\(R^*\) relaxation probability per unit time due to upper- and lower-level total relaxation probabilities
\(S_{CB}(\nu)\) signal for a cross-beam (CBIMF or CBSAS) experiment
\(S_{CBIMF}\) signal for Cross-Beam Inter-Modulated Fluorescence experiment
\(S_{CBSAS}\) signal for Cross-Beam Saturation Absorption Spectroscopy experiment
\(S_{IMF}\) signal for an Inter-Modulated Fluorescence experiment
\(S_{MPSF}\) signal for Modulated Pump Side-Fluorescence experiment
信号S（ν）对于一个饱和吸收光谱实验

\( S(v) \)  频率依赖饱和度参数

\( S(v_o) \)  线中心饱和度参数

\( S_o \)  \( S(v_o) \)

\( \sigma_e \)  弹性碰撞截面

\( \sigma_{in} \)  不弹性碰撞截面

\( \sigma_{12} \)  能量级别1和2之间的吸收截面

\( \sigma_{12}(v) \)  频率依赖吸收截面

\( \sigma(v_o) \)  线中心吸收截面

\( \sigma_o \)  \( \sigma(v_o) \)

\( \sigma_s \)  线移截面

\( s \)  线中心位移

\( T \)  绝对温度

\( T_{coll} \)  分子碰撞平均时间

\( \tau_o \)  零压寿命

\( \tau_{nr} \)  非辐射寿命，由于自发解离

\( \tau_{rad} \)  辐射寿命

\( \vec{v} \)  速度矢量

\( v_p \)  马克威底速度分布

\( v_z \)  z方向速度分量

\( \vec{v} \)  平均相对速度

\( V(v) \)  吴特线形函数的线性频率

\( dW_{12}/dt \)  能量从1能级到2能级的吸收率

Flow dynamics

\( A \)  后流测量点下游喷嘴的横截面

\( A^* \)  喷嘴喉部的横截面

\( C_p \)  常压比热容

\( C_v \)  常体比热容

\( \gamma \)  特定热比，\( C_p/C_v \)

\( M \)  马赫数

\( \mathcal{M} \)  原子质量在amu

\( P \)  压力

\( P_o \)  停机压力

\( R_o \)  普适气体常数

\( R \)  质量依赖的气体常数

\( \rho \)  质量密度
speed of vacuum pump

$s_{max}$  maximum speed of a vacuum pump

$T$  temperature, absolute

$T_o$  stagnation temperature

$VR$  volume rate

$VR_{max}$  maximum volume rate

$w_{max}$  maximum mass flow rate at throat

**Units**

amu  atomic mass units

$cm^{-1}$  wavenumber

cfm  cubic feet per minute (fluid flow rate)

GHz  GigaHertz (frequency)

K  Kelvin (temperature)

m  meters

MHz  MegaHertz (frequency)

ns  nanosecond

Pa  Pascal (pressure)

Torr  (pressure)

W  Watts (power)

**Notation in experimental results**

$A_{test}$  cross-sectional area of nozzle at point where the cross-beam laser measurements were made

$\Delta\nu$  relative frequency; $\nu - \nu_{minimum}$ or $\nu - \nu_{o}$ according to graphical scale

$\Delta T_{ol}^{high}$  the difference between $T_c$, at the center-point of the beam overlap volume and the temperature at 0.25” towards the hot end of the static cell

$\Delta T_{ol}^{low}$  the difference between $T_c$, at the center-point of the beam overlap volume and the temperature at 0.25” towards the cold end of the static cell

$\delta T_{ex}$  standard error in extracted temperature

$\varepsilon$  small correction term

$k$  absorption parameter

$M^*$  Mach number at nozzle throat

$M_{test}$  calculated Mach number at point where the cross-beam laser measurements were made in nozzle

$M_{exit}$  calculated Mach number at the exit plane of the nozzle

$P_{Ar}$  Argon pressure

$P_{exit}$  calculated pressure at nozzle exit plane

$P_{I_2}$  $I_2$ pressure

$P_{inlet}$  pressure of gas measured at entrance to the six-way cross chamber

$P_{nozzle}$  pressure of gas measured at point where the cross-beam laser measurements were made in nozzle
<table>
<thead>
<tr>
<th>Symbol</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>$P_{\text{standard}}$</td>
<td>standard pressure (760 Torr)</td>
</tr>
<tr>
<td>$P_{\text{throat}}$</td>
<td>calculated pressure of gas at nozzle throat</td>
</tr>
<tr>
<td>$\rho_{\text{throat}}$</td>
<td>calculated density of gas at nozzle throat</td>
</tr>
<tr>
<td>$\theta$</td>
<td>crossing angle of laser beams</td>
</tr>
<tr>
<td>$T_c$</td>
<td>temperature measured by thermocouple</td>
</tr>
<tr>
<td>$T_{\text{ex}}$</td>
<td>temperature extracted from Doppler linewidth of the measured signal</td>
</tr>
<tr>
<td>$T_{\text{standard}}$</td>
<td>standard temperature, 273.15 K</td>
</tr>
<tr>
<td>$T_{\text{test}}$</td>
<td>calculated temperature at point where the cross-beam laser measurements</td>
</tr>
<tr>
<td></td>
<td>were made in nozzle</td>
</tr>
<tr>
<td>$T_{\text{throat}}$</td>
<td>calculated temperature at nozzle throat</td>
</tr>
<tr>
<td>$X$</td>
<td>position along the long-axis of the cylindrical static cell</td>
</tr>
</tbody>
</table>
I. Introduction

A. Airborne Laser Program

The Air Force began development of the Airborne Laser (ABL) in 1996 as part of a Department of Defense strategy to defend American armed forces from the growing threat of Theater Ballistic Missiles (TBMs) such as the Scuds used by Iraq in Desert Storm.\textsuperscript{1} The Airborne Laser (ABL), the world’s first laser-armed combat aircraft, is a modified Boeing 747-400F freighter equipped with a megawatt-class chemical laser.\textsuperscript{2} At distances in excess of several hundred kilometers, the ABL will be used to attack Theater Ballistic Missiles during their boost phase and destroy them before their warheads separate from the boost vehicle. In this scenario, warheads and destroyed missile components fall on enemy territory, rendering the aggressor vulnerable to the effects of the warheads.

In May of 2002, a turret was installed in the aircraft’s nose and modifications were made to incorporate the laser, optics and computer hardware. After a series of flight tests in July 2002, the aircraft received airworthiness certification. Following installation
of the beam control/fire control system, the aircraft was tested again in December 2004 for airworthiness and passed certification. In November 2004, all six modules of the laser weapon were fired for the first time.\textsuperscript{3} Installation of the laser weapon is expected in late 2005. The first ABL prototype is scheduled for delivery in 2006.

\textbf{B. Chemical Oxygen Iodine Laser}

The ABL laser weapon is the Chemical Oxygen Iodine Laser (COIL): a megawatt class laser that emits light with a wavelength of 1.315 $\mu$m. It was invented in 1977 by scientists at the Air Force Research Laboratory at Kirtland Air Force Base.\textsuperscript{4} To generate the laser light, a liquid reservoir of Basic Hydrogen Peroxide (BHP) is combined with chlorine gas to produce oxygen in the $O_2(a^1\Delta)$ excited state. The gaseous mixture is then injected with molecular iodine as it passes through a set of nozzles to reach supersonic speeds. As the gases exit the nozzles, the energy in the excited oxygen separates the iodine molecule and produces atomic iodine in an excited state. The 1.315 $\mu$m light is extracted from the atomic iodine with a laser cavity positioned transverse to the gas flow.\textsuperscript{5} The expended gases are scrubbed to remove residual chlorine and iodine and then exhausted from the system. Several excellent reviews of laser hardware, chemistry, laser physics, and fluid dynamics of these devices are available.\textsuperscript{6-8}

Since the COIL requires the consumption of chemicals to operate, these substances must be carried onboard the ABL aircraft. There is a weight limit on the amount of chemical laser “fuel” that can be carried onboard the aircraft as determined by ABL’s maximum allowable payload. As a result, there is a practical requirement for the
COIL laser to operate as efficiently as possible for a given chemical payload. The efficiency of the laser is strongly dependent on the gas temperature in the laser gain region. The amount of O$_2$(a$^l \Delta$) necessary to achieve lasing on the atomic iodine transition decreases with a decrease in the temperature of the mixed gases in the gain region. In addition, a measured temperature that is higher than expected could indicate the presence of waste heat release due to undesired chemical reactions. An accurate measure of the gas temperature in the laser gain region is an essential diagnostic in assessing COIL performance.

C. Previous Work

Two-dimensional spatial distributions of the small signal gain and the gas temperature in the gain region of a supersonic COIL device have been measured previously by diode laser spectroscopy on the $5p^5 2P_{1/2} (F'=3) \rightarrow 2P_{3/2} (F=4)$ transition of atomic iodine.$^9$ The resulting experimental gas temperatures were between 220 K and 240 K. The computational model predicted a gas temperature of 180 K, disagreeing with the experimental results. The technique is limited to measuring an average temperature along the path length in which the diode laser interacts with the medium and may be biased due to directed flow resulting from symmetrical turbulent vortices, as illustrated in Figure 1.
Figure 1. COIL supersonic mixing nozzle. The line-integrated temperature measurement obtained with single-beam laser absorption may be biased due to possible symmetric turbulent vortices present at the nozzle exit plane.  

D. Research Objective

An optical technique for measuring the three-dimensional temperature of the flow field at the exit plane of the COIL supersonic nozzle system is required to fully assess nozzle efficiency and chemical heat release during I₂ dissociation. The purpose of this work is to develop and demonstrate a laser saturation spectroscopy technique capable of a spatial resolution of 10 mm³ or less for use as a temperature diagnostic in supersonic reactive flows.

In the proposed technique, the output of a continuous-wave laser is split into two beams which are crossed at a small angle so that they are not strictly co-propagating. The small volume defined by the intersection of the two beams is positioned at a region of interest within a vessel (of comparatively larger volume) containing a gaseous chemical...
species. The laser is frequency-tuned across a spectral line of the gas. Through the use of modulation techniques, a detector records the signal due only to interaction of the laser radiation with the collection of gas molecules that are present in the volume defined by the intersection of the two laser beams. Since the two beams propagate in the same direction, they always interact with the same molecular velocity group. Simultaneously tuning the two laser beams across a spectral line produces a signal with a Doppler-limited profile. The temperature of the absorbing molecules within the beam-overlap volume can then be determined from the Doppler linewidth of the spectral signal.

In this work, the non-intrusive, optical temperature diagnostics of Cross-Beam Saturation Absorption Spectroscopy (CBSAS) and Cross-Beam Inter-Modulated Fluorescence (CBIMF) will be developed and demonstrated in a static environment and in a small supersonic nozzle. The techniques will be applied to individual rotational lines in the visible $I_2 X^1\Sigma_g^+(0^+\_g) \rightarrow B^3\Pi_u^+(0^+_u)$ transition. Experiments performed in a static cell containing $I_2$ vapor will include varying modulation frequency and varying $I_2$ pressure to assess the effects on the accuracy of the temperature extracted from a spectral signal in addition to performing measurements at different locations within a temperature gradient to demonstrate the spatial resolution of the techniques. A comparison of extracted temperatures will be made to thermocouple measurements. In the nozzle experiments, CBSAS and CBIMF measurements will be performed in a supersonic $I_2$-seeded Ar gas flow. The extracted temperatures will be compared to temperature calculations from isentropic, one-dimensional flow theory.

The extraction of a temperature from the spectral signal recorded with CBSAS or CBIMF will be accomplished by fitting the data with a theoretical signal based on the
hyperfine structure of an I$_2$ ro-vibrational spectral line. Using well-known Doppler-free laser spectroscopy techniques, experimental investigations of the I$_2$ hyperfine structure will be undertaken to assess phenomena that influence the I$_2$ hyperfine structure and must, consequently, be accounted for in the theoretical model. In particular, Saturation Absorption Spectroscopy will be used to determine Ar-pressure broadening rates of I$_2$ hyperfine components.
II. Background

The temperature of a molecular gas (or vapor) can be extracted from spectral data recorded in a laser spectroscopy experiment. This is accomplished by fitting a theoretical signal, consisting of a small set of parameters, to the experimental intensity vs. frequency data of a Doppler-broadened spectral line. The molecular structure of the chemical species partly determines the shape of the profile. In this work, molecular iodine was selected for use in the diagnostic. Diatomic molecular spectroscopy and lineshape theory are presented in this chapter to the extent that the subjects are needed for construction of the theoretical profiles.

In addition, some of the well-known laser saturation spectroscopy methods are reviewed for the techniques that were utilized during the course of this work. The review also provides a framework for presenting the simple theory for the spatially-resolved, Doppler-limited, cross-beam techniques discussed in the next chapter.

Finally, the theory of one-dimensional flow is discussed as it pertains to the supersonic expansion of a gas through a nozzle. Temperatures calculated from the flow theory are compared to the temperatures extracted from spectral measurements performed in a small supersonic nozzle.

A. Molecular Iodine

Molecule iodine, I$_2$, was selected for the temperature diagnostic because it is present in the COIL gain region where a spatially-resolved Doppler-limited technique is...
intended for application. I$_2$ is also a suitable candidate for exploitation due to its low saturation intensity and the abundance of spectral lines at visible wavelengths.

Several aspects of the I$_2$ diatomic molecular spectroscopy are discussed in regards to utilization for the temperature diagnostic. Knowledge of the I$_2$ electronic and ro-vibrational structure is necessary to identify and select suitable spectral lines for the temperature diagnostic. The transition intensity and the population distribution of ro-vibrational lines are discussed since a temperature can be obtained from this information in addition to the method of extracting temperature from the profile linewidth. The hyperfine intensities and resonant frequencies of a specific I$_2$ ro-vibrational line are discussed since these quantities are essential for constructing the theoretical profile for a ro-vibrational line.

I$_2$ Electronic Transitions.

Energy Levels.

Absorption of radiation at visible wavelengths induces transitions between the $X$ $^1\Sigma(0^+_g)$ and $B$ $^3\Pi(0^+_u)$ electronic states of I$_2$ where $X$ is the ground electronic state and $B$ is the second excited electronic state.$^{11}$ The first few potential energy curves for I$_2$ electronic states are shown in Figure 2. Each electronic energy level is composed of several vibrational energies. Each of these vibrational levels consists of several rotational energy levels. With narrow-band laser radiation, it is possible to excite molecules from a specific rotational-vibrational level in the $X$ $^1\Sigma(0^+_g)$ state to a specific rotational-vibrational level in the $B$ $^3\Pi(0^+_u)$ state. Using various techniques, researchers have produced spectral atlases for several wavelength bands in molecular iodine.$^{12-15}$
The bound $B \ ^3\Pi (0^u_n^+)$ potential curve overlaps the unbound $^1\Pi (1_u)$ potential curve. It is possible for a molecule in the excited, bound $B \ ^3\Pi (0^u_n^+)$ state to cross over to the overlapping, unbound $^1\Pi (1_u)$ state and dissociate into two iodine atoms. This natural predissociation has been observed experimentally through measurement of fluorescence-decay lifetimes. Results show the predissociation rate depends on the excited-state vibrational-level quantum number, $v'$.\(^{17}\) It is also proportional to $J' (J' + I)$, where $J'$ is the excited-state rotational-level quantum number.\(^{18}\)

To predict the allowed ro-vibrational energies of an electronic transition, the diatomic molecule can be modeled as a vibrating rotor.\(^{19}\) The rotational term values are given by
where $J$ is the rotational quantum number. The rotational constants: $B_v, D_v, H_v$, each have a vibrational dependence, and are represented by the following polynomial expansions:\textsuperscript{20}

$$B_v = \sum_{p=0}^{p_{\text{max}}} Y_{p1} \left( v + \frac{1}{2} \right)^p \cong B_e - \alpha_e \left( v + \frac{1}{2} \right) + \gamma_e \left( v + \frac{1}{2} \right)^2 + \ldots$$ \hspace{1cm} (2)

$$D_v = \sum_{p=0}^{p_{\text{max}}} Y_{p2} \left( v + \frac{1}{2} \right)^p \cong D_e + \beta_e \left( v + \frac{1}{2} \right) + \ldots$$ \hspace{1cm} (3)

$$H_v = \sum_{p=0}^{p_{\text{max}}} Y_{p3} \left( v + \frac{1}{2} \right)^p$$ \hspace{1cm} (4)

where $v$ is the vibrational energy quantum number and the $Y_{pq}$ are the Dunham expansion parameters which can be related to the familiar spectral constants\textsuperscript{21} ($B_e, D_e$, etc.) for small values of the ratio of $B_e$ to $\omega_e$, the first-order vibrational molecular constant - an acceptable assumption for I$_2$. The vibrational term values are given by\textsuperscript{21}

$$G(v) = \sum_{p=0}^{p_{\text{max}}} Y_{p0} \left( v + \frac{1}{2} \right)^p \cong \omega_e \left( v + \frac{1}{2} \right) - \omega_e \chi_e \left( v + \frac{1}{2} \right)^2 + \omega_e y_e \left( v + \frac{1}{2} \right)^3 + \ldots$$ \hspace{1cm} (5)

where the first expression represents energy levels due to a harmonic oscillator potential and the others expressions account for the anharmonicity of the real diatomic potential.

The visible absorption lines in I$_2$ occur for transitions from an $X \ ^1\Sigma^+(0_g^+)\text{-state rotational-vibrational level,} (v'', J'')$, to a $B \ ^3\Pi(0_u^+)\text{-state rotational-vibrational level,} (v', J')$. Within a given $v' - v''$ vibrational band, the allowable rotational transitions are
divided into two branches according to the selection rule: \( \Delta J = J' - J^* = \pm 1 \). The P branch consists of all \( \Delta J = -1 \) rotational transitions, and the R branch consists of all \( \Delta J = +1 \) rotational transitions. For a specific vibrational band, the term values, in wavenumbers, for the R and P branches are given by \(^{21}\)

\[
\begin{align*}
\sigma_R(J) &= +B_{\nu}^* (J + 1)(J + 2) - D_{\nu}^* (J + 1)^2 (J + 2)^2 + H_{\nu}^* (J + 1)^3 (J + 2)^3 \\
&\quad - B_{\nu} J (J + 1) + D_{\nu}^* J^2 (J + 1)^2 + \sigma_o (\nu', \nu^*) \\
\sigma_P(J) &= +B_{\nu}^* J (J - 1) - D_{\nu}^* J^2 (J - 1)^2 + H_{\nu}^* J^3 (J - 1)^3 - B_{\nu} J (J + 1) \\
&\quad + D_{\nu}^* J^2 (J + 1)^2 + \sigma_o (\nu', \nu^*)
\end{align*}
\]

where \( J \) is the lower-level rotational quantum number, and \( H_{\nu}^* \) is assumed negligible and set equal to zero. The expression

\[
\sigma_o (\nu', \nu^*) = T_{e'} - T_{e''} + G(\nu') - G(\nu^*)
\]

is the band origin in which \( T_e \) is the term value corresponding to the minimum electronic energy of a given stable electronic state. \( T_e \) is related to \( Y_{00} \). For the \( X \ 1\Sigma(0^+_g) \) state, \( T_{e''} = 0 \).

The expansion parameters in Equations (2-4) for the rotational constants and the expansion parameters for the vibrational term values in Equation (5) have been previously determined for \( \text{I}_2 \).\(^{22}\) The values for the expansion parameters are listed in Table 1 for the \( X \ 1\Sigma(0^+_g) \) state and in Table 2 for the \( B \ 3\Pi(0^+_u) \) state. Line positions for the set of \( \text{I}_2 \ B \ 3\Pi(0^+_u) \leftrightarrow X \ 1\Sigma(0^+_g) \) ro-vibrational lines used in this work were calculated using molecular constants from Reference (22). These ro-vibrational line positions are listed in Table 3 along with the corresponding spectroscopic assignments in
which the notation indicates the branch (P or R), \( J'^* \) in parentheses, and the vibrational band, \( \nu' - \nu'' \).

### Table 1. Expansion parameters for the \( X \ ^1\Sigma^+ (\theta_g^+ \) state of I\(_2\). Valid for \( \nu'' = 0-9 \).

<table>
<thead>
<tr>
<th>( Y_{pq} )</th>
<th>( G(\nu') \ (cm^{-1}) )</th>
<th>( B_{\nu'} \ (cm^{-1}) )</th>
<th>( D_{\nu'} \ (cm^{-1}) )</th>
</tr>
</thead>
<tbody>
<tr>
<td>( q = 0 )</td>
<td>( q = 1 )</td>
<td>( q = 2 )</td>
<td></td>
</tr>
<tr>
<td>( p = 1 )</td>
<td>2.145186E+02</td>
<td>3.736870E-02</td>
<td>4.568123E-09</td>
</tr>
<tr>
<td>( p = 2 )</td>
<td>-6.072284E-01</td>
<td>-1.139897E-04</td>
<td>2.120439E-11</td>
</tr>
<tr>
<td>( p = 3 )</td>
<td>-1.386111E-03</td>
<td>-2.720291E-07</td>
<td>6.737406E-13</td>
</tr>
<tr>
<td>( p = 4 )</td>
<td>-5.447708E-09</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

### Table 2. Expansion parameters for the \( B \ ^3\Pi (\theta_u^+ \) state of I\(_2\). Valid for \( \nu' = 1-62 \).

<table>
<thead>
<tr>
<th>( Y_{pq} )</th>
<th>( G(\nu') \ (cm^{-1}) )</th>
<th>( B_{\nu'} \ (cm^{-1}) )</th>
<th>( D_{\nu'} \ (cm^{-1}) )</th>
</tr>
</thead>
<tbody>
<tr>
<td>( q = 0 )</td>
<td>( q = 1 )</td>
<td>( q = 2 )</td>
<td>( q = 3 )</td>
</tr>
<tr>
<td>( p = 0 )</td>
<td>15769.0485</td>
<td>-1.406799398E-04</td>
<td>6.125767E-09</td>
</tr>
<tr>
<td>( p = 1 )</td>
<td>125.6724</td>
<td>-2.8993694599E-02</td>
<td>1.418420E-10</td>
</tr>
<tr>
<td>( p = 2 )</td>
<td>-7.526770E-01</td>
<td>-5.088972976E-06</td>
<td>-2.825041E-12</td>
</tr>
<tr>
<td>( p = 3 )</td>
<td>-3.246282E-03</td>
<td>8.7511454030E-07</td>
<td>5.544495E-13</td>
</tr>
<tr>
<td>( p = 4 )</td>
<td>1.875736E-05</td>
<td>-1.1717364030E-07</td>
<td>-2.644252E-14</td>
</tr>
<tr>
<td>( p = 5 )</td>
<td>-3.414124E-06</td>
<td>9.7025967839E-09</td>
<td>9.539521E-16</td>
</tr>
<tr>
<td>( p = 6 )</td>
<td>2.004998E-07</td>
<td>-5.304859892E-10</td>
<td>-1.864100E-17</td>
</tr>
<tr>
<td>( p = 7 )</td>
<td>-6.950414E-09</td>
<td>1.9571123281E-11</td>
<td>1.813907E-19</td>
</tr>
<tr>
<td>( p = 8 )</td>
<td>1.517899E-10</td>
<td>-4.894864050E-13</td>
<td>-6.053203E-22</td>
</tr>
<tr>
<td>( p = 9 )</td>
<td>-1.899790E-12</td>
<td>8.1736417235E-15</td>
<td>1.958960707E-21</td>
</tr>
<tr>
<td>( p = 10 )</td>
<td>1.226941E-14</td>
<td>-8.715621632E-17</td>
<td>-4.88849274E-23</td>
</tr>
<tr>
<td>( p = 11 )</td>
<td>-3.137312E-17</td>
<td>5.3609973831E-19</td>
<td>8.739722535E-25</td>
</tr>
<tr>
<td>( p = 12 )</td>
<td>-1.445945450E-21</td>
<td></td>
<td>-1.09126306E-26</td>
</tr>
<tr>
<td>( p = 13 )</td>
<td></td>
<td>9.034911061E-29</td>
<td></td>
</tr>
<tr>
<td>( p = 14 )</td>
<td></td>
<td>-4.45560254E-31</td>
<td></td>
</tr>
<tr>
<td>( p = 15 )</td>
<td></td>
<td>9.904029815E-34</td>
<td></td>
</tr>
</tbody>
</table>
Table 3. Line positions for select $I_2 \ B^3 \Pi\left(0^+_u\right) \leftrightarrow X\ ^1\Sigma\left(0^+_g\right)$ ro-vibrational spectral lines.

<table>
<thead>
<tr>
<th>Spectral Assignment</th>
<th>$\sigma$ (cm$^{-1}$)</th>
</tr>
</thead>
<tbody>
<tr>
<td>P(130) 17-1</td>
<td>17199.7205</td>
</tr>
<tr>
<td>P(51) 18-2</td>
<td>17249.9632</td>
</tr>
<tr>
<td>P(66) 16-1</td>
<td>17249.9632</td>
</tr>
<tr>
<td>P(114) 18-1</td>
<td>17337.7606</td>
</tr>
<tr>
<td>P(70) 17-1</td>
<td>17339.8188</td>
</tr>
<tr>
<td>P(53) 19-2</td>
<td>17340.2200</td>
</tr>
<tr>
<td>P(46) 17-1</td>
<td>17372.7581</td>
</tr>
<tr>
<td>P(10) 19-2</td>
<td>17374.2727</td>
</tr>
<tr>
<td>R(104) 18-1</td>
<td>17374.3107</td>
</tr>
<tr>
<td>P(31) 17-1</td>
<td>17386.7211</td>
</tr>
<tr>
<td>P(12) 17-1</td>
<td>17397.1205</td>
</tr>
<tr>
<td>R(37) 15-0</td>
<td>17403.2498</td>
</tr>
<tr>
<td>R(127) 19-1</td>
<td>17403.2772</td>
</tr>
<tr>
<td>R(30) 15-0</td>
<td>17408.1066</td>
</tr>
</tbody>
</table>

Transition Intensity.

The fluorescence intensity of a spectral line in emission due to an electronic transition in a diatomic molecule follows the expression

$$I_{em}(v', J', v'', J'') = N_{v', J'} \ h \ c \ \frac{1}{\lambda} \ A(v', J', v'', J'')$$

(9)

where $N_{v', J'}$ is the $v'J'$-level population, $h$ is Planck’s constant, $c$ is the speed of light, $\lambda$ is the wavelength of the emission, and $A(v', J', v'', J'')$ is the Einstein coefficient for spontaneous emission given by$^{21}$

$$A(v', J', v'', J'') = \frac{64 \pi^4}{3 h} \ c \ \frac{1}{\lambda^3} \ \left( \frac{S_{J', J''}}{2 J' + 1} \right) \left| \langle \Psi_{v'} | \mu_c (R) | \Psi_{v''} \rangle \right|^2$$

(10)
where $S_{J',J''}$ is the Hönl-London rotational line strength. For a given $J'$, the $S_{J',J''}$ values for the allowed transitions sum to $(2J' + 1)^{21}$ Thus, the expression in parentheses on the right hand side of Equation (10) is the relative rotational line strength. In I$_2$ $B \leftrightarrow X$ transitions, the relative rotational line strength is approximately $1/2$ for large $J'$ in the P or R branch$^{23}$ The last expression on the right hand side of Equation (10), the transition moment, is the absolute square of the integral of the product of the upper- and lower-level vibrational wavefunctions, and the electronic transition moment:

$$
\mu_e(R) = \langle \Psi'_e | M_{el} | \Psi''_e \rangle \tag{11}
$$

where $\Psi'_e$ is the electronic wavefunction, $M_{el}$ is the portion of the dipole moment operator dependent on electronic coordinates only, and $R$ is the internuclear separation distance. A typical approach for describing the transition moment in Equation (10) is to use the R-centroid approximation in which

$$
| \langle \Psi' \mid \mu_e(R) \mid \Psi'' \rangle |^2 = \mu_e(R)^2 \left| \langle \Psi' \mid \Psi'' \rangle \right|^2 \tag{12}
$$

where $R$ is the R-centroid:

$$
R = \frac{\langle \Psi' \mid R \mid \Psi'' \rangle}{\langle \Psi' \mid \Psi'' \rangle}, \tag{13}
$$

and

$$
q_{\nu'\nu''} = \left| \langle \Psi' \mid \Psi'' \rangle \right|^2 \tag{14}
$$

is the Franck-Condon Factor (FCF) which determines the vibrational dependence of intensities in molecular electronic transitions$^{23}$ Some calculated FCFs for select I$_2$ $B \ 3\Pi(0_u^+) \leftrightarrow X \ 1\Sigma(0_g^+)$ vibrational bands are shown in Table 4.
Assuming equilibrium conditions, the population of molecules in a specific rotational state belonging to a particular vibrational state of a given electronic state has the form of a Boltzmann distribution so that

\[ N_{e\nu J} = N_e \frac{g_{\nu}^e}{Q_e} \exp\left(-\frac{E_{\nu}^e}{k_B T}\right) \exp\left(-\frac{G(\nu)}{k_B T}\right) \exp\left(-\frac{F_{\nu}(J)}{k_B T}\right) \]

where \( N \) is the total number of molecules, \( g_{\nu}^e \) is the electronic state degeneracy, \( G(\nu) \) is given by Equation (5), \( (2J + 1) \) accounts for the rotational state degeneracies, and \( F_{\nu}(J) \) is given by Equation (1). The nuclear spin degeneracy is given by \( n \). \( Q_i \) is the partition function for the particular type of transition where

\[ Q_e = \sum_{i=0}^{\infty} g_{\nu}^e \exp\left(-\frac{E_{\nu}^e}{k_B T}\right) \]

is the electronic partition function where \( g_{\nu}^e \) is the degeneracy of the \( i^{th} \) electronic energy state,

\[ Q_v = \sum_{\nu=1}^{\infty} g_{\nu} \exp\left(-\frac{G(\nu)}{k_B T}\right) \]

is the vibrational partition function where \( g_{\nu} \) is the degeneracy of the \( i^{th} \) vibrational energy state, and

\[ Q_r = \sum_{J=0}^{\infty} g_n (2J + 1) \exp\left(-\frac{F_{\nu}(J)}{k_B T}\right) \]

is the rotational partition function which is dependent on \( \nu \), the vibrational quantum number. The electronic-state population is not explicitly included in Equation (9). For this work, temperatures in the range of 140-400 K were encountered in experiment. The
fraction of molecules in an excited electronic state in this temperature range is negligibly small; for the I\textsubscript{2} B state, \(\exp\left(-\frac{E_{\text{Elec}}^{\text{B}}}{k_B T}\right)/Q_{e} \approx 1\).

For comparison to \(I_{\text{em}}\), the intensity of an absorption line, for thin absorbing layers, follows the expression

\[
I_{\text{abs}} = \frac{8c}{3h} I_o N_{v',j'} \Delta x \frac{S_{J',j'}}{(2J'+1)} \left| \mu_e(R) \right|^2 q_{v'j'}
\]

(19)

where \(I_o\) is the incident intensity of the radiation, and \(N_{v',j'}\) is the \(v'',j''\)-level population density, \(\Delta x\) is the thickness of the absorbing layer, and \(\lambda\) is in cm. The Franck-Condon factor and the lower vibrational-level population \(N_{v'}\) can be used as discriminators when selecting an absorption line for the temperature diagnostic where the most intense lines are preferred in order to achieve a satisfactory signal-to-noise ratio. Both the FCFs\textsuperscript{23} and relative \(v''\)-level population values are listed in Table 4 for the I\textsubscript{2} B \(\leftrightarrow\) X transitions presented in Table 3.

---

**Table 4. Franck-Condon Factors\textsuperscript{23} and relative \(v''\)-level populations for select I\textsubscript{2} B \(3\Pi(0^+_u)\leftrightarrow X 1\Sigma(0^+_g)\) vibrational bands at \(T=300\) K.**

<table>
<thead>
<tr>
<th>(v' - v'')</th>
<th>(100 \cdot q_{v',v''})</th>
<th>(\frac{N_{v'\text{e}}(T=300K)}{N_{v'=0}(T=300K)})</th>
<th>(\frac{N_{v''\text{e}}(T=300K)}{N_{v''=0}(T=300K)})</th>
</tr>
</thead>
<tbody>
<tr>
<td>15-0</td>
<td>0.5321</td>
<td>1.00</td>
<td>0.532</td>
</tr>
<tr>
<td>16-1</td>
<td>2.960</td>
<td>0.360</td>
<td>1.064</td>
</tr>
<tr>
<td>17-1</td>
<td>3.318</td>
<td>&quot;</td>
<td>1.193</td>
</tr>
<tr>
<td>18-1</td>
<td>3.582</td>
<td>&quot;</td>
<td>1.288</td>
</tr>
<tr>
<td>19-1</td>
<td>3.730</td>
<td>&quot;</td>
<td>1.341</td>
</tr>
<tr>
<td>18-2</td>
<td>2.838</td>
<td>0.130</td>
<td>0.369</td>
</tr>
<tr>
<td>19-2</td>
<td>2.165</td>
<td>&quot;</td>
<td>0.282</td>
</tr>
</tbody>
</table>
I$_2$ Hyperfine Transitions.

It has been shown, for a given I$_2$ B $^3\Pi(0^+_u) \leftrightarrow X^1\Sigma(0^+_g)$ vibrational band, that the spectral linewidth is greater for odd $J''$ than for even $J''$ ro-vibrational lines. The source of the non-Doppler contribution to the linewidth is the hyperfine structure of the transition, which is observable with high resolution Doppler-free laser techniques.

The hyperfine structure is a manifestation of interactions between the nuclei of the molecule and the magnetic and electric fields generated by the molecule’s electrons. The energy levels due to these interactions can be predicted from the following Hamiltonian

$$H_{hfs} = H_{NEQ} + H_{SR}$$

which is composed of a Nuclear Electric Quadrupole (NEQ) term and a magnetic Spin-Rotation (SR) term. Higher-order terms can be included in $H_{hfs}$ to improve the accuracy of the predicted hyperfine energy levels.

For large rotational quantum number values, $J \geq 20$, $H_{NEQ}$ for a homonuclear diatomic molecule can be approximated as the sum of two single-nucleus NEQ energies so that

$$H_{NEQ} = e Q q_J \left\{ \frac{3 \langle \hat{I}_1 \cdot \hat{J} \rangle^2 + \frac{3}{2} \langle \hat{I}_1 \cdot \hat{J} \rangle^2 - |\hat{I}_1|^2 |\hat{J}|^2}{2 I_1 (2 I_1 - 1) J (2 J - 1)} + \frac{3 \langle \hat{I}_2 \cdot \hat{J} \rangle^2 + \frac{3}{2} \langle \hat{I}_2 \cdot \hat{J} \rangle^2 - |\hat{I}_2|^2 |\hat{J}|^2}{2 I_2 (2 I_2 - 1) J (2 J - 1)} \right\}$$

where $e$ is the electron charge, and the constant $Q$ is the electric quadrupole moment, $I_1 = I_2 = 5 / 2$ is the nuclear spin angular momentum for the iodine atom, and $\hat{J}$ is the
molecule’s rotational angular momentum vector.\textsuperscript{24,26} The average electric-field gradient along the $\mathbf{J}$ direction is given by
\begin{equation}
q_J = \frac{\langle \partial^2 V \rangle}{\langle \partial^2 z \rangle} = -\frac{\langle \partial^2 V \rangle}{\langle \partial^2 z \rangle} M \frac{J}{2J+3} = -q \frac{J}{2J+3}
\end{equation}
where the relationship to the average electric-field gradient along the molecule’s symmetry axis (indicated by the subscript $M$) is shown in the second expression.\textsuperscript{20}

The NEQ energy levels are derived by diagonalizing the NEQ energy matrix using the $I_1 I_2 J F M_F$ representation where the total nuclear spin vector is given by
\begin{equation}
\tilde{I} = \tilde{I}_1 + \tilde{I}_2,
\end{equation}
the total angular momentum vector is given by
\begin{equation}
\tilde{F} = \mathbf{J} + \tilde{I},
\end{equation}
and $M_F$ is the component of $\tilde{F}$ along a fixed space-axis. The resulting eigenvalues are labeled with the following quantum numbers: $I$ for the rotational angular momentum, $F$ for the total angular momentum, and $\varepsilon$ for the pseudo-spin angular momentum which represents the value of the molecule’s total nuclear spin $|\vec{I}| = |\tilde{I}_1 + \tilde{I}_2|$ that makes the largest contribution to the eigenstate.\textsuperscript{28}

In the assumption of large $J$, where $J \gg I_1$, the rotational angular momentum vector is almost parallel to $\tilde{F}$, and may be treated as having a fixed direction in space. The nuclear angular momenta may then be independently quantized along this direction. Defining quantum numbers $M_1$, and $M_2$ where $-I_{1,2} \leq M_{1,2} \leq I_{1,2}$ so that $F_1 = J + M_1$, ...
with $\vec{F}_1 = \vec{J} + \vec{I}_1$, and $F_2 = J + M_2$, with $\vec{F}_2 = \vec{J} + \vec{I}_2$, the coupling terms in Equation (21) can be written approximately as

$$\langle \vec{I}_1 \cdot \vec{J} \rangle = M_1 J + \frac{1}{2} (M_1 (M_1 + 1)) - I_1 (I_1 + 1)$$  \hspace{1cm} (25)$$

$$\langle \vec{I}_1 \cdot \vec{J} \rangle^2 = M_1^2 J^2 + M_1 J [M_1 (M_1 + 1) - I_1 (I_1 + 1)] + O(I_1^4)$$  \hspace{1cm} (26)$$

$$\langle \vec{I}_2 \cdot \vec{J} \rangle = M_2 J + \frac{1}{2} [M_2 (M_2 + 1) - I_1 (I_1 + 1)]$$  \hspace{1cm} (27)$$

$$\langle \vec{I}_2 \cdot \vec{J} \rangle^2 = M_2^2 J^2 + M_2 J [M_2 (M_2 + 1) - I_1 (I_1 + 1)] + O(I_2^4)$$  \hspace{1cm} (28)$$

where the $O(I_i^2)$ indicate higher-order terms. Substituting Equations (25) through (28) into Equation (21) gives the approximate NEQ energy levels:

$$E_{NEQ} \approx \frac{e Q q}{8 I_1 (2 I_1 - 1)} \left[ 3 \left( M_1^2 + M_2^2 \right) + \frac{3}{J} M_1 \left[ M_1 (M_1 + 1) - I_1 (I_1 + 1) + \frac{1}{2} \right] \right. + \frac{3}{J} M_2 \left[ M_2 (M_2 + 1) - I_1 (I_1 + 1) + \frac{1}{2} \right] - 2 I_1 (I_1 + 1) \right].$$  \hspace{1cm} (29)$$

Equation (29) predicts 36 possible NEQ energy levels. However, only a subset of the 36 levels is allowable for a given quantum state. The iodine isotope, $^{127}\text{I}_2$, is a homonuclear diatomic molecule in which each nucleus has a nuclear spin of $5/2$. The total wavefunction representing the molecule must change sign when the nuclei are interchanged by a permutation operation acting on the total wavefunction. This symmetrization requirement limits the possible combinations of $I$ and $J$; and, therefore, the values of $F$ that are associated with $J$. For the $^{1}s\Sigma X 0^+_g$ state, the $I$ values of 5, 3, and 1 can only combine with odd $J^*$ values, and the $I$ values of 4, 2, and 0 can only combine with even $J^*$ values. For the $^{3}\Pi B 0^+_u$ state, the $I$ and $J$ combinations are
reversed due to the ungerade symmetry of the electronic wave function so that \( I \) values of 5, 3, and 1 can only combine with even \( J' \) values, and the \( I \) values of 4, 2, and 0 can only combine with odd \( J' \) values.\(^{24}\) The number of hyperfine energy levels for a particular \( I \) is \( 2I + 1 \). For odd \( J'' \), the total number of hyperfine states is 21. For an even \( J'' \), the total number of hyperfine states is 15. In contrast, the total number of hyperfine states is 15 for odd \( J' \), and 21 for even \( J' \). Therefore, the NEQ energy levels predicted by Equation (29) consist of either a set 15 or 21 hyperfine energy splittings as determined by \( J \). The hyperfine energy levels from Equation (29) for odd \( J'' \geq 20 \) are shown in Figure 3, and for even \( J'' \geq 20 \) in Figure 4. The frequency spacing between adjacent levels in a multiplet decreases with increasing \( J'' \).

In early saturation absorption experiments, it was found that the high-\( J \) NEQ energy approximation alone was not sufficient to accurately describe experimental hyperfine splittings.\(^{29}\) It was necessary to include an additional term describing the interaction between the nuclear magnetic moment and the molecular magnetic field. The Hamiltonian for the magnetic Spin-Rotation (SR) energy is given by

\[
H_{SR} = C_{SR} \left( \vec{I}_1 + \vec{I}_2 \right) \cdot \vec{J},
\]

(30)

where \( C_{SR} \) is the Spin-Rotation coupling constant. Inserting the coupling terms from Equations (25) and (27) into Equation (30) yields

\[
E_{SR} \approx C_{SR} \left( M_1 + M_2 \right) J
\]

(31)
Figure 3. The I$_2$ NEQ hyperfine energy levels for large odd $J'$. The coupling constant is $eQq'' = -2453$. The small number labeling each level is the $F$-$J$ value.

Figure 4. The I$_2$ NEQ hyperfine energy levels for large even $J''$. The coupling constant is $eQq'' = -2453$. The small number labeling each level is the $F$-$J$ value.
for the approximate magnetic Spin-Rotation energy levels.\textsuperscript{26} The approximate energy for a hyperfine state is sum of Equation (29) and Equation (31):

\[ E_{\text{hfs}} \approx E_{\text{NEQ}} + E_{\text{SR}}. \]  

(32)

The hyperfine structures of single \( \text{I}_2 \) \( B \ ^3\Pi(0^+_u) \leftrightarrow X \ ^1\Sigma(0^+_g) \) ro-vibrational transitions closely approximate the NEQ energy-level structures in Figure 3 and Figure 4. For high \( J \), the strongest hyperfine transitions in \( \text{I}_2 \) \( B \ ^3\Pi(0^+_u) \leftrightarrow X \ ^1\Sigma(0^+_g) \) follow the selection rule: \( \Delta F = \Delta J = \pm 1 \).\textsuperscript{20,24} The \( J'' \)-level will have the same number of hyperfine states as the \( J' \)-level so a single ro-vibrational transition will consist of either 15 or 21 hyperfine transitions. At high \( J \), the relative intensities of these hyperfine lines are proportional to \( 2F + 1 \), the degeneracy of the total quantum number; and, thus, are very nearly the same in magnitude.\textsuperscript{20}

While the high-\( J \) approximation theory is useful for understanding the structure of the hyperfine levels and the variation in energy-level splittings with \( J \), a more accurate method of predicting hyperfine energy levels was pursued for use in this temperature diagnostic by solving the hyperfine Hamiltonian through a matrix approach. Using a Visual FORTRAN computer program\textsuperscript{30}, the hyperfine energy levels were calculated using the two-term Hamiltonian:

\[ H_{\text{hfs}} = H_{\text{NEQ}} + H_{\text{SR}}. \]  

(33)

The matrix elements were defined by a case (b)\( \beta \) coupling scheme in which the nuclear spins are coupled to give the resultant spin, \( \tilde{I} \), which is then coupled to the rotational angular momentum, \( \tilde{J} \), to give the total angular momentum: \( \tilde{F} = \tilde{J} + \tilde{I} \).\textsuperscript{31} From the
coupling scheme, a set of basis functions: \(|I, J, F, M_F\rangle\) were defined so that \(H_{SR}\) would contribute only diagonal matrix elements of the form

\[
\langle I, J, F, M_F | H_{SR} | I, J, F, M_F \rangle = \frac{C_{SR}}{2} (F (F + 1) - I (I + 1) - J (J + 1))
\]

(34)

where \(C_{SR}\) is the spin-rotation coupling constant.\(^{32}\) The matrix elements for \(H_{NEQ}\) are given by

\[
\langle I', J', F, M_F | H_{NEQ} | I, J, F, M_F \rangle = -e Q q \frac{J}{2 (2 J + 3)} (-1)^{F+J+1} \sqrt{(2 I' + 1)(2 I + 1)}
\]

\[
\times \left\{ \begin{array}{c} I_1 \ I_1 \ I \\ 2 \ I' \ I_1 \end{array} \right\} \left\{ \begin{array}{c} F \ J \ I \\ 2 \ I' \ J' \end{array} \right\} \left[ \begin{array}{ccc} I_1 & I_1 & 2 \\ 0 & J & J \\ -I_1 & J & 0 \end{array} \right]^{-1}
\]

(35)

in which non-vanishing matrix elements occur for \(\Delta I = 0, \pm 2\), and \(\Delta J = 0, \pm 2\). The matrix is diagonal in \(F\) and \(M_F\). For highly accurate calculations with given values of \(F\) and \(M_F\), the matrix for \(H_{hfs}\) of the \(I_2 X\) electronic state has an order of 63 X 63 for odd \(J\), and an order of 45 X 45 for even \(J\).\(^{32}\) The order is reversed for the \(I_2 B\) electronic state. It is found that omitting the \(\Delta J = 2\) terms produces only small errors in the results.\(^{32}\)

This approximation was used for the computer calculations to reduce the order of the \(I_2 (X)\) matrix down to 21 X 21 for odd \(J\) and 15 X 15 for even \(J\).

The hyperfine coupling constants are used as inputs to the energy-level computations. For the \(I_2 X^1 \Sigma^+(0_g^+)\)-state coupling constants, the values of

\[e Q q^* = -2452.5837 \text{ MHz, and } C_{SR}^* = 3.162 \text{ kHz for } v^* = 0, J^* = 13\]

were obtained from experimental data in the literature.\(^{33}\) To determine the \(I_2 B^3 \Pi(0_u^+)\)-state coupling constants, the following empirical formulas were used:

\[
\Delta e Q q (v') = 1964.8 - 0.0130 \cdot G(v') - 1.51 \cdot 10^{-6} \cdot G(v')^2
\]

(36)
where $\Delta e Q q$ is given in units of MHz and $G(v')$, the vibrational term-value expression from Equation (5), is given in units of cm$^{-1}$, and

$$\Delta C_{SR}(v',J') = 23 + 418 \cdot \exp\left(-\frac{4381.249 + G(v')}{653}\right) + 0.012 \cdot F_v(J')$$  \hspace{0.5cm} (37)

where $\Delta C_{SR}$ is given in units of kHz, and $F_v(J')$, the rotational term-value expression from Equation (1), is given in cm$^{-1}$. The upper state hyperfine coupling constants for P(46) 17-1 are $e Q q' = -518.89$ MHz, and $C_{SR}' = 36.92$ kHz. For P(53) 19-2, the hyperfine coupling constants are $e Q q' = -522.51$ MHz, and $C_{SR}' = 40.52$ kHz.

The hyperfine line intensities were also calculated by computer program. The transition probabilities were calculated by considering the effect of radiation polarized in the space-fixed coordinate Z-direction. The $B-X$ transition moment is oriented along the I$_2$ bond-axis which is taken to be in the molecule-fixed coordinate z-direction. The matrix elements of the transition moment for the case (b)$_{\beta J}$ basis are derived by first transforming to a case (a) basis. The matrix elements are then

$$\langle J', I, F', M_F | \mu_z | J, I, F, M_F \rangle = \sum_{M_J, M_I} -\sqrt{(2 F' + 1)(2 F + 1)} \begin{pmatrix} J' & I & F' \\ M_J & M_I & -M_F \end{pmatrix}$$

$$\times \begin{pmatrix} J & I & F \\ M_J & M_I & -M_F \end{pmatrix} \times \langle J', M_J | \alpha_{zZ} | J, M_J \rangle \langle B | \mu_z | X \rangle$$  \hspace{0.5cm} (38)

where $\alpha_{zZ}$ is the direction cosine and $\langle B | \mu_z | X \rangle$ is the electronic transition moment.

The direction cosine terms for the P and R branch rotational lines of I$_2$ are

$$\langle J-1, M_J | \alpha_{zZ} | J, M_J \rangle = \sqrt{(J+M_J)(J-M_J)}$$

and

$$\langle J-1, M_J | \alpha_{zZ} | J, M_J \rangle = \frac{(J+M_J)(J-M_J)}{(2J+1)(2J-1)}$$  \hspace{0.5cm} (39)
\[ \langle J+1, M_J | \alpha_{zz} | J, M_J \rangle = \sqrt{\frac{(J+M_J+1)(J-M_J+1)}{(2J+1)(2J+3)}}. \] (40)

To obtain the transition probabilities, the transition moment matrix, \( \tilde{\mu} \), is transformed using the eigenvector matrices from calculations of the \( B \)-and \( X \)-state energy levels so that

\[ \tilde{Z} = \tilde{B}^T \tilde{\mu} \tilde{X} \] (41)

in which the individual matrix elements \( Z_{ij} \) are dependent on \( M_F \). The relative transition probability between an \( i \) and \( j \) state, \( P_{ij} \), is calculated by squaring the \( Z_{ij} \) values and summing over \( M_F \) to give

\[ P_{ij} = 3 \sum_{M_F} \left| Z_{ij}(M_F) \right|^2. \] (42)

Relative frequencies and relative intensities calculated using the matrix theory are shown in Table 5 for the \( I_2 \) P(46) 17-1 hyperfine transitions. Calculations from the high-\( J \) approximation theory using Equation (32) are also shown for comparison. In Table 6, relative frequencies and relative intensities for the \( I_2 \) P(53) 19-2 hyperfine transitions are shown for the matrix theory and the high-\( J \) approximation theory.

**B. Spectral Line Shape and Line Width**

The spectral lines in absorption or emission spectra are not absolutely monochromatic. Each spectral line has, in fact, an intensity distribution of absorbed or emitted radiation in a frequency interval about the resonant frequency \( \nu_o = (E_2 - E_1)/h \).
of the molecular transition where $E_2$ is the upper energy level, $E_1$ is the lower energy level, and $h$ is Planck’s constant.

The spectral “line” can vary in shape or width according to the influence of physical processes. In general, lineshapes fall into two categories: homogeneous and inhomogeneous. The homogenous lineshape results when all the molecules in the system have the same lineshape function as in pressure broadening. In contrast, inhomogeneous broadening results where the probability of absorption or emission of monochromatic radiation is not equal for all the molecules in the sample, as in Doppler broadening.

Table 5. Relative frequencies and relative intensities for I₂ P(46) 17-1 hyperfine transitions. Calculations are shown from the matrix theory and from the high-J approximation theory.

<table>
<thead>
<tr>
<th>F-J</th>
<th>Matrix Theory, $\Delta \nu$ (GHz)</th>
<th>High J-Approx. Theory, $\Delta \nu$ (GHz)</th>
<th>Matrix Theory, Relative Intensity (arbitrary units)</th>
<th>High J-Approx. Theory, Relative Intensity (arbitrary units)</th>
<th>Hyperfine Component</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>t</td>
</tr>
<tr>
<td>-4</td>
<td>0.27752</td>
<td>0.26832</td>
<td>0.9132</td>
<td>0.9140</td>
<td>r</td>
</tr>
<tr>
<td>1</td>
<td>0.28522</td>
<td>0.29157</td>
<td>1.0202</td>
<td>1.0215</td>
<td>q</td>
</tr>
<tr>
<td>-1</td>
<td>0.29453</td>
<td>0.30107</td>
<td>0.9772</td>
<td>0.9785</td>
<td>p</td>
</tr>
<tr>
<td>4</td>
<td>0.30219</td>
<td>0.32432</td>
<td>1.0868</td>
<td>1.0860</td>
<td>o</td>
</tr>
<tr>
<td>-3</td>
<td>0.41604</td>
<td>0.42583</td>
<td>0.9328</td>
<td>0.9355</td>
<td>n</td>
</tr>
<tr>
<td>-2</td>
<td>0.4296</td>
<td>0.43988</td>
<td>0.9543</td>
<td>0.9570</td>
<td>m</td>
</tr>
<tr>
<td>2</td>
<td>0.43892</td>
<td>0.44908</td>
<td>1.0418</td>
<td>1.0430</td>
<td>l</td>
</tr>
<tr>
<td>3</td>
<td>0.45315</td>
<td>0.46313</td>
<td>1.0633</td>
<td>1.0645</td>
<td>k</td>
</tr>
<tr>
<td>0</td>
<td>0.5794</td>
<td>0.59264</td>
<td>0.9980</td>
<td>1</td>
<td>i</td>
</tr>
<tr>
<td>-2</td>
<td>0.7144</td>
<td>0.71740</td>
<td>0.9556</td>
<td>0.9570</td>
<td>g</td>
</tr>
<tr>
<td>-1</td>
<td>0.715</td>
<td>0.73145</td>
<td>0.9758</td>
<td>0.9785</td>
<td>f</td>
</tr>
<tr>
<td>1</td>
<td>0.73355</td>
<td>0.75016</td>
<td>1.0189</td>
<td>1.0215</td>
<td>e</td>
</tr>
<tr>
<td>2</td>
<td>0.73596</td>
<td>0.76421</td>
<td>1.0424</td>
<td>1.0430</td>
<td>d</td>
</tr>
<tr>
<td>0</td>
<td>0.86976</td>
<td>0.88897</td>
<td>0.9987</td>
<td>1.0000</td>
<td>b</td>
</tr>
</tbody>
</table>
Table 6. Relative frequencies and relative intensities for I₂ P(53) 19-2 hyperfine transitions. Calculations are shown from the matrix theory and from the high-J approximation theory.

<table>
<thead>
<tr>
<th>F-J</th>
<th>Matrix Theory, $\Delta \nu$ (GHz)</th>
<th>High J-Approx. Theory, $\Delta \nu$ (GHz)</th>
<th>Matrix Theory, Relative Intensity (arbitrary units)</th>
<th>High J-Approx. Theory, Relative Intensity (arbitrary units)</th>
<th>Hyperfine Component</th>
</tr>
</thead>
<tbody>
<tr>
<td>-5</td>
<td>0.02357</td>
<td>0.02328</td>
<td>1.1045</td>
<td>1.1031</td>
<td>u</td>
</tr>
<tr>
<td>0</td>
<td>0.04651</td>
<td>0.04657</td>
<td>1.2090</td>
<td>1.2062</td>
<td>t</td>
</tr>
<tr>
<td>-4</td>
<td>0.2721</td>
<td>0.29145</td>
<td>1.0194</td>
<td>1.0206</td>
<td>s</td>
</tr>
<tr>
<td>1</td>
<td>0.30951</td>
<td>0.31473</td>
<td>1.1245</td>
<td>1.1237</td>
<td>q</td>
</tr>
<tr>
<td>-1</td>
<td>0.31635</td>
<td>0.32172</td>
<td>1.1245</td>
<td>1.0825</td>
<td>p</td>
</tr>
<tr>
<td>4</td>
<td>0.3524</td>
<td>0.34501</td>
<td>1.1865</td>
<td>1.1856</td>
<td>o</td>
</tr>
<tr>
<td>-3</td>
<td>0.43657</td>
<td>0.44766</td>
<td>1.0401</td>
<td>1.0412</td>
<td>n</td>
</tr>
<tr>
<td>-2</td>
<td>0.45184</td>
<td>0.46046</td>
<td>1.0613</td>
<td>1.0619</td>
<td>m</td>
</tr>
<tr>
<td>2</td>
<td>0.46251</td>
<td>0.47094</td>
<td>1.1452</td>
<td>1.1443</td>
<td>l</td>
</tr>
<tr>
<td>3</td>
<td>0.47329</td>
<td>0.48375</td>
<td>1.1665</td>
<td>1.1649</td>
<td>k</td>
</tr>
<tr>
<td>-3</td>
<td>0.57419</td>
<td>0.58290</td>
<td>1.0407</td>
<td>1.0412</td>
<td>j</td>
</tr>
<tr>
<td>0</td>
<td>0.60201</td>
<td>0.61317</td>
<td>1.1033</td>
<td>1.1031</td>
<td>i</td>
</tr>
<tr>
<td>3</td>
<td>0.63368</td>
<td>0.64345</td>
<td>1.1652</td>
<td>1.1649</td>
<td>h</td>
</tr>
<tr>
<td>-2</td>
<td>0.71356</td>
<td>0.73911</td>
<td>1.0594</td>
<td>1.0619</td>
<td>g</td>
</tr>
<tr>
<td>-1</td>
<td>0.73689</td>
<td>0.7519</td>
<td>1.0814</td>
<td>1.0825</td>
<td>f</td>
</tr>
<tr>
<td>1</td>
<td>0.75457</td>
<td>0.76938</td>
<td>1.1239</td>
<td>1.1237</td>
<td>e</td>
</tr>
<tr>
<td>2</td>
<td>0.7778</td>
<td>0.78219</td>
<td>1.1427</td>
<td>1.1443</td>
<td>d</td>
</tr>
<tr>
<td>-1</td>
<td>0.87856</td>
<td>0.89531</td>
<td>1.0814</td>
<td>1.0825</td>
<td>c</td>
</tr>
<tr>
<td>0</td>
<td>0.88965</td>
<td>0.90812</td>
<td>1.1008</td>
<td>1.1031</td>
<td>b</td>
</tr>
<tr>
<td>1</td>
<td>0.9037</td>
<td>0.92093</td>
<td>1.1227</td>
<td>1.1237</td>
<td>a</td>
</tr>
</tbody>
</table>

The lineshape for a homogeneously-broadened spectral line can be represented by the area-normalized Lorentzian function defined as

$$L(\nu) = \frac{1}{2\pi} \frac{\Delta \nu_L}{(\nu - \nu_o)^2 + \left(\frac{\Delta \nu_L}{2}\right)^2}$$

(43)
where $\nu_o$ is the resonant frequency, and $\Delta \nu_L$ is the Full Width at Half Maximum (FWHM) Lorentzian linewidth in units of frequency.

Two cases of homogeneous broadening are discussed in the next two sections: natural line-broadening and collision broadening. This is followed by a discussion of Doppler broadening (the phenomenon essential to the temperature diagnostic).

**Natural Line-Broadening.**

An excited molecule can spontaneously emit radiation to produce a spectral line shape with a fundamental width called the natural linewidth. The probability per unit time that a molecule in an excited-state energy level $E_2$ makes a transition to a lower energy level $E_1$ by spontaneous emission is represented by $A_{21}$, the Einstein coefficient for spontaneous emission. The inverse of $A_{21}$ is the mean time the molecule remains in $E_2$ before it spontaneously radiates a photon and transitions to $E_1$ and is referred to as the radiative lifetime,

$$\tau_{rad} = \frac{1}{A_{21}}. \quad (44)$$

The lineshape for natural broadening is Lorentzian. Following the form of Equation (43), the natural lineshape can be written as

$$g_n(\nu) = \frac{1}{2\pi} \frac{\Delta \nu_n}{(\nu - \nu_o)^2 + \left(\frac{\Delta \nu_n}{2}\right)^2} \quad (45)$$

where the FWHM natural linewidth $\Delta \nu_n$ is related to the radiative lifetime by
\[ \Delta \nu_n = \frac{1}{2 \pi \tau_{\text{rad}}}. \]  \hspace{1cm} (46)

Lifetime measurements for I\(_2\) B-X transitions from the literature are shown in Table 7.\(^{17,18,35,36}\) The zero-I\(_2\)-pressure lifetime \(\tau_0\) is related to the radiative lifetime \(\tau_{\text{rad}}\) by

\[ \frac{1}{\tau_0} = \frac{1}{\tau_{\text{rad}}} + \frac{1}{\tau_{\text{nr}}}, \]  \hspace{1cm} (47)

where \(\tau_{\text{nr}}\) is the non-radiative de-excitation lifetime due to spontaneous predissociation.\(^{17}\) It has been shown experimentally that the radiative decay rate \((1/\tau_{\text{rad}})\) decreases with increasing excited-state vibrational quantum number, \(v'\).\(^{37}\) Homogeneous linewidth measurements for I\(_2\) B-X transitions are shown in Table 8 as FWHM values.\(^{25,32,38-41}\) The generic symbols of \(\Delta \nu\) for linewidth and \(\tau\) for lifetime are used for column headings in Table 8 to encompass the variety of specific linewidths and lifetimes presented in each of the corresponding columns. In general, \(\Delta \nu\) is computed from

\[ \Delta \nu = 1/(2 \pi \tau). \]

There is an order of magnitude discrepancy between experimentally measured lifetimes and the lifetimes computed from linewidth measurements that has been noted previously.\(^{32,35,42-44}\) While the linewidth/lifetime discrepancy has been present in many experiments, an I\(_2\) hyperfine component linewidth of 1.7 MHz @ 31 mTorr was measured recently using a third-harmonic demodulation technique and shows the best correspondence with measured lifetime values.\(^{41}\)
Table 7. Homogeneous lifetimes for I$_2$ B-X transitions. $\tau$ is the lifetime of the transition. $\tau_o$ is the zero-pressure lifetime. $\tau_{rad}$ is the radiative lifetime. $\Delta \nu$ is the FWHM linewidth.

<table>
<thead>
<tr>
<th>Measured $\tau$ (ns)</th>
<th>I$_2$ Spectral Assignment</th>
<th>Experimental Method</th>
<th>Reference</th>
<th>Computed $\Delta \nu$ (MHz)</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\tau_o = 310 +/- 10$</td>
<td>$v'=6, J'=32$</td>
<td>fluor. decay, pulse method</td>
<td>35</td>
<td>0.513 +/- 0.017</td>
</tr>
<tr>
<td>$\tau_o = 410 +/- 15$</td>
<td>$v'=11, J'=128$</td>
<td>&quot;</td>
<td>35</td>
<td>0.388 +/- 0.014</td>
</tr>
<tr>
<td>$\tau_o = 1.18 +/- 0.76$</td>
<td>$v'=17$</td>
<td>&quot;</td>
<td>17</td>
<td>0.135 +/- 0.087</td>
</tr>
<tr>
<td>$\tau_o = 1146 +/- 40$</td>
<td>$v'=17, J'=27$</td>
<td>&quot;</td>
<td>18</td>
<td>0.139 +/- 0.004</td>
</tr>
<tr>
<td>$\tau_{rad} = 183$</td>
<td>$v'=17$</td>
<td>&quot;</td>
<td>18</td>
<td>0.87 +/- 0.05</td>
</tr>
<tr>
<td>$\tau_o = 286 +/- 20$</td>
<td>R(93) 16-2</td>
<td>fluorescence demodulation</td>
<td>36</td>
<td>0.556 +/- 0.039</td>
</tr>
<tr>
<td>$\tau_o = 279 +/- 20$</td>
<td>P(95) 14-1</td>
<td>&quot;</td>
<td>36</td>
<td>0.57 +/- 0.041</td>
</tr>
</tbody>
</table>

Table 8. Homogeneous linewidths for I$_2$ B-X transitions. $\Delta \nu$ is the FWHM linewidth. $P_{I_2}$ is the iodine pressure. $\tau$ is the lifetime of the transition.

<table>
<thead>
<tr>
<th>Measured $\Delta \nu$ (MHz)</th>
<th>$P_{I_2}$ (mTorr)</th>
<th>I$_2$ Spectral Assignment</th>
<th>Experimental Method</th>
<th>Ref.</th>
<th>Computed $\tau$ (ns)</th>
</tr>
</thead>
<tbody>
<tr>
<td>9</td>
<td>~10</td>
<td>HFS P(33) 6-3</td>
<td>SAS</td>
<td>32</td>
<td>17.7</td>
</tr>
<tr>
<td>10 ± 1.6</td>
<td>250</td>
<td>HFS P(117) 21-1</td>
<td>SAS</td>
<td>25</td>
<td>15.9 ± 2.5</td>
</tr>
<tr>
<td>7 ± 2</td>
<td>zero pressure, low intensity</td>
<td>HFS P(13) 43-0, HFS R(15) 43-0</td>
<td>IMF</td>
<td>38</td>
<td>22.7 ± 6.5</td>
</tr>
<tr>
<td>7</td>
<td>21</td>
<td>HFS R(47) 9-2</td>
<td>Intracavity SAS</td>
<td>39</td>
<td>22.7</td>
</tr>
<tr>
<td>8</td>
<td>not stated</td>
<td>HFS P(62) 17-1</td>
<td>beam-overlap modulation</td>
<td>40</td>
<td>19.9</td>
</tr>
<tr>
<td>1.7 ± 0.1</td>
<td>31</td>
<td>b10 hyperfine component of R(106) 28-0</td>
<td>3$^{rd}$ harmonic demodulation</td>
<td>41</td>
<td>93 ± 5.5</td>
</tr>
</tbody>
</table>
Pressure Broadening.

In a real source, forces of neighboring molecules, ions, or electrons perturb the state of the radiating molecule leading to a broadening of the spectral line which is often greater than the natural width. The increase in linewidth is a function of the density of the perturbing species and is referred to as pressure broadening. In addition, the perturbations can produce a shift in the center-frequency of the spectral line.

In general, the excited molecule may interact with several perturbers making it necessary to average over the various orientations and paths of these perturbers. For line broadening at pressures from 0-100 Torr (as was encountered in this work), this averaging is performed with reasonable success in the limiting case of the impact (or phase shift) approximation in which the mean time between collisions is assumed to be much greater than the duration of a single collision.\textsuperscript{45}

To account for the phenomenon of line shift along with line broadening, Lindholm and Foley developed a theory which included the effects of weak, distant collisions as well as strong collisions.\textsuperscript{46} This theory assumes the perturbation causes no change in the internal state of the system; the so-called adiabatic approximation. The resulting spectral profile due only to elastic collisions is given by

\[ g(\nu) = \frac{1}{2\pi} \frac{\Delta \nu_e}{(\nu - \nu_o - s)^2 + \left(\frac{\Delta \nu_e}{2}\right)^2} \] (48)

which is a Lorentzian lineshape with a FWHM linewidth of

\[ \Delta \nu_e = \frac{N \bar{\nu} \sigma_e}{\pi} \] (49)
where $N$ is the number density of the perturbing species, $\bar{v}$ is the mean relative velocity, and $\sigma_e$ is the elastic collision cross-section. The shift in line center is given by

$$s = \frac{N \bar{v} \sigma_s}{2\pi} \quad (50)$$

where $\sigma_s$ is the cross-section associated with the line shift. It is the weak, distant collisions that are responsible for the shift $s$ in the spectral line’s center frequency. In foreign-gas broadening of atoms, most of the perturbing gases produce a shift of line center towards the red end of the spectrum. Of the noble gases, He and sometimes Ne produce shifts towards the violet end of the spectrum.\(^4\) In I$_2$, the pressure shift of a hyperfine component of $R(56)$ 32-0 due to perturbing I$_2$ molecules has been reported as 0.17 MHz/Torr.\(^7\)

Since it is known that inelastic collisions of atoms and molecules can cause transitions between degenerate or nearly degenerate levels, modern developments in the theory have attempted to include these non-adiabatic effects.\(^4\) On the plausible assumption that inelastic (quenching) collisions and elastic (phase-changing collisions) occur independently, the two effects can be superimposed so that the spectral lineshape can be written as

$$g(\nu) = \frac{1}{2\pi} \frac{(\Delta \nu_n + \Delta \nu_{coll})}{(\nu - \nu_o - s)^2 + \left(\frac{\Delta \nu_n + \Delta \nu_{coll}}{2}\right)^2} \quad (51)$$

where $\Delta \nu_n$ is the FWHM natural linewidth and the FWHM collision linewidth due to both inelastic and elastic collisions is given by

$$\Delta \nu_{coll} = \Delta \nu_{in} + \Delta \nu_e \quad (52)$$
The inelastic collision linewidth can be expressed as

\[ \Delta v_{in} = \frac{1}{\pi \tau_{coll}} = \frac{N \bar{v} \sigma_{in}}{\pi} \]  

(53)

where \( \tau_{coll} \) is the mean time between collisions and \( \sigma_{in} \) is the inelastic collision cross-section. Using Equations (49) and (53), the total collision-induced linewidth can be expressed as

\[ \Delta v_{coll} = \frac{\sigma_{in} + \sigma_e}{\pi} N \bar{v} . \]  

(54)

Substituting into Equation (54) the relations

\[ \bar{v} = \sqrt{\frac{8 k_B T}{\pi \mu}} , \]  

(55)

and

\[ P = N k_B T , \]  

(56)

where \( k_B = 1.380658 \cdot 10^{-23} \) J/K is the Boltzmann constant, \( T \) is the gas temperature, \( \mu \) is the reduced mass of the excited species and the perturber, and \( P \) is gas pressure due to the perturbing species, yields

\[ \Delta v_{coll} = K P \]  

(57)

where \( K \) is the pressure broadening rate due to the perturbing species given by

\[ K = \frac{\sigma_{in} + \sigma_e}{\pi} \sqrt{\frac{8}{\pi \mu k_B T}} . \]  

(58)

Buffer-gas pressure-broadening rates for I\(_2\) from the literature are shown in Table 9. In a search of the literature over the past 35 years, only one study addressed the broadening of I\(_2\) hyperfine lines due to a buffer gas. Most of the broadening rates were obtained from fluorescence-type experiments. Self-broadening rates for I\(_2\) are displayed
Most of these results are related to efforts concerning the frequency-stabilization of a laser to an I₂ hyperfine component.

Table 9. I₂ pressure broadening rates due to buffer gases.

<table>
<thead>
<tr>
<th>Buffer Gas</th>
<th>K&lt;sub&gt;buffer&lt;/sub&gt; (MHz/Torr)</th>
<th>I₂ Spectral Assignment</th>
<th>Spectral Description</th>
<th>Experimental Method</th>
<th>Reference</th>
</tr>
</thead>
<tbody>
<tr>
<td>He</td>
<td>7.12</td>
<td>P(46) 17-1</td>
<td>hyperfine component</td>
<td>polarization spectroscopy</td>
<td>48</td>
</tr>
<tr>
<td>Xe</td>
<td>6.2</td>
<td>“</td>
<td>“</td>
<td>“</td>
<td>“</td>
</tr>
<tr>
<td>He</td>
<td>6.2</td>
<td>P(33) 6-3</td>
<td>ro-vibrational line</td>
<td>laser induced fluorescence</td>
<td>49</td>
</tr>
<tr>
<td>Ne</td>
<td>6.4</td>
<td>“</td>
<td>“</td>
<td>“</td>
<td>“</td>
</tr>
<tr>
<td>Ar</td>
<td>6.6</td>
<td>“</td>
<td>“</td>
<td>“</td>
<td>“</td>
</tr>
<tr>
<td>Kr</td>
<td>7.6</td>
<td>“</td>
<td>“</td>
<td>“</td>
<td>“</td>
</tr>
<tr>
<td>Xe</td>
<td>9.4</td>
<td>“</td>
<td>“</td>
<td>“</td>
<td>“</td>
</tr>
<tr>
<td>Air</td>
<td>10.4</td>
<td>“</td>
<td>“</td>
<td>“</td>
<td>“</td>
</tr>
<tr>
<td>CO₂</td>
<td>11.9</td>
<td>“</td>
<td>“</td>
<td>“</td>
<td>“</td>
</tr>
<tr>
<td>He</td>
<td>8.28</td>
<td>v′=62 @501.7 nm</td>
<td>upper vibrational level</td>
<td>fluorescence depolarization</td>
<td>50</td>
</tr>
<tr>
<td>Ne</td>
<td>4.22</td>
<td>“</td>
<td>“</td>
<td>“</td>
<td>“</td>
</tr>
<tr>
<td>Ar</td>
<td>5.92</td>
<td>“</td>
<td>“</td>
<td>“</td>
<td>“</td>
</tr>
<tr>
<td>Kr</td>
<td>5.28</td>
<td>“</td>
<td>“</td>
<td>“</td>
<td>“</td>
</tr>
<tr>
<td>Xe</td>
<td>5.84</td>
<td>“</td>
<td>“</td>
<td>“</td>
<td>“</td>
</tr>
<tr>
<td>He</td>
<td>0.474</td>
<td>v′=43 @ 514.5 nm</td>
<td>upper vibrational level</td>
<td>fluorescence depolarization</td>
<td>50</td>
</tr>
<tr>
<td>Ne</td>
<td>0.868</td>
<td>“</td>
<td>“</td>
<td>“</td>
<td>“</td>
</tr>
<tr>
<td>Ar</td>
<td>0.632</td>
<td>“</td>
<td>“</td>
<td>“</td>
<td>“</td>
</tr>
<tr>
<td>Kr</td>
<td>0.671</td>
<td>“</td>
<td>“</td>
<td>“</td>
<td>“</td>
</tr>
<tr>
<td>Xe</td>
<td>0.829</td>
<td>“</td>
<td>“</td>
<td>“</td>
<td>“</td>
</tr>
<tr>
<td>Air</td>
<td>9.93</td>
<td>P(60) 27-0 &amp;R(97) 28-0 @ 543 nm</td>
<td>overlapped ro-vibrational lines</td>
<td>laser induced fluorescence</td>
<td>51</td>
</tr>
</tbody>
</table>
Table 10. Self-broadening rates for I₂.

<table>
<thead>
<tr>
<th>( K_{12} ) (MHz/Torr)</th>
<th>I₂ Spectral Assignment</th>
<th>Spectral Description</th>
<th>Experimental Method</th>
<th>Reference</th>
</tr>
</thead>
<tbody>
<tr>
<td>19.7</td>
<td>R(56) 32-0 ( \lambda = 532 ) nm</td>
<td>hyperfine component</td>
<td>modulation transfer spectroscopy</td>
<td>47</td>
</tr>
<tr>
<td>11.6</td>
<td>( \lambda = 633 ) nm</td>
<td>hyperfine components</td>
<td>beat frequency / 1st derivative measurement</td>
<td>52</td>
</tr>
<tr>
<td>8.75</td>
<td>R(127) 11-5 ( \lambda = 633 ) nm</td>
<td>hyperfine component</td>
<td>intracavity absorption/2nd derivative technique</td>
<td>53</td>
</tr>
<tr>
<td>16.9</td>
<td>633 nm</td>
<td>hyperfine component</td>
<td>beat frequency</td>
<td>54</td>
</tr>
<tr>
<td>14.13</td>
<td>P(48) 11-3 ( \lambda = 612 ) nm</td>
<td>hyperfine component</td>
<td>third harmonic detection</td>
<td>55</td>
</tr>
<tr>
<td>9.5</td>
<td>( \lambda = 633 ) nm</td>
<td>hyperfine component</td>
<td>intracavity absorption/3rd derivative technique</td>
<td>56</td>
</tr>
<tr>
<td>16</td>
<td>P(13) 43-0, R(15) 43-0 ( \lambda = 514.5 ) nm</td>
<td>hyperfine components</td>
<td>inter-modulated fluorescence</td>
<td>38</td>
</tr>
</tbody>
</table>

Doppler Broadening.

For a gas at low pressure, the primary contribution to spectral linewidth is Doppler broadening due to the thermal motion of the absorbing or emitting molecules. In this case, a Doppler-broadened spectral line can be represented by the Gaussian lineshape function defined as

\[
G(\nu) = \frac{1}{\nu_o} \left( \frac{mc^2}{2 \pi k_B T} \right)^{\frac{1}{2}} \cdot \exp \left( -\frac{mc^2(\nu - \nu_o)^2}{2 k_B T \nu_o^2} \right)
\]  

(59)
where $\nu_o$ is the resonant frequency in Hz, $c = 2.99792458 \cdot 10^8$ m/s is the speed of light (in vacuum), $m$ is the mass of the molecule in kg, and $T$ is temperature of the gas in Kelvin. For the I$_2$ molecule, $m_{I_2} = 4.2453 \cdot 10^{-25}$ kg is calculated from $M_{I_2} = 126.9045$ amu and the proton mass $m_p = 1.6726231 \cdot 10^{-25}$ kg.

The Doppler linewidth at FWHM is given by

$$\Delta \nu_D = \frac{\nu_o}{c} \sqrt{\frac{8 k_B T \ln(2)}{m}}. \quad (60)$$

Once the Doppler width of a spectral line in a gas is determined, the temperature of the gas can be obtained by solving Equation (60) for $T$ to yield

$$T = \frac{m}{8 k_B \ln(2)} \frac{c^2}{\nu_o^2} \Delta \nu_D^2. \quad (61)$$

The standard error in the temperature is

$$\delta T = \frac{2m c^2}{8 k_B \nu_o^2 \ln(2)} \Delta \nu_D \delta(\Delta \nu_D) \quad (62)$$

where $\delta(\Delta \nu_D)$ is the standard error in the Doppler linewidth. For a single hyperfine component of an I$_2$ ro-vibrational line, the Doppler width varies from approximately 285 MHz at 150 K to 400 MHz at 300 K.

Except for the case of very low gas pressure and a large Doppler width, a Gaussian lineshape is not sufficient to completely describe a Doppler-broadened spectral line. In the rest frame of a select group of gas molecules, the intensity of the emitted radiation follows a Lorentzian lineshape that is centered about a resonant frequency $\nu_o$.

If each molecule in the select group moves with a definite velocity component $v_z$
towards an observer in the laboratory frame, then the observer measures emitted radiation
that is homogenously broadened about a resonant frequency \( \nu'_o \) that is Doppler-shifted
with respect to \( \nu_o \) so that

\[
\nu'_o = \nu_o \left(1 + \frac{v_z}{c}\right)
\]  

(63)

where \( v_z \) is the velocity component in the z direction. The emitted radiation for a specific
molecular velocity group follows a Lorentzian lineshape given by

\[
L(\nu, v_z) = \frac{1}{2\pi} \frac{\Delta \nu_L}{(\nu - \nu_o - \nu_z / c)^2 + (\Delta \nu_L / 2)^2}.
\]  

(64)

The emitted radiation from each of the molecular velocity groups combines to produce
the total intensity distribution of the spectral line observed in the laboratory frame. Each
\( L(\nu, v_z) \) contributing to the total intensity of the spectral line is weighted by the number
of molecules that have velocity \( v_z \). Since the number of molecules with velocity \( v_z \)
follows the Maxwellian velocity distribution, the spectral line is represented by a
convolution of the Gaussian and Lorentzian lineshapes called a Voigt lineshape given by

\[
V(\nu) = \left(\frac{m}{2\pi k_B T}\right)^{1/2} \int_{-\infty}^{\infty} \frac{\Delta \nu_L}{2 \pi (\nu - \nu_o - \nu_z / c)^2 + (\Delta \nu_L / 2)^2} \cdot \exp\left(-\frac{m}{2 k_B T} v_z^2\right) dv_z
\]  

(65)

Several Voigt lineshapes, each with a different Lorentzian width, are shown in
Figure 5. These lineshapes were calculated using the TableCurve® computer program.\(^5^8\)
The Gaussian component of each Voigt has the same FWHM Doppler linewidth of 400
MHz as does the pure Gaussian lineshape included in Figure 5 for comparison. The Voigt
lineshape with a Lorentzian FWHM linewidth of 10 MHz shows only a slight difference from the pure Gaussian lineshape in the wings. At very low pressures, a Voigt lineshape is approximately Gaussian. At high pressures, the Lorentzian contribution to the Voigt lineshape causes the Voigt to deviate significantly from a pure Gaussian lineshape.

Figure 5. Comparison of a Gaussian lineshape to various Voigt lineshapes. The Gaussian width is the same for all lineshapes: 400 MHz FWHM. The dotted line is a Voigt with a 1000 MHz Lorentzian FWHM. The long-dashed line is a Voigt with a 100 MHz Lorentzian FWHM. The short-dashed line is a Voigt with a 10 MHz Lorentzian FWHM. The Gaussian lineshape is the solid line. The y-axis is the relative intensity of the lineshape, and the x-axis is the relative frequency.
C. Laser Saturation Spectroscopy

Numerous spectroscopic techniques have been developed which utilize a laser to saturate a molecular transition. Several monographs provide comprehensive surveys of the experimental and theoretical aspects of these techniques. In this section, some of the basic concepts of linear and nonlinear absorption are briefly reviewed to provide a framework for the theory of the cross-beam laser techniques presented in the next chapter. In addition, the two well-known, Doppler–free techniques of Saturation Absorption Spectroscopy (SAS), and Inter-Modulated Fluorescence (IMF) spectroscopy are discussed since these methods were utilized experimentally to investigate phenomena that influence the I₂ hyperfine structure and consequently the temperature diagnostic. In fact, the two new cross-beam techniques developed in this work are variants on the Doppler-free techniques.

Linear and Nonlinear Spectroscopy.

A rate-equation approach serves to describe the interaction of an incident, parallel beam of monochromatic light with an open two-level system representing a sample of gas molecules. An energy-level diagram for the system is shown in Figure 6. For the population densities \( N_1, N_2 \) of the non-degenerate energy-levels \( E_1 \) and \( E_2 \), the rate equations are

\[
\frac{dN_1}{dt} = B_{12} \, \rho \, g(\nu)(N_2 - N_1) - R_1 \, N_1 + C_1
\]

(66)

and

\[
\frac{dN_2}{dt} = B_{12} \, \rho \, g(\nu)(N_1 - N_2) - R_2 \, N_2 + C_2
\]

(67)
where \( R_i N_i \) is the total relaxation rate including spontaneous emission that depopulates level \( i \), and

\[
C_i = \sum_{k \neq 1, 2} R_{ki} N_k + D_i \tag{68}
\]

accounts for relaxation paths from other \( k \) levels that populate level \( i \) in addition to the diffusion rate, \( D_i \), of \( i \)-level molecules into the excitation volume \( dV \). The Einstein coefficient for absorption is \( B_{12} \) in units of \( m^3/(J \cdot s^2) \), \( \rho_\nu \) is the energy density (in units of \( J/m^3 \)) at frequency \( \nu \) of the incident radiation. The lineshape is represented by \( g(\nu) \) which has units of \( 1/\text{Hz} \) (or seconds). The integral of \( g(\nu) \) over all frequencies is

\[
\int_0^\infty g(\nu) d\nu = 1.
\]

The product \( g(\nu) d\nu \) can be interpreted as the relative probability that radiation in the frequency interval \( \nu \) to \( \nu + d\nu \) will be absorbed by the molecules in energy-level 1. In the rate equations, the spectral width of the spectral energy density \( \rho(\nu) \) (in units of \( J/s/m^3 \)) is assumed to be very small compared to \( g(\nu) \) so \( \rho(\nu) \) can be approximated by a \( \delta \) function and

\[
\int_0^\infty \rho(\nu') g(\nu') d\nu' \approx \int_0^\infty \rho_\nu \delta(\nu' - \nu) g(\nu') d\nu' \approx \rho_\nu g(\nu).
\]

For steady state conditions \((dN_i/dt = 0)\), and \( C_i \) that are not significantly affected by the incident radiation, the unsaturated population difference for energy density \( \rho_\nu = 0 \) is

\[
\Delta N^o = \Delta N(\rho_\nu = 0) = N_1^o - N_2^o = \frac{C_1 R_2 - C_2 R_1}{R_1 R_2}.
\tag{69}
\]
For the saturated population difference ($\rho_v \neq 0$),

$$\Delta N = \frac{\Delta N^o}{1 + B_{12} \rho_v g(\nu) \left( \frac{1}{R_1} + \frac{1}{R_2} \right)} \frac{\Delta N^o}{1 + S(\nu)}$$

(70)

where

$$S(\nu) = \frac{B_{12} \rho_v}{R^*} g(\nu)$$

(71)

is the frequency-dependent saturation parameter, and

$$R^* = \frac{R_1 R_2}{R_1 + R_2}.$$  

(72)

For a homogeneously-broadened spectral line, $S(\nu)$ has a Lorentzian lineshape so that

$$S(\nu) = S_o \frac{(\Delta \nu_h / 2)^2}{(\nu - \nu_o)^2 + (\Delta \nu_h / 2)^2}$$

(73)

where
The rate at which the energy per unit volume, $W_{12}$, is absorbed on the transition from level 1 to level 2 by molecules with population densities $N_1, N_2$ irradiated with a monochromatic optical wave is given by

$$\frac{dW_{12}}{dt} = h\nu B_{12} \rho_\nu \nu g(\nu) \Delta N = h\nu B_{12} \rho_\nu \nu g(\nu) \frac{\Delta N^o}{1 + S(\nu)}.$$  \tag{75}$$

Substituting Equation (73) into Equation (75) yields

$$\frac{dW_{12}}{dt} = h\nu R^* S_o \Delta N^o \frac{(\Delta v_h/2)^2}{(\nu - \nu_o)^2 + (\Delta v_s/2)^2}.$$  \tag{76}$$

The lineshape in Equation (76) is Lorentzian with a FWHM linewidth of

$$\Delta v_s = \Delta v_h \sqrt{1 + S_o}.$$  \tag{77}$$

The molecular transition is saturation-broadened. Its linewidth increases as $S_o$ increases.

Usually, the frequency-dependent saturation parameter is expressed in terms of the intensity of the incident radiation and a collection of constants. The Einstein absorption coefficient is related to the spontaneous emission coefficient by

$$B_{12} = \frac{g_2}{g_1} c \frac{\lambda^2}{8\pi} \frac{A_{21}}{h\nu}.$$  \tag{78}$$

where $h$ is Planck’s constant, $A_{21}$ is the Einstein coefficient for spontaneous emission, $\lambda$ is the wavelength. The energy-level degeneracies are given by $g_1$ and $g_2$. For this discussion, $g_1 = g_2 = 1$. Substituting Equation (78) into Equation (71), and recognizing that the intensity of the incident radiation at frequency $\nu$ is $I_\nu = c \rho_\nu$, provides a means...
of expressing the frequency-dependent saturation parameter in terms of the intensity of
the incident radiation so that

\[ S(\nu) = A_{21} \frac{c \lambda^2}{8 \pi} \frac{1}{h \nu R^*} \frac{I_\nu}{c} g(\nu) = \left( \frac{\sigma_{12}(\nu)}{h \nu R^*} \right) I_\nu \]  \hspace{1cm} (79)

where

\[ \sigma_{12}(\nu) = \sigma_o \frac{(\Delta \nu_h / 2)^2}{(\nu - \nu_o)^2 + (\Delta \nu_h / 2)^2}, \]  \hspace{1cm} (80)

is the frequency-dependent absorption cross-section with dimensions of area and

\[ \sigma_o = \sigma_{12}(\nu_o) = \left( \frac{A_{21}}{8 \pi} \right) \frac{2}{\pi \Delta \nu_h} = \frac{\lambda^2}{4 \pi^2 \Delta \nu_h} \]  \hspace{1cm} (81)

is the absorption cross-section at line-center of the transition. The reciprocal of the
expression in parentheses in Equation (79) has dimensions of power per unit area so that
the frequency-dependent saturation parameter can be interpreted as

\[ S(\nu) = \bar{g}(\nu) \frac{I_\nu}{I_s}, \]  \hspace{1cm} (82)

where

\[ \bar{g}(\nu) = \frac{g(\nu)}{g(\nu_o)} \]  \hspace{1cm} (83)

and

\[ I_s = \frac{4 \pi^2 \Delta \nu_h}{A_{21} \lambda^2} h \nu R^* \]  \hspace{1cm} (84)

is the saturation intensity. For \( \nu = \nu_o \) and \( I_\nu = I_s \), the population-density difference
\( \Delta N \) is reduced to one-half its unsaturated value \( \Delta N^o \), and the linewidth of the absorption.
transition is increased by a factor of $\sqrt{2}$. Some experimental values for $I_s$ of transitions in the I$_2$ B-X system are listed Table $11$.\textsuperscript{25, 26, 38, 41, 42, 62, 63} Two results express $I_s$ in terms of a pressure dependence.

Since the absorbed power per unit volume equals the intensity decrease per unit length of the incident radiation having intensity $I_\nu$: 

$$dW_{12} / dt = -dI_\nu / dz,$$

Equation (75) can be written as

$$dI_\nu = -I_\nu \sigma_{12}(\nu) \frac{\Delta N^0}{1 + \tilde{g}(\nu) \frac{I_\nu}{I_s}} dz \tag{86}$$

For weak light sources, such as spectral lamps, where $I_\nu << I_s$, Equation (86) can be approximated to yield

$$dI_\nu = -I_\nu \sigma_{12}(\nu) \Delta N^0 \ dz = -\alpha_o(\nu) I_\nu dz \tag{87}$$

where $\alpha_o(\nu)$ is the unsaturated absorption coefficient. In Equation (87), the absorbed intensity increases linearly with incident intensity. Integration of Equation (87) over a length $L$ yields the Lambert-Beer law of linear absorption for the transmitted intensity:

$$I_t = I_o \exp(-\alpha_o(\nu)L). \tag{88}$$

In contrast to saturation broadening of homogeneous lines, saturation effects in Doppler-broadened transitions give rise to the phenomenon of \textit{hole burning}. In the rest frame of an observer, consider a monochromatic optical wave of frequency $\nu$ moving in the $+z$-direction with a wave vector $\mathbf{k} = k_z \hat{z}$ through a gaseous sample of molecules with a Maxwellian velocity distribution. The optical wave frequency observed in the reference
### Table 11. I\textsubscript{2} saturation intensities from literature.

<table>
<thead>
<tr>
<th>(I_s) (mW/mm(^2))</th>
<th>I\textsubscript{2} Spectral Assignment</th>
<th>Beam Power</th>
<th>Experimental Method</th>
<th>Reference</th>
</tr>
</thead>
<tbody>
<tr>
<td>60 ± 20</td>
<td>P(117) 21-1</td>
<td>10 mW beams</td>
<td>SAS</td>
<td>25</td>
</tr>
<tr>
<td>150</td>
<td>P(117) 21-1 &amp; lines @ 514.5 nm</td>
<td>6 mW beams</td>
<td>SAS</td>
<td>26</td>
</tr>
<tr>
<td>80 - 200</td>
<td>P(13) 43-0 &amp; R(15) 43-0 blended line</td>
<td>30 to 1000 mW/mm(^2)</td>
<td>IMF</td>
<td>38</td>
</tr>
<tr>
<td>0.425(1+0.214P)(^2)</td>
<td>R(47) 9-2</td>
<td>-</td>
<td>intracavity absorption</td>
<td>62</td>
</tr>
<tr>
<td>120(1+0.039P)(^2)</td>
<td>R(127) 11-5</td>
<td>-</td>
<td>4th harmonic detection SA</td>
<td>42</td>
</tr>
<tr>
<td>3.1 ± 0.6</td>
<td>R(77) 15-2 hyperfine component</td>
<td>1.8 mW max</td>
<td>1st harmonic from SAS</td>
<td>63</td>
</tr>
<tr>
<td>2.4 ± 0.24</td>
<td>P(38) 14-2 hyperfine component</td>
<td>1.35 mW average</td>
<td>double modulation technique (freq. &amp; amp.)</td>
<td>63</td>
</tr>
<tr>
<td>0.385 ± 0.142</td>
<td>R(106) 28-0 hyperfine component at 543 nm</td>
<td>&lt; 120 μW</td>
<td>3rd harmonic demodulation technique</td>
<td>41</td>
</tr>
</tbody>
</table>

The incident wave is absorbed when \(\nu'\) equals the resonance frequency \(\nu_o\) of the molecule at rest. Under this condition,

\[
\nu = \nu_o \left(1 - \frac{\nu_z}{c}\right) \approx \nu_o \left(1 + \frac{\nu_z}{c}\right)
\]
for \( v_z \ll c \). The incident optical wave of frequency \( \nu \) is absorbed by the select group of molecules moving in the +z-direction with velocity component \( v_z = (\nu - \nu_o) \cdot c / \nu_o \).

Furthermore, the frequency response of molecules belonging to a specific velocity group follows a Lorentzian lineshape due to the homogeneous broadening of the absorption transition. Thus, the absorption cross-section for a transition between energy levels \( E_i \) and \( E_2 \) of a molecule moving with velocity \( v_z \) is

\[
\sigma_{12}(\nu, v_z) = \sigma_o \frac{(\Delta \nu_h / 2)^2}{(\nu - \nu_o - v_o \cdot v_z / c)^2 + (\Delta \nu_h / 2)^2} \tag{91}
\]

where \( \sigma_o \) is the absorption cross-section maximum at line center. The saturation of the molecular transition by the incident optical wave burns a hole in the population density \( N_1(v_z) dv_z \) of energy-level \( E_1 \) in the velocity interval \( \Delta v_z \approx \Delta \nu_h \cdot c / \nu_o \), and simultaneously produces a peak in \( N_2(v_z) dv_z \) of \( E_2 \) within the same velocity interval according to

\[
N_1(v, v_z) = N_1^o(v_z) - \frac{[N_1(v_z) - N_2(v_z)] R^*}{R_1} \frac{S_o \left( \Delta \nu_h / 2 \right)^2}{(\nu - \nu_o - v_o \cdot v_z / c)^2 + (\Delta \nu_h / 2)^2}, \tag{92}
\]

and

\[
N_2(v, v_z) = N_2^o(v_z) + \frac{[N_1(v_z) - N_2(v_z)] R^*}{R_2} \frac{S_o \left( \Delta \nu_h / 2 \right)^2}{(\nu - \nu_o - v_o \cdot v_z / c)^2 + (\Delta \nu_h / 2)^2}, \tag{93}
\]

where \( R_1 \) and \( R_2 \) are the relaxation rates for \( E_1 \) and \( E_2 \), respectively.\textsuperscript{61,64} The homogeneous FWHM linewidth is related to the relaxation rates by the relation

\[
\Delta \nu_h = (R_1 + R_2) / (2 \pi), \quad \text{and} \quad R^* \text{ is given by Equation (72). From Equations (92) and (93), the difference in the saturated population density is then}
\]
\[
\Delta N(v, v_z) dv_z = \frac{1}{1 + \frac{S_o \left( \Delta v_h / 2 \right)^2}{\left( v - v_o - v_o \cdot v_z / c \right)^2 + \left( \Delta v_h / 2 \right)^2}} dv_z \quad (94)
\]

where \( \Delta N^o(v_z) \) follows a Maxwellian velocity distribution. The velocity-selective minimum occurring at \( v_z = (v - v_o) \cdot c / v_o \) in the velocity distribution of Equation (94) is referred to as a Bennet hole.\(^{65}\)

The saturated absorption coefficient \( \alpha_s(v) \) can be obtained by recognizing that molecules having velocity components in the \( v_z \) to \( v_z + dv_z \) interval contribute

\[
\frac{d\alpha_s(v, v_z)}{dv_z} dv_z = \Delta N(v, v_z) \sigma(v, v_z) dv_z \quad (95)
\]

to the total absorption coefficient due to all molecular velocity groups so that

\[
\alpha_s(v) = \int_{-\infty}^{\infty} \Delta N(v, v_z) \sigma_{12}(v, v_z) dv_z . \quad (96)
\]

Substituting Equation (94) for the saturated population-density difference, and Equation (91) for the absorption cross-section into Equation (96) yields, with \( \Delta N^o(v_z) \) expressed explicitly in terms of a Maxwellian velocity distribution,

\[
\alpha_s(v) = \frac{\Delta N^o \sigma_o \left( \Delta v_h / 2 \right)^2}{v_p \sqrt{\pi}} \int_{-\infty}^{\infty} \frac{\exp\left( -\left( v_z / v_p \right)^2 \right)}{\left( v - v_o - v_o \cdot v_z / c \right)^2 + \left( \Delta v_h / 2 \right)^2} dv_z \quad (97)
\]

where \( \Delta N^o = \int_{-\infty}^{\infty} \Delta N^o(v_z) dv_z \), and \( v_p = \left( 2 k_B T / m \right)^{1/2} \) is the most probable velocity for a Maxwellian velocity distribution. As shown in Equation (97), the absorption coefficient due to saturation of an absorption transition by a monochromatic light source has a Voigt profile with a homogeneous FWHM of \( \Delta v_s \) given by Equation (77).
The exponential term in Equation (97) has little variation over the velocity interval \( \Delta v_z = \Delta v_s \cdot c / \nu_o \) in the limit \( S_o << 1 \) where the Doppler width is typically much larger than \( \Delta v_s \) for a low-pressure gas. In this circumstance, factoring the exponential term out of the integral is a reasonable approximation. Solving the remaining integral with \( dv_z = d \left[ (\nu - \nu_o) / \nu_o \right] = c / \nu_o \, d \nu \), the saturated absorption coefficient then becomes

\[
\alpha_s(\nu) \approx \frac{\alpha_o(\nu_o)}{\sqrt{1 + S_o}} \exp \left\{ -\left( \frac{c (\nu - \nu_o)}{\nu_o v_p} \right)^2 \right\} = \frac{\alpha_o(\nu)}{\sqrt{1 + S_o}}
\]

(98)

where

\[
\alpha_o(\nu_o) = \sqrt{\pi} \sigma_o \Delta N^o \frac{c}{\nu_o v_p} \frac{\Delta v_h}{2},
\]

(99)

and the FWHM Doppler width is

\[
\Delta v_D = 2 \sqrt{\ln 2} \frac{\nu_o v_p}{c} = \frac{\nu_o}{c} \sqrt{\frac{8 k_B T \ln 2}{m}}.
\]

(100)

If a single laser-beam incident on a low-pressure gas of molecules is frequency-tuned across a molecular transition, the Bennett hole burned into \( \Delta N(\nu, v_z) \) of Equation (94) due to absorption would not be directly observable in the recorded signal. Equation (98) shows that the effect of saturation by the laser merely reduces the unsaturated absorption coefficient \( \alpha_o(\nu) \) by a constant factor of \( \sqrt{1 + S_o} \). It is possible, however, to observe the hole by using two laser beams simultaneously.\(^{59, 61} \) A two-beam experiment is discussed in the next section.
Doppler-Free Saturation Spectroscopy.

The Doppler–free techniques of SAS and IMF are discussed because they are used to investigate the I$_2$ hyperfine spectrum and because the theory contains concepts which apply to the theory for new cross-beam techniques. The key concepts for Doppler-free techniques are (1) the selection of a single molecular velocity group, namely the zero velocity group, for laser excitation which removes the Doppler-broadening in the recorded spectral profiles, (2) modulation of one or both laser beams to periodically alter the population densities of the upper- and lower–levels of a particular molecular transition through laser saturation, (3) to detect the effects of the modulation by recording the transmitted laser intensity or laser excitation though a phase sensitive detection scheme to eliminate Doppler-broadened background and parasitic noise sources.

Saturation Absorption Spectroscopy.

In a Doppler-free Saturation Absorption Spectroscopy (SAS) experiment, the output beam of a narrow-linewidth, tunable laser is split into a pump beam of intensity $I_{pump}$ and a probe beam of intensity $I_{probe}$. The beams are directed counter-propagating to each other and overlapped in a sample cell containing a low pressure gas (or vapor) of molecules. When the laser frequency $\nu$ is tuned to a resonant frequency $\nu_o$ of the gas molecules, both the pump and probe beams will interact with the $v_z = 0$ velocity group of molecules. The detected signal $S_{SAS} \propto I_{probe} - I_{trans}^{probe}$ as function of frequency for a series of closely spaced Doppler-broadened absorption transitions reveals a broad absorption background with small dips (called Lamb dips) in the background at each of the resonant frequencies. Doppler-free experiments have been performed with a sample
cell of I₂ placed inside a laser cavity. When the output power of the laser \( P_{\text{laser}}(\nu) \) is recorded as a function of frequency for a single I₂ ro-vibrational absorption transition, the resulting profile shows a broad absorption background with small peaks (inverted Lamb dips) centered at the resonant frequencies of the hyperfine transitions.\(^{39, 62, 67, 68}\)

Numerous Doppler-free measurements have been performed with a sample cell placed external to the laser. This arrangement eliminates the influence of the absorber on the frequency and amplitude of the laser. For two counter-propagating waves of equal intensity, \( I_1 = I_2 = I \), interacting in a sample cell external to the laser, the saturated population-density difference is

\[
\Delta N(\nu, v_z) dv_z = \frac{\Delta N^o(v_z)}{1 + \frac{S_o \left( \Delta \nu_h / 2 \right)^2}{\left( \nu - \nu_0 - \nu_o \frac{v_z}{c} \right)^2 + \left( \frac{\Delta \nu_h}{2} \right)^2} + \frac{S_o \left( \Delta \nu_h / 2 \right)^2}{\left( \nu - \nu_0 + \nu_o \frac{v_z}{c} \right)^2 + \left( \frac{\Delta \nu_h}{2} \right)^2}} dv_z \quad (101)
\]

where \( \Delta N^o(v_z) \) is the unsaturated population-density difference having a Maxwellian velocity distribution, and \( S_o \) is the saturation parameter due to one of the running waves.\(^{59}\)

Using Equation (101), the saturated absorption coefficient, in the weak-field approximation \( (S_o \ll 1) \), for two counter-propagating beams of equal intensity is given by

\[
\alpha(\nu) = \alpha_o(\nu) \left[ 1 - \frac{S_o}{2 \left( \left( \nu - \nu_0 \right)^2 + \left( \Delta \nu_h / 2 \right)^2 \right)} \right] \quad (102)
\]
which is an unsaturated, Doppler-broadened absorption coefficient, $\alpha_o(\nu)$, with a Lamb dip at line-center, $\nu = \nu_o$.\textsuperscript{59}

The absorption coefficient of a weak probe-beam counter-propagating against a strong pump-beam (with $S_o \ll 1$) is given by

$$\alpha(\nu) = \alpha_o(\nu) \left[ 1 - \frac{S_o}{2} \frac{\left(\Delta\nu_s^*/2\right)^2}{(\nu - \nu_o)^2 + \left(\Delta\nu_s^*/2\right)^2} \right] \quad (103)$$

where $\Delta\nu_s^* = (\Delta\nu_h + \Delta\nu_s)/2$.\textsuperscript{60}

If the pump beam is modulated by a mechanical chopper, and the transmitted intensity of the probe beam is monitored with a lock-in amplifier referenced to the chopping frequency as illustrated in Figure 7, the Doppler background can be removed from the absorption profile of a group of closely-spaced, Doppler-broadened absorption transitions. The resulting signal consists of the same group of transitions having only homogeneously broadened lineshapes. The crossing angle for the beams is exaggerated in the schematic. Experimentally, the counter-propagating beams should be overlapped as closely as possible within the sample cell to minimize residual Doppler broadening. For a strong, chopped pump-beam and a weak probe-beam, the recorded signal for the configuration in Figure 7 is proportional to the relative saturated absorption, obtained from Equation (103), yielding

$$S_{SAS} \propto \frac{\alpha_o(\nu) - \alpha(\nu)}{\alpha_o(\nu)} = \frac{S_o}{2} \frac{\left(\Delta\nu_s^*/2\right)^2}{(\nu - \nu_o)^2 + \left(\Delta\nu_s^*/2\right)^2}. \quad (104)$$
Inter-Modulated Fluorescence Spectroscopy.

Experiments employing the Doppler-free technique of Inter-Modulated Fluorescence Spectroscopy (IMF) were also pursued in this research effort. This technique, shown in Figure 8, involves chopping one of the counter-propagating beams at frequency $f_1$, chopping the other beam at frequency $f_2$, and subsequently detecting the fluorescence signal at the sum frequency $f_{sum} = f_1 + f_2$.\(^{38}\) This technique can provide greater sensitivity than SAS especially in low density samples, or when the path length is small. The IMF technique overcomes the difficulty in SAS of detecting a very small change in the transmitted probe intensity.

The fluorescence intensity in an IMF experiment can be written as

$$I_{IMF} = C \Delta N_s \left( I_1 + I_2 \right)$$  \hspace{1cm} (105)
where the constant $C$ accounts for transition probability and detector efficiency, $I_1$ and $I_2$ are the incident intensities due to the two counter-propagating beams, and $\Delta N_s$ is the change in the saturated population density given by\(^6\)

$$\Delta N_s(v, v_z) = \Delta N^o(v_z).$$

$$1 - \frac{2}{\pi \Delta v_h I_s} \left[ \frac{I_1 (\Delta v_h / 2)^2}{(v - v_o - v_o \frac{v_z}{c})^2 + \left(\frac{\Delta v_s}{2}\right)^2} + \frac{I_2 (\Delta v_h / 2)^2}{(v - v_o + v_o \frac{v_z}{c})^2 + \left(\frac{\Delta v_s}{2}\right)^2} \right]. \quad (106)$$

Evaluating Equation (106) at the center of the absorption line ($v_z = 0$), yields

$$\Delta N_s(v) = \Delta N^o \left[ 1 - a^* \frac{(\Delta v_h / 2)}{(v - v_o)^2 + \left(\frac{\Delta v_s}{2}\right)^2} (I_1 + I_2) \right]. \quad (107)$$

where

$$a^* = \frac{1}{\pi I_s}. \quad (108)$$

Substituting Equation (106) into Equation (105) yields

$$I_{IMF} = C \left[ \Delta N^o (I_1 + I_2) - a^* \frac{(\Delta v_h / 2)}{(v - v_o)^2 + \left(\frac{\Delta v_s}{2}\right)^2} \Delta N^o (I_1 + I_2)^2 \right]. \quad (109)$$

The intensities of the two chopped beams are $I_1 = I_1^o (1 + \cos(\Omega_1 t))$ and

$I_2 = I_2^o (1 + \cos(\Omega_2 t))$ where $\Omega_i = 2 \pi f_i$. The quadratic expression in Equation (109)
has a term

$$2 I_1^0 I_2^0 \cos(\Omega_1 t) \cos(\Omega_2 t)$$  \hspace{1cm} (110)

which can be restated, using a trigonometric identity, as

$$2 I_1^0 I_2^0 \left[ \frac{1}{2} \cos((\Omega_1 + \Omega_2) t) + \frac{1}{2} \cos((\Omega_1 - \Omega_2) t) \right].$$  \hspace{1cm} (111)

When the fluorescence is monitored through a lock-in amplifier at the sum frequency

where $f_{\text{sum}} = f_1 + f_2$, only the first term in Equation (111) contributes to the detected signal yielding
\[ S_{\text{IMF}} = C a^* I_1^o I_2^o \Delta N^o \frac{(\Delta V_h / 2)}{(\nu - \nu_o)^2 + \left(\frac{\Delta V_s}{2}\right)^2}. \] (112)

**D. Supersonic Flow in a Nozzle**

To employ the spatially-resolved temperature diagnostic in a supersonic flow, a small convergent/divergent nozzle like the one depicted in Figure 9 is used to simulate the conditions in a COIL supersonic nozzle. The one dimensional approximation of an isentropic flow provides formulas useful for characterizing the nozzle. Following this approach, the Mach number at any point along the direction of flow in the nozzle downstream of the throat can be obtained from the expression for the area ratio: \(^{69}\)

\[
\frac{A}{A^*} = \frac{1}{M} \left[ \left(\frac{2}{\gamma + 1}\right) \left(1 + \frac{\gamma - 1}{2} M^2\right) \right]^{\frac{\gamma + 1}{2(\gamma - 1)}}
\] (113)

where \(A\) is the cross-sectional of the nozzle at measurement point downstream of the throat, \(A^*\) is the cross-sectional area of the throat, \(\gamma = C_p / C_v\) is the ratio of the heat capacity at constant pressure to the heat capacity at constant volume, and \(M\) is the Mach number. For supersonic flow, the Mach number is 1 at the throat. Assuming the flow is accelerated to a uniform Mach number, the drop in temperature \(T\) and pressure \(P\) for a given Mach number can be computed from \(^{69}\): \[
\frac{T_o}{T} = 1 + \frac{\gamma - 1}{2} M^2,
\] (114)

and
Figure 9. Convergent/divergent nozzle.

\[
\frac{P_o}{P} = \left(1 + \frac{\gamma - 1}{2} M^2\right)^{\frac{\gamma}{\gamma-1}}
\]  \hspace{1cm} (115)

where \( T_o \) is the stagnation temperature, and \( P_o \) is the stagnation pressure in the pre-expansion, stagnation region. The maximum mass flow rate occurs at the throat and is given by the expression

\[
w_{\text{max}} = A^* \sqrt{\left[\frac{\gamma}{R \left(\frac{2}{\gamma + 1}\right)^{\frac{\gamma+1}{\gamma-1}}}\right]} \frac{P_o}{\sqrt{T_o}}
\]  \hspace{1cm} (116)

where \( R \) is the mass-dependent gas constant.

A laser-based temperature measurement is not expected to have exact agreement with the temperature calculated from Equation (114). Factors such as (1) flaws in the nozzle design, (2) complex phenomena such as boundary layer effects, and (3) the
introduction of heat into the flow due to the laser-excitation of I₂ molecules are not assumed in the derivations of the above flow equations. Despite the simplicity of the flow model, the temperature calculated from Equation (114) does serve to assess whether or not the laser diagnostic temperature is realistic. The other formulas for $A$, $P$, and $w_{\text{max}}$ were used to estimate the vacuum system requirements necessary to achieve supersonic flow in the nozzle.
III. Theory

A. Spatially-Resolved Cross-Beam Doppler-Limited Saturation Spectroscopy

The idea of a saturation absorption experiment with two laser beams crossed to achieve a small interaction volume has been pursued in the past. The applications have been saturation absorption measurements in flames for determining species concentration.\textsuperscript{70-72} In one experiment, the beams were crossed at right angles; and, in the other two experiments, beams were crossed at an acute angle and oriented with \textit{counter-propagating} directional components.

\textbf{Cross Beam Saturation Absorption Spectroscopy.}

This research effort demonstrates the feasibility of extracting temperature information from a spectral profile due to two laser beams crossed at an angle and oriented with \textit{co-propagating} directional components. A schematic for a Cross Beam Saturation Absorption Spectroscopy (CBSAS) experiment is shown in Figure 10. The probe and modulated pump beams are oriented to interact with the \textit{non-zero} molecular velocity groups within the small volume defined by intersection of pump and probe. The beams can be reoriented to overlap at various points within the cell to provide spatial resolution not achievable in a single beam experiment where the beam must interact with the gas molecules in its path along the entire length of the cell. Thus, the CBSAS technique provides a means of correlating a Doppler-broadened spectrum with a spatial location within a gas medium.
The signal observed at the photodiode detector can be obtained by considering Figure 11. If the direction of propagation for the probe beam is chosen to be the \( +z \) direction, then the probe interacts with molecules having a velocity components \( v_z \). Since the pump beam crosses the probe beam at an angle, the directional component of the pump beam that lies in the \( +z \)-direction also interacts with molecules with velocity components \( v_z \). Along the length \( L' \), the absorption coefficient for a weak probe-beam due to the strong pump-beam component overlapping the probe beam unidirectionally is given by

\[
\alpha(v) = \alpha_o \left( \frac{1}{\sqrt{1+S_o}} - \frac{S_o}{2(1+S_o)^{3/2}} \right) g(v) \tag{117}
\]
where $\alpha_o$ is the unsaturated absorption coefficient with dimensions of length per unit time, and $g(\nu)$ is the Doppler-broadened spectral profile with dimensions of time. For $S_o < 1$, Equation (117) can be approximated by

$$\alpha(\nu) \approx \alpha_o (1 - S_o) g(\nu)$$

(118)

so that the change in the absorption coefficient of the probe beam due to the pump beam along length $L'$ is

$$\Delta \alpha(\nu) = \alpha_o(\nu) - \alpha(\nu) = \alpha_o \frac{I_{pump}}{I_s} g(\nu) = \alpha' I_{pump} g(\nu).$$

(119)

The transmitted intensity, for a weak probe, is given by

$$I_{probe}^{\text{trans}} = I_{probe}^o \exp(-\alpha_o L_1 g(\nu) - \alpha_o L' g(\nu) + \alpha' I_{pump} L' g(\nu) - \alpha_o L_2 g(\nu)).$$

(120)
where $I_{\text{probe}}^o$ is the incident intensity of the probe beam. The linear absorption of the probe beam occurs along paths $L_1$ and $L_2$. Since the contribution to $I_{\text{probe}}^{\text{trans}}$ due to $(\alpha' I_{\text{pump}} L' g(\nu))$ is relatively small,

$$I_{\text{probe}}^{\text{trans}} \approx I_{\text{probe}}^o \left(1 + \alpha' I_{\text{pump}} L' g(\nu)\right) \exp\left(-\left(\alpha_o L_1 + \alpha_o L'_1 + \alpha_o L_2\right) g(\nu)\right).$$  

(121)

The pump beam intensity, chopped at frequency $f$, is

$$I_{\text{pump}} = I_{\text{pump}}^o \left(1 + \cos(\Omega t)\right) \exp(-\alpha_o L_3 g(\nu))$$  

(122)

where $I_{\text{pump}}^o$ is the incident intensity of the pump beam, and $\Omega = 2\pi f$. Equation (122) is substituted into Equation (121). From $I_{\text{probe}}^{\text{trans}}$, the signal at the detector monitored through a lock-in amplifier at frequency $f$ is given by

$$S_{\text{CBSAS}} = C \alpha' g(\nu) L' I_{\text{probe}}^o I_{\text{pump}}^o \exp(-k g(\nu)) = C' g(\nu) \exp(-k g(\nu))$$  

(123)

where $C$ is a collection of constants related to detector efficiency, $g(\nu)$ is the Doppler-broadened spectral profile, and $k = \alpha_o \left(L_1 + L'_1 + L_2 + L_3\right)$ is the absorption parameter which has units of $(\text{seconds})^{-1}$.

**Cross-Beam Inter-Modulated Fluorescence Spectroscopy.**

When poor SNR was encountered with CBSAS in the supersonic nozzle measurements, a Cross-Beam Inter-Modulated Fluorescence (CBIMF) technique was used to overcome this difficulty. A schematic of the experiment is shown in Figure 12 with the two beams intersecting in a small volume within the gas cell. The laser excitation is monitored as side-fluorescence at the sum of the two chopping frequencies. The observed signal can be derived by a method similarly used for the Doppler–free IMF.
signal. By analogy to Equation (106), the saturated population-density difference for two nearly co-propagating beams with different intensities can be expressed as

\[
\Delta N(v_z) dv_z = \Delta N^o(v_z) \cdot \left[ 1 - \frac{S_o^1 (\Delta \nu_h / 2)^2}{\left( v - v_o - v_o \frac{v_z}{c} \right)^2 + \left( \frac{\Delta \nu_s}{2} \right)^2} - \frac{S_o^2 (\Delta \nu_h / 2)^2}{\left( v - v_o - v_o \frac{v_z}{c} \right)^2 + \left( \frac{\Delta \nu_s}{2} \right)^2} \right] \quad (124)
\]

where \( S_o^1 \) and \( S_o^2 \) are the saturation parameters for each of the respective beams, and \( \Delta N^o(v_z) dv_z \) is the unsaturated population-density difference containing a Maxwellian distribution. The contribution to the fluorescence intensity, analogous to Equation (109), due to molecules in the interval \( v_z \) to \( v_z + dv_z \) is

Figure 12. Cross-Beam Inter-Modulated Fluorescence (CBIMF) experiment.
\[ dI_{\text{CBIMF}}(v_z) = C \Delta N^\circ(v_z) \left( \frac{\Delta v_h/2}{v - v_o - \frac{v_z}{c} + \left( \frac{\Delta v_x}{2} \right)^2} \right) dv_z \] (125)

where \( a^* \) is given by Equation (108). The intensities for the two chopped beams are

\[ I_1 = I_1^o \exp(-\alpha_1 L_1 g(v))(1 + \cos(\Omega_1 t)) \] (126)

and

\[ I_2 = I_2^o \exp(-\alpha_2 L_3 g(v))(1 + \cos(\Omega_2 t)) \] (127)

where the \( L_i \) path-lengths refer to Figure 11, the \( \alpha_i \) are absorption coefficients, and \( g(v) \) is a Doppler-broadened profile. Substituting Equations (126) and (127) into Equation (125), the signal, due to all contributing molecules, observed at the sum frequency of the two chopping frequencies is

\[ S_{\text{CBIMF}}(v) = C' a^* \Delta N^\circ I_1^o I_2^o \exp(-\alpha_1 g(v)L_1 - \alpha_2 g(v)L_3) \cdot \int_{-\infty}^{\infty} \exp\left\{ -\left( \frac{v_z}{v_p} \right)^2 \right\} \cdot \frac{\Delta v_h/2}{v - v_o - \frac{v_z}{c} + \left( \frac{\Delta v_x}{2} \right)^2} dv_z. \] (128)

For conditions where the Doppler width is much larger than the homogeneous width and \( S_o << 1 \), the Lorentzian lineshape can be approximated as a delta function so that Equation (128) can then be expressed as

\[ S_{\text{CBIMF}}(v) = C' a^* \Delta N^\circ I_1^o I_2^o \exp(-\alpha_1 g(v)L_1 - \alpha_2 g(v)L_3) \cdot \int_{-\infty}^{\infty} \exp\left\{ -\left( \frac{v_z}{v_p} \right)^2 \right\} \cdot \delta(v - v_o - \frac{v_z}{c}) dv_z. \] (129)
The remaining integral can be solved so that the CBIMF signal is

$$S_{CBIMF}(\nu) = C^\alpha a^\alpha \Delta N^o I^o_1 I^o_2 g(\nu) \exp(-k g(\nu)) = C^\alpha g(\nu) \exp(-k g(\nu))$$  \hspace{1cm} (130)$$

where \( k = (\alpha_1 L_1 + \alpha_2 L_3) \). Equation (130) for the CBIMF signal has the same form as Equation (123) for the CBSAS signal.

Finally, while making CBSAS measurements, it is possible to simultaneously observe the side fluorescence due only to the modulated pump-beam (Modulated Pump Side Fluorescence (MPSF)). For \( S_o << 1 \), and small \( \alpha_s L \), the signal is

$$S_{MPSF}(\nu) = C I^{pump} [1 - \exp(-\alpha_s(\nu) L)] \equiv C I^{pump} \alpha_s(\nu) L$$  \hspace{1cm} (131)$$

where \( \alpha_s(\nu) \), for a low pressure gas, is given by Equation (98) so that

$$S_{MPSF}(\nu) = C L I^{pump} \alpha_s(\nu) = C L I^{pump} \frac{\alpha_o(\nu)}{\sqrt{1 + S_o}} \exp\left(-\frac{\left(c(\nu - \nu_o)^2\right)}{\nu_o v_p}\right)$$  \hspace{1cm} (132)$$

for a single Doppler-broadened transition.

\[ \text{B. Spectral Profiles for I}_2\text{ Ro-vibrational Lines} \]

To represent the spectral profile for a single, isolated \( I_2 \) ro-vibrational line obtained from a cross-beam experiment, it is necessary to use a theoretical profile composed of a sum of Gaussian lineshapes with resonant frequencies and intensities determined by the hyperfine structure of the \( I_2 \) ro-vibrational line.

For a low-pressure \( I_2 \) vapor, the theoretical profile \( g_D(\nu) \) consists of a sum of 15 or 21 Gaussian lineshapes corresponding to the number of hyperfine lines composing the ro-vibrational line yielding
\[ g_D(\nu) = A \sum_{i=1}^{15 \text{ or } 21} G(\nu; f_i^{\text{hyp}}, \nu_{oi}, \Delta \nu_D). \]  

(133)

where \( A \) is amplitude parameter for the profile, \( G \) indicates a Gaussian lineshape as defined in Equation (59), \( \nu \) is the frequency, \( f_i^{\text{hyp}} \) is the relative intensity of the \( i \)th hyperfine line, the \( \nu_{oi} \) are the hyperfine resonant frequencies constrained to the relative hyperfine energy-splittings, and the Doppler width \( \Delta \nu_D \) is chosen to be the same for all hyperfine lines.

Using Equation (133), the I\(_2\) spectral data from a cross-beam experiment (either CBSAS or CBIMF) was fit with the theoretical signal

\[ S_{CB}(\nu) = g_D(\nu) \cdot \exp(-k \cdot g_D(\nu)) + a \cdot \nu + b. \]  

(134)

The parameter \( k \) in Equation (134) is required to model the self-absorption of the laser beam(s) by the I\(_2\) vapor. A linear baseline is represented by the parameters \( a \) and \( b \). The commercial curve-fitting software programs, PeakFit\textsuperscript{®} and Tablecurve\textsuperscript{®}, were used to calculate the nonlinear least-squares fit of Equation (134) to the data. The value for the Doppler width obtained from the fit was used in Equation (61) to compute the corresponding temperature of the I\(_2\) vapor within the small volume defined by the crossed laser beams.

The theoretical signal predicted by Equation (134) for a single, isolated I\(_2\) ro-vibrational line with a 15-line hyperfine spectrum is shown in Figure 13 for different temperatures (i.e., Doppler widths). As the temperature decreases, the ro-vibrational spectral profile resolves into the individual Doppler-broadened hyperfine spectral lines. Statistically, the nonlinear least-squares fit of \( S_{CB}(\nu) \) to cross-beam spectral data is
expected to improve with decreasing temperature. At room temperature and higher, the 
spectral profile is a broad and relatively featureless. More than one set of parameters 
could produce a reasonable fit. At temperatures well below 300 K, there are more 
features present in the spectral profile which increases the likelihood that only one set of 
parameters could result in a fit to such a unique profile. The theoretical signal predicted 
by Equation (134) for a single, isolated I$_2$ ro-vibrational line with a 21-line hyperfine 
spectrum is shown for several temperatures in Figure 14.

To analyze “blended” ro-vibrational line spectra consisting of two, overlapped ro- 
vibrational lines, it was necessary to create a program in Mathematica®. The commercial 
curve-fitting software programs, PeakFit® and Tablecurve®, used to fit the isolated ro- 
vibrational line profiles lacked the capability to accommodate a sum of 30 or more 
Gaussian lineshapes. Therefore, a Mathematica® program was developed to fit a 
theoretical signal to the blended-line spectral data and provide fit parameters with 
standard errors. As with the isolated lines, the temperature was extracted from the 
common Doppler width of the hyperfine lines. For two overlapped ro-vibrational lines, 
labeled line $A$ and line $B$, the blended-line theoretical signal has the form

$$S_{CB}(v) = (g^A(v) + g^B(v)) \cdot \exp\left(-k \cdot \left(g^A(v) + g^B(v)\right)\right) + a \cdot v + b$$  \hspace{1cm} (135)$$

where

$$g^A(v) = \sum_{i=1}^{15 \text{ or } 21} A_i \cdot G\left(v, f_i^{\text{hyp}} A, v_{oi}, \Delta v_D \right)$$ \hspace{1cm} (136)$$

and

$$g^B(v) = \sum_{i=1}^{15 \text{ or } 21} B_i \cdot G\left(v, f_i^{\text{hyp}} B, v_{oi}, \Delta v_D \right)$$ \hspace{1cm} (137)$$
Figure 13. Theoretical spectral profile of P(46) 17-1 for various temperatures. In order of decreasing linewidth, the profile temperatures are 298 K, 250 K, 200 K, 150 K, 100 K, 50 K, 0.01 K.

Figure 14. Theoretical spectral profile of P(53) 19-2 for various temperatures. In order of decreasing linewidth, the profile temperatures are 298 K, 250 K, 200 K, 150 K, 100 K, 50 K, 0.01 K.
in which \( A^{A,B} \) is the amplitude parameter and \( f^{i^{A,B}} \) are the relative hyperfine intensities; 
\( k \) is the absorption parameter, and \( a \cdot \nu + b \) is a linear baseline. The sum of the two 
thoretical profiles, \( g^A(\nu) + g^B(\nu) \), is needed in the exponential term of Equation (135) 
to account for the absorption of the laser beams along the distances in the vapor cell 
leading to (or from) the crossing volume due to both ro-vibrational lines in the frequency 
range where the two ro-vibrational lines overlap.

The temperature information contained in the amplitudes of two overlapped 
spectral lines can be explicitly incorporated into the theoretical signal. The amplitude 
parameter has a direct dependence on the Boltzmann factor. This allows the possibility of 
simultaneously constraining the theoretical signal to the temperature dependence in the 
Boltzmann factor for each of the two overlapped ro-vibrational lines and to the 
temperature dependence in the Doppler linewidth. The amplitude parameter is also 
proportional to the Franck Condon factor which can be used to constrain the amplitudes 
of the two overlapped ro-vibrational lines relative to one another.
III. Experiments and Results

A. Doppler Free Laser Spectroscopy

As discussed in the theory section, the theoretical signal used to fit an I$_2$ ro-vibrational spectral profile is constructed from the hyperfine spectrum of the ro-vibrational line. To better understand the physical phenomena that affect the hyperfine spectrum and to ascertain the impact of these influences on the temperature diagnostic, several experiments were performed using Doppler-free spectroscopy techniques. The results presented consist of (1) a comparison of Doppler free spectra obtained from two different spectroscopic techniques, (2) the influence of velocity-changing collisions, (3) self-absorption of the interrogating laser beams in the I$_2$ vapor, and (4) the pressure broadening of I$_2$ due to a buffer gas of Ar.

Experiment.

The Doppler-free Saturation Absorption Spectroscopy (SAS) experiment utilized a Coherent 899-21 ring laser configured for dye operation. The pump source for the dye laser was a Spectra Physics Beam-Lok model 2080-15 Ar-Ion Laser operating at 514.5 nm. The dye laser utilized Rhodamine 590 laser dye, from Exciton, Inc., to provide wavelength coverage from 553 to 615 nm with maximum output power at 590 nm. A typical Ar-Ion laser power was 6 W. The dye laser power varied from 300-500 mW.

The experiment was performed by splitting the output beam from the Coherent 899-21 laser into two beams: a high-power pump beam and a low-power probe beam. The two beams were then directed counter-propagating though a glass cell containing I$_2$
vapor so that the beams overlapped along the axial length of the cell. A set-up schematic for the Doppler-free saturation absorption experiment in a pressure-variable cell is shown in Figure 15. The transmitted probe beam intensity was detected with a Hamamatsu S2281, BNC-connector type, Silicon photodiode. Simultaneously, the side fluorescence, from the Doppler-limited laser excitation due to the modulated pump beam was collected with a Burle C31034A02 Photomultiplier Tube (PMT) via a fiber optic with a shuttered lens positioned above the midpoint of the cell. The signal from each detector was filtered through a Stanford Research Systems Model SR850 lock-in amplifier referenced to the frequency of a Stanford Research Systems SR540 optical chopper.

The dye laser is frequency-tuned by computer through Coherent’s Autoscan software package. The filtered signals from the lock-in amplifiers were routed to the Autoscan system to display the real-time signals during a frequency scan, and to record the spectral profile data on computer disk. Autoscan allows the user to set the scan start wavelength and adjust the following three parameters: (1) the data interval, in MHz, between each recorded data point, (2) the segment scan time in seconds/10 GHz, (3) the scan distance in GHz. A typical set of parameters for a Doppler free 15-line hyperfine spectrum of a single ro-vibrational line scan is: (1) .04 MHz data interval, (2) 1000 s/10 GHz segment scan time, (3) a scan distance of 1.1 GHz. For these particular settings, 30,000 data points were generated for a scan time of 1.83 minutes.

The Pyrex® glass cell was equipped with quartz windows; each cut at the 590 nm Brewster’s angle for optimal optical transmission. The cell length along the beam path was 41.5 cm. The maximum cell width was 4 inches. All connections of periphery
equipment to the cell ports were made with Cajon® fittings incorporating Viton® O-rings. The total cell pressure was measured with a MKS 390HA (1 Torr) pressure transducer, or when necessary with a MKS 690A (1000 Torr) pressure transducer. The transducer signal was processed and readout provided by a MKS Type 270 Signal Conditioner. The cell was evacuated with an Alcatel 2015 C2 rotary vane pump having a maximum speed of 10.6 cubic feet per minute (cfm), and ultimate pressure of $10^{-3}$ Torr. I$_2$ vapor was leaked into the cell from a side-arm tube containing 5-10 g of I$_2$ crystals (Alfa Aesar, 99.5% purity).$^{74}$

Inter-Modulated Fluorescence Spectroscopy (IMF) was performed with the same set-up except the chopper was repositioned so that the outer ring of slots in the chopper
wheel intersected one beam, and the inner ring, with a different number of the slots, intersected the other beam. The fluorescence signal was detected with the PMT which was then filtered through the lock-in amplifier referenced to the sum of the inner- and outer-ring chopping frequencies.

Results.

*Doppler-Free Spectra of I$_2$ Ro-vibrational Lines.*

Doppler-Free spectra collected with SAS and IMF for I$_2$ P(12) 17-1, and I$_2$ P(130) 17-1 are shown in Figure 16 - Figure 19. For these measurements, there are a few differences in the set-up as shown in Figure 15. All of these spectra were collected from the vapor of a few I$_2$ crystals sealed in a glass cell six inches long and one inch in diameter as opposed to the pressure variable cell in Figure 15. Also, the fiber optic leading to the PMT was not used. The PMT, with a shuttered lens, was mounted directly above the glass cell for maximum SNR. For both the SAS and IMF experiments, $I_{pump}$ was 40 mW, and $I_{probe}$ was 10 mW.

Each of the four graphs shows 15-line hyperfine spectra of a single ro-vibrational line. The hyperfine lines are labeled according to an established convention. Some of the hyperfine lines were not resolved to due the limit imposed by the dye laser linewidth which was $\geq 500$ kHz. Even so, a comparison of the low $J$ spectra to the high $J$ spectra reveals the variation in the hyperfine resonant frequencies with $J$, the rotational quantum number, as expected from the theory. Also, a comparison of the SAS spectra to the IMF spectra shows the improvement of IMF over SAS in terms of the signal-to-noise ratio. The 21-line hyperfine spectrum for P(53) 19-2 is shown in Figure 20 in which all but two
of the hyperfine lines are completely resolved. Finally, the overlapping hyperfine spectra of P(51) 18-2 and P(66) 16-1 are shown Figure 21 as recorded in an IMF experiment. The high-frequency hyperfine components of the 21-line P(51) 18-2 spectrum overlap the low-frequency hyperfine component of the 15-line P(66) 16-1 spectrum. The overlapped spectra serve to illustrate a phenomenon discussed in the next section.

Figure 16. I$_2$ P(12) 17-1 hyperfine spectrum from Doppler-free SAS.
Figure 17. $I_2$ P(12) 17-1 hyperfine spectrum from Doppler-free IMF.

Figure 18. $I_2$ P(130) 17-1 hyperfine spectrum from Doppler-free SAS.
Figure 19. I$_2$ P(130) 17-1 hyperfine spectrum from Doppler-free IMF.

Figure 20. I$_2$ P(53) 19-2 hyperfine spectrum from Doppler-free IMF.
Figure 21. I$_2$ P(51) 18-2 & P(66) 16-1 blended line from Doppler-free IMF. The 21-line P(51) 18-2 spectrum is on the left and the 15-line P(66) 16-1 spectrum is on the right. The hyperfine spectra overlap at approximately 1.0 GHz.

Velocity Cross Relaxation.

Doppler-free experiments reveal a pronounced baseline pedestal in the hyperfine spectra of some ro-vibrational lines. For example, this pedestal is noticeable in the P(12) 17-1 spectrum of Figure 17, but is negligible in the P(130) 17-1 spectrum of Figure 19. In Figure 22, the low $J$ hyperfine spectrum of R(37) 15-0 (on the left) is shown overlapping the high $J$ spectrum of R(127) 19-1 (on the right). This data was collected using the SAS set-up and cell of Figure 15 (a buffer gas was not used) at a chopping frequency of 1000 Hz. It is easily observed that the low-$J$ hyperfine spectrum has a pronounced pedestal and the high $J$ hyperfine spectrum is essentially devoid of one. The R(37) 15-0 & R(127) 19-1
blended line is shown again in Figure 23 where the SAS data was collected at a chopping frequency of 3750 Hz. The increase in chopping frequency reduced the magnitude of the pedestal in the low $J$ hyperfine spectrum. The Modulated Pump-Beam Side-Fluorescence (MPSF) data in Figure 22 is a portion of the Doppler-limited spectrum of the two overlapping ro-vibrational lines. It is the fluorescence signal from the chopped pump beam as detected with the PMT shown in Figure 15.

*Self Absorption.*

The intensities of the hyperfine lines are important for the temperature diagnostic. In the model used to fit to the spatially-resolved spectral data, the 15 or 21 hyperfine lines are constrained to their statistically-weighted relative intensities. Experimental evidence shows deviation from these expected intensities in some instances. Compare the P(70) 17-1 hyperfine and MPSF profiles in Figure 24 at an I$_2$ pressure of 80 mTorr to those in Figure 25 collected at an I$_2$ pressure of 200 mTorr. At the higher pressure, the hyperfine spectrum shows an increase in the spectral line intensities in the wings. There is also a noticeable flattening of the MPSF profile at 200 mTorr. The effect is attributed to the linear absorption of the beams as they pass through the I$_2$ vapor. This self-absorption increases as the laser is tuned to the center of the ro-vibrational line resonance.

From these observations, it was apparent that an absorption term needed to be included in the theoretical signal. Using the set-up of Figure 15, MPSF profiles were collected at various I$_2$ pressures. Each of these profiles was fitted with the theoretical profiles shown in Equation (134) in which the Doppler width was held constant since all the measurements were performed at room temperature. The common profile for the
Figure 22. I$_2$ hyperfine spectrum (black) for R(37) 15-0 & R(127) 19-1 blended line from SAS with 1000 Hz chopping frequency. The Doppler-broadened MPSF profile (gray) is also shown.

Figure 23. I$_2$ hyperfine spectrum (black) for R(37) 15-0 & R(127) 19-1 blended line from SAS with a 3750 Hz chopping frequency. The Doppler-broadened MPSF profile (gray) is also shown.
hyperfine lines was Gaussian because $P_{I_2}$ was sufficiently low, $< 0.31$ Torr, that Voigt profiles could not provide a better fit. A plot of the absorption parameter, $k$ from Equation (134), versus $P_{I_2}$ is shown in Figure 26 for the I$_2$ P(70) 17-1 ro-vibrational line. A linear regression with the y intercept forced to zero gives a slope of $(2.66 \pm 0.03) \times 10^{-4}$ (s Torr)$^{-1}$. For the regression analysis, each data point was weighted according its standard error. The deviation from linearity at low pressure is due primarily to the poor SNR in the data and the difficulty fitting to it.

![Graph showing absorption parameter k versus P(I2) for I2 P(70) 17-1 ro-vibrational line.](image)

**Figure 24.** I$_2$ P(70) 17-1 hyperfine (black) spectrum from SAS, and MPSF (gray) Doppler-broadened profile at an I$_2$ pressure of 80 mTorr.
Figure 25. $I_2$ P(70) 17-1 hyperfine (black) spectrum from SAS, and MPSF (gray) Doppler-broadened profile at an $I_2$ pressure of 200 mTorr.

Figure 26. Absorption parameter as a function of $I_2$ pressure for P(70) 17-1.
**Ar Pressure Broadening of I₂.**

For the purposes of the temperature diagnostic, pressure broadening of the hyperfine linewidth may need to be accounted for in the construction of the theoretical profile. The profile of Figure 27 shows the I₂ P(70) 17-1 hyperfine spectrum obtained from SAS and a portion of the side fluorescence profile from MPSF for an I₂ pressure of 0.1635 Torr. The hyperfine spectrum in Figure 28 was collected at the same I₂ pressure with 0.9508 Torr of added Ar buffer gas. The effects of broadening by the buffer gas are evident in the hyperfine spectrum of Figure 28 where the individual components are less resolved and reduced in intensity. There is no discernable change in the shape of the MPSF profile. A series of Doppler-free profiles for I₂ P(70) 17-1 were collected at various Ar buffer gas pressures for a fixed I₂ pressure of 0.1635 Torr. Each hyperfine spectrum was fitted with 15 Lorentzian lineshapes constrained to share the same width. A broad Gaussian lineshape was also included in the fit to account for the baseline pedestal. The variation in hyperfine linewidth as a function Ar buffer gas pressure is shown in Figure 29. Linear regression resulted in a pressure broadening rate of 8.29 ± 0.30 MHz/Torr. The y-intercept gave a zero-Ar-pressure linewidth of 8.70 ± 0.17 MHz. The pressure broadening effects were also obtained for the I₂ P(10) 17-1 line. The variation in hyperfine linewidth as a function Ar buffer gas pressure is shown in Figure 30. Linear regression gave a pressure broadening rate of 10.70 ± 0.41 MHz/Torr. The y-intercept gave a zero-Ar-pressure linewidth of 7.74 ± 0.10 MHz.

Measurements of the hyperfine spectral width at Ar pressures higher than 1 Torr were not possible due to the low SNR. For Ar pressures greater than 1 Torr,
Figure 27. SAS (black) and MPSF (gray) spectra of P(70) 17-1 at 0.1635 Torr $I_2$ pressure.

Figure 28. SAS (black) and MPSF (gray) spectra of P(70) 17-1 at 0.1635 Torr $I_2$ pressure and 0.9508 Ar buffer gas pressure.
Figure 29. $I_2$ P(70) 17-1 hyperfine Lorentzian linewidth as a function of Ar buffer gas pressure from Doppler-free SAS measurements.

Figure 30. $I_2$ P(10) 17-1 hyperfine Lorentzian linewidth as a function of Ar buffer gas pressure from Doppler-free SAS measurements.
measurements were made using the MPSF signal obtained from a Doppler-free SAS set-up. Fits were then made to the MPSF signals using a theoretical signal composed of Voigt lineshapes. The Gaussian linewidth of the Voigt lineshape was fixed to room temperature. A plot of the $\text{I}_2$ P(70) 17-1 Lorentzian linewidth as a function Ar buffer gas pressure is shown in Figure 31. Linear regression gave a pressure broadening rate of $8.50 \pm 0.5$ MHz/Torr and a zero-Ar–pressure width of $16.8 \pm 8.6$ MHz. All of the Ar broadening rates discussed here are listed in Table 12.

**Discussion.**

Hyperfine spectra collected with the IMF Doppler-free technique provided better SNR than those collected with SAS. The SAS technique is based on the difficult task of detecting a very small change in the comparatively large transmitted intensity of the probe beam. The IMF technique circumvents this difficulty by monitoring the laser-induced fluorescence which is proportional to the absorbed laser power. Furthermore, IMF suppresses the normal Doppler-broadened laser induced fluorescence due to each of the beams, and retains only the fluorescence signal due to the mutual interaction of the two beams, eliminating the substantial background contribution due to the linear terms in Equation (109).

Investigations of the baseline pedestal in SAS hyperfine spectra were pursued to understand: (1) what conditions influence the pedestal shape and magnitude, and (2) the effect the pedestal might have on the spatially-resolved temperature measurements. The pedestal magnitude depends on $J$, the rotational quantum number, and the chopping frequency. The pedestal is more pronounced for lower $J$. It was also shown that the choice of a higher chopping frequency suppressed the pedestal. The pedestal phenome-
Figure 31. $I_2$ P(70) 17-1 Lorentzian linewidth from Voigt profile vs. Ar buffer gas pressure from MPSF measurements.

Table 12. Ar buffer-gas broadening rates for $I_2$.

<table>
<thead>
<tr>
<th>$K_{Ar}$ (MHz/Torr)</th>
<th>$I_2 \Delta v_h$ for $P_{Ar} \rightarrow 0$ (MHz)</th>
<th>$I_2$ Spectral Assignment</th>
<th>Method</th>
<th>Spectral Description</th>
<th>$P_{Ar}$ Range</th>
</tr>
</thead>
<tbody>
<tr>
<td>8.29 ± 0.30</td>
<td>8.7 ± 0.17</td>
<td>P(70) 17-1</td>
<td>SAS</td>
<td>hyperfine components, shared Lorentzian width</td>
<td>&lt; 1 Torr</td>
</tr>
<tr>
<td>10.7 ± 0.41</td>
<td>7.74 ± 0.10</td>
<td>P(10) 17-1</td>
<td>SAS</td>
<td>hyperfine components, shared Lorentzian width</td>
<td>&lt; 1 Torr</td>
</tr>
<tr>
<td>8.5 ± 0.5</td>
<td>16.8 ± 8.6</td>
<td>P(70) 17-1</td>
<td>MPSF</td>
<td>Lorentzian width from Voigt profile, Gaussian fixed to room temp.</td>
<td>1-30 Torr</td>
</tr>
</tbody>
</table>
non is attributed to cross-relaxation, a velocity-changing collision effect, which can be illustrated by considering the following example: a non-zero velocity group $v_g$ of I$_2$ molecules interacts with the pump beam and then suffers a collision that converts the velocity group to $-v_g$. The probe beam is then in resonance with the new velocity group. As long as the collision occurs during a single modulation cycle, the probe laser intensity is correlated with chopping frequency. Since such collisions can occur for any velocity group, $v_g$, a broad feature with Gaussian shape is obtained. At higher pressures and lower modulation frequencies, more collisions occur and contribute to a more intense feature. Apparently, the dynamics are dominated by rotationally inelastic collisions, yielding a strong dependence on rotational state. The effects of cross-relaxation are not expected to influence the Doppler-limited profiles (i.e. the extracted temperature) obtained with the cross-beam spatially-resolved techniques.

The inclusion of a self-absorption parameter in the theoretical cross-beam signal is necessary. Without this term, the temperature extracted from the linewidth tends to be consistently higher than expected. From fitting numerous cross-beam signals, it was found that a strong, low noise signal was critical to achieve a small standard error in the absorption parameter.

In a literature search over the past 35 years, scarce information was readily found on foreign gas pressure-broadening rates of I$_2$ derived from the SAS or IMF technique. The only available rates from the literature, as shown in Table 9, for Ar pressure broadening were 6.6 MHz/Torr obtained from a single-beam, Doppler-limited experiment$^{49}$ and values of 0.31-2.96 MHz/Torr from fluorescence depolarization studies.$^{50}$ There is not good agreement between these values and the results of this work.
shown in Table 12. This can be attributed in part to the differences in the techniques and the extent of the systematic errors associated with them. As for the two hyperfine broadening rates shown in Table 12, both spectral assignments lie in the same vibrational band, but differ substantially in rotational quantum number. There is a difference in the two Ar-broadening rates that exceeds the standard errors. The P(10) line is located near the 17-1 vibrational band head where the ro-vibrational lines are closely spaced. It was observed that the hyperfine spectrum for P(10) collected with SAS tended to be noisier than the hyperfine spectrum for P(70) resulting in comparatively lower quality fits which could contribute to the difference in the two broadening rates. The two hyperfine linewidths from SAS extrapolated to zero Ar pressure are comparable to the literature values for low pressure I₂ linewidths obtained from SAS and IMF experiments listed in Table 7. The zero-Ar-pressure linewidth from MPSF is at least twice as large as the linewidths from SAS and very poorly determined. This is attributed to the difficulty of fitting at pressures where the Lorentzian width in the Voigt lineshape is very small, a few MHz, compared to the Gaussian linewidth which is approximately 400 MHz at room temperature. The fit parameters tended to have greater statistical errors as the pressure approached zero. The MPSF broadening rate for P(70) 17-1, however, does agree within the statistical error with the P(70) 17-1 SAS broadening rate. Collecting MPSF data was convenient since it could be accomplished simultaneously with the SAS data collection. It was found that the hyperfine spectra from SAS were severely broadened and reduced in intensity at $P_{Ar} \geq 1$ Torr. Fits to the individual components were not achievable so the MPSF signals were used for analysis at these higher Ar pressures.
B. Comparison of Laser Spectroscopy Techniques used for Temperature Determination.

Although the ultimate application for a temperature diagnostic is in the low-temperature ($\approx 150$ K) expansion region of a supersonic nozzle, all of the experiments discussed in this section were performed in a static cell environment at temperatures from $293$ K to $400$ K. This was done primarily because the available supersonic nozzle apparatus posed size, operation, and accessibility limitations that prohibited these types of experiments.

The purpose of the static cell experiments was to make comparisons between the CBSAS, and the CBIMF techniques to assess their suitability as a temperature diagnostics. The MPSF signal was also included in the comparison. The experiments involved (1) varying chopping frequency, (2) varying $I_2$ pressure (3) and performing measurements at different locations within a temperature gradient. The statistical error in the temperature extraction obtained from nonlinear least squares fitting was correlated to each of the experimentally varied parameters. The temperatures extracted from spectroscopic data were compared to thermocouple measurements.

Experiments.

Each technique was performed in the static pressure cell illustrated in Figure 32. The cell was constructed of glass Pyrex® tubing with 1” outside diameter (OD). The cell measured 15” in length. Ports of $\frac{1}{2}”$ OD allowed for connection to a pump and the $I_2$ crystal source as well as for insertion of the thermocouples. Quartz glass windows were mounted at Brewster’s angle to each end of the cell for maximum optical transmission as shown in Figure 33. Vacuum connections were made with Cajon® O-ring fittings. The
overlap length of the two beams in the cell’s axial direction was $\approx 1.3$ cm. The crossing angle was $\theta \approx 3.4^\circ$. Each beam had a 1 mm diameter. The overlapping volume was 12 mm$^3$. A Burle C31034A02 PMT with a long-pass filter was positioned directly above the measurement point for the MPSF and CBIMF measurements as shown in Figure 33. For CBSAS, the exiting probe beam was directed through a series of irises and ND filters onto a Hamamatsu S2281, BNC-connector type, silicon photodiode detector.

In the first experiment, measurements of the variation in extracted temperature, $T_{ex}$, with chopping frequency, $f$, were performed in I$_2$ vapor only; no buffer gas. A series of measurements was performed at different frequencies at a fixed $P_{I_2}$ for a specific ro-vibrational line. The cell was then pumped out with an Alcatel 2015 rotary pump.
Figure 33. Glass cell used for spatially-resolved temperature measurements.

vane pump to an ultimate pressure of 20-30 mTorr. The cell was then sealed off from the pump by closing a valve. I$_2$ vapor was leaked back into the cell from a glass side-arm containing $\approx$10 g of I$_2$ crystals. A different ro-vibrational line was selected and the series of chopping frequency measurements was repeated at the same I$_2$ pressure. This procedure was performed for each laser spectroscopic technique.

For the second experiment, measurements were made at a fixed chopping frequency $f$ while varying the I$_2$ pressure. A series of pressure measurements were made for a specific ro-vibrational line. The purpose was to determine how the statistical temperature error, $\delta T_{ex}$, varied with $P_{I_2}$ for each of the three laser techniques. All measurements were performed at position $X = 3$ in the cell (see Figure 32). A temperature gradient was not established. The entire cell was maintained at room temperature.
In the third experiment, a temperature gradient was established along the length of the glass tube by wrapping heater tape around the end of the tube nearest where the laser beams entered the cell. Three thermocouples were oriented in the cell perpendicular to the beam direction and positioned one inch apart. The overlap region of the two crossed laser beams was positioned radially in the center of the tube at a position \( X \) and a spectral profile recorded. To avoid clipping the beam(s), the thermocouples had to be positioned sufficiently far from the overlap region resulting in a discernable difference in the location from which optical and thermocouple measurements were made. The overlap length of the two beams was \( \approx 1.3 \text{ cm} \) as measured along the beam direction. The distance from the tip of the thermocouple to the center point of the beam overlap region was \( \approx 0.25 \text{ cm} \) at position \( X = 1 \) (the highest temperature), 1 cm at \( X = 2 \), and 2 cm at \( X = 3 \). This spatial discrepancy allowed for a difference in thermocouple and optically measured temperatures especially in the steep thermal gradient at the high temperature end of the cell. The purpose of the thermocouple was to verify that the optical temperatures were within reasonable expectations. Measurements were performed in \( \text{I}_2 \) vapor (no buffer gas) for several ro-vibrational lines using each of the following three techniques: CBIMF, CBSAS, and MPSF. For a specific position \( X \) along the cell length, CBIMF was performed, then the chopper re-positioned and beam powers adjusted to make CBSAS measurements along with the simultaneous MPSF measurements. The beams were then crossed at the next position and the procedure repeated. For the fluorescence measurements, the tip of an optical fiber fitted with an Oriel lens was positioned directly above the beam-overlap volume so the signal was directed through the 3 ft fiber optic to the PMT. In the CBSAS set-up, \( I_{\text{pump}} \) was 127 mW/mm\(^2\) and \( I_{\text{probe}} \)
was 13mW/mm². For the CBIMF set-up, each of the two beam intensities was 64 mW/mm².

Results.

In all of the experiments, the data consisted of Doppler-limited spectral profiles which were analyzed by fitting them to the appropriate theoretical signal consisting of 15 or 21 Gaussian lineshapes. A Doppler-broadened spectrum of an even $J''$ isolated ro-vibrational line is shown in Figure 34 and that of an odd $J''$ line is shown in Figure 35. Both profiles are from a CBIMF experiment performed at room temperature. As expected, the shape of each profile has a noticeable asymmetry due to the hyperfine structure and a FWHM linewidth larger than that predicted by the Doppler broadening alone to be 400 MHz @ 21.3 °C. The data indicates the significant contribution the hyperfine structure makes to the overall width of the spectral profile. A difference in shape is discernable between the P(70) 17-1 spectrum consisting of 15 hyperfine lines and the P(53) 19-2 spectrum having a 21-line hyperfine spectrum.

A fit to an I₂ P(46) 17-1 CBIMF profile is shown in Figure 36. The corresponding residual trend is shown in Figure 37. The data was collected in the static cell with an applied temperature gradient. The measurement was taken at the point where $T_c = 300$ K and $T_{ex} = 316$ K ± 1 K. Likewise, a fit to an I₂ P(46) 17-1 CBSAS profile is shown in Figure 38 from which $T_{ex} = 302$ K ± 4.3 K. The residuals are shown in Figure 39. The measurement point was the same for the CBIMF collection. Finally, a fit to a MPSF profile shown in Figure 40 was collected under the same conditions as the previous two signals giving $T_{ex} = 312$ ± 1 K. Its residuals are shown in Figure 41.
Figure 34. I₂ P(70) 17-1 isolated ro-vibrational line Doppler-broadened profile at 17339.8187 cm⁻¹ obtained from the CBIMF technique.

Figure 35. I₂ P(53) 19-2 isolated ro-vibrational line Doppler-broadened profile at 17340.2214 cm⁻¹ obtained from the CBIMF technique.
Figure 36. CBIMF profile of I$_2$ P(46) 17-1 in static cell. The experimental data points are gray. The theoretical fit to the data is represented by the black line. The measurement was taken at room temperature.

Figure 37. Residual trend for CBIMF profile of I$_2$ P(46) 17-1 in static cell.
Figure 38. CBSAS profile of $I_2$ P(46) 17-1 in static cell. The experimental data points are gray. The theoretical fit to the data is represented by the black line. The measurement was taken at room temperature.

Figure 39. Residual trend for CBSAS profile of $I_2$ P(46) 17-1 in static cell.
Figure 40. MPSF profile of $\text{I}_2$ P(46) 17-1 in static cell. The experimental data points are gray. The theoretical fit to the data is represented by the black line. The measurement was taken at room temperature.

Figure 41. Residual trend for MPSF profile of $\text{I}_2$ P(46) 17-1 in static cell.
Beam Modulation Frequency and Temperature Extraction.

The effects of $f$ on $T_{ex}$ were obtained for a fixed position in a static cell maintained at 297.3 K as measured by thermocouple. A plot is displayed in Figure 42 of the extracted temperature statistical error, $\delta T_{ex}$, for each laser technique as a function of chopping frequency, $f$, for a ro-vibrational line with a 15 line HFS, P(70) 17-1, and one with a 21 line HFS, P(53) 19-2. Above 500 Hz, $\delta T_{ex}$ was less than 1.8 K for all three techniques. Of the three techniques, the CBSAS gave the largest $\delta T_{ex}$ at all chopping frequencies for both ro-vibrational lines.

Each plot in Figure 43 shows the extracted temperature, $T_{ex}$, as a function of $f$ for a specific laser technique and a particular ro-vibrational line. Measurements were made

![Figure 42](image)

*Figure 42. Extracted-temperature error for various chopping frequencies. Static cell measurements at fixed temperature of 297 K. P(70) 17-1 CBSAS (gray circle), P(70) 17-1 CBIMF (white circle), P(70) 17-1 MPSF (black circle), P(53) 19-2 CBSAS (gray square), P(53) 19-2 CBIMF (white square), P(53) 19-2 MPSF (black square).*
on the P(70) 17-1 line and the P(53) 19-2 line. In a given plot, there is some variation about a nominal temperature value as a function of $f$. This variation is smaller in the CBIMF and MPSF results than in the CBSAS results. The MPSF P(53) 19-2 results show the best agreement with the thermocouple temperature, $T_c = 297.3$ K, for chopping frequencies $f > 500$ Hz. The closest agreement in $T_{ex}$ among all the three techniques and with $T_c$ occurs at 500 Hz. At any given $f$, there is substantial difference between each technique’s $T_{ex}$ value and $T_c$. The P(53) 19-2 MPSF and CBIMF $T_{ex}$ data were closest in agreement with $T_c$ over the range of $f$. The P(70) 17-1 MPSF and CBIMF extracted temperatures had closer agreement with one another than with $T_c$ or P(53) 19-2 $T_{ex}$.

![Figure 43. Extracted temperature for various chopping frequencies. Static cell measurements at fixed temperature of 297 K. P(70) 17-1 CBSAS (gray circle), P(70) 17-1 CBIMF (white circle), P(70) 17-1 MPSF (black circle), P(53) 19-2 CBSAS (gray square), P(53) 19-2 CBIMF (white square), P(53) 19-2 MPSF (black square), thermocouple temperature (solid black line).](image)
The absorption parameter, $k$, proved to be the most difficult parameter of the theoretical signal to fit. Often, the standard error $\delta k$ exceeded $k$ in magnitude. A plot of $k$ versus $f$ is shown in Figure 44. It was only for the P(70) 17-1 MPSF, and some of the P(70) 17-1 CBIMF $k$ values that $\delta k$ was one order or less in magnitude than $k$ itself. Also, these two data sets were the only ones that showed a noticeable variation in $k$ with $f$.

**Iodine Pressure and Temperature Extraction.**

The effects of $P_{I_2}$ on $T_{ex}$ were obtained for a fixed position in a static cell held at a fixed temperature of 295 K as measured by thermocouple. As displayed in Figure 45 and Figure 46, the CBIMF technique proved to have the smallest $\delta T_{ex}$ of all three

![Figure 44. Absorption parameter at various chopping frequencies. Static cell measurements at fixed temperature of 297 K. P(70) 17-1 CBSAS (gray circle), P(70) 17-1 CBIMF (white circle), P(70) 17-1 MPSF (black circle), P(53) 19-2 CBSAS (gray square), P(53) 19-2 CBIMF (white square), P(53) 19-2 MPSF (black square).](image-url)
techniques for $p_{I_2} > 50$ mTorr. The lowest $I_2$ pressure at $\approx 20$ mTorr present after 30 minutes or more of time taken to pump the cell down between each ro-vibrational line measurement showing that a substantial amount of residual $I_2$ remained in the cell. There was typically enough residual $I_2$ vapor in the cell to obtain a discernable signal for CBIMF and MPSF measurements. Sufficient SNR was not achieved for CBSAS in these residual $I_2$ vapor measurements. The strongest SNR at the lowest pressure and all other pressures was obtained with MPSF. However, CBIMF extracted temperatures proved to be the most consistent with the thermocouple measurements followed by MPSF as shown in Figure 47 and Figure 48. The temperatures from CBSAS measurements were consistently below $T_c = 295$ K. Agreement between $T_c$ and $T_{ex}$ improved with increasing $p_{I_2}$ for all three techniques.

![Figure 45. Extracted-temperature error as a function of $I_2$ pressure for P(46) 17-1. Static cell measurements at fixed temperature of 295 K. CBSAS (square), CBIMF (circle), MPSF (triangle).](image)
Figure 46. Extracted temperature error as a function of I$_2$ pressure for R(30) 15-0. Static cell measurements at fixed temperature of 295 K. CBSAS (square), CBIMF (circle), MPSF (triangle).

Figure 47. Extracted temperature as a function of I$_2$ pressure for P(46) 17-1. Static cell measurements at fixed temperature of 295 K. CBSAS (square), CBIMF (circle), MPSF (triangle), thermocouple temperature (solid line).
Figure 48. Extracted temperature as a function of I$_2$ pressure for R(30) 15-0. Static cell measurements at fixed temperature of 295 K. CBSAS (square), CBIMF (circle), MPSF (triangle), thermocouple temperature (solid line).

Spatially-Resolved Temperatures in a Static Cell.

The extracted temperatures from each technique are plotted along with the thermocouple temperatures as a function of position, $X$, (as defined in Figure 32) for a specific ro-vibrational line as shown in Figure 49 and Figure 50. An estimate of the variation in temperature along the 1.3 cm beam-overlap length centered at the $X=1$ position in the cell is shown in each graph as errors bars in the upper right corner. All three techniques were capable of resolving temperatures according to spatial location within a thermal gradient. The $\delta T_{ex}$ results shown in Table 13 were typically < 4 K with the errors being greater for the high temperature measurements. The numerical estimates of temperature variation along the 1.3 cm beam-overlap length at each of the positions in the cell are shown in Table 14. The estimates were based on a best-curve fit to $T_c$, as a
Figure 49. Spatially resolved $T_{ex}$ measurements from I$_2$ P(114) 18-1 in a static cell with thermal gradient. CBSAS (square), CBIMF (black circle), MPSF (triangle), thermocouple temperature (gray circle). Errors bars indicate $\Delta T$ along overlap length centered at $X$=1 as estimated from $T_c$ measurements.

Figure 50. Spatially resolved temperature measurements from I$_2$ P(46) 17-1 in a static cell with thermal gradient. CBSAS (square), CBIMF (black circle), MPSF (triangle), thermocouple temperature (gray circle). Errors bars indicate $\Delta T$ along overlap length centered at $X$=1 as estimated from $T_c$ measurements.
Table 13. \textit{P}(46) 17-1 and \textit{P}(114) 18-1 extracted temperatures from CBIMF, CBSAS, and MPSF in a static cell with a temperature gradient.

<table>
<thead>
<tr>
<th>$X$ (in)</th>
<th>$T_{ex}$ (K)</th>
<th>$k$ ($\times 10^{-5}$) (s$^{-1}$)</th>
<th>$I_2$ Spectral Assignment</th>
<th>Technique</th>
</tr>
</thead>
<tbody>
<tr>
<td>3</td>
<td>316.47 ± 0.91</td>
<td>2.09 ± 0.07</td>
<td>“”</td>
<td>CBIMF</td>
</tr>
<tr>
<td>2</td>
<td>309.13 ± 0.84</td>
<td>2.72 ± 0.04</td>
<td>“”</td>
<td>“”</td>
</tr>
<tr>
<td>1</td>
<td>439.21 ± 1.52</td>
<td>3.16 ± 0.08</td>
<td>“”</td>
<td>“”</td>
</tr>
<tr>
<td>3</td>
<td>302.01 ± 4.31</td>
<td>3.08 ± 0.6</td>
<td>“”</td>
<td>CBSAS</td>
</tr>
<tr>
<td>2</td>
<td>279.31 ± 1.14</td>
<td>0.0003 ± 0.2</td>
<td>“”</td>
<td>“”</td>
</tr>
<tr>
<td>1</td>
<td>398.43 ± 1.45</td>
<td>0.29 ± 0.08</td>
<td>“”</td>
<td>“”</td>
</tr>
<tr>
<td>3</td>
<td>311.73 ± 1.00</td>
<td>8.36 ± 0.09</td>
<td>“”</td>
<td>MPSF</td>
</tr>
<tr>
<td>2</td>
<td>327.89 ± 0.96</td>
<td>3.29 ± 0.06</td>
<td>“”</td>
<td>“”</td>
</tr>
<tr>
<td>1</td>
<td>441.89 ± 1.25</td>
<td>2.25 ± 0.04</td>
<td>“”</td>
<td>“”</td>
</tr>
<tr>
<td>3</td>
<td>306.41 ± 1.10</td>
<td>1.65 ± 0.06</td>
<td>“”</td>
<td>CBIMF</td>
</tr>
<tr>
<td>2</td>
<td>306.34 ± 1.44</td>
<td>1.65 ± 0.06</td>
<td>“”</td>
<td>“”</td>
</tr>
<tr>
<td>1</td>
<td>422.56 ± 2.48</td>
<td>3.54 ± 0.1</td>
<td>“”</td>
<td>“”</td>
</tr>
<tr>
<td>3</td>
<td>278.16 ± 1.11</td>
<td>0.003 ± 0.1</td>
<td>“”</td>
<td>CBSAS</td>
</tr>
<tr>
<td>2</td>
<td>287.80 ± 1.33</td>
<td>0.009 ± 0.1</td>
<td>“”</td>
<td>“”</td>
</tr>
<tr>
<td>1</td>
<td>401.35 ± 2.04</td>
<td>0.001 ± 0.09</td>
<td>“”</td>
<td>“”</td>
</tr>
<tr>
<td>3</td>
<td>307.22 ± 1.18</td>
<td>4.11 ± 0.09</td>
<td>“”</td>
<td>MPSF</td>
</tr>
<tr>
<td>2</td>
<td>330.23 ± 1.51</td>
<td>2.14 ± 0.1</td>
<td>“”</td>
<td>“”</td>
</tr>
<tr>
<td>1</td>
<td>454.41 ± 2.13</td>
<td>1.92 ± 0.08</td>
<td>“”</td>
<td>“”</td>
</tr>
</tbody>
</table>

Table 14. Thermocouple measurements and the estimated temperature gradient along the overlap length in static cell for \textit{P}(46) 17-1 and \textit{P}(114) 18-1 cross-beam experiments.

<table>
<thead>
<tr>
<th>$X$ (in)</th>
<th>$T_c$ (K)</th>
<th>$\Delta T_{ol}^{high}$ (K)</th>
<th>$\Delta T_{ol}^{low}$ (K)</th>
<th>$I_2$ Spectral Assignment</th>
</tr>
</thead>
<tbody>
<tr>
<td>3</td>
<td>299.75</td>
<td>+1</td>
<td>-1</td>
<td>\textit{P}(46) 17-1</td>
</tr>
<tr>
<td>2</td>
<td>307.15</td>
<td>+5</td>
<td>-3</td>
<td>“”</td>
</tr>
<tr>
<td>1</td>
<td>366.15</td>
<td>+89</td>
<td>-30</td>
<td>“”</td>
</tr>
<tr>
<td>3</td>
<td>295.25</td>
<td>+1</td>
<td>-1</td>
<td>\textit{P}(114) 17-1</td>
</tr>
<tr>
<td>2</td>
<td>301.75</td>
<td>+5</td>
<td>+3</td>
<td>“”</td>
</tr>
<tr>
<td>1</td>
<td>361.55</td>
<td>+91</td>
<td>-30</td>
<td>“”</td>
</tr>
</tbody>
</table>
function of position, $X$. The difference between $T_c$ at the center-point of the overlap and the temperature at 0.25” towards the hot end of the cell is designed by $\Delta T_{ol}^{\text{high}}$. Likewise, the difference between $T_c$ at the center-point of the overlap and the temperature at 0.25” towards the cold end of the cell is designed by $\Delta T_{ol}^{\text{low}}$. This shows that the temperature could have varied as much as 50 K along the overlap length of 0.5 inches (1.3 cm) when the beams were positioned at the high temperature measurement position ($X = 1$). Also, as noted in the Figure 32 schematic, there was a small spatial gap between the thermocouple tip and the beam crossing volume at each measurement location.

The MPSF extracted temperatures tended to be the highest of the three techniques at each position regardless of ro-vibrational line and showed the least agreement with $T_c$ at a given position. The CBIMF extracted temperatures were also typically higher than the corresponding $T_c$ measurements, and showed better agreement with the MPSF temperatures in some cases. The CBSAS temperatures tended to be higher than $T_c$ at hot end of the cell, and lower than $T_c$ at the two other positions in the cell. As shown in Table 13, there was some difficulty with fitting $k$ in CBSAS where $\delta k$ exceeded $k$ by an order of magnitude in all but one case. However, for the CBIMF and MPSF techniques, $\delta k$ was one to two orders-of-magnitude smaller than $k$ itself.

The P(46) 17-1 spectral profiles at the various positions in the temperature gradient for each of the laser techniques are shown in Figure 51-Figure 53. For each graph, the maximum amplitude was determined for each profile and scaled relative to the high temperature profile. The relative frequencies for each profile were scaled so the
Figure 51. CBIMF P(46) 17-1 spectral profile at three positions/temperature. Position 1/high temp (black), Position 2 (dark gray), Position 3/low temperature (light gray).

Figure 52. CBSAS P(46) 17-1 spectral profile at three positions/temperatures. Position 1/high temp (black), Position 2 (dark gray), Position 3/low temperature (light gray).
relative maximum amplitudes coincided. For a given technique, there is only a small
difference between the linewidth of the high temperature profile as compared to the
lowest temperature profile, and there is a barely discernable difference between the
profiles collected at the two lowest temperatures.

Finally, temperatures were extracted from the P(51) 18-2 & P(66) 16-1 blended
line using all three techniques in the static cell with a temperature gradient. The results
along with the thermocouple temperatures at each position are shown in Figure 54. The
same trend occurs here as in the isolated line results. The $T_{ex}$ is much higher than $T_c$
at the hot end of the cell where $X = 1$. Agreement between $T_{ex}$ and $T_c$ is better at the other
two positions in the cell. The $T_{ex}$ results for the blended line are shown in Table 15 along

with the fits to $k$. Estimates of the variation in $T_c$ along the 0.5” beam-overlap length at each of the positions in the cell are shown in Table 16.

![Figure 54. I$_2$ P(51) 18-2 & P(66) 16-1 blended line in a static cell with thermal gradient. CBSAS (black square), CBIMF (black circle), MPSF (black triangle), thermocouple (gray circle). Errors bars indicate $\Delta T$ along overlap length centered at X=1 as estimated from $T_c$ measurements.](image)

Table 15. P(51) 18-2 & P(66) 16-1 extracted temperatures from CBIMF, CBSAS, and MPSF in a static cell with a temperature gradient.

<table>
<thead>
<tr>
<th>$X$ (in)</th>
<th>$T_{ex}$ (K)</th>
<th>$k \times 10^{-5}$ (s$^{-1}$)</th>
<th>Technique</th>
</tr>
</thead>
<tbody>
<tr>
<td>3</td>
<td>294.09 ± 0.79</td>
<td>3.54 ± 0.08</td>
<td>CBIMF</td>
</tr>
<tr>
<td>2</td>
<td>312.50 ± 0.77</td>
<td>2.38 ± 0.06</td>
<td>“</td>
</tr>
<tr>
<td>1</td>
<td>433.60 ± 1.72</td>
<td>2.86 ± 0.11</td>
<td>“</td>
</tr>
<tr>
<td>3</td>
<td>304.33 ± 0.82</td>
<td>-5.82 ± 0.1</td>
<td>CBSAS</td>
</tr>
<tr>
<td>2</td>
<td>308.53 ± 0.89</td>
<td>-1.82 ± 0.09</td>
<td>“</td>
</tr>
<tr>
<td>1</td>
<td>384.26 ± 1.94</td>
<td>-3.85 ± 0.15</td>
<td>“</td>
</tr>
<tr>
<td>3</td>
<td>309.00 ± 0.71</td>
<td>3.4 ± 0.04</td>
<td>MPSF</td>
</tr>
<tr>
<td>2</td>
<td>323.95 ± 0.95</td>
<td>3.6 ± 0.09</td>
<td>“</td>
</tr>
<tr>
<td>1</td>
<td>430.07 ± 1.6</td>
<td>1.8 ± 0.08</td>
<td>“</td>
</tr>
</tbody>
</table>
Table 16. Thermocouple measurements and the estimated temperature gradient along the overlap length in static cell for P(51) 18-2 & P(66) 16-1 blended line cross-beam experiments.

<table>
<thead>
<tr>
<th>X (in)</th>
<th>T_c (K)</th>
<th>ΔT_{ol}^{high} (K)</th>
<th>ΔT_{ol}^{low} (K)</th>
</tr>
</thead>
<tbody>
<tr>
<td>3</td>
<td>300</td>
<td>+1</td>
<td>-1</td>
</tr>
<tr>
<td>2</td>
<td>307</td>
<td>+5</td>
<td>-3</td>
</tr>
<tr>
<td>1</td>
<td>365</td>
<td>+87</td>
<td>-30</td>
</tr>
</tbody>
</table>

As mentioned in the theory section, the fits to the blended line had to be performed with Mathematica code. Unlike the Peakfit or Tablecurve programs, the nonlinear statistics package in Mathematica did not provide a simple means of constraining the fit parameters. Therefore, $k$ could not be constrained to positive values as expected for absorption conditions. As it turned out, the Mathematica fits to the CBSAS signals consistently produced negative values for $k$.

In the blended line fits shown above, a different fit parameter was assigned to each ro-vibrational line’s amplitude to account for the difference in statistical populations between the two lines as was shown in Equation (135). An alternative approach to the blended line fits involved utilizing the temperature dependence present in the amplitude parameter via the Boltzmann factor in addition to the temperature dependence contained in the Doppler linewidth. In this alternative approach, attempts were made to simultaneously constrain each of the two overlapped ro-vibrational lines to the same temperature contained in each ro-vibrational line’s amplitude parameter and the Doppler linewidth. Unfortunately, the outcome was very poor fits to the data with a large discrepancy between the $T_{ex}$ and $T_c$ at each position in the static cell gradient. A fit result is shown in Appendix A.
Discussion.

The beam modulation experiments reveal that $f$ for a temperature diagnostic should be higher than 500 Hz to keep $\Delta T_{ex}$ below 2 K for room temperature measurements. The results for $T_{ex}$ versus $f$ shown in Figure 43 were anticipated to be plots coincident with the horizontal line corresponding to the thermocouple measurement. On the contrary, only one plot, MPSF for P(53) 19-2, met this expectation with the other plots showing a small variation about a temperature significantly higher or lower than that of $T_c$.

For a given plot, the change in $T_{ex}$ with $f$ is small for $f > 500$ Hz. The variation in $T_{ex}$ for a given ro-vibrational line and technique is most likely due to systematic errors or noise rather than a change in $f$ at frequencies above 500 Hz. Regardless of technique, the signal is very smooth and featureless at room temperature.

From the iodine pressure experiments, a temperature diagnostic based on any of the techniques would have greater success for $P_{I_2}$ approaching 0.3 Torr. The CBIMF technique would be the preferred technique based on temperature accuracy and statistical error as compared to the CBSAS and MPSF techniques. However, there is an advantage of the absorption-based technique over the fluorescence-based techniques. The intended application of a temperature diagnostic is for the COIL. The laser cavity has only two transparent windows parallel to each other and positioned on opposite sides of the cavity. A measurement of fluorescence from a direction perpendicular to the interrogating beam direction would not be possible. This could be overcome by positioning a detector at one of the windows so that it is off-axis from the interrogating beams. CBSAS avoids this difficulty through measurement of transmitted probe-beam intensity.
From the temperature measurements in the static cell with a thermal gradient, \( T_{ex} \) from each technique showed the best agreement with the other techniques and \( T_c \) at the lowest temperature (\( \approx 300 \) K). In Figure 49 and Figure 50, for the most part, the extracted temperatures deviate from one another and \( T_c \) in the higher temperatures. At position \( X = 1 \), the beams overlap along an axial length that covers a large span in temperature as a result of the steep temperature gradient. The overlap volume spans a smaller temperature gradient as the cold end of the cell is approached. The variation in temperature along the overlap length is the most likely cause for disagreement between \( T_{ex} \) and \( T_c \) at positions 1 and 2. A smaller overlap volume was not achievable due the limitation of the 1 inch diameter of the glass tube.

The \( T_{ex} \) results at each position in Figure 49 and Figure 50 follow a systematic trend with MPSF typically producing the highest \( T_{ex} \) and CBSAS producing the lowest. In the case of the MPSF signal, the spatial region over which the MPSF signal was collected was determined only by the field–of-view of the PMT lens which differed from that of the beam-overlap volume for CBSAS and CBIMF. The beam intensities could also have also played a role in the results. In the CBSAS set-up, the pump beam intensity was \( I_{pump} = 127 \) mW/mm\(^2\) and the probe beam intensity was \( I_{probe} \leq 13 \) mW/mm\(^2\).

Since the laser excitation from the modulated pump beam in the CBSAS configuration is the MPSF signal, it is possible that the beam intensity approaches, or exceeds the saturation intensity and that this affects the lineshape in ways not accounted for in the theoretical signal resulting in an \( T_{ex} \) that is higher than expected. For comparison, each of the two the CBIMF beam intensities was 64 mW/mm\(^2\). It is difficult to ascertain if the
beam intensities in all the spatially-resolved measurements were optimal based on saturation intensities in the literature since there is such discrepancy between these reported values as shown in Table 11. The $I_2$ saturation intensity is difficult to determine due to its dependence on pressure and the relaxation kinetics at a specific temperature. It is also generally expected to be different for each absorption line. Simply using extremely low beam intensities to ensure $S_o << 1$ would not be practical since the SNR in the recorded lineshape would most likely be degraded. This, in turn, would affect the temperature extraction, producing unacceptably large standard errors. For the static cell at fixed pressure with a temperature gradient, the number of molecules participating in the signal decreases at the higher temperatures. This is accompanied by a corresponding change in relaxation kinetics with temperature. These effects could have increased $S_o$ and dramatically affected $T_{ex}$ obtained from the hotter positions in the static cell.

To obtain a quantitative estimate of the influence of systematic errors on $T_{ex}$, a nonlinear term was introduced into the theoretical signal. The spectral profiles from the P(46) 17-1 measurements in the static cell with a temperature gradient (Figure 51, Figure 52, Figure 53) were fit with the modified theoretical signal of

$$S'_{cb}(v) = A' \left[ \sum_{i=1}^{15} G(v; f_i, v_{ol}, \Delta v_D) \right] \cdot \exp \left( -k \cdot A' \left[ \sum_{i=1}^{12} G(v; f_i, v_{ol}, \Delta v_D) \right] \right) + a v + b$$

(138)

where a frequency-dependent nonlinear term is included into the amplitude parameter so that

$$A' = A v^{-1/2}$$

(139)
where $A$ is the original amplitude parameter from Equation (133) and the expression $\nu^{-1/2}$ is a hypothetical choice meant only to illustrate the point of the argument.

Equation (139) can be re-expressed as

$$A' = (A \nu_o) \left( \nu / \nu_o \right)^{1/2} = A'' \left( 1 + \frac{\Delta \nu}{\nu_o} \right)^{1/2} \approx A'' \left( 1 - \frac{\Delta \nu}{2 \nu_o} \right)$$  \hspace{1cm} (140)

where the last expression is the result of a Taylor series expansion. The modified lineshape can be expressed in terms of the original lineshape and a small correction term $\varepsilon$ so that

$$S'_{cb}(\nu) = (1 - \varepsilon) S_{cb}(\nu)$$  \hspace{1cm} (141)

where the original amplitude, $A$, is reinterpreted and

$$\varepsilon = \frac{\Delta \nu}{2 \nu_o} \approx \frac{1.4 \text{ GHz}}{2 (17339 \text{ cm}^{-1}) c} \approx 10^{-6}.$$  \hspace{1cm} (142)

in which 1.4 GHz is a typical linewidth for a ro-vibrational line which takes into account Doppler width and hyperfine structure, and 17339 cm$^{-1}$ is a typical wavenumber for an I$_2$ ro-vibrational line investigated in this work.

The $T'_{ex}$ values from the $S'_{cb}(\nu)$ fits are shown in Table 17 along with the $T_{ex}$ values from Table 13 and the $T_c$ values from Table 14 for comparison. The $S'_{cb}(\nu)$ fits produced $T'_{ex}$ values that gave closer agreement with $T_c$ than the $T_{ex}$ results from the $S_{cb}(\nu)$ fits. The differences between $T'_{ex}$ and $T_{ex}$ ranged from 27 K to less than 1 K.

The quality of the $S'_{cb}(\nu)$ fits was consistently worse than the quality of the $S_{cb}(\nu)$ fits. As an example, a graph of the P(46) 17-1 CBIMF profile at $X=1$ fitted with
$S_{cb}(\nu)$ is shown in Figure 55 and the corresponding residuals are shown in Figure 56. This is compared to the graph of the P(46) 17-1 CBIMF profile at $X=1$ fitted with $S_{cb}^{'}(\nu)$ shown in Figure 57. Its residuals are shown in Figure 58.

The $S_{cb}^{'}(\nu)$ fits reveal that a very small nonlinearity in y-axis ($10^{-4}$ %) can yield temperatures differing by 10-20 K for room temperature profiles. Although it’s not suggested that $S_{cb}^{'}(\nu)$ should replace $S_{cb}(\nu)$ as the correct model, it does indicate that systematic errors in the static cell experiments occurring as small nonlinearities in the spectral profile can have a significant impact on the extracted temperatures.

Table 17. Extracted temperatures from three positions in the static cell with a temperature gradient for P(46) 17-1 using the CBIMF, CBSAS, MPSF techniques. $T_{ex}$ values are the results from fits with $S_{cb}^{'}(\nu)$. $T_{ex}$ values are the results from fits with $S_{cb}(\nu)$.

<table>
<thead>
<tr>
<th>$X$ (in)</th>
<th>$T_{ex}$ from $S_{cb}(\nu)$ (K)</th>
<th>$T_{ex}$ from $S_{cb}^{'}(\nu)$ (K)</th>
<th>$T_{ex}$ - $T_{ex}^{'}$ (K)</th>
<th>$T_{c}$ (K)</th>
<th>Technique</th>
</tr>
</thead>
<tbody>
<tr>
<td>3</td>
<td>316.47 ± 0.91</td>
<td>294.01 ± 1.49</td>
<td>22.46</td>
<td>299.75</td>
<td>CBIMF</td>
</tr>
<tr>
<td>2</td>
<td>309.13 ± 0.84</td>
<td>309.38 ± 1.85</td>
<td>-0.25</td>
<td>307.15</td>
<td>“</td>
</tr>
<tr>
<td>1</td>
<td>439.21 ± 1.52</td>
<td>417.19 ± 2.23</td>
<td>22.02</td>
<td>366.15</td>
<td>“</td>
</tr>
<tr>
<td>3</td>
<td>302.01 ± 4.31</td>
<td>289.06 ± 2.33</td>
<td>12.95</td>
<td>CBSAS</td>
<td></td>
</tr>
<tr>
<td>2</td>
<td>279.31 ± 1.14</td>
<td>308.34 ± 2.56</td>
<td>-29.03</td>
<td>“</td>
<td></td>
</tr>
<tr>
<td>1</td>
<td>398.43 ± 1.45</td>
<td>381.61 ± 2.06</td>
<td>16.82</td>
<td>“</td>
<td></td>
</tr>
<tr>
<td>3</td>
<td>311.73 ± 1.00</td>
<td>295.40 ± 1.51</td>
<td>16.33</td>
<td>MPSF</td>
<td></td>
</tr>
<tr>
<td>2</td>
<td>327.89 ± 0.96</td>
<td>314.81 ± 1.85</td>
<td>13.08</td>
<td>“</td>
<td></td>
</tr>
<tr>
<td>1</td>
<td>441.89 ± 1.25</td>
<td>414.97 ± 1.86</td>
<td>26.92</td>
<td>“</td>
<td></td>
</tr>
</tbody>
</table>
Figure 55. P(46) 17-1 CBIMF profile at X=1 in static cell with temperature gradient. Experimental data (gray) is fit with $S_{cb}(\nu)$ (black line).

Figure 56. Residual trend from $S_{cb}(\nu)$ fit to P(46) 17-1 CBIMF profile at X=1 in static cell with temperature gradient.
Figure 57. P(46) 17-1 CBIMF profile at $X=1$ in static cell with temperature gradient. Experimental data (gray) is fit with $S_{cb} \prime (\nu)$ (black line).

Figure 58. Residual trend from $S_{cb} \prime (\nu)$ fit to P(46) 17-1 CBIMF profile at $X=1$ in static cell with temperature gradient.
C. Spatially-Resolved Temperatures in a Supersonic Nozzle.

Experiment.

To assess the applicability of the spatially-resolved temperature diagnostic to COIL, cross-beam measurements were carried out in a small, de Laval nozzle. The nozzle schematic is displayed in Figure 59. The gas/vapor mixture enters the inlet from the left, passes through a diffuser plate, and is accelerated by the converging walls to achieve a Mach number of $M = 1$ at the throat. The nozzle was designed to achieve a Mach number of $M = 2$ at the exit plane.\textsuperscript{77, 78} Temperature measurements were made by directing the laser beam(s) through the rectangular quartz-glass plates to intersect in the gas flow at the point where the nozzle has a cross-sectional area of $A=0.7 \text{ cm} \times 1.0 \text{ cm}$. The small hole in the stainless-steel nozzle-frame is equipped with a quartz glass plug, allowing for optical signal detection perpendicular to the beam direction. The other quartz plug was removed and replaced by a ¼” OD polyethylene tube with its end positioned flush with the inner wall of the nozzle for pressure measurement. The nozzle itself was housed in a sealed vacuum chamber as shown in Figure 60 and Figure 61. The chamber components were obtained from MDC Vacuum Products Corporation. The nozzle was placed in a stainless steel, six-way cross with minimum clearance between nozzle frame and the cross’s inner-walls. The cross was mounted directly to the inlet port of an Alcatel 2063 CP+ vacuum pump (with Alcatel A300 oil) via a short conical reducer. All connections to the cross arms were made with Viton® O-ring assemblies and hinge clamps. Two glass view ports were used to transmit the laser beam(s) into and out of the cross. A third glass port was used for viewing laser excitation perpendicular to the beam direction (i.e. fluorescence passing through the quartz glass plug on the nozzle). To connect the ½”
glass tubing, external to the cross, to the ¼” nozzle inlet tube, a ½” to ¼” Cajon® fitting was welded in the center of a metal blank, which was fit to the top-most cross-arm. This orients the nozzle vertically with its exhaust directed downward into the pump inlet port. In Figure 61, the tube for pressure measurements inside the nozzle is shown where it extends out of a cross side-arm.

The gas/vapor source consisted of a horizontally positioned ½” diameter glass tube in which 5-10 gm of I₂ crystals were laid out along a 4” to 6” length within the tube as shown in Figure 62. The Ar buffer gas passed from its storage tank through ¼” polyethylene tubing to connect to the upstream end of the glass tube containing the I₂ crystals. The Ar passed over the crystals carrying I₂ vapor into the nozzle. A Baratron pressure transducer was placed at a point just external to the cross for a pressure measurement upstream of the nozzle.

The two nearly co-propagating laser beams were crossed at an angle of $\theta = 17^\circ$. The power for each beam (1 mm diameter) was 25 mW as measured at the entrance window on the six-way cross. The overlapping volume of the beams was 2.4 mm³ and fully contained within the interior of the nozzle. At the face of each rectangular quartz window on the nozzle, a 2 mm spacing between the beams was visually observed. Since the six-way cross was mounted directly on the vacuum pump, the two laser beams had to be directed off the optical table on which the laser rested. A PMT, preceded by a long-pass optical filter, was positioned at the edge of the optical table to view the laser excitation signal that was transmitted through the nozzle quartz plug, then though the glass view port on one of the horizontal cross arms. The distance from the PMT to the face of the cross-arm was 13”.
Figure 59. Nozzle side-view (upper schematic) and nozzle assembly (lower schematic).
Figure 60. Supersonic Flow Apparatus (side view).
Figure 61. Six-way cross mounted on pump.
Figure 62. Gas/vapor inlet plumbing (top photo). Supersonic flow experiment (bottom photo).
Results.

To compare against $T_{ex}$, a predicted nozzle temperature, $T_{test}$, was calculated using Equations (113) and (114) for the test point where the overlapped laser beams interacted with the gas flow. Ar was the choice for the carrier gas. The pertinent data used for the calculations along with the results are displayed in Table 18.

Additional calculations were performed with Equations (115) and (116) to ensure the available vacuum pump could drive the nozzle supersonically. The pertinent data for these calculations and the results are also shown in Table 18. The vacuum pump had a maximum speed of $S_{max} = 43$ cfm. The maximum volume rate in the nozzle is found from

$$VR_{max} = \frac{w_{max}}{\rho_{throat}}.$$  \hspace{1cm} (143)

### Table 18. Nozzle data and calculations.

<table>
<thead>
<tr>
<th>Nozzle Design Values</th>
<th>Selected Values</th>
<th>Constants</th>
<th>Calculated Values</th>
</tr>
</thead>
<tbody>
<tr>
<td>$A^* = 0.5 \text{ cm}^2$</td>
<td>$\gamma^Ar = 1.669$</td>
<td>$P_{standard} = 101325 \text{ Pa}$</td>
<td>$T_{throat} = 223.61 \text{ K}$</td>
</tr>
<tr>
<td>$A_{test} = 0.7 \text{ cm}^2$</td>
<td>$T_o = 298.15 \text{ K}$</td>
<td>$T_{standard} = 273.15 \text{ K}$</td>
<td>$P_{throat} = 14.61 \text{ Torr}$</td>
</tr>
<tr>
<td>$M^* = 1$</td>
<td>$P_o = 30 \text{ Torr}$</td>
<td>$\rho_{Ar}^{stip} = 1.7841 \text{ gm/L}$</td>
<td>$\rho_{throat} = 0.0419 \text{ gm/L}$</td>
</tr>
<tr>
<td>$M_{exit} = 2$</td>
<td>$S_{max} = 43 \text{ cfm}$</td>
<td>$R_o = 8.314510 \text{ J/(mole K)}$</td>
<td>$w_{max} = 0.58 \text{ gm/s}$</td>
</tr>
<tr>
<td>$S \equiv 38 \text{ cfm}$</td>
<td>$M_{Ar} = 39.948 \text{ gm/mole}$</td>
<td>$M_{test} = 1.858$</td>
<td>$VR_{max} = 29.5 \text{ cfm}$</td>
</tr>
<tr>
<td>$S@ 3.6 \text{ Torr}$</td>
<td>$R_Ar = 208.133 \text{ m}^2/(s^2 \text{ K})$</td>
<td>$P_{exit} = 3.6 \text{ Torr}$</td>
<td></td>
</tr>
<tr>
<td></td>
<td>$T_{test} = 138.37 \text{ K}$</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
The mass density of the gas at the throat can be determined from

\[ \rho_{throat} = \rho_{Ar}^{Stp} \frac{P_{throat}}{P_{standard}} \frac{T_{standard}}{T_{throat}}, \]  

(144)

where \( \rho_{Ar}^{Stp} \) is the Ar gas density at standard temperature and pressure. Using these two equations, \( VR_{max} = 29.5 \) cfm. The pump speed, \( S \), must exceed \( VR_{max} \). The pump inlet pressure was assumed to be \( P_{exit} \). From the pump manufacturer’s data, \( S \approx 38 \) cfm @ 3.6 Torr.\(^{79}\) This indicated the pump was marginally capable of exceeding the \( VR_{max} \) necessary to drive the nozzle at supersonic speeds.

A spatially-resolved temperature diagnostic was demonstrated in a supersonic flow of Ar seeded with I\(_2\) using CBIMF. A spectral profile obtained from this technique is shown in Figure 63 where the data (in grey) is fit with the Gaussian-based theoretical signal of Equation (134) (in black). The profile shows the highly asymmetric shape as expected from the theoretical predictions at low temperatures shown in Figure 13. The temperature extracted from the fit in Figure 63 is \( T_{ex} = 146.9 \) K \( \pm 0.4 \) K. The residual trend for the fit is shown in Figure 64. The data in Table 19 contains repeated measurements for I\(_2\) P(46)17-1 taken under fixed pressure conditions and at the same location within the nozzle. The first five data files in Table 19 were taken at longer scan times and longer lock-in time constants than were files 6 through 10. The coefficient of determination, \( r^2 \), for the fit improved for a longer scan time and longer time constant. As with the static cell measurements, there was difficulty in the fit to \( k \) as shown in trials 4, 7, 9 and 10.
Figure 63. CBIMF in supersonic nozzle for I$_2$ P(46) 17-1. The experimental data points are gray. The theoretical fit to the data is represented by the black line.

Figure 64. Residual trend for CBIMF profile of I$_2$ P(46) 17-1 in supersonic nozzle.
Table 19. CBIMF for I$_2$ P(46) 17-1 in supersonic nozzle with Ar/I$_2$. Consecutive measurements for same pressure and location.

<table>
<thead>
<tr>
<th>Trial</th>
<th>$T_{ex}$ (K)</th>
<th>$P_{inlet}$ (Torr)</th>
<th>$P_{nozzle}$ (Torr)</th>
<th>$k \times 10^{-5}$ (s$^{-1}$)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>146.89 ± 0.43</td>
<td>14.75</td>
<td>1.2</td>
<td>1.52 ± 0.09</td>
</tr>
<tr>
<td>2</td>
<td>150.52 ± 0.62</td>
<td>14.73</td>
<td>1.1</td>
<td>4.19 ± 0.15</td>
</tr>
<tr>
<td>3</td>
<td>141.23 ± 0.51</td>
<td>14.70</td>
<td>1.1</td>
<td>4.14 ± 0.15</td>
</tr>
<tr>
<td>4</td>
<td>149.24 ± 0.54</td>
<td>14.76</td>
<td>1.1</td>
<td>0.007 ± 0.15</td>
</tr>
<tr>
<td>5</td>
<td>162.95 ± 0.64</td>
<td>14.74</td>
<td>1.1</td>
<td>0.3 ± 0.17</td>
</tr>
<tr>
<td>6</td>
<td>139.86 ± 0.81</td>
<td>14.91</td>
<td>1.1</td>
<td>2.62 ± 0.26</td>
</tr>
<tr>
<td>7</td>
<td>147.17 ± 1.16</td>
<td>15.06</td>
<td>1.2</td>
<td>0.003 ± 0.4</td>
</tr>
<tr>
<td>8</td>
<td>136.42 ± 0.81</td>
<td>14.97</td>
<td>1.2</td>
<td>4.81 ± 0.24</td>
</tr>
<tr>
<td>9</td>
<td>153.96 ± 1.11</td>
<td>15.06</td>
<td>1.2</td>
<td>0.03 ± 0.4</td>
</tr>
<tr>
<td>10</td>
<td>151.61 ± 1.06</td>
<td>14.99</td>
<td>1.2</td>
<td>0.03 ± 0.4</td>
</tr>
<tr>
<td><strong>Average</strong></td>
<td><strong>147.98 ± 0.77</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

The same type experiment was performed for I$_2$ P(31) 17-1 ro-vibrational line which has a twenty-one line hyperfine spectrum. The SNR was, in general, lower compared to the P(46) 17-1 data as shown in Figure 65. The residual trend for the fit is shown in Figure 66. Again, as can be seen in Table 20, the absorption parameter proved difficult to fit. However, the average temperature of 147 K obtained from consecutive measurements agrees well with the P(46) 17-1 average $T_{ex}$ value.

For comparison to the CBIMF technique, laser excitation measurements using Single Beam Side-Fluorescence (SBSF) were performed under the same conditions as stated above for both the P(46) 17-1 and P(31) 17-1 ro-vibrational lines. Without changing the two-beam configuration for the CBIMF experiment, one of the incident beams was simply blocked from entering the six-way cross. The single beam that did enter the six-way cross was oriented at an 8.5$^\circ$ angle relative to a line perpendicular to window on the cross-arm and to the rectangular nozzle window.
Figure 65. CBIMF in supersonic nozzle for I$_2$ P(31) 17-1. The experimental data points are gray. The theoretical fit to the data is represented by the black line.

Figure 66. Residual trend for CBIMF profile of I$_2$ P(31) 17-1 in supersonic nozzle.
Table 20. CBIMF for I$_2$ P(31) 17-1 in supersonic nozzle with Ar/I$_2$. Consecutive measurements for same pressure and location.

<table>
<thead>
<tr>
<th>Trial</th>
<th>$T_{ex}$ (K)</th>
<th>$P_{inlet}$ (Torr)</th>
<th>$P_{nozzle}$ (Torr)</th>
<th>$k \times 10^{-5}$ (s$^{-1}$)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>139.50 ± 1.36</td>
<td>14.79</td>
<td>1.1</td>
<td>0.0003 ± 0.3</td>
</tr>
<tr>
<td>2</td>
<td>147.29 ± 1.43</td>
<td>14.85</td>
<td>1.1</td>
<td>0.0001 ± 0.3</td>
</tr>
<tr>
<td>3</td>
<td>145.98 ± 1.54</td>
<td>14.87</td>
<td>1.1</td>
<td>0.00003 ± 0.3</td>
</tr>
<tr>
<td>4</td>
<td>142.30 ± 1.38</td>
<td>15.14</td>
<td>1.1</td>
<td>0.003 ± 0.3</td>
</tr>
<tr>
<td>5</td>
<td>157.55 ± 1.79</td>
<td>15.05</td>
<td>1.1</td>
<td>0.0002 ± 0.4</td>
</tr>
<tr>
<td>Average</td>
<td>146.52 ± 1.50</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

A fit to the SBSF signal for the P(46) 17-1 ro-vibrational line is shown in Figure 67. The residual trend for the P(46) 17-1 SBSF fit is shown in Figure 70. A fit to the SBSF signal for the P(31) 17-1 ro-vibrational line is shown in Figure 69. The residual trend for the P(31) 17-1 SBSF fit is shown in Figure 70. Again, repeated measurements were performed under similar conditions for each ro-vibrational line and the extracted temperatures, pressure conditions, and absorption parameters are listed in Table 21 for P(46) 17-1 and in Table 22 for P(31) 17-1. The signal for the single beam side-fluorescence measurements is two orders of magnitude stronger than for the CBIMF measurement. The fits to the SBSF signals are better than for the CBIMF signals according the residual trends. In general, the standard errors in $T_{ex}$ and $k$ were smaller for SBSF than for CBIMF. The average SBSF temperature for both ro-vibrational lines was 47-48 K higher than for the corresponding CBIMF data, which was expected since the single beam was not oriented perpendicular to the gas flow. The SBSF beam interacted with the flow simultaneously at upstream positions and downstream positions which were at different temperatures. Fluorescence from all positions contributed to the SBSF signal.
Figure 67. Single Beam Side Fluorescence in supersonic nozzle for P (46) 17-1. The experimental data points are gray. The theoretical fit to the data is represented by the black line.

Figure 68. Residual trend for SBSF profile of I$_2$ P(46) 17-1 in supersonic nozzle.

<table>
<thead>
<tr>
<th>Trial</th>
<th>$T_{ex}$ (K)</th>
<th>$P_{inlet}$ (Torr)</th>
<th>$P_{nozzle}$ (Torr)</th>
<th>$k \times 10^{-5}$ (s$^{-1}$)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>195.65 ± 0.45</td>
<td>15.09</td>
<td>1.2</td>
<td>3.68 ± 0.06</td>
</tr>
<tr>
<td>2</td>
<td>198.36 ± 0.47</td>
<td>15.06</td>
<td>1.2</td>
<td>3.21 ± 0.07</td>
</tr>
<tr>
<td>3</td>
<td>196.54 ± 0.40</td>
<td>14.92</td>
<td>1.2</td>
<td>2.90 ± 0.06</td>
</tr>
<tr>
<td>4</td>
<td>196.40 ± 0.43</td>
<td>15.11</td>
<td>1.2</td>
<td>2.29 ± 0.07</td>
</tr>
<tr>
<td>5</td>
<td>197.86 ± 0.42</td>
<td>15.06</td>
<td>1.2</td>
<td>2.48 ± 0.07</td>
</tr>
<tr>
<td>Average</td>
<td>196.96 ± 0.43</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Figure 69. Single Beam Side Fluorescence in supersonic nozzle for P(31) 17-1. The experimental data points are gray. The theoretical fit to the data is represented by the black line.
Figure 70. Residual trend for SBSF profile of I$_2$ P(31) 17-1 in supersonic nozzle.

Table 22. Single Beam Side Fluorescence for I$_2$ P(31) 17-1 in supersonic nozzle with Ar/I$_2$. Consecutive measurements for same pressure and location.

<table>
<thead>
<tr>
<th>Trial</th>
<th>$T_{ex}$ (K)</th>
<th>$P_{inlet}$ (Torr)</th>
<th>$P_{nozzle}$ (Torr)</th>
<th>$k$ ($\times 10^{-5}$) (s$^{-1}$)</th>
<th>nozzle condition</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>289.77 ± 1.78</td>
<td>0.1763</td>
<td>0.1674</td>
<td>0.02 ± 0.1</td>
<td>no flow</td>
</tr>
<tr>
<td>2</td>
<td>194.71 ± 0.42</td>
<td>15.13</td>
<td>1.2</td>
<td>0.004 ± 0.04</td>
<td>flow</td>
</tr>
<tr>
<td>3</td>
<td>195.07 ± 0.42</td>
<td>15.08</td>
<td>1.2</td>
<td>0.009 ± 0.04</td>
<td>“</td>
</tr>
<tr>
<td>4</td>
<td>195.70 ± 0.46</td>
<td>15.02</td>
<td>1.2</td>
<td>0.0005 ± 0.05</td>
<td>“</td>
</tr>
<tr>
<td>5</td>
<td>193.83 ± 0.42</td>
<td>15.15</td>
<td>1.2</td>
<td>0.02 ± 0.04</td>
<td>“</td>
</tr>
<tr>
<td>6</td>
<td>193.78 ± 0.48</td>
<td>15.12</td>
<td>1.2</td>
<td>0.6 ± 0.05</td>
<td>“</td>
</tr>
<tr>
<td>Average #2-#6</td>
<td>194.62 ± 0.44</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Spectral profile data was also collected for the P(10) 19-2 & R(104) 18-1 blended line using both the SBSF at non-perpendicular angle to the gas flow and CBIMF, as shown in Figure 71 and Figure 72, respectively. The SBSF and CBIMF measurements listed in Table 23 were taken at several different pressures. The annotation “no flow/
residual” means the vacuum pump was running, but the valves in Figure 60 were closed preventing gas flow from entering the nozzle. In some cases, even after pumping down the six-way cross overnight, there was typically enough residual I₂ remaining in the test region to produce an easily detectable SBSF signal, and occasionally a weak and noisy CBIMF signal. The “no flow” SBSF linewidth extracted temperature of 293 K ± 1.4 K has reasonable agreement with a room temperature measurement by thermocouple external to the cross of 296 K.

Figure 71. SBSF in supersonic nozzle for P(10) 19-2 & R(104) 18-1. The y-axis is Relative Intensity (Arbitrary Units). The x-axis is Δν (GHz).
Figure 72. CBIMF in supersonic nozzle for P(10) 19-2 & R(104) 18-1. The y-axis is Relative Intensity (Arbitrary Units). The x-axis is $\Delta \nu$ (GHz).

Table 23. SBSF and CBIMF measurements for P(10) 19-2 & R(104) 18-1 in supersonic nozzle.

<table>
<thead>
<tr>
<th>Trial</th>
<th>$T_{ex}$ (K)</th>
<th>$P_{inlet}$ (Torr)</th>
<th>$P_{nozzle}$ (Torr)</th>
<th>Gas Flow</th>
<th>Technique</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>292.51 ± 1.39</td>
<td>0.17</td>
<td>0.16</td>
<td>no flow</td>
<td>SBSF</td>
</tr>
<tr>
<td>2</td>
<td>317.87 ± 1.17</td>
<td>0.21</td>
<td>0.15</td>
<td>I$_2$ only</td>
<td>SBSF</td>
</tr>
<tr>
<td>3</td>
<td>229.08 ± 0.48</td>
<td>13.93</td>
<td>1.07</td>
<td>I$_2$ + Ar</td>
<td>SBSF</td>
</tr>
<tr>
<td>4</td>
<td>229.40 ± 0.50</td>
<td>29.94</td>
<td>2.10</td>
<td>&quot;</td>
<td>SBSF</td>
</tr>
<tr>
<td>5</td>
<td>165.88 ± 0.65</td>
<td>13.56</td>
<td>1.05</td>
<td>&quot;</td>
<td>CBIMF</td>
</tr>
<tr>
<td>6</td>
<td>174.28 ± 1.15</td>
<td>15.05</td>
<td>1.10</td>
<td>&quot;</td>
<td>CBIMF</td>
</tr>
</tbody>
</table>
Figure 73. CBIMF for P(46) 17-1 in nozzle for various I₂/Ar pressures.

Table 24. CBIMF for P(46) 17-1 in nozzle for various I₂/Ar pressures.

<table>
<thead>
<tr>
<th>Trial</th>
<th>$T_{ex}$ (K)</th>
<th>$P_{inlet}$ (Torr)</th>
<th>$P_{nozzle}$ (Torr)</th>
<th>$k$ ($10^{-5}$ s⁻¹)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>140.61 ± 0.93</td>
<td>13.94</td>
<td>1.1</td>
<td>2.31 ± 0.3</td>
</tr>
<tr>
<td>2</td>
<td>149.92 ± 0.84</td>
<td>14.42</td>
<td>1.1</td>
<td>2.31 ± 0.1</td>
</tr>
<tr>
<td>3</td>
<td>144.52 ± 0.45</td>
<td>14.55</td>
<td>1.1</td>
<td>3.45 ± 0.07</td>
</tr>
<tr>
<td>4</td>
<td>140.84 ± 0.88</td>
<td>14.54</td>
<td>1.1</td>
<td>2.53 ± 0.2</td>
</tr>
<tr>
<td>5</td>
<td>226.02 ± 1.48</td>
<td>5.4</td>
<td>0.52</td>
<td>0.0003 ± 0.2</td>
</tr>
<tr>
<td>6</td>
<td>189.89 ± 1.25</td>
<td>10.26</td>
<td>0.82</td>
<td>1.19 ± 0.3</td>
</tr>
<tr>
<td>7</td>
<td>137.95 ± 1.11</td>
<td>20.91</td>
<td>1.5</td>
<td>0.0005 ± 0.3</td>
</tr>
<tr>
<td>8</td>
<td>165.00 ± 1.72</td>
<td>25.28</td>
<td>1.8</td>
<td>0.002 ± 0.5</td>
</tr>
<tr>
<td>9</td>
<td>187.40 ± 3.25</td>
<td>30.19</td>
<td>2.1</td>
<td>0.002 ± 0.95</td>
</tr>
</tbody>
</table>
It was observed that the nozzle produced supersonic flow and a minimum temperature when the inlet pressure was $\approx 15$ Torr corresponding to nozzle pressure $\approx 1.1$ Torr measured at the beam crossing point. The CBIMF extracted temperature obtained using Gaussian fits increased with increasing nozzle pressure as shown in Figure 73 and Table 24. The same was observed for SBSF measurements made at the oblique angle to the nozzle as displayed in Figure 74 and Table 25. For CBIMF, the SNR deteriorated rapidly above a 30 Torr inlet pressure. Higher-pressure measurements were obtained for the SBSF due to stronger SNR. The increase in $T_{ex}$ with increasing pressure above 15 Torr inlet pressure was not entirely due to pressure broadening. Attempts to fit the data with Voigt profiles constrained to have a fixed Lorentzian width still resulted in higher temperatures at the higher pressures. As the pressure in the nozzle is increased by increasing the inlet pressure, it is plausible that it begins to exceed the pressure (the “back pressure”) in the six-way cross external to the nozzle as maintained by the vacuum pump. If so, a shock wave could form inside the nozzle at a position dependent on the extent to which $P_{nozzle}$ exceeds the back pressure. As $P_{nozzle}$ increases above the back pressure, the shock wave will appear further upstream and approach the throat. This disturbance in the gas flow could influence the temperature measurement at the test point.

Discussion.

The temperature of a gas in a supersonic nozzle was obtained from CBIMF and SBSF measurements. The experimental signals agree with the theoretical predictions shown in Figure 13 and Figure 14. Given the differences between the simple calculation of temperature in an ideal nozzle and the flow dynamics
Figure 74. SBSF for P(46) 17-1 in nozzle for various I$_2$/Ar pressures.

Table 25. SBSF for P(46) 17-1 in nozzle for various I$_2$/Ar pressures.

<table>
<thead>
<tr>
<th>Trial</th>
<th>$T_{ex}$ (K)</th>
<th>$P_{inlet}$ (Torr)</th>
<th>$P_{nozzle}$ (Torr)</th>
<th>$k$ (X $10^{-5}$) (s$^{-1}$)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>309.43 ± 1.89</td>
<td>0.1</td>
<td>0.1</td>
<td>5.24 ± 0.12</td>
</tr>
<tr>
<td>2</td>
<td>287.58 ± 0.71</td>
<td>5.8</td>
<td>0.4</td>
<td>2.29 ± 0.07</td>
</tr>
<tr>
<td>3</td>
<td>241.72 ± 0.62</td>
<td>11.8</td>
<td>0.8</td>
<td>4.33 ± 0.01</td>
</tr>
<tr>
<td>4</td>
<td>206.08 ± 0.33</td>
<td>15.4</td>
<td>1.1</td>
<td>2.4 ± 0.03</td>
</tr>
<tr>
<td>5</td>
<td>195.34 ± 0.35</td>
<td>21.4</td>
<td>1.5</td>
<td>1.34 ± 0.05</td>
</tr>
<tr>
<td>6</td>
<td>199.91 ± 0.38</td>
<td>25.6</td>
<td>1.7</td>
<td>1.99 ± 0.06</td>
</tr>
<tr>
<td>7</td>
<td>204.85 ± 0.38</td>
<td>30.2</td>
<td>2.0</td>
<td>3.16 ± 0.06</td>
</tr>
<tr>
<td>8</td>
<td>218.26 ± 0.50</td>
<td>35.0</td>
<td>2.3</td>
<td>2.15 ± 0.04</td>
</tr>
<tr>
<td>9</td>
<td>213.56 ± 0.48</td>
<td>40.0</td>
<td>2.8</td>
<td>2.60 ± 0.05</td>
</tr>
<tr>
<td>10</td>
<td>218.48 ± 0.63</td>
<td>43.0</td>
<td>3.0</td>
<td>0.05 ± 0.09</td>
</tr>
<tr>
<td>11</td>
<td>211.50 ± 0.58</td>
<td>51.3</td>
<td>3.8</td>
<td>2.58 ± 0.08</td>
</tr>
<tr>
<td>12</td>
<td>214.73 ± 0.70</td>
<td>51.3</td>
<td>3.8</td>
<td>2.58 ± 0.08</td>
</tr>
<tr>
<td>13</td>
<td>222.20 ± 0.66</td>
<td>60.4</td>
<td>4.5</td>
<td>2.51 ± 0.06</td>
</tr>
<tr>
<td>14</td>
<td>243.00 ± 0.75</td>
<td>65.8</td>
<td>4.7</td>
<td>1.99 ± 0.07</td>
</tr>
<tr>
<td>15</td>
<td>270.51 ± 0.73</td>
<td>70.6</td>
<td>4.3</td>
<td>1.93 ± 0.06</td>
</tr>
<tr>
<td>16</td>
<td>265.12 ± 1.33</td>
<td>80.5</td>
<td>4.1</td>
<td>2.58 ± 0.1</td>
</tr>
</tbody>
</table>
in a real nozzle, the $T_{ex}$ values are reasonable. The CBIMF results for the blended line P(10) 19-2 & R(104) 18-1 were higher in temperature than those for the isolated lines by at least 17 K. The profile for this blended line in Figure 72 shows features due to noise which likely contributed to the inaccuracy of the extracted temperature. Using isolated lines, the experiments in which extracted temperature varied with gas/vapor pressure further establish the temperature diagnostic as an indictor of the nozzle performance.

In addition to the CBIMF and SBSF measurements, efforts were made to employ CBSAS in the nozzle. There was not sufficient SNR in the CBSAS signal for reliable temperature extraction. This was most likely due to the small overlap volume and the difficulty in detecting a small change in a large signal. To operate within the constraints of the experimental configuration, it was necessary to use a minimum 17° beam-crossing angle to ensure the overlap volume was contained within the nozzle. Therefore, it was not possible to explore any the advantage that a smaller crossing angle (and correspondingly larger overlap volume) could provide for the CBSAS technique.

To estimate the influence of systematic errors on the extracted temperatures in the nozzle, the CBIMF results for P(46) 17-1 were fit with $S'_{CB}(\nu)$ from Equation (138). The extracted temperatures from these fits are shown in Table 26 where the results from Table 19 are repeated for comparison. The effect of the nonlinearity term in $S'_{CB}(\nu)$ typically lowers the temperatures by less than 8 K. The statistical errors, with one exception, are larger. The fits of $S'_{CB}(\nu)$ to the data are worse in all cases than the $S_{CB}(\nu)$ fits. As an example, a $S'_{CB}(\nu)$ fit is shown in Figure 75. The spectral data is the same as the data in Figure 63. The residuals for the $S'_{CB}(\nu)$ fit are shown in Figure 76.
In general, the differences $T_{ex} - T_{ex}'$ were smaller for the $S'_{CB}(\nu)$ fits to the nozzle signals than for the static cell signals listed in Table 17. At the nozzle temperatures, the spectral profile reveals more features of the hyperfine structure than at temperatures $> 293$ K where the spectral profiles are broad and featureless. A small variation in the spectral signal due to a nonlinearity in the y-axis appears to have less of an impact on the extracted temperature for temperatures much less than 293 K.

Applicability of Temperature Diagnostic to COIL.

To ascertain if the temperature diagnostic would be practical for use in the COIL, it is necessary to present some background on the device with emphasis on the operating temperature in addition to an estimate of the I$_2$ pressure in the gain region. The physical configuration of the COIL must also be considered as it pertains to accessing the gain region with the diagnostic.

Table 26. CBIMF for I$_2$ P(46) 17-1 in supersonic nozzle with Ar/I$_2$. Consecutive measurements for same pressure and location. $T_{ex}'$ values are the results from fits with $S'_{CB}(\nu)$. $T_{ex}$ values are the results from fits with $S_{CB}(\nu)$.

<table>
<thead>
<tr>
<th>Trial</th>
<th>$T_{ex}$ from $S_{CB}(\nu)$ (K)</th>
<th>$T_{ex}'$ from $S'_{CB}(\nu)$ (K)</th>
<th>$T_{ex} - T_{ex}'$ (K)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>146.89 ± 0.43</td>
<td>140.47 ± 0.73</td>
<td>6.43</td>
</tr>
<tr>
<td>2</td>
<td>150.52 ± 0.62</td>
<td>144.35 ± 0.56</td>
<td>6.17</td>
</tr>
<tr>
<td>3</td>
<td>141.23 ± 0.51</td>
<td>136.04 ± 0.78</td>
<td>5.19</td>
</tr>
<tr>
<td>4</td>
<td>149.24 ± 0.54</td>
<td>154.59 ± 0.82</td>
<td>-5.35</td>
</tr>
<tr>
<td>5</td>
<td>162.95 ± 0.64</td>
<td>155.73 ± 0.76</td>
<td>7.22</td>
</tr>
<tr>
<td>6</td>
<td>139.86 ± 0.81</td>
<td>134.61 ± 1.08</td>
<td>5.25</td>
</tr>
<tr>
<td>7</td>
<td>147.17 ± 1.16</td>
<td>144.20 ± 1.24</td>
<td>2.97</td>
</tr>
<tr>
<td>8</td>
<td>136.42 ± 0.81</td>
<td>129.63 ± 0.96</td>
<td>6.78</td>
</tr>
<tr>
<td>9</td>
<td>153.96 ± 1.11</td>
<td>145.87 ± 1.10</td>
<td>8.09</td>
</tr>
<tr>
<td>10</td>
<td>151.61 ± 1.06</td>
<td>150.48 ± 1.41</td>
<td>1.14</td>
</tr>
<tr>
<td>Average</td>
<td>147.98 ± 0.77</td>
<td>143.60 ± 0.94</td>
<td>4.39</td>
</tr>
</tbody>
</table>
Figure 75. CBIMF in supersonic nozzle for I$_2$ P(46) 17-1. Experimental data (gray) is fit with $S'_{CB}(\nu)$ (black line).

Figure 76. Residual trend from $S'_{CB}(\nu)$ fit to CBIMF in supersonic nozzle for I$_2$ P(46) 17-1.
The COIL relies on an exothermal chemical reaction to create a population inversion. Initially, oxygen is prepared in a metastable excited state, \( O_2(a^1\Delta) \) with a radiative lifetime of 64 minutes. The energy from this metastable reservoir is transferred by collision to atomic iodine in the \( ^2P_{1/2} \) state. A population inversion is established between \( I (^2P_{1/2}) \) and \( I (^2P_{3/2}) \). Lasing occurs at the wavelength \( \lambda = 1.315 \mu m \). The relationship between the energy levels of the two species is illustrated in Figure 77. Details concerning laser generation can be found in numerous references.\(^7\),\(^80\)

The threshold for lasing is dependent on the concentration ratio of \( O_2(a^1\Delta) \) to total oxygen. At a temperature of 295 K, this ratio is approximately 15%. Exploiting the dependence of the equilibrium constant on temperature can reduce this threshold. By employing a supersonic nozzle to mix the oxygen and iodine, a temperature of 160 K is attainable at which the threshold yield (the ratio \( O_2(a^1\Delta)/O_2 \)) is reduced to 5%.\(^10\) A schematic of a supersonic COIL is shown in Figure 78.

In a typical COIL gain region, the static pressure of the supersonic flow is 5 Torr. The gas flow is comprised mostly of He and O\(_2\) in a ratio of 4:1 plus any secondary He flow which is typically added to improve nozzle performance. The I\(_2\) molar flow rate is typically 1.5 % of the O\(_2\) molar flow rate. In a device which has a Cl\(_2\) molar flow rate of 0.5 moles/s, the O\(_2\) molar flow rate will be approximately 0.5 moles/s. The corresponding molar flow rates for He and I\(_2\) are 2 moles/s and 0.0075 moles/s, respectively. If a secondary He flow rate of 1 mole/s is assumed, then the total molar flow rate is 3.5075 moles/s with I\(_2\) comprising 0.21% of the flow rate. The partial pressure of I\(_2\) is then 11 mTorr.
Figure 77. “Energy-level diagram for the Chemical Oxygen-Iodine Laser illustrating the resonant energy transfer from the metastable reservoir $O_2 (a^1\Delta)$ to the upper laser level of atomic Iodine, $I(^2P_{1/2})$. The energy-levels for several key states involved in the dissociation of molecular Iodine are also provided”.10

Figure 78. Schematic diagram of a typical supersonic Chemical Oxygen-Iodine Laser (COIL).10
A $\delta T_{ex} < 1$ K is the goal for the temperature diagnostic in COIL. From the measurements made in the static cell at room temperature (see Figure 45 and Figure 46), this goal was achieved for $P_{I_2} > 50$ mTorr using CBIMF. The CBSAS technique and the MPSF gave $\delta T_{ex} > 2$ K for pressures $> 50$ mTorr. For $P_{I_2} = 11$ mTorr in a static cell held at room temperature or higher, a $\delta T_{ex} < 1$ K or less could prove difficult for the same overlap volume.

There is an advantage to recording lineshapes at temperatures well below 293 K. Fits to the uniquely contoured profiles at temperatures $<< 298$ K had smaller standard errors in the fit parameters as compared to the fits to the broad featureless profiles at room temperature and higher. Since COIL operates at around 160 K, the advantage in fitting the lineshape may offer some reduction in $\delta T_{ex}$ to counter the low SNR expected at $P_{I_2} = 11$ mTorr. In terms of experimental apparatus, incorporation of a photon-counting detection technique into the diagnostic may further improve the SNR.61

The Air Force uses the Advanced COIL Test Stand for laser research and development in support of the Airborne Laser Program. The gain length is 10 cm, the length of the nozzle bank. Each nozzle is approximately 0.5 cm in width. Power is extracted transverse to the gas flow coming out of the nozzle bank using 2 mirrors separated by 1 m. The circular gain mirrors are 2” in diameter. The rest of the cavity is opaque. From a standpoint of geometry, the CBSAS technique would be the best choice. However, for the reasons discussed above, obtaining a signal with sufficiently high SNR may not be possible. While the CBIMF technique would most likely provide improved SNR, it is not possible to observe the fluorescence from a direction perpendicular to
diagnostic laser beams. When the COIL is operated without extracting power, the 2”
circular mirrors can be replaced with 3.5” X 11” rectangular windows which are used for
other diagnostic purposes. In this configuration, it would be possible to use the CBIMF
technique with the detector positioned at one of the windows and off-axis from the
diagnostic beams. If SNR is still insufficient, SBSF can be used, but the spatial resolution
would have to be achieved by employing optics in front of the detector. With the
rectangular windows, there are more options to increase the beam diameters and decrease
crossing angles with the CBSAS or CBIMF techniques to optimize the SNR. The
consequence would be, of course, a loss of spatial resolution.

A second difficulty with either CBIMF or SBSF involves repositioning the
detector system for measurements in a different location. This would be most difficult
with SBSF, less so with CBIMF. With CBSAS, repositioning the overlap volume
transverse to the flow only requires changing the position where the pump beam crosses
the probe beam; whereas changing the position of the overlap volume upstream or
downstream of the flow would require moving the detector.

The Air Force also conducts a research program for an Advanced Tactical Laser
(ATL), a small scale COIL device to be used in lower altitude missions that operates at
lower powers than the ABL. The COIL test stand for this program has a 20 cm gain
length. For general diagnostic purposes, a mirror “box” is positioned on either side of the
nozzle bank allowing optical access to the gain region beyond the exit plane of the nozzle
bank. The “mirror box” is an evacuated chamber containing optical components to
facilitate observation of the gain region. In addition, a rectangular window is incorporated
into the top side of the gain cavity. So, the CBIMF technique could be employed in its
usual configuration by directing the diagnostic beams through the mirror boxes and collecting the fluorescence through the top-side window. Both the CBSAS and SBSF could be utilized in the ATL, but the CBIMF would be the first choice.
IV. Conclusion

The primary result from this research is the successful demonstration of the CBIMF technique as a non-intrusive method for measuring the translational temperature of an I$_2$ seeded, Ar gas flow in a small supersonic nozzle. This cross-beam laser saturation technique is a new development. It offers a significant advantage over previous single beam LIF methods by providing three-dimensional spatial resolution limited only by the volume defined by the overlapping beams. Temperatures extracted from a 2.4 mm$^3$ overlap volume with $\approx$ 1 K statistical errors are of sufficient accuracy for characterizing the temperature of the gas flow in the COIL. In addition, these results indicate that the cross-beam technique could be applied to the research areas of flow-field characterization and nozzle design where the primary gas is seeded with I$_2$ to facilitate laser-induced fluorescence.$^{81,82}$

Another new development is the CBSAS technique which also offers three-dimensional spatial resolution. It has an advantage over CBIMF with its simpler experimental arrangement. However, CBSAS, as implemented in this work, was not successful in the nozzle experiments and therefore not likely to succeed as a diagnostic for COIL where the I$_2$ partial pressure is approximately 11 mTorr. Otherwise, the CBSAS technique would have greater success for application in a flow field test environment where the I$_2$ concentration can be controlled.

The Doppler-limited theoretical signal developed for this work is a critical part of the diagnostic. It is the first time such a theoretical model constructed from the hyperfine components has been used successfully for temperature extraction. The concept of
modeling the hyperfine structure has been attempted previously in connection with a single beam experiment, but the temperature extraction was not successful.\textsuperscript{83} Unique to this work, however, is the demonstrated need for a self-absorption term in the theoretical signal to account for the attenuation of the interrogating laser beam(s). Although it is applied to cross-beam spectral data, the theoretical signal is not restricted to these techniques. In situations where a single beam LIF experiment is appropriate, the theoretical signal is applicable. This was shown in the fits to the SBSF nozzle measurements.

Additional measurements for multiple ro-vibrational lines were made with the cross-beam techniques in a static cell with a steep thermal gradient at temperatures > 293 K. The extracted temperatures differed from thermocouple measurements by more than 10 K in several cases. The statistical errors in extracted temperatures were a few degrees and typically increased with increasing temperature in cell. This work demonstrated that the cross-beam signal at temperatures greater than 293 K is sensitive to the presence of a small nonlinearity in the amplitude. If a systematic error in a cross-beam technique manifested itself as a nonlinearity in the measured cross-beam signal, it is arguable that the nonlinearity could produce large discrepancies (10-20 K) between extracted and thermocouple-measured temperatures (as was observed in the static cell experiments) if the nonlinearity was not modeled in the theoretical cross-beam signal. This does not exclude the possibly that other modifications of the theoretical cross-beam signal may be necessary to achieve accuracy in a static environment at temperatures above 293 K. In contrast to the static cell measurements, the theoretical cross-beam signal does appear sufficient for use in a supersonic nozzle environment. The CBIMF signal at
approximately 145 K was demonstrated to be less susceptible to the introduction of a nonlinearity in the amplitude of the theoretical cross-beam signal.

The Doppler-free experiments performed to support the diagnostic development produced some valuable results also. The first known Ar pressure broadening rates were determined for I$_2$ hyperfine lines using SAS. The sub-Doppler technique was also an important practical method for selecting isolated ro-vibrational lines as candidates for the diagnostic by examining the hyperfine spectrum for overlapping components from adjacent ro-vibrational lines.

Recommendations for future research include exploring ways to optimize the temperature diagnostic. Logical follow-on efforts would be to utilize the CBIMF and CBSAS techniques to measure the temperature in the gain region of the Air Force’s Advanced Tactical Laser test stand and the Advanced COIL test stand as well as in nozzle test environments or wind tunnels. In conjunction with these efforts, efforts could be made improve the signal to noise ratio of both the CBIMF and CBSAS techniques. One direction to explore is advantage frequency modulation may provide in SNR over amplitude modulation. There is also the possibly of exploring the advantages of adapting other Doppler–free techniques, such polarization spectroscopy, to a cross-beam configuration.

Other areas of investigation could focus on basic spectroscopic phenomena. Efforts could be made to resolve the discrepancies between I$_2$ lifetimes measured with fluorescence decay methods and I$_2$ linewidths obtained from Doppler–free techniques. Contributions could also be made in determining pressure broadening rates of I$_2$ hyperfine components due to buffer gases. Finally, further investigations of velocity
changing collisions and their effects on the I$_2$ hyperfine spectrum could lead to insight into rotational and vibrational energy transfer mechanisms.
Appendix A. Blended Lines

A Mathematica® program was used to simultaneously constrain the blended line fits to the temperature information contained in the lineshape amplitudes and the common Doppler linewidth. From Equation (123), the amplitude from a CBSAS profile is given by

\[ A_{CBSAS} = C' \alpha' L' I_{probe}^0 I_{pump}^0 = \frac{C' \alpha'}{R^* h \nu} \frac{\sigma_o}{h \nu} = \frac{C' (\sigma_o)^2}{R^* h \nu} \Delta N^o \quad (145) \]

where the unsaturated population difference, for degenerate energy levels, is

\[ \Delta N^o = \frac{g_2}{g_1} N_i^o - N_2^o = \left( \frac{g_2}{g_1} f_1 - f_2 \right) N_{I_2} = \Delta f N_{I_2} \quad (146) \]

where \( g_1 = (2 J^* + 1) \) and \( g_2 = (2 J' + 1) \) are the rotational energy-level degeneracies, and \( f_i = N_{evJ}^i / N_{I_2} \) is the fractional population density for a particular level, and \( N_{I_2} \) is the total population density of iodine molecules. The population density \( N_{evJ}^i \) is given by Equation (15). Substituting Equation (146) and the expression for the absorption cross-section \( \sigma_o \), Equation (81), into Equation (145) yields

\[ A_{CBSAS} = C' \frac{1}{h \nu R^*} \left( \frac{A_{21} \lambda^2}{4 \pi^2 \Delta v_h} \right)^2 \Delta f N_{I_2}, \quad (147) \]

for the CBSAS signal amplitude. The Einstein coefficient for spontaneous emission, \( A_{21} \), given by Equation (10) can be substituted into Equation (147) to yield for the amplitudes of lines A and B:
\[ A_{\text{chbsas}}^A = \frac{C'}{R_A^* h v_A} \left( \frac{16\pi^2}{3 h (\Delta v_h)_A} \frac{c}{\lambda_A} \left( \frac{S_{J',J}}{2J_A + 1} \right) \right) \mu_e^A(\bar{R}) \left| \left< \psi_{J'}^A | \psi_{J'}^A \right> \right|^2 \Delta f^A N_{I_2}. \tag{148} \]

and

\[ A_{\text{chbsas}}^B = \frac{C'}{R_B^* h v_B} \left( \frac{16\pi^2}{3 h (\Delta v_h)_B} \frac{c}{\lambda_B} \left( \frac{S_{J',J}}{2J_B + 1} \right) \right) \mu_e^B(\bar{R}) \left| \left< \psi_{J'}^B | \psi_{J'}^B \right> \right|^2 \Delta f^B N_{I_2}. \tag{149} \]

In I$_2$ B-X transitions, \( S_{J',J}/(2J' + 1) \cong 1/2 \) for large \( J' \). In addition, the

\[ \left| \mu_e^i(\bar{R}) \right|^2 \] values are \( \approx 1 \). Using these approximations,

\[ A_{\text{chbsas}}^A \cong \frac{C'}{9 h^3 R_A^* (\Delta v_h)_A^2} \left( \frac{64 \pi^4 v_A}{9} \right) \left| \left< \psi_{J'}^A | \psi_{J'}^A \right> \right|^2 \Delta f^A N_{I_2} \tag{150} \]

\[ A_{\text{chbsas}}^B \cong \frac{C'}{9 h^3 R_B^* (\Delta v_h)_B^2} \left( \frac{64 \pi^4 v_B}{9} \right) \left| \left< \psi_{J'}^B | \psi_{J'}^B \right> \right|^2 \Delta f^B N_{I_2} \tag{151} \]

Recognizing that the upper state fractional population densities, \( f_i^u \), are effectively zero,

Equations (150) and (151) can be approximated further to yield

\[ A_{\text{chbsas}}^A \approx C_A' \left( \frac{64 \pi^4 v_A}{9} \right) g_2^A g_n^A \exp \left( -\frac{E_A^*}{k_B T} \right) \tag{152} \]

and

\[ A_{\text{chbsas}}^B \approx C_B' \left( \frac{64 \pi^4 v_B}{9} \right) g_2^B g_n^B \exp \left( -\frac{E_B^*}{k_B T} \right) \tag{153} \]

where, in general,

\[ C^* = \frac{C'}{9 h^3 R^* (\Delta v_h)^2} N_{I_2}. \tag{154} \]
For the purposes of the model, the constant $C^*$ is approximated to be the same for line A and line B; $C_A^* \equiv C_B^*$. Doing so allows $C^*$ to be used as a common fit parameter in the computer calculation. The close proximity of the resonant frequencies, $\nu_A \approx \nu_B$, supports the approximation. The homogeneous linewidth of the two adjacent lines should be very nearly the same. The real concern is whether or not $R_A^*$ and $R_B^*$ can be considered nearly equal. With these assumptions, however, the amplitudes of the two overlapping lines depend primarily on their respective energy-level degeneracies, FCFs, and the fractional population densities for the lower energy levels.

A fit to the CBSAS blended line signal of P(51) 18-2 & P(66) 16-1 is shown in Figure 79. The data is from the CBSAS static cell experiment. The fit is clearly very poor in the vicinity of the P(51) 18-2 line. The extracted temperature is 293 K +/- 0.4 K compared to the thermocouple-measured temperature of 300 K +/- 1 K. The difficulty in using this approach to fit profiles lies in correctly estimating $R_A^*$ and $R_B^*$. Given the complexity of the kinetics involved, it would seem that this approach isn’t practical for extracting temperatures in a gas at 300 K or higher temperatures.
Figure 79. A fit to CBSAS signal of the P(51) 18-2 & P(66) 16-1 blended line recorded in a static cell experiment. The amplitudes of each ro-vibrational line and the common Doppler linewidth are constrained to temperature. The y-axis is Relative Intensity (Arbitrary Units). The x-axis is Relative Frequency (GHz).
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Spatially-Resolved Temperature Diagnostic For Supersonic Flow Using Cross-Beam Doppler-Limited Laser Saturation Spectroscopy

Optical techniques for measuring the temperature in three-dimensional supersonic reactive flows have typically depended on lineshape measurements using single-beam laser absorption spectroscopy. However, absorption over extended path lengths in flows with symmetric, turbulent eddies can lead to systematically high extracted temperatures due to Doppler shifts resulting from flow along the absorption path. To eliminate these problems, Cross-Beam Saturation Absorption Spectroscopy (CBSAS) and Cross-Beam Inter-Modulated Fluorescence (CBIMF) have been developed which utilize two crossed and nearly copropagating laser beams to record the spectral signal of an I₂ ro-vibrational line in a small three-dimensional volume using a tunable CW dye laser. Temperature is extracted by fitting the recorded signal with a theoretical signal constructed from the Doppler-broadened hyperfine components of the ro-vibrational line. The CBIMF technique proved successful for extracting the temperature of an I₂-seeded, Ar gas flow within a small, Mach 2, Laval nozzle where the overlap volume of the two 1 mm diameter laser beams was 2.4 mm³. At a test point downstream of the nozzle throat, the average temperature of 146 K ± 1.5 K extracted from measurements of the I₂ P(46) 17-1 spectral line compared favorably with the 138 K temperature calculated from isentropic, one-dimensional flow theory.