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Abstract

SIFT has pioneered a human-automation integratitecture, called Playbo8%, based on a shared model of the tasks in the

domain. This shared task model provides a meamsimfin-automation communication about plans, goadéshods and

resource usage—a process akin to referencing playsports team'’s playbook. The Playbook endhliesan operators to

interact with subordinate systems with the sameébfliéy as with well-trained human subordinatdsjg allowing for adaptive

automation. We describe this approach and itscagiph in an ongoing project called Playbook-emianvariable Autonomy

Control Systerf (P-VACS).

Introduction

As automation becomes more sophisticated, man#ggniguman-machine interface becomes more comjasy to use
human-automation interfaces analogous to human+haelagation are limited to simple tasks. For dempperations,
there is often the danger that the automatiomiplgi transferring workload from one task to anotfeeg. supervision of
automation), or even adding to the user's workloadttentional demand (Bainbridge, 1983). Elemenitsust and
etiquette (see Miller, 2004) undoubtedly play adarole in the way we use automation, as doeshbiee of tasks to
automate (Parasuraman et al., 2000). There ibsasitial body of guidelines for creating effecttueman-automation
interactions, but most are abstract and there neensus on how to implement guidelines intagdg@ilitchell, 1998).
One concept for reducing human workload is thetioeaf adaptive systems as opposed to adaptabtensy (from
Oppermann, 1994). The chief distinction betweento is that an adaptable system allows the asmake his/her own
changes, whereas an adaptive system must makertsl@cisions about the adaptations to be made (&adkMiller,
2001). However, regardless of whether a systeadagptable or adaptive, one specific challengeernirtiplementation of
any human-automation interaction system lies iattrg an underlying representation for the userthacautomation to
communicate about tasks, resources, and intentdaastzibe our architecture and the technologiearfadaptive system
as applied in an ongoing project called Playbeefthanced Variable Autonomy Control Syste(RVACS), a multiple
Unmanned Aerial Vehicle (UAV) control system.

Task Representation
Qupervisory control is a design concept for enhancing the effectivené$siman-automation interaction. In supervisory
control, operators select tasks for automationngide instructions for how to perform them. Tiagkof a high level
plan is equivalent to expressing intent about vehto iperform which of the sub-tasks in that hidrgrand in what way.
Real time supervisory relationships with automati@ve rarely approached the flexibility of effeetituman-human
delegation, but substantial research shows thdtliegasuch relationships would provide importanhdfés, including
improved situation awareness, more accurate usagsiahs, balanced mental workload, increased ag®ptance, and
improved overall human + machine performance. chadlenge in providing such a task delegation mashais to make
it possible for the operator to express his orititent to the automation in a way that (a) is quickl easy enough to be
feasible in an operational setting, (b) is compnelie by all parties, and (c) will consistentlydameliably represent the
intent and constraints given highly diverse sitrai

Some members of our team have pioneered this Wierand Goldman,1997; Miller et al., 2000, Goldmet al., 2000;
Miller and Parasuraman, 2004), and others are gptoithe same conclusion (Bonad€99; Shrekenghost, 1999; Cruz et
al., 2001; Tabuada et al., 2001). We have crgaieof of concept illustrations of “Tasking Interé& which enable a
human to express his or her intent to an autontatettoller at various levels of a hierarchical daposition of tasks. This
is important asariable autonomy control allows the human operator to stipulate or prolfdwnstrain) the use of specific
methods or resources at all of the various levEle human user of such a system can expresseavighrhission goals or
very specific mission plans—or anything in betwe&hese have been shown to be the primary compootgbod intent
specification in human-human communication in amjitcommand and control domains (Klein, 1998; 8hk}t1995).
This flexibility to express intent at various levedf abstraction is perhaps better aligned with l@ninteract with each
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other (Cockburn). Furthermore, structured textgpebch-act related patterns as a means of liegtuser interfaces have
been shown to be beneficial to collaborative téislatesssa, 2001).

One key to creating automation that is smart endaghake instructing easy, yet subservient enoogthat it always
adheres to the operator’s intent, is the estabéishraf a common understanding between the humaratopend the
automation. SIFT has pioneered a human-automiatiegration architecture, called Playbook, based shared model of
the tasks in the domain for the purpose of achip@ommon understanding between components (bottarmwand
machine). This shared task model addresses tlierg@mentioned above by providing a means of iniaggomation
communication about plans, goals, methods and nesasage—a process akin to referencing playssipoes team’s
playbook. Playbook is a specific method of implatimg a delegation interaction and can be roughligded into two
components, (1)a hierarchical task model that mpatible with levels of automation (cf. Sherida®817), and (2) a
planning mechanism for evaluating existing resayrpkan validity, and instantiating the task modd&glow we compare
current UAV control methods to the Playbook method.

In the current state-of-the-art UAV control systerech UAV requires at least one fully trained tpilith knowledge of
most or all UAV sub-systems. When initializing @&sion, the operator must manually plot the flighth, a process that
may take 30 minutes before the UAV is launchede WAV then needs to be controlled via joystick caamads at a remote
control station for the duration of its flight. @lautomation is limited to the translation of a k&t of user commands to
controls for actuators. The automation does net e capability to model the operator’s intemt; store complex
commands. This presents an opportunity to intredushared task model. By identifying a set ofroomtasks, grouping
them into plays, and parameterizing elements sadfime and location, a set piay templates can be created. When a
previously defined play is to be executed, the atpercan select a play template and bind the paeamalues as
appropriate to his/her needs. Both the operatbttenautomation have a similar model of the segpiehtasks to execute.

Vetch Figure 1 llustrates an
Area example of such a play
template. In this example,

the Watch Area play
Sortie contains at least one sub-
play called “Overwatch
Sortie”. The significance of
the diamond following
m Overwatch Sortie is that
after performing an
Overwatch  Sortie, the
parent play (“Watch Area”)
may iterate back through
m one or more subsequent
instances of Overwatch
Sortie, or it may not—a
single instance may be
sufficient to complete the
play. Drilling down further in the representatioii/Vatch Area, we see that each instance of Ovelw@rtie may require
an initial step of “Obtain Aircraft” (a task thadrt be satisfied by various methods including reimgean idle resource or
removing one from an active, yet lower priorityypla Next, an Ingress task may be necessary arsh, ift will be
composed of one or more “Fly-to” waypoint legs.teAfingress is complete for the vehicle associafddthis Sortie, the
vehicle will Scan and may also Maneuver. Thedersmay repeat until some condition (generally titme requirements
for the parent Watch Area task) are completedlowinilg Maneuvering and Scanning, the Sortie incduale Egress and a
Destage task.

Figure 1 A template for the Watch Area play.

Since the set of procedures is now representdeiattomation, the operator may call this play@ogide the necessary
parameters each time s/he wishes to execute amtbsit resembles “Watch Area”. UAV control istgatarly suited to
use such a strategy because some form of a conasiombdel already exists in order to facilitate samication between
human operators for UAV controls that require rpldtioperators. By introducing this abstractioretay set of platform



independent play templates can be created sdéhaperator can call the same play regardles® afibcific type of UAV.
Furthermore, s/he now has the ability to dynamjcalleak’ the mission, such as designate threasisace adjust plans
without regard for the UAV operation.

Adaptive Automation and Relaxed Planning

As described above, the ‘playbook’ contains preeéefipatterns of behavior that are understood hyaaticipants on the
team (including the automation). By means of glsirshort play name or label, the operator caressyhis/her intent for a
large number of independent actors to behave ymandically-changing yet coordinated and effectaghfon. Plays can
serve as a shared point of reference from whiduild novel variations with minimal effort. It isorth noting that plays
also require the actors to be capable of interretnd applying the play to the context in whiah fifay is called. In a
sports playbook analogy, this may be as simplesaglidg whether to step left or right dependingwdrat direction the
opponent is coming from in a football play, buprecludes complete rote behavior. Actors must llosved some
autonomy about how to perform their delegated libtbsre is to be any efficiency gain in the sgste

Therefore, creating a large database of play teéagpis only part of the solution. The flexibility these play templates are
highly limited by the automation’s ability to modike user’s goals and intents. Suppose an opevatas to perform a
portion of Time Sensitive Targeting task, sayfqrening surveillance on a target, beginning at ecsje time, and for a
particular duration. The automation may checkatailability of resources and find that no UAVs arailable at the
specified start time. If the automation has natemfél models of the operator’s intent, it maypssearching, and report
that such a plan cannot be created. A human sobtedhowever, may understand that surveillancedme period is
better than no surveillance at all, realize thatadte resources will become available 5 minutesttsan the specified start
time, and offer a ‘relaxed’ plan as an alternatig. building this knowledge into the automatidrisiable to interpret and
apply a play in context, allowing for more flexityiland efficiency, resulting in an adaptable systdoser to a skilled
human subordinate.

We addressed this issu
by  structuring  our
architecture so that suc
knowledge can be
incorporated into the
automation, but is
abstracted from the tas
models. The overall
Playbook  architecture
consists of three
components, as
presented in  Figure 2:

1. Alibrary of task
models

2. A constraint-based _ _
planning engine Figure 2 General Playbook Architecture.

3. A User Interface

As described above, the hierarchical structurasif inodels is used to represent intent, whichderdposed into subtasks.
When the user selects a play and specifies cantstritie planning component, through its own kndgéeof viable task
structures and through interaction with sophigidagimulation tools (in this case, the VACS execugnvironment), is
capable of both fleshing out a plan within spedifiparameters and of critiquing a plan for feasjbitind goal
accomplishment. The planner accomplishes this tgssao knowledge about the resources (for exanymdetities such as
fuel or munitions, as well as less obvious resausteh as time, distance, or human attention aguitoon capabilities)
used by specific tasks in the scenario, and knaeled howlegal task combinations are known to accomplish goals.

Whenever known resource violations occur, the ganan report that this is not a feasible plamil&ily, whenever task
combinations do natdd up to the accomplishment of a parent goal, the plareports the conflict. The planner may
operate in one of two modes. The first is thequihg mode, where it will simply report the codfli The second, more



complex mode is the autonomous planning mode, wherplanner will choose another method for accisimplent and
present its improvisations to the operator. Theratpr is then presented with a choice to acceptject the planner's
suggested plan. This planning capability is nfafllssimulation, but rather a first-pass, coarsahggdconstraint checking
capability. It does not, for example, contain ality to simulate world states or enemy actiof¢evertheless, it is a
useful method of doing some plan generation areksarg for obvious errors. When, as in the Timestee Targeting
task described in the example above, the taskeiplan are to be performed by humans, this ldyalbaning is perfectly
adequate — it allows the humans involved somebiléyiin the specifics of performing the tasks, ilwhmaintaining
synchronization and communication when multiple &oractors are involved.

Playbook by itself is an environment for humanratéion and planning and does not include the elantlling and
control algorithms necessary to execute missionganvehicles. Asin  Figure 2, Playbook mhaesintegrated with a
control architecture that provides these capadsliti Geneva Aerospace’s Variable Autonomy Contystegn (VACS)

provides a robust integrated control architectaabling a single operator to control multiple UAfBuggan, 2001). The
VACS architecture links teams of UAVs with remofeetator workstations, where a human operator makérall mission
level decisions and interact with the various aiévels.

The Playbook integration advances VACS to highegléeof autonomy by providing automated means wéldping and
adjusting plans to achieve mission objectivesylitlak possesses a hierarchical understanding optstional intent and
specific target tasking, and can provide high-les@ihmands to the vehicle and sensor control sysfeltosving the
command structure already in place in the VACSedsence, VACS provides a “library” of control extean behaviors
from which increasinly complex sequences of tasks loe composed into plays. The integrated Playbo®ACS
(PVACS) capabilities are particularly relevant ecations where busy and/or non-rated operatorssupsrvise multiple
or heterogeneous vehicles. PVACS' combinatioreof high level and variable autonomy control alldawsy operators to
command sophisticated, coordinated behaviors simpty rapidly and allows operators with more timetraming to
impose highly specific commands to customize vetiehavior to their exact needs.

Additional details about the playbook concept caridund in (Miller and Goldman, 1997) and (MillerdaParasuraman,
2004). More detailed information about one versibthe Playbook’s reasoning and planning compocamtbe found in
(Goldman et al., 2000), though we are currentlyvatk on improving that reasoning component anckitswledge
representation. A more detailed presentation ®RWACS prototype and description of the user fimber and user
interactions with it can be found in (Miller et,&000).

Value of Playbook

In previous research we have obtained empiricdkegede for the efficacy of Playbook type interfafioesnission efficiency

when a single operator has to supervise multigatasgMiller and Parasuraman, 2003; Parasurann 2003; Squire et
al., 2004). We used the RoboFlag simulation piatftsee Parasuraman et al., 2003) with a simplffiegtbook interface
to emulate a typical Unmanned Vehicle (UV) missiorolving a single operator managing a team ofau &gents. The
results showed that the multi-level tasking progtidy the Playbook interface allowed for effectivaiusupervision of
agents, as evidenced by the number of missiongssfatly completed and the time for mission executin addition, the
flexible Playbook interface was superior to fixamhirol conditions in which the operator had acaesy to either direct
control of individual agents or automated plays@Jdut not both. Finally, the superiority of thexible Playbook interface
was particularly apparent in conditions when theament posture was unpredictable. These findimgsige strong

support for the view that the Playbook allows fffeaive tasking of multiple agents while keepihg supervisor in the
decision-making loop, without increasing supervigaental workload, and allowing the human supervisoradapt

successfully to unpredictable changes in the emviemt. These benefits are important because tnaaithuman-agent
interfaces have often been found to result in figmit system and human performance costs—inclualiode errors, user
under- and over-reliance on automation, and redsitggtion awareness (Parasuraman and Riley, 1&@gaman et al.,
2000). Such limitations are sometimes severe déndéaigesult in catastrophic accidents, as evidertmedumerous

analyses of aviation incidents, including unmanagdraft such as the Air Force’s Predator (Parasaraand Byrne,
2003). Hence, the development of appropriate hesmérmation interfaces is critical for effectiventan supervision of
autonomous agents. Playbook provides such anaoéedoncept. Its benefits will be particularly agpt in situations of
environmental uncertainty and where unexpectedi®eesur, making pre-programmed automated behawigffective.



Future Work

Far more than ‘just’ user interfaces, Playbook jolesa complete architecture for the integrationushan input, intelligent
a priori planning, reactive planning and event handling, @mgoing vehicle control loops. To date, develepinon this
tasking interface architecture has been directgtbaind-based control of remote vehicles, andpgiba mission planning.
However, our general tasking interface architecaxtends to work with software components and tslimited to the
vehicle control domain. SIFT is pursuing the agtlon and extension of Playbook in a number déwdifit directions.
One particular direction is in developing methodas to build more extensive task models, suchasbility to derive
Playbook task knowledge from results of CognitiverkVAnalysis (CWA) of a task domain and then use Ritaybook
architecture (including Ul and planning componetdsproduce useful task timeline inputs for a cmasive simulation.
Thus far, our emphasis in developing a representhtis not been on computational efficiency or evespecific software
representations, but rather on ease of accuratdlg@nprehensively expressing knowledge requiresnent
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