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Abstract

During the period of 6/1/2005 - 11/30/2005, we have performed different studies on wireless sensor networks.

1. We studied multi-target detection in radar sensor networks.
2. We made interference analysis and performance evaluation on UWB Sensor Networks in hostile environment.
3. An energy consumption and latency estimation scheme based on statistical modeling and maximal-likelihood detection was investigated for wireless sensor networks.
4. Self-organization in underwater acoustic sensor networks was studied.
5. We designed a cross-layer optimization scheme for mobile ad hoc networks using fuzzy logic systems.
6. A distributed query processing algorithm for data-centric sensor networks was proposed.
7. We investigated an asynchronous energy-efficient MAC protocol for UWB Sensor Networks.

Ten papers were produced during the past six months, and are attached to this report.

1 Multi-Target Detection in Radar Sensor Networks

Radar as a powerful sensor system has been employed for the detection and location of reflecting objects such as aircraft, ships, vehicles, people and natural environment. By radiating energy into space and detecting the echo signal reflected from an object or target, the radar system can determine the presence of a target. Furthermore, by comparing the received echo signal with the transmitted signal, the location of a target can be determined along with other target information.

Conventional radar system operates as independent entity. While in a resource-constrained wireless sensor network, such detached operation may lead to deteriorated performance and waste of limited resources. Cooperative techniques such as joint coding and joint detection appear to be very promising in optimizing system performance under constrained resources. In [1], we studied data fusion in a multi-target radar sensor network.

A lot prior research in data fusion are based on the assumption of lossless communication, i.e., the information sent from local sensors is perfectly recovered at the fusion center. Other researchers...
addressed the problem of distributed detection with constrained system resources, most of which provided the solutions to optimize sensor selection. In another hand, decision fusion with non-ideal communication channels is studied at both fusion center level and at the sensor level. Channel-aware decision fusion rules have later been developed using a canonical distributed detection system where binary decisions from multiple parallel sensors are transmitted through fading channels to a fusion center. Lin extended the channel aware decision fusion rules to multi-hop WSNs. The above results, however, are mostly obtained based on one target or one event detection which is not applicable to multi-target situations. Furthermore, in a radar sensor system, when clutter, the unwanted echoes from the natural environment is much larger than receiver noise, detection can be quite different from that when the noise is dominant.

In [1], we presented the theoretical formulation of decision fusion problem for multi-target case. The objective of this work is to extend the channel-aware decision fusion rules developed to multi-target radar sensor system. We made the assumption that the multiple targets are stationary targets in clutter. We used Rayleigh target fluctuation model and Gaussian clutter as our first stage study. Particularly, we assume the radar when receiving, is a constant false alarm receiver (CFAR). CFAR automatically raises the threshold level to keep clutter echoes and external noise from overloading, which performs as a good rejection of clutter.

2 UWB Sensor Networks in Hostile Environment

Since 2002 there has been great increasing popularity of commercial applications based on Ultra WideBand. This has ignited interest in the use of this technology for sensor networks. Actually, UWB systems have potentially low complexity and low cost; have a very good time domain resolution, which facilitates location and tracking applications. So, UWB wireless sensor networks are promising.

One of the most important applications of WSN is in battle field, which means there exist hostile interferences. Frequency Hopping (FH) technology offers an improvement in performance when the communication systems is attacked by hostile interference and reduce the ability of a hostile observer to receive and demodulate the communication signal. This kind of inherent property finds it a potential position in the UWB sensor networks. Based on the UWB definition released by the FCC (FCC, 2002) that a signal is UWB if its bandwidth exceeds 500 MHz, the overall 7.5 GHz bandwidth, that is, frequencies in the range 3.1 GHz to 10.6 GHz as based on the FCC ruling, can be split into smaller frequency bands of at least 500 MHz each. This character inspired us to design a hybrid FH/TH-PPM UWB system in [2].

In [2], we studied the performance of a FH/TH UWB sensor network with hostile partial-band (PB) tone interference and multi-user interferences. Interferences due to the hostile environment and the Multi-User Access are critical factors affecting performance of the Wireless Sensor Networks. There is clearly a need of a system that can survive from the severe interference. In this paper, an analysis is also made for precisely calculating the bit error rates in the presence of multitone/pulse (tone in frequency domain and pulse in time domain) interference and Multi-User Interference.

3 Energy Consumption and Latency Estimation Based on Statistical Modeling and ML Detection

In [3], we modeled the end-to-end distance for given hops in Wireless Sensor Networks. We derived that the single-hop distance follows the distribution $2r/R^2$, where $R$ is the transmission range. The end-to-end distance shows beta distribution for two hops, and approaches Gaussian distribution
when the number of hops is beyond three. As an application example, we proposed Statistical Distance Estimation, which shows less distance error than Hop-TERRAIN and APS (Ad hoc Positioning System). Our results are also applicable to other applications for Wireless Sensor Networks.

Based on this theoretical observation, we applied it to energy consumption and latency estimation based on the number of hops prediction[4][5]. The potential applications of WSN, such as environment monitor, often emphasize the importance of location information. Accordingly geographic routing was proposed to handle such requirement. Most likely, a packet is not routed to a specific node, but a given location. An interesting question arises as "how many hops does it take to reach a given location?" The prediction of the number of hops is important not only in itself but also in helping estimating the latency and energy cost, which are both important to the viability of WSN.

The question could become very simple if the sensor nodes are manually placed. However, if sensor nodes are deployed in a random fashion, which is the case for most potential application, the answer is beyond the reach of simple geometry. The stochastic nature of the random deployment calls for a statistical study. A natural and obvious estimation would be dividing the distance by the average inter-node distance (i.e., the average single-hop distance). However, such estimation may be unable to provide the required accuracy. We propose making a Maximum Likelihood (ML) decision,

\[ H = \arg \max \, f(H|r), \quad H = 1, 2, 3, \ldots \quad (1) \]

Considering

\[ f(H|r) = \frac{f(H, r)}{f(r)}, \quad (2) \]

the decision rule can be translated into

\[ H = \arg \max \, f(H, r), \quad (3) \]

where \( f(H, r) \) is also called objective function.

Generally, for \( H = n \), we have

\[
p(H_n, r_n | r_1, r_2, \ldots, r_{n-1}) = \begin{cases} 
-e^{-\lambda s[R + \sum_{i=1}^{n-1} r_i^2 - \sum_{i=1}^{n-1} r_i^2]} & R < r_n \leq nR \\
0 & \text{otherwise}
\end{cases} \quad (4)
\]

and

\[
p(H_n, r_n) = \int_{R}^{(n-1)R} \int_{R}^{R} \cdots \int_{R}^{R} p(H_n, r_n | r_1, r_2, \ldots, r_{n-1}) f(H_{n-1}, r_{n-1} | r_1, r_2, \ldots, r_{n-2}) \cdots f(H_1, r_1) dr_1 \cdots dr_{n-2} dr_{n-1} \quad (5)
\]

Theoretically, we can take derivative of (5) with respect to \( r \) to obtain the objective function, use (3) to decide the most likely \( H \) given \( r \) and give the probability of error for such a decision. However, (5) is awkward to evaluate and the computational cost could limit the applicability of such a decision scheme. Therefore, we propose Attenuated Gaussian Approximation for the joint pdf based on the histogram collected from the simulations. The skewness and kurtosis tests show a good fit between our approximation and the simulation data. Also, we found the following properties.
1. $\sigma_n \approx \sigma_{n-1}$, which means the neighboring joint pdf's have similar spread.

2. $m_n - m_{n-1} \approx m_{n+1} - m_n$, which means the joint pdf's are evenly spaced.

3. $3 < \frac{m_n - m_{n-1}}{\sigma_n} < 5$, which means the overlap between the neighboring joint pdf's is small but not negligible. (As a rule of thumbs, $Q(3)$ is considered relatively small and $Q(5)$ is regarded negligible.)

4. $\frac{m_n - m_{n-2}}{\sigma_n} \gg 5$, which means the overlap between the non-neighboring joint pdf's is negligible.

5. $\alpha < 1$. For large density $\lambda$, $\alpha \to 1$. Along with Property 1, this tell us that the neighboring joint pdf's have nearly identical shape.

These properties visibly simplify the decision rule and error analysis.

We decide $H = \hat{n}$ if $d_{\hat{n}-1} < r \leq d_{\hat{n}}$, (6)

where $d_n$ is the decision boundary given by

$$d_n = \frac{\sigma_n^2 m_{n+1} + \sigma_{n+1}^2 m_n}{\sigma_n^2 + \sigma_{n+1}^2}$$

(7)

And the probability of error is

$$p(\epsilon) \approx \alpha^2 Q\left(\frac{m_3 - m_2}{2\sigma_2}\right) + \sum_{n=3}^{\infty} \alpha^n [Q\left(\frac{m_n - m_{n-1}}{2\sigma_n}\right) + Q\left(\frac{m_{n+1} - m_n}{2\sigma_n}\right)]$$

(8)

Based on this result, for latency estimation, a good estimator of the total latency of a $l$-bit message is

$$l[T_{tx} + (\hat{n} - 1)(T_{tx} + T_{rx}) + T_{rx}] = l\hat{n}(T_{tx} + T_{rx})$$

(9)

And for energy cost, we have

$$E_{total}(l, r) = 2\hat{n}E_{elec} + 2\epsilon_{fs} \Delta \sum_{n=1}^{\hat{n}} m_n,$$

(10)

where $E_{elec}$ is the unit energy consumed by the electronics to process one bit of message, $\epsilon_{fs}$ is the amplifier factor for free-space path loss.

### 4 Self-Organization for Underwater Acoustic Sensor Networks

In [6], we are concerned with the optimal cluster size in underwater acoustic sensor networks. An UnderWater Acoustic Sensor Network (UW-ASN) can be thought of as an *ad hoc* network consisting of sensors linked by an acoustic medium to perform distributed sensing tasks. To achieve this objective, sensors must self-organize into an autonomous network which can adapt to the characteristics of the underwater environment. UW-ASNs share many communication technologies with traditional ad hoc networks and terrestrial wireless sensor networks, but there are some vital differences such as limited energy and bandwidth constraint, thus the protocols developed for traditional wireless ad hoc networks are not necessarily well suited to the unique features of WSNs. When a wireless sensor may have to operate for a relatively long duration on a tiny battery, energy efficiency becomes a major concern. Another issue in shallow water communications is that due to the limit
of bandwidth in shallow water communications, multi-hop communication could introduce heavy interference between cluster members, therefore, each sensor in a cluster communicate directly to its cluster head and intra-cluster communication should be coordinated by the cluster head in order to maximize the bandwidth usage. We showed that the optimal cluster size is also relevant to the working frequency of the acoustic transmission. Furthermore, we showed that assigning working frequency to cluster members according to their distances to the cluster head could minimize the energy consumption. Clustering has been widely used in pattern recognition, and we use it to obtain the energy-efficient organization for UW-ASN. Consider a heterogeneous UW-ASN, in which the low-capacity sensors serves as cluster members and are randomly distributed, and the high-capacity sensors serve as cluster heads and are manually positioned. If we obtain the optimal cluster size, then the required number of high-capacity sensors and their ideal positions can also be determined. If we assume the high-capacity sensors have virtually unlimited energy reserve compared to the low-capacity ones, only the energy consumption of the low-capacity sensors need to be counted. Under such circumstances, we derived the optimum cluster size, and we observed that the frequency allocation could be designed to minimize the energy consumption. Although the optimum frequency allocation is still elusive, we proposed an objective function, which can be used to seek such a frequency allocation algorithm.

5 Cross-Layer Design in Mobile Ad Hoc Networks

The demand for Quality of Service (QoS) in mobile ad hoc networks is growing in a rapid speed. To enhance the QoS, in [7][8], we considereerd the combination of physical layer and data-link layer together, a cross-layer approach. We proposed to use Fuzzy Logic System (FLS) for packet transmission delay analysis and prediction. We applied both a singleton type-1 FLS and an interval type-2 FLS for the analysis and prediction. Theoretical analysis and simulation data demonstrate that a type-2 fuzzy membership functions (MFs), i.e., the Gaussian MFs with uncertain variance is most appropriate to model Bit Error Rate (BER). Recent research and simulation data discovered that the lognormal distribution could match for the MAC layer service time. So we could also use the Gaussian MFs to mode the logarithm of MAC layer service time. We used Guassian membership functions (MFs) to represent the antecedents and the consequent and two FLSs: a singleton type-1 FLS and an interval type-2 FLS are designed to predict the packet transmission delay based on the BER and MAC layer service time. After that, we could adjust the transmission power according to the predicted packet transmission delay. Therefore average delay, energy consumption and throughput performances will change. We implemented the simulation model using the OPNET modeler. For type-1 FLS, We chose Gaussian membership function as antecedents; for interval type-2 FLS, we used Gaussian primary MF's with fixed mean and uncertain STD for the antecedents. The steepest decent algorithm was used to train all the parameters based on the 300 data sets. After training, the rules were fixed, and we tested the FLS based on the remaining 300 data sets. We summarized the root-mean-square-errors (RMSE) between the estimated packet transmission delay and the actual delay. Simulation result showed that the interval type-2 FLS performs better than the type-1 FLS. And we used the outcomes of FLS predictors to control the transmission powers. We assume we could know the actual transmission delay as ideal algorithm before we adjusted the transmission power. So we could use he simulation result to compare the performances of three algorithms (type-2 FLS, type-1 FLS, and ideal case). For average delay prediction, a type-2 FLS is better than the type-1 FLS, and the idea case is the best among the three. For energy efficiency, the type-2 FLS is better than the type-1 FLS, and the idea case is the lower bound. For throughput, the type-2 FLS is better than the type-1 FLS, and the idea case was set as the upper bound.
6 Energy Efficient Query Processing in Data-Centric Wireless Sensor Networks

The widespread deployment of sensor nodes is transforming the physical world into a computing platform. Sensor nodes not only respond to physical signals to produce data, they also embed computing and communication capabilities. They are thus able to store, process locally and transfer the data they produce. From a data storage point of view, wireless sensor network (WSN) can be regarded as a kind of database, distributed sensor database system (DSDS). DSDS, compared to traditional database systems, stores data within the network and allow queries to be injected anywhere through query processing operators in the network. Even though data query processing methods have been studied extensively in traditional database systems. Few of them can be directly applied into sensor database systems due to the characteristics of sensor networks: decentralized nature of sensor networks, limited computational power, imperfect information recorded, and energy scarcity of individual sensor nodes.

The goal of monitoring through sensor nodes is to infer information about objects from measurements made from remote locations. Since inference processes are always less than perfect, there is an element of uncertainty regarding the answers. When viewed from this perspective, the problem of uncertainty, which stands for the quality of query answers, is central to monitoring applications. Thus, to build useful information systems, it is necessary to learn how to represent and reason with imperfect information. Considering quality requirement and power constraint, we made analysis and classification on sources of imperfect information and energy waste for an environmental temperature monitoring application in [9]. In the context of our analyzing and understanding of query answer uncertainty, we utilized image chain method to express the nature and the source of uncertainty on temperature information derived from remote sensing. There are three main sources of imperfect information: measurement quality of nodes, which introduces uncertainty and imprecise information into query answers, point spread function of nodes, which introduces ambiguity into query answers, and link quality, which introduces incompleteness into query answers. Fixing other conditions, such as node density, communication range, sensing range and network coverage, we change those imperfect information sources separately to check the influences of those imperfect information sources on the correctness of query answers. Simulation results showed that with measurement errors, misrepresent errors, or missing information increased, the errors included in query answers are obviously increased and therefore the confidence of query answers is reduced. In energy waste source, we considered that within a network, not all available nodes provide useful information that improves the accuracy of final results. Furthermore, some information might be redundant because nodes close to each other would have similar data. From this prospect, collecting raw readings from all nodes to front-end nodes involves large amounts of raw readings, which will lead to shorter lifetime, especially for energy-limited WSNs.

In additions, we proposed a quality-guaranteed and energy-efficient algorithm (QGEE) for sensor database systems in [9]. We employed an in-network query processing method to task sensor networks through declarative queries. In query answer confidence control, we modeled the problem-determining optimal locations for a query, as a k-partial set cover problem and adaptively determine the value of the radius of disks according to users' quality requirements instead of fixing it when considering the influence of PSF of nodes on uncertainty of query answers. We formed our query vector space model (QVSM) to express the correlation between a query and all candidate nodes. We chose location, measurement quality and remaining battery capacity of nodes as the elements of QVSM. The decision-which nodes are active to respond queries-is based on their query correlation. That is, nodes with highest query correlation among their one-hop neighbors are chosen
to participate in related query processing. In QGEE, active nodes are chosen locally leveraging cooperation among nodes. Besides those, we also controlled the sample size to ensure the sampling distribution of estimators meet users' pre-specified target precision, and utilized a multipath, power-aware and mobility aware routing scheme to control information collection. Based on these strategies, our QGEE can adaptively form an optimal query plan in terms of energy efficiency and query quality. That is, only a subset of nodes within a network will be chosen to acquire readings or samples corresponding to the fields or attributes referenced in queries. The goal of our approach is to reduce interference coming from measurements with extreme errors and to minimize energy consumption by providing service that is considerably necessary and sufficient for the need of applications. Moreover, we employed probabilistic method to formulate the distribution of imperfect information sources in terms of probability distribution function (PDF). Since a statistic measurement on samples can rarely, if ever, be expected to be exactly equal to a parameter, it is important that a statement describing the precision accompanies estimation. We utilized confidence intervals to state both how close the value of a statistic being likely to be value of a parameter and the chance of being close. Hence, using our QGEE scheme, probabilistic query answers can be acquired on uncertain data. The probabilities to an answer allow users to place appropriate confidence in it. The simulation results demonstrated that, compared with the query processing algorithm which has no query optimization, our algorithm can reduce resource usage about 50% on processing same number of queries, the frame loss rate about 20%. The simulation results for MAXIMUM, MINIMUM and AVERAGE aggregation operation showed that our QGEE can successfully obtain suitable confidence intervals to guarantee the true value of query answers locating within this interval with a probability, which is equal to or larger than the pre-specified probability by users according to various query answer confidence requirement.

7 Energy Efficient Asynchronous MAC protocol for UWB Systems

Ultra wideband (UWB) technology offers unique advantages for wireless communications: precise location-timing capabilities, low power, low complexity, and low cost. However, no existing wireless network successfully takes advantage of the properties of this technology because of the lack of an efficient medium access control (MAC) technology. Multi-antenna systems have been studied intensively in recent years due to their potential to dramatically increase the channel capacity in fading channels. It has been shown that multi-input-multi-output (MIMO) systems can support higher data rates under the same transmit power budget and bit-error-rate performance requirements as a single-input single-output (SISO) system. However, direct application of multi-antenna techniques to sensor node impractical due to the limited physical size of a sensor node, which typically can only support a single antenna. In recent years, virtual MIMO conception have been proposed, which allows individual single-antenna nodes to cooperate on information transmission and/or reception. A cooperative MIMO system can be constructed such that energy-efficient MIMO schemes can be deployed.

In [10], we proposed an energy-efficient MAC protocol: asynchronous MAC protocol for UWB communications (A-MAC-UWB). From energy efficiency aspect, since, for UWB communication, circuit energy consumption is comparable to or even dominates the transmission energy since UWB is low power consumption i.e., a bit rate of 100Kpbs over 5 meters with no more than 1mW power consumption, we utilize virtual MIMO technology to reduce the idle time for waiting for sending/receiving next symbol. Virtual MIMO strategy can also increase the data rate, and substitute space diversity for time diversity to improve system performance. Besides this, we also exploit
multiple working models: sleep and active models. The idle time for waiting to transmit/receive next data packet is reduced through enforcing nodes into sleep mode to archive energy reservation. But the latency of data packets is traded off.

In addition, since UWB can support multiple access, our A-MAC-UWB protocol does not use mutual exclusion (as is commonly done by random access or TDMA protocols) but, in contrast, allows interference to occur and adapt to it. That is, competing sources are allowed to send concurrently, causing rate reduction instead of collisions. Slot ALOHA scheme is used in A-MAC-UWB. One of the advantages for our algorithm is removing the overhead of control packets for carrier sensing to avoid collision, such as RTS/CTS for CSMA/CA scheme, but also ensuring successful transmission. For multiuser interference, we set a model to adaptively adjust the data rate to ensure certain SNR at receiver side, since a Shanon capacity of a multipath fading additive white Gaussian noise (AWGN) wideband channel is a linear function of SNR. We formulate the relationship between probability of bit error and signal to noise and multiuser interference ratio (SNIR).

For optimum design for power on/off phase duration, we considerred the traffic whose arrival interval follows heavy tailed distribution, instead of Poisson distribution. Based on that, we acquired the probability density function (pdf) for power off phase duration for our algorithm. We also set up a objective function to carry out not only extend the power off duration as long as possible, but also ensure as less as possible chance for buffer overflowing for nodes within a cluster. For power on duration design, we also set up an object function to choose the highest date rate, which can ensure the BER acquired at receiver side to satisfy with the requirement. Compared with our previous work, we tried to find a better method to trade off between data packet latency and energy reservation.
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Abstract

In this paper, we consider the decision fusion of Rayleigh fluctuating targets in multi-radar sensor networks. Decision fusion and data fusion in Wireless Sensor Networks (WSNs) has been widely studied in order to save energy. Radar system as a special sensor network, when implemented for battlefield surveillance, faces bandwidth constraint in real-time applications instead of energy restriction. A reliable detection of multiple targets in clutter is perhaps the most important objective in such an echo-location system. In this work, we study the decision fusion rules of multiple fluctuating targets in multi-radar (MT-MR) sensor networks. The MT-MR decision fusion problem is modeled as a multi-input multi-output (MIMO) system. We assume that each radar makes binary decision for each target from the observation, i.e. if the target is present or not. We derive our MIMO fusion rules based on the target fluctuation model and compare against the optimal likelihood ratio method (LR), maximum ratio combiner (MRC) and equal gain combiner (EGC). Simulation results show that the MIMO fusion rules approach the optimal-LR and outperforms MRC and EGC at high signal to clutter ratio (SCR).

Index Terms: wireless sensor networks, radar, target fluctuation, clutter, MIMO, data fusion, Rayleigh, optimal likelihood, maximum ratio combiner, equal gain combiner
1 Introduction

Wireless sensor networks (WSN) have attracted growing interest in various applications, especially in the area of battlefield surveillance, health care and telemedicine, environmental and habitat monitoring. Radar as a powerful sensor system, has been employed for the detection and location of reflecting objects such as aircraft, ships, vehicles, people and natural environment. By radiating energy into space and detecting the echo signal reflected from an object or target, the radar system can determine the presence of a target. Furthermore, by comparing the received echo signal with the transmitted signal, the location of a target can be determined along with other target related information [1].

Conventional radar system operates as a pure independent entity. While in a resource-constrained WSN, such detached operation may lead to deteriorated performance and waste of limited resources. Collaborative signal and information processing over the network is a very promising area of research and is related to distributed information fusion [2]. Important technical issues include the degree of information sharing between sensors and how sensors fuse the information from other sensors. Processing data from more sensors generally results in better performance but also requires more communication resources. Similarly, less information is lost when communicating information at a low level (e.g., raw data), but requires more bandwidth. Therefore, it is a tradeoff between system performance and resource utilization in collaborative information processing and data fusion.

A lot of prior research in data fusion are based on the assumption of lossless communication, i.e., the information sent from local sensors is perfectly recovered at the fusion center. For example, in [3] and [4], Vashney et. al investigated the optimum fusion rules under the conditional independence assumption. Other papers [5, 6] addressed the problem of distributed detection with constrained system resources, most of which provided the solutions to optimize sensor selection. However, this lossless communication assumption is not practical for many WSNs where the transmitted data suffers from channel fading and multi-user interference. In another hand, decision fusion with non-ideal communication channels are studied at both fusion center level [7, 8] and at the sensor
level [9, 10]. In [8], Thomopoulos and Zhang derived the optimal thresholds by assuming a simple binary symmetric channel between sensors and the fusion center. Their method is quite simple but requires global knowledge of the entire system. In [7], channel-aware decision fusion rules have been developed using a canonical distributed detection system where binary decisions from multiple parallel sensors are transmitted through fading channels to a fusion center. Later, Lin et. al [11] have extended the channel aware decision fusion rules to more realistic WSN models that involve multi-hop transmissions. The above results, however, are mostly obtained based on one target or one event detection which is not applicable to multi-target situations. Furthermore, in a radar sensor system, when clutter, the unwanted echoes from the natural environment is much larger than the receiver noise, detection can be quite different from that when the noise is dominant.

The objective of this work is to derive the decision fusion rules of multiple fluctuating targets in multi-radar (MT-MR) sensor networks. We focus on the detection decision performance of fused data with the existence of clutter. The MT-MR decision fusion is modeled as a multi-input multi-output (MIMO) system. We present the theoretical formulation of the MIMO decision fusion problems. We make the assumption that the multiple targets are stationary targets embedded in clutter. Rayleigh target fluctuation model and Gaussian clutter are used in our first stage study. Particularly, we assume that the radar in our scenario, is a constant false alarm receiver (CFAR) when receiving. CFAR automatically raises the threshold level to keep clutter echoes and external noise from overloading, which performs as a good rejection of clutter.

The remainder of this paper is organized as follows. In the next section, we introduce the concept of clutter and target fluctuation model in radar sensor system. In Section 3, we briefly overview the previous work on fusion rules designed for a canonical parallel distributed detection system with single hop transmission between sensor nodes and fusion center. In Section 4, we present our MIMO decision fusion model for multi-target multi-radar sensor networks. Simulation and performance analysis are presented in Section 5. Section 6 concludes this paper.
2 Target Detection in Radar Sensor System

![Diagram of Radar System]

Figure 1: Basic Principle of Radar System

The basic principle of radar [1] is illustrated in Fig. 1. An electromagnetic signal is generated by the transmitter and is radiated into space by antenna. A portion of the transmitted energy is intercepted by the target and reradiated in various directions. The reradiation directed back towards the radar is collected by the radar antenna, which delivers it to a receiver. There it is processed to detect the presence of the target and determine its location. A single antenna is usually used on a time-shared basis for both transmitting and receiving when the radar waveform is a repetitive series of pulses. The range, or distance, to a target is found by measuring the time it takes for the radar signal to travel to the target and return back to the radar. The target’s location in angle can be found from the direction the narrow-beamwidth radar antenna points when the received echo signal of maximum amplitude. If the target is in motion, there is a shift in the frequency of the echo signal due to the doppler effect. This frequency shift is proportional to the velocity of the target relative to the radar. The doppler frequency shift is widely used in radar as the basis for separating desired moving targets from fixed clutter echoes reflected from the natural environment such as land, sea or rain. Radar can also provide information about the nature of the target being observed.

In active radar sensor networks, the received data usually consists of three parts: white thermal noise, clutter scattered by the land environment, and if a target is present, a reflected or reradiated
version of the transmitted signal [12]. That is, we have

\[ y(t) = \alpha(t) s(t) + n(t) + \omega(t) \]  

(1)

in which \( s(t) \) and \( y(t) \) are the transmitted and received signals, respectively. \( \alpha(t) \) is the target cross section or radar cross section (RCS). It is assumed that \( n(t) \) is additive noise and \( \omega(t) \) is the returned clutter, a distorted version of the transmitted signal \( s(t) \). In the work presented here, it is assumed that the received clutter is much larger than the white thermal noise, i.e. \( \omega(t) \gg n(t) \). Thus (1) turns to

\[ y(t) \approx \alpha(t) s(t) + \omega(t) \quad \text{(when } \omega(t) \gg n(t)\text{)} \]  

(2)

Classical radar equation takes target cross section or radar cross section (RCS) to determine the power density returned to the radar for a particular power density incident on the target. Nevertheless, the scattering of electromagnetic energy from a target is a rather complicated phenomenon, which depends on a number of factors such as target geometry, size, shape, aspect, altitude with respect to radar antenna etc. Therefore, it has been advantageous to model the target RCSs as a random variable. Some common fluctuation models are now available in the open literature, i.e. Swerling chi, lognormal, Rayleigh, Weibull as a compound Rayleigh distribution, Shadowed Rice target etc. In this work, we treat the target fluctuation as Rayleigh distribution which has the probability density function (pdf) as

\[ f_\nu(\nu) = \frac{\nu}{\sigma_c^2} \exp \left( -\frac{\nu^2}{2\sigma_c^2} \right) \]  

(3)

Where \( 2\sigma_c^2 \) is the mean square value of the envelope \( \nu \).

Clutter is the unwanted echoes from the natural environment such as land, sea, rain, birds, insects etc. Clutter can be distributed in spatial extent in that it is much larger in physical size than the radar resolution cell. There are also point or discrete clutter echoes that produce large backscatter. Because of the highly variable nature of clutter echoes it is often described by a
probability density function. Some clutters have similar distributions as the target fluctuation model, e.g., Gaussian, Rayleigh, log-Normal and Weibull. Nevertheless, other distributions have been proposed to describe the special statistics of clutter including K-distribution, contaminated normal, gamma and log-Weibull. For the first stage of this work, we set the returned clutter follows Gaussian distribution with zero mean.

3 Review of Previous Decision Fusion Rules

In a single target, single hop sensor network, the typical parallel fusion structure in a flat fading channel is depicted in Fig. 2. The received signal at the fusion center from kth sensor is $y_k = h_k u_k + n_k$, where $h_k$ is the channel fading envelope and $n_k$ is the zero-mean additive Gaussian noise with variance $\sigma^2$. K sensors collect data generated according to either $H_0$ (there is no target present) or $H_1$ (there is target present) and transmit these decisions over fading and noisy channels to a fusion center. The fusion center tries to decide which hypothesis is true based on the received data $y_k$ from all $k$.

![Diagram of single-target, single-hop decision fusion model](image)

Figure 2: Single-target, single-hop decision fusion model

Assume that the kth local sensor makes a binary decision $u_k \in \{+1, -1\}$, with false alarm and detection probability $P_{fk}$ and $P_{dk}$ respectively. That is, we have $P_{fk} = P[u_k = 1|H_0]$ and $P_{dk} = P[u_k = 1|H_1]$. Several decision fusion rules have been developed based on the above model in [11]. Throughout this work, we use $\Lambda^{(o)}$ to denote the fusion statistics for the single hop, single
• Optimal LR-based fusion statistic using complete prior knowledge. Assuming complete channel knowledge, the optimal LR-based fusion statistic was derived as

\[ A_1^{(s)} = \prod_{k=1}^{K} \frac{P_{dk} \psi_k^{(+)}}{P_{fk} \psi_k^{(+)}} + \frac{(1 - P_{dk}) \psi_k^{(-)}}{(1 - P_{fk}) \psi_k^{(-)}} \]  

(4)

where \( Y = [y_1, ..., y_k]^T \) is a vector containing observations received from all \( K \) sensors, \( \psi_k^{(+) = e^{-((y_k - h_k)^2/2\sigma^2)}} \) and \( \psi_k^{(-) = e^{-((y_k + h_k)^2/2\sigma^2)}} \).

• LR-based fusion rules using only fading statistics for Rayleigh fading channel. Implementing the optimal LR test as in (4) requires that all a priori information, including the instantaneous channel gains. Under the Rayleigh fading model, the LR-based fusion statistic using only the fading parameter is summarized below

\[ A_2^{(s)} = \prod_{k=1}^{K} \frac{P_{dk} \psi_k^{(+)}}{P_{fk} \psi_k^{(+)}} + \frac{(1 - P_{dk}) \psi_k^{(-)}}{(1 - P_{fk}) \psi_k^{(-)}} \]  

(5)

where \( \psi_k^{(+) = 1 + \sqrt{2\pi y_k e(2\gamma y_k^2/2)} Q(-y_k)} \), \( \psi_k^{(-) = 1 - \sqrt{2\pi y_k e(2\gamma y_k^2/2)} Q(y_k)} \) and \( \gamma = (\sigma_c/\sigma_n \sqrt{2\sigma^2 + \sigma_n^2}) \) with \( 2\sigma_n^2 \) being the mean square value of the fading channel, \( \sigma_n^2 \) is the noise variance, and \( Q(\cdot) \) is the complementary distribution function of a standard Gaussian random variable.

• A two-stage approximation using the Chair-Varshney fusion rule. A direct alternative to the above LR-based fusion rules is to consider the information transmission and decision fusion as a two-stage process: first \( y_k \) is used to infer about \( u_k \); then, the estimation of \( u_k \) are employed in the optimum fusion rule. Given the model in Fig. 2, the maximum likelihood (ML) estimation for \( u_k \) is \( \hat{u}_k = \text{sign}(y_k) \). Applying the fusion rule derived in [11], the Chair-Varshney fusion rule is obtained as
\[
\Lambda_3^{(s)} = \sum_{y_k < 0} \log \left( \frac{1 - P_{dk}}{1 - P_{fk}} \right) + \sum_{y_k > 0} \log \left( \frac{P_{dk}}{P_{fk}} \right)
\]  

(6)

- Fusion statistics using a maximum ratio combiner (MRC). In the low SNR regime, if the local sensors are identical, i.e., \( P_{dk} \) and \( P_{fk} \) are the same for all \( k \), then \( \Lambda_3^{(s)} \) reduces to a form analogous to an MRC

\[
\Lambda_4^{(s)} = \frac{1}{K} \sum_{k=1}^{K} h_k y_k
\]  

(7)

- Fusion statistics using an equal gain combiner (EGC). At low SNR regime, if the local sensors are identical, i.e., \( P_{dk} \) and \( P_{fk} \) are the same for all \( k \), then \( \Lambda_2^{(s)} \) reduces to a form analogous to an EGC

\[
\Lambda_5^{(s)} = \frac{1}{K} \sum_{k=1}^{K} y_k
\]  

(8)

Among the above five fusion rules, \( \Lambda_1^{(s)} \) requires complete channel knowledge and provides uniformly the most powerful detection performance. At low SNR, the MRC statistic provides the best performance among the three suboptimum fusion rules; while at high SNR, the Chair-Varshney fusion rule outperforms the MRC and the EGC statistics. The EGC statistic, however, provides better performance over a wide range of SNR than the MRC statistic and the Chair-Varshney fusion rule and requires the least amount of prior information.
In our scenario, it is assumed that there are multiple radar sensors and multiple stationary targets in the field. A radar detects the presence of a target and generates the decision data according to two hypothesis: \( H_0 \) : there is no target present and \( H_1 \) : there is target present. Each decision data is transmitted to the fusion center, normally a radar sensor as well. In a multi-hop radar sensor network, the decision data is relayed via several radars to reach the fusion center. When there are multiple radar sensors and multiple targets in the field, the data fusion problem can be roughly modeled as a Multi-Input Multi-Output (MIMO) fusion problem. In this paper, we assume the radar sensors are disparate, geographically dispersed in the field such that the radar observations or decisions are spatially independent. Fig. 3 illustrates an example of single-hop decision fusion problem.

Let \( M \) denote the number of radar sensors and \( N \) be the number of targets. The received signal \( Y^{(t)} \) at the fusion center at time \( t \) is a \( N \times M \) matrix.
We assume that the radar sensors are geographically dispersed, detection decisions are made at each separate local radar. The element $y_{ij}^{(t)}$ of (9) is the decision (target present or absent) of the $j$th target from the $i$th radar sensor. $y_{ij}^{(t)}$ can be represented as

$$y_{ij}^{(t)} = c_{ij}^{(t)} \cdot s_{ij}^{(t)} + \omega_{ij}^{(t)}$$

Observe that in [11], the researchers assume that both the false alarm $P_f$ and probability of detection $P_d$ are fixed and identical for all local sensors. Moreover there is no correlation between the false alarm $P_f$ and probability of detection $P_d$. In radar system however, this assumption is very unpractical especially in the heavy clutter situation. One method to suppress the heavy clutter is to use constant false alarm rate (CFAR) receiver. CFAR automatically raises the threshold level to keep clutter echoes and external noise from overloading the automatic tracker with extraneous information. In our study, we assume the receivers of all radar sensors are CFAR which implies that though the false alarm rate is a constant, the probability of detection of each local radar sensor varies. We use $P_f$ as the fixed false alarm rate and $P_{di}$ to denote the distinct probability of detection at radar sensor $i$ throughout this work.

We next derive the MIMO decision fusion rules for the multi-target radar sensor networks starting from the single-hop radar sensor networks.

### 4.1 Decision fusion rule in multi-target, single-hop radar sensor networks

- Assume we have complete knowledge of the target fluctuation coefficients, the optimal LR-based fusion rule for the $j$th target was derived as
Complete decision vector for $N$ targets are denoted as $\Lambda^{(1)} = [\Lambda_1, \Lambda_2, ..., \Lambda_N]^T$ and

\[
\Lambda_j^{(1)} = \prod_{i=1}^{M} \frac{P_{di}\psi_{ij}^{(+)} + (1 - P_{di})\psi_{ij}^{(-)}}{P_{f_j}\psi_{ij}^{(+)} + (1 - P_{f_j})\psi_{ij}^{(-)}} \quad j = 1, ..., N
\]  

(11)

\[
\psi_{ij}^{(+)} = \begin{bmatrix}
    e^{-\left(y_{i1} - \alpha_{i1}\right)^2/2\sigma^2} \\
    e^{-\left(y_{i2} - \alpha_{i2}\right)^2/2\sigma^2} \\
    \vdots \\
    e^{-\left(y_{iN} - \alpha_{iN}\right)^2/2\sigma^2}
\end{bmatrix} \quad i = 1, ..., M
\]

(12)

\[
\psi_{ij}^{(-)} = \begin{bmatrix}
    e^{-\left(y_{i1} + \alpha_{i1}\right)^2/2\sigma^2} \\
    e^{-\left(y_{i2} + \alpha_{i2}\right)^2/2\sigma^2} \\
    \vdots \\
    e^{-\left(y_{iN} + \alpha_{iN}\right)^2/2\sigma^2}
\end{bmatrix} \quad i = 1, ..., M
\]

(13)

- LR-based fusion rules using only target fluctuation statistics. Under the assumption of Gaussian clutter model and Rayleigh target fluctuation model, the LR-based fusion statistic using only the target fluctuation coefficients is summarized below

\[
\Lambda_j^{(2)} = \prod_{i=1}^{M} \frac{P_{di}\psi_{ij}^{(+)} + (1 - P_{di})\psi_{ij}^{(-)}}{P_{f_j}\psi_{ij}^{(+)} + (1 - P_{f_j})\psi_{ij}^{(-)}} \quad j = 1, ..., N
\]

(14)

where $\gamma = (\sigma/\sigma_\omega\sqrt{\sigma^2 + \sigma_\omega^2})$ with $2\sigma^2$ being the mean square value of the target fluctuation model, $\sigma_\omega^2$ is the clutter variance.


\[
\psi^{(+)}_i = \begin{bmatrix}
1 + \sqrt{2\pi \gamma} y_{i1} e^{(\gamma^2 y_{i1}^2/2)} Q(-y_{i1} \gamma) \\
1 + \sqrt{2\pi \gamma} y_{i2} e^{(\gamma^2 y_{i2}^2/2)} Q(-y_{i2} \gamma) \\
\vdots \\
1 + \sqrt{2\pi \gamma} y_{iN} e^{(\gamma^2 y_{iN}^2/2)} Q(-y_{iN} \gamma)
\end{bmatrix} i = 1, \ldots, M
\] (15)

\[
\psi^{(-)}_i = \begin{bmatrix}
1 - \sqrt{2\pi \gamma} y_{i1} e^{(\gamma^2 y_{i1}^2/2)} Q(y_{i1} \gamma) \\
1 - \sqrt{2\pi \gamma} y_{i2} e^{(\gamma^2 y_{i2}^2/2)} Q(y_{i2} \gamma) \\
\vdots \\
1 - \sqrt{2\pi \gamma} y_{iN} e^{(\gamma^2 y_{iN}^2/2)} Q(y_{iN} \gamma)
\end{bmatrix} i = 1, \ldots, M
\] (16)

- Fusion statistics using a maximum ratio combiner (MRC). In the low SNR regime, if the local radar sensors are identical, i.e., \( P_{di} \) and \( P_{fi} \) are the same for all \( i \), then \( \Lambda^{(1)} \) reduces to a form analogous to an MRC

\[
\Lambda_j^{(3)} = \frac{1}{M} \sum_{i=1}^{M} \alpha_{ij} y_{ij} \quad j = 1, \ldots, N
\] (17)

- Fusion statistics using an equal gain combiner (EGC). At low SNR regime, if the local radar sensors are identical, i.e., \( P_{di} \) and \( P_{fi} \) are the same for all \( k \), then \( \Lambda^{(2)} \) reduces to a form analogous to an EGC

\[
\Lambda_j^{(4)} = \frac{1}{M} \sum_{i=1}^{M} y_{ij} \quad j = 1, \ldots, N
\] (18)
4.2 Decision fusion for multi-target multi-radar sensor networks

When considering a multi-hop radar sensor networks, decision fusion problem for multiple targets could be quite complicated. For simplicity, we follow the assumption in single-hop case and assume the relay radar sensors have no direct observation of all the targets. Comparing Fig. 3 with Fig. 4, the above assumption assures that the MIMO fusion problem for multi-hop remains the same dimension as the one in the single-hop case.

![MIMO fusion model for multi-hop radar sensor networks](image)

Figure 4: MIMO fusion model for multi-hop radar sensor networks

We make the further assumption that each relay radar makes a simple hard decision on the signal transmitted from its last hop radar. Therefore, given that the clutter is Gaussian, we have

\[ s^k = \text{sign}(\alpha^{k-1}s^{k-1} + \omega^{k-1}) \]  

(19)

Hence, the ultimate received signals at the fusion center transmitted from all the \( M \) last hop radars have the similar form as (9). We also assume that the Rayleigh RCS has unit power, i.e., \( E[\alpha_{ij}^2] = 1 \) and Gaussian clutter has variance \( \sigma^2 \) to facilitate SCR calculation later in the paper.

Implementing the decision rules for single target, multi-hop WSNs in [11] to our multi-target, multi-hop radar sensor networks, we get the decision fusion rules as follows.
Optimal LR-based Fusion Rule

In multi-hop radar sensor network, we assume only the first hop radar sensors are CFAR with false alarm $P^0_d$ and probability of detection $P^0_d$. Let $P_{di}^c$ be the probability of detection at the $i$th radar in the last relay, [11] has proved that for one given target detection, $P_{di}^c \approx P^0_d$ and $P_f^c = P^0_d$ at high signal to clutter ratio (SCR). At low SCR, $P_{di}^c$ and $P_f^c$ can be approximated as

$$P_{di}^c \approx \frac{1}{2} + \frac{2^{M_i} \left( \prod_{k=0}^{M_i-1} \alpha_{ik} \right)}{\left( \sqrt{2\pi\sigma} \right)^{M_i}} \left( P^0_d - \frac{1}{2} \right)$$

(20)

$$P_f^c \approx \frac{1}{2} + \frac{2^{M_l} \left( \prod_{k=0}^{M_l-1} \alpha_{ik} \right)}{\left( \sqrt{2\pi\sigma} \right)^{M_l}} \left( P^0_d - \frac{1}{2} \right)$$

(21)

Assume there are $M$ radar sensors in the last hop, $M_i$ is the number of hops at the $i$th radar. $\alpha_{ik}$ is RCS value at the $k$th relay of radar $i$.

The optimum LR-based fusion rule for multi-target radar sensor networks can be written as

$$A_j^{(1)} = \prod_{i=1}^{M} \frac{P_{di}^c + (1 - P_{di}^c) \cdot \phi_{ij}}{P_f^c + (1 - P_f^c) \cdot \phi_{ij}}$$

where

$$\phi_i = \begin{bmatrix}
    e^{-(2\pi\alpha_1)M_i/\sigma^2} \\
    e^{-(2\pi\alpha_2)M_i/\sigma^2} \\
    \vdots \\
    e^{-(2\pi\alpha_N)M_i/\sigma^2}
\end{bmatrix}$$

(23)

$i = 1, \ldots, M$
• Denote $\Lambda^{(2)}$ as the LR rule that corresponds to the case when only the target RCS statistics are known. $\Lambda^{(2)}$ can be derived for the multi-hop MT-MR sensor networks.

$$
\Lambda_j^{(2)} = \prod_{i=1}^{M} \frac{1 + [P_{di}^c - Q(\gamma_{yij})]\sqrt{2\pi} \gamma_{yij} e^{(\gamma_{yij})^2/2}}{1 + [P_{fj}^c - Q(\gamma_{yij})]\sqrt{2\pi} \gamma_{yij} e^{(\gamma_{yij})^2/2}} \quad j = 1, ..., N
$$

(24)

where $y_i = [y_{i1}, y_{i2}, ..., y_{iN}]$ is a vector containing all $N$ decision data from radar $i$. $P_{di}^c$ and $P_{fj}^c$ are denoted as in (20) and (21).

• Decision fusion rules of Maximum ratio combiner (MRC) and equal gain combiner (EGC) have the identical format as the single hop case because for both of them, the decision fusion only depends on the last hop.

5 Simulation Results

In this section, we simulate the performance of the decision fusion rules derived for multi-target radar sensor networks. For ease of SCR calculation, we assume that all the target RCSs have unit power, i.e, $E[\alpha_i^2] = 1$. Binary decisions are made at the local radar sensors and the relay radars. The target RCS are generated using the Rayleigh model.

For multi-target, single-hop radar sensor network and multi-target, multi-hop radar sensor network, we are interested to compare the four decision fusion rules:

• Optimal LR-based rule

• LR-based rule with target RCS statistics only

• MRC rule

• EGC rule

In all simulations, we assume the constant false alarm rate $P_f = 0.01$ (for multi-hop case, $P_f = 0.01$ is the one at the first hop). Under hypothesis $H_0$ when a target is detected as absent,
$P_f = Q(\frac{X_t}{\sigma})$. We then know the detection threshold $X_t = Q(P_f)^{-1} \sigma$. When a target is detected, i.e., hypothesis $H_1$, the probability of detection $P_{di} = Q(\frac{X_t - \mu_i}{\sigma})$.

![Graph showing the probability of miss detection vs. SCR](image)

**Figure 5: Single hop**

Fig. 5 gives the probability of miss detection vs. the SCR for multi-target, single-hop radar sensor network. There are total two stationary targets, three radar sensors in the field. The optimal LR-based fusion rule provides the most powerful detection performance but it requires complete target RCS knowledge. The LR-based rule with target RCS statistics approaches the optimal LR-based rule in low SCR and have about 1dB loss in higher SCR. MRC and EGC have similar performance. Both are little worse than the LR-based rule with target RCS statistics.

Fig. 6 and Fig. 7 are the performance for multi-target, multi-hop radar sensor networks. Fig. 6 shows the probability of miss detection when each of the three radar sensors reaches the fusion center in two hops. Fig. 7 shows the performance when the three radar sensors reach the fusion center in unequal hops. In our simulation, we assume that one radar sensor reaches the fusion center.
center in two hops while the others in single hop. As expected, the probability of detection for the single-hop case outperforms the one for multi-hop.

6 Conclusions

In this paper, we presented the MIMO decision fusion rules for multi-target, multi-hop radar sensor networks under the assumption that the target RCS is Rayleigh model and clutter echoes follow Gaussian. We derived the optimum LR-based fusion rule and a sub-optimal LR-based fusion rule with the target RCS statistics only. Simulation results show that the MIMO fusion rules approach the optimal-LR and outperforms MRC and EGC at high signal to clutter ratio (SCR).

In many cases, two or more local radars may share a common relay node on their way to the fusion center. Under this circumstances, the independent assumption made toward the target RCS may not be held. It is actually a very interesting space correlation issue. As the radar observations
always demonstrate time correlation, further research will be focused on this space-time correlation of radar sensor networks.
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Abstract
Interferences due to the hostile environment and the Multi-User Access are critical factors affecting performance of the Wireless Sensor Networks. There is clearly a need of a system that can survive from the severe interference. In this paper, we designed a hybrid Frequency Hopping/Time Hopping-Pulse Position Modulated (FH/TH-PPM) UWB system for Wireless Sensor Networks to confront the hostile environment. FH and TH are both used to get as much diversity gain as possible. An exact analysis is also derived for precisely calculating the bit error rates for both Additive White Gaussian Noise channel and path-loss channel in the presence of multitone/pulse (tone in frequency domain and pulse in time domain) interference and Multi-User Interference.

Index Terms : Time Hopping, Frequency Hoppoing, PPM, Wireless sensor networks, UWB, BER
1 Introduction

Wireless sensor networks are becoming more popular for an ever-increasing range of applications with improvements in device size, power control, communications and computing technology. Since 2002 there has been great increasing popularity of commercial applications based on Ultra WideBand. This in turn has ignited interest in the use of this technology for sensor networks. Actually, UWB systems have potentially low complexity and low cost; have a very good time domain resolution, which facilitates location and tracking applications. So, UWB wireless sensor networks are promising.

One of the most important applications of WSN is in battle field, which means there exist hostile interferences. Frequency Hopping (FH) technology offers an improvement in performance when the communication systems is attacked by hostile interference and reduce the ability of a hostile observer to receive and demodulate the communication signal. This kind of inherent property finds it a potential position in the UWB sensor networks. Based on the UWB definition released by the FCC (FCC, 2002) that a signal is UWB if its bandwidth exceeds 500 MHz, the overall 7.5 GHz bandwidth, that is, frequencies in the range 3.1 GHz to 10.6 GHz as based on the FCC ruling, can be split into smaller frequency bands of at least 500 MHz each. This character inspired us to design a hybrid FH/TH-PPM UWB system.

Sensor Network communication systems have to be multi-user accessible, which means different users/sensor nodes are allowed to share the same physical medium for transmitting and receiving different data flows. In TH-UWB, the spectrum of the impulse radio signal is usually shaped by encoding data symbols using TH sequences, which are typically described as pseudorandom PN codes. These same sequences can also serve as users' signatures and ensure access to the medium to multiple users. Therefore, this so called Time Hoppping Multiple Access (THMA) technology will be a reliable choice in this case. However, in a realistic scenario where systems cannot achieve ideal synchronization, multi-user interference
(MUI) will be another crucial factor besides the previous mentioned hostile interference to affect the system performance. Clearly, the simple Signal-to-Noise-Ratio (SNR) is less than enough to give a comprehensive performance evaluation for sensor networks. Therefore, Signal-to-Interference-plus-Noise-Ratio (SINR) should be analyzed instead.

Several efforts have been made in the recent past for evaluating the effect of MUI on symbol error rate with single-user reception in an AWGN channel [7, 6]. However, hostile jammer are considered in none of them, which would be challenged in this paper. For example, a TH-UWB sensor network, which is set up in a hostile environment, it is feasible for the enemies to estimate the shape of a pulse. Therefore, a repeated-imitated-pulses intruder will be sent out to degrade the performance of the network. The main contribution of this paper, we put the hostile interference along with the MUI into consideration, and through the precise analysis a closed-form performance analysis expression can be got.

The rest of this paper is organized as follows. The system models, including the transmission, channel and receiver, will be introduced in Section 2. The MUI and hostile interference will be studied in Section 3 and Section 4 respectively, and the SINR and closed-form BER will be derived as well. Numerical results and comparisons will be present in Section 5; and conclusions are made in Section 6.

2 System Models

In the proposed system, there are $N_F$ non-overlapping FH bands, each with bandwidth $B_h$, where $B_h$ is the bandwidth required to transmit a TH-PPM signal in the absence of FH. Let $s^k(t)$ denotes the $k$-th user's signal at time $t$ in this FH/TH-PPM UWB system with totally $N_u$ users, and it takes the form

$$ s^k(t) = \sqrt{\frac{E_b}{N_s}} \sum_{j=-\infty}^{+\infty} c^h_j(k)p[t - jT_f - c^h_j(k)T_c - d_j(k)\delta] $$  \hspace{1cm} (1)
where \( p(t) \) is a chip waveform, which can take arbitrary time-limited pulse shapes proposed specifically for UWB communication systems, and is normalized to satisfy \( \int_{-\infty}^{\infty} p^2(t) dt = 1 \).

The notations and parameters are:

- \( N_s \) is the number of pulses used to transmit a single information bit. \( T_f \) is the time duration of a frame. In general case, \( N_s \geq 1 \) pulses carry the information of one bit. The bit duration \( T_b \) should satisfy, \( T_b \geq T_f N_s \).

- \( E_b \) is the energy per information bit. \( \sqrt{\frac{E_b}{N_s}} \) is the normalized energy in each symbol.

- \( c_{th}(k)T_c \) is the time shift introduced by the TH code. \( T_c \) is the chip duration. \( c_{th}(k) \) is the \( j \)-th coefficient of the TH sequence used by user \( k \); it is pseudo-random with each element take an integral in the range \([0, N_h - 1]\), where \( N_h \) is the number of hops. \( T_c \leq T_f/N_h \) should be satisfied.

- The \( d_j(k)\delta \) term represents the time shift introduced by PPM modulation. In our system, 2PPM is only considered. Therefore, \( d_j(k) \) represents the \( j \)-th binary data bit (0 or 1) transmitted by the \( k \)-th user; \( \delta \) is the PPM shift.

- \( c_{th}(k) = \sqrt{2}\cos(2\pi f_kj) \) is the \( k \)-th user's spreading code during \( j \)-th frame.

Notice that each symbol chooses one of the \( N_F \) sub-bands to transmit the signal, however, in each sub-band, the transmission is TH-2PPM.

In WSN, in order to save energy, sensor nodes choose to be idle for most of the time. The number of nodes who are actually in the status of communication is unknown. However, the total number of sensor nodes in the network and the access rate \( \lambda \), i.e., the rate that a node in the communication status, for each node are easy to know. Therefore, the users of the communication system, \( N_u^T \), is a Binomial random variable. Since the total number of nodes, \( N_U \), is very large, we can approximate the Binomial distribution to a Gaussian random variable.
with the mean $N_U \lambda$ and variance $N_U \lambda(1 - \lambda)$, as

$$f_{N_u^T}(n_u^t) = \frac{1}{\sqrt{2\pi N_U \lambda(1 - \lambda)}} e^{-\left(n_u^t - N_U \lambda\right)^2/2N_U \lambda(1 - \lambda)} \quad (2)$$

For the $N_u^T$ users, they randomly choose one of the sub-bands to transmit the signal according to $c_j^{th}(k)$ symbol by symbol. It is also a Binomial random variable with the coefficient $1/N_F$. To simplify the problem, we assume that the users are distributed optimally, so the number of users share the same channel, $N_u$, should be expressed as

$$N_u = N_u^T/N_F. \quad (3)$$

Assume over one $T_f$, $N_u$ users' signals are simultaneously transmitted over a channel with $L_c$ paths [2], the composite waveform at the output of the receiver antenna maybe written as

$$r(t) = \sum_{k=1}^{N_u} \sum_{l=1}^{L_c} \alpha_l^{(k)} s_j^{(k)}(t - \tau_l^{(k)}) + n(t) + I(t) \quad (4)$$

where $n(t)$ is the additive Gaussian Noise with two-sided power spectral density $N_0/2$, $I(t)$ is the hostile jammer interference, $\alpha_l^{(k)}$ and $\tau_l^{(k)}$ are the attenuation and the delay affecting replica of the $k$-th user's signal traveling through the $l$-th path. In writing (4), we have implicitly assumed a static channel, meaning the $\alpha_l^{(k)}$ and $\tau_l^{(k)}$ are either fixed or vary so slowly that they are practically constant over several bits.

Consider $s^{(1)}(t)$ to be the desired user, all the other $N_u - 1$ users signals are interference signals. We make assumptions

- The reference transmitter and receiver of a reference link are perfectly synchronized under the coherent detection hypothesis;

- A dominant path exists that conveys the major part of the desired user's energy [3];

the decision statistic over the 1-st user's $j$-th symbol is obtained as

$$z_j = \int_{jT_f}^{(j+1)T_f} r(t) v(t - \tau_1^{(1)} - jT_f - c_j^{(1)} T_c) dt, \quad (5)$$
where $v(t) = p(t) - p(t - \delta)$ is the correlation template waveform.

Afterwards, a simple hard decision of the information bit based on $z_j, j = 0, 1, \ldots, N_s - 1$ will be made by majority law.

3 Multi-User Interference Analysis

In this section, we will first focus on the analysis of MUI with the absence of hostile jammer interference. We assume there is no inter-channel-interference. Therefore, the received signal of 1-st user's $j$-th symbol can be expressed as:

$$r_j(t) = r_j^{(1)}(t) + r_{j,mui}(t) + n(t)$$

where $r_{j,mui}(t)$ is the MUI contribution at the receiver input. If the users are many and have comparable powers, we can approximate the MUI as a white Gaussian process by the central limit theorem [5] and, as such, it can be lumped into the additive Gaussian Noise,

$$w_{tot}(t) = r_{j,mui}(t) + n(t)$$

and $w_{tot}(t)$ is still a white Gaussian process. Correspondingly, the minimum error probability can be achieved by computing (5).

However, we still need to evaluate the energy of the MUI. Since the system is asynchronous, we need to consider all cases where a pulse originated by any of the transmitters but TX1, is detected by the receiver. First of all we need to analyze the noise provoked by the presence of one alien pulse at the output of the receiver by using the similar method as in[1].

$$mu_{i}(k)(\tau(k)) = \sqrt{E_{RX}^{(k)}} \int_0^{T_e} p(t - \tau(k))v(t)dt$$

where, $E_{RX}^{(k)} = \alpha^{(k)}(E_b/N_s)$, and here we suppose $\alpha^{(k)} = 1 \forall k$.

Since $\tau(k)$ is uniformly distributed over $[0,T_f)$, however, the region the MUI noise can affect to the desired user, is only at $[-T_p, T_c]$, with $T_c = 2T_p[1]$. Hence,

$$\sigma_{mu_{i}(k)}^2 = \frac{1}{T_f} \int_{-T_p}^{T_c} \left( \sqrt{E_{RX}^{(k)}} \int_0^{T_e} p(t - \tau(k))v(t)dt \right)^2 d\tau(k)$$
and cumulate all the $N_u - 1$ interference sources, the total MUI energy is

$$\sigma_{mui}^2 = \frac{1}{T_f} \sum_{k=2}^{N_u} E_{RX}^{(k)} \left( \int_0^{T_f} \left( \int_0^{T_c} p(t - \tau^{(k)}) u(t) \, dt \right)^2 \, d\tau^{(k)} \right) (10)$$

Since all the delays, $\tau$, are identically distributed, and under the hypothesis of perfect power control, e.g., $E_{RX}^{(k)} = E_{RX} \forall k$,

$$\sigma_{mui}^2 = \frac{E_{RX}}{T_f} \sum_{k=2}^{N_u} \left( \int_0^{T_f} \left( \int_0^{T_c} p(t - \tau) u(t) \, dt \right)^2 \, d\tau \right) (11)$$

Define $\sigma_M^2$ as

$$\sigma_M^2 = \int_0^{T_f} \left( \int_0^{T_c} p(t - \tau) u(t) \, dt \right)^2 \, d\tau$$

$$= \int_0^{T_f} \left( \int_0^{T_c} p(t - \tau) (p(t) - p(t - \delta)) \, dt \right)^2 \, d\tau$$

$$= \int_{-T_p}^{T_f} (R_0(\tau) - R_0(\tau + \delta))^2 \, d\tau (12)$$

and (10) becomes

$$\sigma_{mui}^2 = \frac{E_{RX}}{T_f} (N_u - 1) \sigma_M^2 (13)$$

Therefore, the SIR over one symbol can be expressed as:

$$SIR_{mui} = \frac{T_f}{(N_u - 1)\sigma_M^2} (14)$$

Let $SNR_{ref}$ denotes the equivalent signal to noise and MUI ratio over one symbol, it can be written as

$$SNR_{ref} = (SNR_n^{-1} + SIR_{mui}^{-1})^{-1} (15)$$

where $SNR_n$ are the signal to noise ratio over one symbol.

Hence,

$$SNR_{ref} = \left( \left( \frac{E_{RX}}{N_0} \right)^{-1} + \left( \frac{T_f}{(N_u - 1)\sigma_M^2} \right)^{-1} \right)^{-1}$$

$$= \frac{T_f}{N_0 T_f + (N_u - 1)\sigma_M^2} \left( \frac{E_b}{N_0} \right) (16)$$
where $E_b/N_0$ is the system SNR.

We can also get the equivalent variance of $w_{tot}(n)$,

$$N'_0 = N_0 + \frac{(N_u - 1)\sigma_w^2 E_b}{N_s T_f}$$  \hspace{1cm} (17)

4 Performance Analysis with Multitone/pulse Interference

In this section, the SIR for the hostile interference part is obtained. As previously mentioned, in a hostile environment, which is a common case for sensor networks, it is feasible for an enemy to estimate/detect the pulse waveform, furthermore, send the imitational waveform to interfere the communication system. However, it is not economy or efficient for the interference to cover all the frequency bandwidth. So, what we study here is a multitone/pulse (tone in frequency domain; and pulse in time domain) interference, which implies that the jamming signal consists of one or more tones/sub-bands transmitted within the total bandwidth; and it has the same pulse shaper as the transmitted 2-PPM signal does.

We make the following assumptions:

- The multitone/pulse interference has a total power $P_j$, which is transmitted in a total of $q$ equal power interfering tones spread randomly over the spread spectrum bandwidth;

- The time duration for the interference pulse is the same as the time duration of the transmitted signal pulse $p(t)$, which is denoted as $T_p$. To simplify the problem, we suppose $T_c = 2T_p$ and $\delta = T_p$. The hop period of the interference is also $T_p$, and each hop is independent.

- The multitone/pulse interference can catch the signal pulse with the perfect timing. We consider the scenario that there is at most one interference per FH sub-band. Hence, in one hop, the probability that a FH band contains an interference tone/pulse is $q/N_F$. Observe the transmitted signal as in (1), the signal hops both in the frequency domain
and in the time domain symbol by symbol. Therefore, our analysis will first focus on one symbol.

![Figure 1: An example of the waveform of a 2-PPM signal.](image)

For one symbol, no matter what $c_j^h(k)$ and $d_j^h(k)$ are, it is a 2-PPM signal shown as in Fig 1. The left one is the waveform when $d_j(k) = 0$, and the right one is the waveform when $d_j(k) = 1$. We partition the symbol duration as two time slots, hence, for the multitone/pulse interference, there are two hops. And because in each hop, it is independently distributed, there should be totally four cases with regard to the jammer interference for each symbol:

1. **Case1.** There is no jammer interference in either of two slots, and the probability of case1 is

   $$P\{\text{case1}\} = (1 - \frac{q}{N_F}) \cdot (1 - \frac{q}{N_F}). \quad (18)$$

2. **Case2.** There is jammer interference in each slot, and the probability of case2 is

   $$P\{\text{case2}\} = \frac{q}{N_F} \cdot \frac{q}{N_F}. \quad (19)$$
3. **Case 3.** There is one and only one jammer interference pulse, and it is at the same slot as the signal pulse. The probability of case 3 is

\[ P \{ \text{case } 3 \} = (1 - \frac{q}{N_F}) \cdot \frac{q}{N_F} \quad (20) \]

4. **Case 4.** There is one and only one jammer interference pulse, and it is not at the same slot as the signal pulse. The probability of case 4 is

\[ P \{ \text{case } 4 \} = (1 - \frac{q}{N_F}) \cdot \frac{q}{N_F} \quad (21) \]

The received signal of the \( j \)-th symbol of 1-st user can be expressed as:

\[ r_j'(t) = r_j^1(t) + I_{\text{jammer}}(t) + w_{\text{tot}}(t); \quad (22) \]

where \( r_j^1(t) \) and \( I_{\text{jammer}}(t) \) are the jammer interference contributions at the receiver input, and \( w_{\text{tot}}(t) \) accounts for both the thermal and MUI noise contributions, and is still a white Gaussian process as proved in Section 3. Hence, a maximum a posteriori (MAP) approach can be adopted here to get the minimum error probability. For different cases of the jammer interference, the detection boundaries are shown in Fig. 2.

Hence, we can get the \( \text{SINR}_{\text{jammer}} \) straightforwardly.

- For case 1 and case 2,

\[ \text{SINR}_{\text{jammer}|\text{case } 1, 2} = \frac{E_{RX}}{N_0} \quad (23) \]

- For case 3,

\[ \text{SINR}_{\text{jammer}|\text{case } 3} = \frac{(\sqrt{E_{RX}} + \sqrt{P_t})^2}{N_0} \quad (24) \]

- For case 4,

\[ \text{SINR}_{\text{jammer}|\text{case } 4} = \frac{(\sqrt{E_{RX}} - \sqrt{P_t})^2}{N_0} \quad (25) \]
Figure 2: The MAP detection rule for all the cases.

For 2-PPM signal the error probability is [1],

\[ P_r = Q(\sqrt{SNR_{spec}}). \]  \hfill (26)

Apply (17) and (23) to (25) into (26), we can derive,

- For case 1 and case 2,
  \[ P_{r_{|c1,2}} = Q\left(\sqrt{\frac{E_b}{N_0}}\right); \]  \hfill (27)

- For case 3,
  \[ P_{r_{|c3}} = Q\left(\sqrt{\left(\frac{E_b^2}{N_0} + \frac{P_d^2}{q^2}\right)}\right); \]  \hfill (28)

- For case 4,
  \[ P_{r_{|c4}} = Q\left(\sqrt{\left(\frac{E_b^2}{N_0} - \frac{P_d^2}{q^2}\right)}\right). \]  \hfill (29)
Removing the conditioning on cases, we get

\[ Pr_s' = \left( \frac{(N_F - q)^2}{N_F} + \left( \frac{q}{N_F} \right)^2 \right) Q\left( \sqrt{\frac{E_b}{N_o}} \right) \]

\[ + \left( \frac{N_F - q}{N_F} \right) \left( \frac{q}{N_F} \right) Q\left( \sqrt{\frac{(\sqrt{E_b} + \sqrt{E_j})^2}{N_o}} \right) \]

\[ + Q\left( \sqrt{\frac{(\sqrt{E_b} - \sqrt{E_j})^2}{N_o}} \right) \]. \quad (30) \]

Considering only \( N_u \) is a random variable, we should take (2) and (3) into (30),

\[ Pr_s = \frac{1}{N_F \sqrt{2\pi N_U \lambda (1 - \lambda)}} \int_1^{N_U} Pr_s' e^{-\frac{(n_u - N_U \lambda)^2}{2N_U \lambda (1 - \lambda)}} dn_u \] \quad (31)

After we got the symbol error rate \( Pr_s \), it is easy for us to obtain the bit error rate \( Pr_b \) by majority law.

\[ Pr_b = \sum_{k=\lceil \frac{N_s}{2} \rceil}^{N_s} C_{N_s}^k Pr_s^k (1 - Pr_s)^{N_s-k} \] \quad (32)

where \( \lceil \cdot \rceil \) is the ceiling operation, and \( C_{N_s}^k \) is an \( N_s \)-choose-\( k \) Binomial coefficient, i.e., \( C_{N_s}^k = \frac{k!(N_s-k)!}{N_s!} \).

5 Numerical Results and Comparisons

The parameters of the example UWB systems are listed in Table 1.

- The discussion on \( N_s \);
  
  We fix \( N_F = 20 \), \( q = 8 \), \( N_u = 10 \) and the energy of the signal and jammer interference ratio \( E_b/P_j = 5dB \), and compare the Symbol Error Rate (SER) and Bit Error Rate (BER) among \( N_s = 1, 3, 5, 7 \). The results are shown in Figure 3 and Figure 4 respectively. For SER, because, the more symbols used to transmit one bit, the energy for each symbol is less, SER is increasing when the \( N_s \) increases. However, BER is more
Table 1: Parameters of the example FH/TH-PPM UWB system

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Notation</th>
<th>2nd-order mono-cycle</th>
</tr>
</thead>
<tbody>
<tr>
<td>shaping factor for the pulse</td>
<td>$\epsilon$</td>
<td>$0.25,\text{ns}$</td>
</tr>
<tr>
<td>time shift introduced by PPM</td>
<td>$\delta$</td>
<td>$0.5,\text{ns}$</td>
</tr>
<tr>
<td>pulse duration</td>
<td>$T_p$</td>
<td>$0.5,\text{ns}$</td>
</tr>
<tr>
<td>frame duration</td>
<td>$T_f$</td>
<td>$8,\text{ns}$</td>
</tr>
<tr>
<td>chip duration</td>
<td>$T_c$</td>
<td>$1,\text{ns}$</td>
</tr>
<tr>
<td>number of hops</td>
<td>$N_h$</td>
<td>$6$</td>
</tr>
</tbody>
</table>

meaningful here, and obviously, the more symbols we used to transmit one information bit, the better performance we can achieve. The curves drop quickly from $SNR = 0\,\text{dB}$ to $15\,\text{dB}$, however, after $15\,\text{dB}$, become flat, which caused by the jammer interference.

Figure 3: The average SER for different $N_3$.

- The discussion on $E_b/P_f$;

We set $N_F = 20$, $N_3 = 3$, $q = 8$, and $N_u = 10$, and compare the SER and BER among
Figure 4: The average BER for different $N_S$.

$E_b/P_J = 0, 5, 10 dB$. Figure 5 and Figure 6 show the results. For both SER and BER, larger $E_b/P_J$ can guarantee better performance. From $E_b/P_J = 5dB$ to $E_b/P_J = 10dB$, the performance gain is very limited, the reason of which is when $E_b/P_J$ is higher than some better threshold, the jammer interference is too weak to give any impact to the system.

Figure 5: The average SER for different $E_b/P_J$. 
Figure 6: The average BER for different $E_b/P_j$.

- The discussion on $q$;

  $N_F$, $N_s$, $N_u$ and $E_b/P_j$ are fixed at 20, 5, 10 and $5dB$ respectively. We try to evaluate the performance for $q = 2, 8, 18$. At the first glance, larger $q$ may be thought to yield worse performance, because large $q$ means the probability that a jammer interference bumps the information signal is higher. However, we need to notice, high $q$ also means the energy of the jammer interference for each sub-band is less, because the total jammer interference power is fixed. We can get the same conclusion in the Figure 7 and Figure 8. The worst and best performances are get at $q = 2$ and $q = 8$ respectively.

- The discussion on $N_F$;

  We evaluate the performance for $N_F = 1, 5, 10, 20$ when $N_s = 1$, and the number of users who are at communication status is 100. We need to evaluate how partitioning $N_F$ can decrease the MUI, therefore, we set it as a jammer interference free channel. Obviously, Figure. 9 shows that we can get better performance when $N_F$ is larger. Considering, more sub-bands partitioned means more cost, the $N_F$ should be set at an appropriate value as long as the Quality of Service (Qos) is satisfying.
The discussion on $N_u$:
We set $N_F = 20$, $q = 8$, $N_s = 5$ and $E_b/P_f = 5dB$. $N_u$ is equal to 5, 10, 15, 20 respectively to get different performance, which are shown in Figure 10 and Figure 11. At high SNR, the performance is degraded quickly when $N_u$ becomes larger. That is because the MUI is related with $E_b$ under the assumption that each user has comparable power.

The discussion on $\lambda$:
We proved in Section 2 that the $N_u$ is approximately a Gaussian RV. With known $N_U$, the number of sensor nodes in the WSN, but unknown $N_u$, the number of users that would share the same sub-band, we need to calculate the SER as in (31). We set $N_U = 10,000$, $N_F$ is set as 20 and we assume the users are optimally distributed. For different access rate, $\lambda = 0.01$ and $\lambda = 0.02$, the performances are shown in Figure 12 and Figure 13, we can see though the $N_U$ are the same, the difference in $\lambda$ would yield totally different performance.

Figure 7: The average SER for different $q$. 
Figure 8: The average BER for different q.

6 Conclusions

In this paper, we make an performance analysis with the presence of the multi-tone/pulse jammer interference and multi-user interference based on the hybrid FH/TH-PPM-UWB system. We get an accurate expressions of SER and BER with the presence of MUI and hostile jammer interference. We evaluate the performances for different number of symbols to carry one information bit $N_s$; the signal to jammer interference ratio $E_b/P_J$; the number of FH sub-bands $N_F$; the number of tones $q$ of the jammer interference; the number of users sharing the same sub-band $N_u$; and the total number of users in the wireless sensor networks $N_U$, and the access rate for each sensor nodes $\lambda$, in terms of BER and SER so as to show how these parameters affect to the FH/TH-PPM UWB system.

Acknowledgement

This work was supported by the Office of Naval Research (ONR) Young Investigator Award under Grant N00014-03-1-0466, "Energy Efficient Wireless Sensor Networks for Future Combat
Figure 9: The average BER for different $N_F$.

System Using Fuzzy Logic."

References


Figure 10: The average SER for different $N_u$.


Figure 11: The average BER for different $N_u$.

Figure 12: The average SER for different $N_U$. 
Figure 13: The average BER for different $N_U$. 

Liang Zhao and Qilian Liang
Department of Electrical Engineering
University of Texas at Arlington
Arlington, TX 76010, USA
Email: zhao@wcn.uta.edu, liang@uta.edu

Abstract

In this paper, we address a fundamental problem in Wireless Sensor Networks, how many hops does it take for a packet to be relayed for a given distance? For a deterministic topology, this question reduces to a simple geometry problem. However, a statistical study is needed for randomly deployed WSNs. We propose a Maximum Likelihood decision based on the joint pdf of \((H, n)\), which is also derived in this paper. Since the solution is not closed-form, we also propose an attenuated Gaussian approximation for the joint pdf. We show that the approximation visibly simplifies the decision process and the error analysis. The latency and energy consumption estimation are also included as application examples.

I. INTRODUCTION

The recent advances in MEMS, embedded systems and wireless communications enable the realization and deployment of wireless sensor networks (WSN), which consist of a large number of densely deployed and self-organized sensor nodes. The potential applications of WSN, such as environment monitor, often emphasize the importance of location information. Accordingly geographic routing [1] was proposed to handle such requirement. Most likely, a packet is not routed to a specific node, but a given location. An interesting question arises as “how many
hops does it take to reach a given location?" The prediction of the number of hops is important not only in itself but also in helping estimating the latency and energy cost, which are both important to the viability of WSN.

The question could become very simple if the sensor nodes are manually placed. For example, suppose sensor nodes are place in a square grid with separation of \( d \). Obviously, the connectivity depends on the comparison of \( d \) and the transmission range \( R \). Suppose \( d < R < \sqrt{2}d \), this is simply a 4-connectivity network. For any node, the possible distance of its first-hop neighbors is \( \{d\} \), the possible distances of its second-hop neighbors are \( \{\sqrt{2}d, 2d\} \) and so on. Generally, the possible distances of its \( n \)th-hop neighbors are \( \{\sqrt{(n-i)^2 + i^2}d, i = 0, 1, 2, \ldots, \lfloor n/2 \rfloor\} \), where \( \lfloor n/2 \rfloor \) is the smallest integer not less than \( n/2 \). If we compare the given distance with these distances, the required number of hops can be easily found. For some given distance, there could be two solutions, such as \((8 - 1)^2 + 1^2 = (10 - 5)^2 + (10 - 5)^2 = 50\), then we have to select the number of hops with higher probability. For geographic approach, such conflicts can be easily solved with loss of accuracy. Thus, geographic approach is more efficient and accurate than statistical approach on deterministic topology.

![Fig. 1. The nodes in a square grid placement. Only nodes within 4 hops are shown.](image)

However, if sensor nodes are deployed in a random fashion, which is the case for most potential application, the answer is beyond the reach of simple geometry. The stochastic nature of the random deployment calls for a statistical study. A natural and obvious estimation would be dividing the distance by the average inter-node distance (i.e., the average single-hop distance).
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However, such estimation may be unable to provide the required accuracy. A probabilistic study is needed here, that is, finding \( f(H|d) \), where \( H \) is the number of hops. Although the question raised here is not directly addressed before, a mirror problem, finding \( f(d|h) \), has been well studied. In [2], Hou and Li studied the 2-D Poisson distribution to find a optimal transmission range. They found that the hop-distance distribution is determined not only by node density and transmission range but also by the routing strategy. They showed results for three routing strategies, Most Forward with Fixed Radius, Nearest with Forward Progress, and Most Forward with Variable Radius. Cheng and Robertazzi in [3] studied the one-dimension Poisson point and found the pdf of \( r_i \) as

\[
f_{r_i}(r_i) = \frac{\lambda e^{-\lambda(R-r_i)}}{1 - e^{-\lambda(R-r_{i-1})}},
\]

where \( R \) is the transmission range, \( \lambda \) is the node density, \( r_i \) is the distance from the source to a \( i \)th-hop point and \( r_i \) is related to \( r_{e_i} \) by

\[
r_{e_i} + r_i = R.
\]

The pdf of \( r_{e_i} \) is also obtained,

\[
f_{r_{e_i}}(r_{e_i}) = \frac{\lambda e^{-\lambda r_{e_i}}}{1 - e^{-\lambda(R-r_{e_{i-1}})}}.
\]

Obviously, the distribution of \( r_i \) depends on previous \( r_j \), \( j < i \). They also pointed out the 2-D Poisson point distribution is analogous to the 1-D case, replacing the length of the segment by the area of the range.

Vural and Ekici reexamined the study under the sensor networks circumstances in [4], and gave the mean and variance of multi-hop distance. They also proposed to approximate the multi-hop distance using Gaussian.

The rest of this paper is organized as follows. We provide some preliminaries on skewness and kurtosis in Section Preliminaries. The number of hops predication problem is addressed and solved in Section III. Since this problem has no closed-form solution, we propose an attenuated Gaussian approximation and show how to simplify the error analysis in Section IV. An application example is shown in Section V. Section VI concludes this paper.
II. PRELIMINARIES: SKEWNESS AND KURTOSIS

In this section, we provide some preliminaries on statistical methods [5]. Skewness is a measure of symmetry, or more precisely, the lack of symmetry. A distribution, or sample set, is symmetric if it looks the same to the left and right of the center point.

**Definition 1:** [5] For a given sample set X,

\[
m_3 = \frac{\Sigma (X - \bar{X})^3}{n},
\]

\[
m_2 = \frac{\Sigma (X - \bar{X})^2}{n},
\]

where \( \bar{X} \) is the sample mean of X, and n is the size of X. Then a sample estimate of skewness coefficient is given by

\[
g_1 = \frac{m_3}{m_2^{\frac{3}{2}}},
\]

Skewness is zero for a symmetric distribution. Positive skewness indicates right skewness and negative indicates left.

Kurtosis is a measure of whether the data are peaked or flat relative to a normal distribution.

**Definition 2:** [5] A sample estimate of kurtosis for a sample set X is given by

\[
g_2 = \frac{m_4}{m_2^2} - 3,
\]

where \( m_4 = \frac{\Sigma (X - \bar{X})^4}{n} \) is the fourth-order moment of \( \bar{X} \) about its mean.

Skewness and kurtosis is useful in determining whether a sample set is normal. Note that the skewness and kurtosis of a normal distribution are both zero; significant skewness and kurtosis clearly indicate that data are not normal.

III. THE NUMBER OF HOPS PREDICTION

A. Problem Formulation

We make the following assumptions.

- The nodes are deployed at random on a plan, that is, the node distribution follows 2D Poisson random process. Thus, the probability of “there is no node in a given area \( A \)” is given by [6]

\[
Pr(\text{No nodes in } A) = e^{-\lambda A},
\]

where \( \lambda \) is the density of nodes.
• The distance from the source to the destination $d$ is known, which is common in geographic routing.
• Neither of the source and destination is close to the border. This assumption holds true for most of the nodes if the network size is large enough.

The problem of interest is to find the number of hops, denoted $H$ needed to reach a specific destination $r$ from a given source node. We can make a Maximum Likelihood (ML) decision,

$$H = \arg_{\max} f(H|r), H = 1, 2, 3, \ldots \quad (9)$$

Considering

$$f(H|r) = \frac{f(H, r)}{f(r)}, \quad (10)$$

the decision rule can be translated into

$$H = \arg_{\max} f(H, r), \quad (11)$$

where $f(H, r)$ is also called objective function. In the next subsection, we are concerned with deriving $p(H, r)$.

Fig. 2. Poisson node distribution.
B. Derivation of the Joint PDF $p(H, r)$

Let $r$ denote the distance from the source to a node, the cdf of $d$ is

$$F_r(r) = 1 - e^{-\lambda \pi r^2}.$$  \hspace{1cm} (12)

And the pdf of $d$ is

$$f_r(r) = \lambda 2\pi r e^{-\lambda \pi r^2}.$$ \hspace{1cm} (13)

When $H = 1$, the joint cdf of $(H, r_1)$

$$p(H = 1, r_1) = \begin{cases} 1 - e^{-\lambda \pi r_1^2} & r_1 \leq R \\ 0 & r_1 > R \end{cases}$$ \hspace{1cm} (14)

and the joint pdf is

$$f(H = 1, r_1) = \begin{cases} \lambda 2\pi r_1 e^{-\lambda \pi r_1^2} & r_1 \leq R \\ 0 & r_1 > R \end{cases}$$ \hspace{1cm} (15)

Note that the conditional pdf of $H = 1$ given $r < R$ is unity for $r < R$, which is intuitively correct but simple, we are more interested in multi-hop distance. In the following, $r > R$ is assumed so that $H > 1$. The two-hop case is shown in Fig. 3, a second-hop node must satisfy

Fig. 3. The second-hop coverage.
\( R < r_2 \leq 2R \). Furthermore, the farthest first-hop node is not necessarily at the maximum transmission range, which means, there is a gap \( r_{e1} \) between \( R \) and \( r_1 \), i.e.,
\[
\quad r_{e1} + r_1 = R. \tag{16}
\]
Therefore, the joint pdf of \((H_1, r_{e1})\) is
\[
\quad f(H = 1, r_{e1}) = \begin{cases} 
\lambda 2\pi (R - r_{e1})e^{-\lambda\pi(R-r_{e1})^2} & r_{e1} \leq R \\
0 & \text{O.W.}
\end{cases}
\tag{17}
\]
And accordingly, the joint cdf of \((H_2, r_2)\) is
\[
\quad p(H = 1, r_2 | r_1) =
\begin{cases} 
\frac{e^{-\lambda\pi[(R+r_1)^2 -(r_2+r_1)^2]}}{e^{-\lambda\pi[(R+r_1)^2 - r_1^2]}} & R < r \leq 2R \\
0 & \text{O.W.}
\end{cases}
\tag{18}
\]
Generally, for \( H = n \) (shown in Fig.4), we have
\[
\quad p(H_n, r_n | r_1, r_2, \ldots, r_{n-1}) =
\begin{cases} 
\frac{e^{-\lambda\pi[(R+\sum_{i=1}^{n-1} r_i)^2 - (\sum_{i=1}^{n} r_i)^2]}}{e^{-\lambda\pi[(R+\sum_{i=1}^{n-1} r_i)^2 - (\sum_{i=1}^{n-1} r_i)^2]}} & R < r \leq nR \\
0 & \text{O.W.}
\end{cases}
\tag{19}
\]
and
\[
\quad p(H_n, r_n) =
\int_{R}^{R} \int_{R}^{R} \cdots \int_{R}^{R} \int_{R}^{R} \cdots \int_{R}^{R} \int_{R}^{R} \cdots \int_{R}^{R} \int_{R}^{R} \cdots \int_{R}^{R}
\begin{array}{c}
p(H_n, r_n | r_1, r_2, \ldots, r_{n-1}) \\
\end{array}
\begin{array}{c}
f(H_{n-1}, r_{n-1} | r_1, r_2, \ldots, r_{n-2}) \\
\end{array}
\begin{array}{c}
f(H_1, r_1) dr_1 \cdots dr_{n-2} dr_{n-1}
\end{array}
\tag{20}
\]
Theoretically, we can take derivative of (20) with respect to \( r \) to obtain the objective function, use (11) to decide the most likely \( H \) given \( r \) and give the probability of error for such a decision. However, (20) is awkward to evaluate and the computational cost could limit the applicability of such a decision scheme.
IV. ATTENUATED GAUSSIAN APPROXIMATION

Since (20) is awkward to evaluate even using numerical methods, we use histograms collected from Monte Carlo simulations as substitute to the joint pdf. All the simulation data are collected from such a scenario that $N$ sensor nodes were uniformly distributed in a circular region of radius of 300 meters. For convenience, polar coordinates were used. The source node was placed at $(0, 0)$. The transmission range was set as $R$ meters. For each setting of $(N, R)$, we ran 300 simulations, in each of which all nodes are re-deployed at random. And the node density is

\[
\text{Number of Hops} \quad \text{Mean} \quad \text{Std} \quad \text{Skewness} \quad \text{Kurtosis}
\]

<table>
<thead>
<tr>
<th>Number of Hops</th>
<th>Mean</th>
<th>Std</th>
<th>Skewness</th>
<th>Kurtosis</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>19.991</td>
<td>7.0651</td>
<td>-0.57471</td>
<td>-0.58389</td>
</tr>
<tr>
<td>2</td>
<td>45.132</td>
<td>7.8365</td>
<td>-0.16958</td>
<td>-1.0763</td>
</tr>
<tr>
<td>3</td>
<td>72.01</td>
<td>8.2129</td>
<td>-0.10761</td>
<td>-1.0332</td>
</tr>
<tr>
<td>4</td>
<td>99.45</td>
<td>8.391</td>
<td>-0.07938</td>
<td>-0.97857</td>
</tr>
<tr>
<td>5</td>
<td>127.14</td>
<td>8.5323</td>
<td>-0.06445</td>
<td>-0.93104</td>
</tr>
<tr>
<td>6</td>
<td>154.96</td>
<td>8.6147</td>
<td>-0.05341</td>
<td>-0.9004</td>
</tr>
<tr>
<td>7</td>
<td>182.68</td>
<td>8.573</td>
<td>-0.07738</td>
<td>-0.91687</td>
</tr>
</tbody>
</table>

Fig. 4. The $i$th-hop coverage.
The histograms of $f(H, r)$ are plotted in Fig. 5, which clearly shows that the joint distribution of $(H, r)$ approach the normal when $H$ increases. Table I lists the first-, second-, third- and fourth-order statistics of $f(H, r)$. The skewness and kurtosis clearly satisfy the Gaussianity condition within tolerance of error. Thus, the objective function can be approximated by

$$f(H = n, r_n) = \alpha^n \mathcal{N}(m_n, \sigma_n) = \frac{\alpha^n}{2\pi\sigma} e^{-\frac{(r-r_n)^2}{2\sigma^2}},$$

where $\alpha$ is the equivalent attenuation base, $m_n$ and $\sigma_n$ are the mean and standard deviation (std), respectively. The specific values of these parameters can be evaluated from (20) numerically or estimated from simulations. Observe Table I, for large $n$, the joint pdf of $(H, r)$ has following properties,

1) $\sigma_n \approx \sigma_{n-1}$, which means the neighboring joint pdf's have similar spread.

2) $m_n - m_{n-1} \approx m_{n+1} - m_n$, which means the joint pdf's are evenly spaced.
3) $3 < \frac{m_n - m_{n-1}}{\sigma_n} < 5$, which means the overlap between the neighboring joint pdf’s is small but not negligible. (As a rule of thumbs, $Q(3)$ is considered relatively small and $Q(5)$ is regarded negligible.)

4) $\frac{m_n - m_{n-2}}{\sigma_n} \gg 5$, which means the overlap between the non-neighboring joint pdf’s is negligible.

5) $\alpha < 1$. For large density $\lambda$, $\alpha \to 1$. Along with Property 1, this tell us that the neighboring joint pdf’s have nearly identical shape.

As shown in the following discussion, these properties largely simplify the decision rule and the error analysis. Another interesting observation, besides these properties, is that the following equations do not stand true.

$$m_n = nm_1$$  \hspace{1cm} (23)

$$m_n = nR$$  \hspace{1cm} (24)

$$m_n = (n - 1)R + R/2$$  \hspace{1cm} (25)

Although these equations sound plausible, they all give visible errors. The aforementioned estimator $[r/R] + 1$ for $H$, though widely used, is not good in the new light shed by this study. However, Property 2 does tell us the increment for $m_n$ is constant, if denoted by $\Delta$,

$$m_n = m_1 + (n - 1)\Delta$$  \hspace{1cm} (26)

We showed in [7] that $m_1 = 2/3R$, irrelevant to the node density. Although $\Delta$ is a function of $\lambda$ and $R$, $\lambda$ is often regarded constant for a specific application and $R$ varies in a short range, thus, we can safely expect $\Delta = aR$, where $a$ is a constant, for example, $a = 0.9$ for the data in Table I. In summary, the following empirical equation stands for most application for WSN.

$$m_n = R(\frac{2}{3} + (n - 1)a)$$  \hspace{1cm} (27)

The above results about the constant increment of mean hop-distance is used in Section V-B for energy consumption estimation.

**A. Decision Boundaries**

Following (11), we decide $H$ given $r$ using the following rule.

$$H = \text{argmax}_H f(H, r)$$  \hspace{1cm} (28)
Observe the \( f(H_n, r_n) \) in Fig. 6, the decision is needed only between neighboring \( H \), that is,

\[
f(H = n, r) \gtrsim_{n+1} f(H = n + 1, r).
\]  

(29)

This is because, for a specific value of \( r \), there are only two \( H \) with dominating \( f(H = n + 1, r) \), compared to which \( f(H = n + 1, r) \) for other values of \( H_n \) is negligible. Substitute (22) into (29), we obtain the decision boundary \( d_n \) between the regions \( H = n \) and \( H = n + 1 \).

\[
d_n = \frac{B + \sqrt{B^2 + AC}}{A}
\]

\[
A = \sigma_{n+1}^2 - \sigma_n^2
\]

\[
B = m_n \sigma_{n+1}^2 - m_{n+1} \sigma_n^2
\]

\[
C = m_n^2 \sigma_{n+1}^2 - m_{n+1}^2 \sigma_n^2 + 2 \sigma_n^2 \sigma_{n+1}^2 \ln \alpha
\]  

(30)

Using Property 1,

\[
d_n = \frac{m_{n+1}^2 - m_n^2 - 2 \sigma_n^2 \ln \alpha}{2(m_{n+1} - m_n)}
\]  

(31)

For large density \( \lambda \), Property 5 is applicable, (30) simplifies to

\[
d_n = \frac{\sigma_n^2 m_{n+1} + \sigma_{n+1}^2 m_n}{\sigma_n^2 + \sigma_{n+1}^2}
\]  

(32)
Applying Property 1 to (32),

$$d_n = \frac{m_n + m_{n+1}}{2}$$  \hspace{1cm} (33)

If we use the empirical equation (27),

$$d_n = \frac{2}{3}R + (n - \frac{1}{2})aR$$ \hspace{1cm} (34)

No matter which approximate solution we choose for $d_n$, the decision rule is given by

$$r \geq \frac{n+1}{n} d_n.$$ \hspace{1cm} (35)

In other words,

we decide $H = \hat{n}$ if $d_{n-1} < r \leq d_n$, \hspace{1cm} (36)

which is equivalent to

$$n = \left[\frac{r - \frac{2}{3}R}{aR} + \frac{1}{2}\right] + 1.$$ \hspace{1cm} (37)

**B. Error Performance Analysis**

For our decision rule, a decision error occurs when $H = n \neq \hat{n}$. Thus, the probability of error with a specific $r$ is

$$p(c, r) = \sum_{n \neq \hat{n}} f(n, r).$$ \hspace{1cm} (38)

The total probability of error is obtained by integrating (38) over all possible $r$.

$$p(c) = \int p(c, r) dr.$$ \hspace{1cm} (39)

According to Property 4, only $f(n-1, r)$ and $f(n+1, r)$ could have outstanding value over the decision region $[d_{n-1}, d_n]$.

$$p(\varepsilon) \approx \sum_{n=2}^{d_n} \int f(n-1, r) + f(n+1, r) dr$$

$$= \sum_{n=2}^{\infty} \alpha^{n-1} Q\left(\frac{d_{n-1} - m_{n-1}}{\sigma_{n-1}}\right) - Q\left(\frac{d_n - m_{n-1}}{\sigma_{n-1}}\right)$$

$$+ \alpha^{n+1} Q\left(\frac{m_{n+1} - d_n}{\sigma_{n+1}}\right) - Q\left(\frac{m_{n+1} - d_{n-1}}{\sigma_{n+1}}\right)$$ \hspace{1cm} (40)
Note that

\[
\frac{d_n - m_{n-1}}{\sigma_{n-1}} - \frac{d_{n-1} - m_{n-1}}{\sigma_{n-1}} = \frac{d_n - d_{n-1}}{\sigma_{n-1}} \gg 1,
\]

therefore, \(Q\left(\frac{d_n - m_{n-1}}{\sigma_{n-1}}\right)\) is negligible compared to \(Q\left(\frac{d_{n-1} - m_{n-1}}{\sigma_{n-1}}\right)\). Similarly, \(Q\left(\frac{m_{n+1} - d_n}{\sigma_{n+1}}\right)\) is negligible. (40) is approximated by

\[
p(\varepsilon) \approx \alpha^2 Q\left(\frac{m_3 - d_2}{\sigma_2}\right) + \sum_{n=3}^{\infty} \alpha^n Q\left(\frac{d_{n-1} - m_{n-1}}{\sigma_{n-1}}\right)
+ \alpha^{n+1} Q\left(\frac{m_{n+1} - d_n}{\sigma_{n+1}}\right)
= \alpha^2 Q\left(\frac{d_2 - m_2}{\sigma_2}\right) + \sum_{n=3}^{\infty} \alpha^n [Q\left(\frac{m_n - d_{n-1}}{\sigma_n}\right)
+ Q\left(\frac{d_n - m_n}{\sigma_n}\right)]
\]

(42)

Substituting an appropriate solution of \(d_n\) into (42) would give us the probability of error within required accuracy. For example, if we choose (33),

\[
p(\varepsilon) \approx \alpha^2 Q\left(\frac{m_3 - d_2}{2\sigma_2}\right) + \sum_{n=3}^{\infty} \alpha^n [Q\left(\frac{m_n - m_{n-1}}{2\sigma_n}\right)
+ Q\left(\frac{m_{n+1} - m_n}{2\sigma_n}\right)]
\]

(43)

V. APPLICATION EXAMPLES

A. Latency Estimation

![Time model](image-url)
Suppose it takes $T_{rx}$ for a sensor node to receive 1 bit of message and $T_{tx}$ to transmit. Considering the transmission range in sensor networks is usually short compared to the light speed, the propagation time $T_{pr}$ is negligible. Shown in Fig. 7, given the end-to-end distance $r$, we can find the required number of hops $H = \hat{n}$ according to (35), thus, a good estimator of the total latency of a $l$-bit message is

$$l[T_{tx} + (\hat{n} - 1)(T_{tx} + T_{rx}) + T_{rx}]$$

$$= l\hat{n}(T_{tx} + T_{rx})$$

(B. Energy Consumption Estimation)

The following model is adopted from [8] where perfect power control is assumed. To transmit $l$ bits over distance $d$, the sender’s radio expends

$$E_{tx}(l, d) = \begin{cases} 
  lE_{elec} + l\epsilon_{fs}d^2 & d < d_0 \\
  lE_{elec} + l\epsilon_{mp}d^4 & d \geq d_0 
\end{cases}$$

and the receiver’s radio expends

$$E_{rx}(l, d) = lE_{elec}. $$

$E_{elec}$ is the unit energy consumed by the electronics to process one bit of message, $\epsilon_{fs}$ and $\epsilon_{mp}$ are the amplifier factor for free-space and multi-path models, respectively, and $d_0$ is the reference distance to determine which model to use. The values of these communication energy parameters are set as in Table II.

<table>
<thead>
<tr>
<th>Name</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>$d_0$</td>
<td>86.2m</td>
</tr>
<tr>
<td>$E_{elec}$</td>
<td>50nJ/bit</td>
</tr>
<tr>
<td>$E_{DA}$</td>
<td>5nJ/bit</td>
</tr>
<tr>
<td>$\epsilon_{fs}$</td>
<td>10pJ/bit/m^2</td>
</tr>
<tr>
<td>$\epsilon_{mp}$</td>
<td>0.0013pJ/bit/m^4</td>
</tr>
</tbody>
</table>
Let $s_n$ denote the single-hop distance from the $(n-1)$th-hop to the $n$th-hop. Obviously, $s_n \leq R$. In our experimental setting, $R = 30m < d_0$ so that the free space model is always used. This agrees well with most applications, in which multi-hop short-range transmission is preferred to avoid the exponential increase in energy consumption for long-range transmission. Naturally, the end-to-end energy consumption for sending $l$ bits over distance $r$ is given by

$$E_{total}(l, r) = \sum_{1}^{\hat{n}} \{ E_{tx}(l, r) + E_{rx}(l) \}$$

$$= l \sum_{1}^{\hat{n}} \{ E_{elec} + \epsilon_{fs} s_n^2 + E_{elec} \}, \quad (48)$$

where $\hat{n}$ is the decision result for given $r$. On the average,

$$\bar{E}_{total}(l, r) = 2\hat{n} l E_{elec} + \epsilon_{fs} \sum_{1}^{\hat{n}} E[s_n^2] \quad (49)$$

Fig. 8. The relationship between $r_n$, $r_{n-1}$ and $s_n$. 
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The relationship between $r_n$, $r_{n-1}$ and $s_n$ is depicted in Fig. 8.

\[
t = s_n \cos A \\
\cos A = \frac{s_n^2 + r_n^2 - r_{n-1}^2}{2s_n r_n} \\
\therefore s_n^2 = r_{n-1}^2 - r_n^2 + 2tr_n
\]  

(50)

For large $n$, $r_n \gg s_n$ and $r_{n-1} \gg s_n$, therefore, $t \rightarrow \Delta$. According to Property 2, $\Delta$ can be treated as a constant.

\[
E[s_n^2] \approx E[r_{n-1}^2] - E[r_n^2] + 2\Delta E[r_n] \\
= \sigma_{n-1}^2 - \sigma_n^2 + 2\Delta m_n
\]  

(51)

(\because \text{Property 1}) \approx 2\Delta m_n

(52)

Substitute (52) into (49),

\[
\bar{E}_{\text{total}}(l, r) = 2nlE_{\text{elec}} + 2\epsilon_{fs}\Delta \sum_{1}^{\hat{a}} m_n
\]  

(53)

VI. CONCLUSION

To predict the number of hops $H$ needed to reach a given distance $r$ in randomly deployed sensor networks, we proposed a ML decision based on the joint pdf of $(H, n)$, which was also derived in this paper. Since the solution is not closed-form, we also proposed an attenuated Gaussian approximation for the joint pdf. We show that the approximation visibly simplifies the decision process and the error analysis. The latency and energy consumption estimation are also included as application examples.
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Abstract

In this paper, we are concerned with the optimal cluster size in Underwater Acoustic networks. Due to the sparse deployment and channel property, the clustering characteristics of UA is different from that of aerial sensor networks. We show that the optimal cluster size is also relevant to the working frequency of the acoustic transmission. Furthermore, we show that assigning working frequency to cluster members according to their distances to the cluster head could minimize the energy consumption.

I. INTRODUCTION AND MOTIVATION

An UnderWater Acoustic Sensor Network (UW-ASN) can be thought of as an ad hoc network consisting of sensors linked by an acoustic medium to perform distributed sensing tasks. To achieve this objective, sensors must self-organize into an autonomous network which can adapt to the characteristics of the underwater environment. UW-ASNs share many communication technologies with traditional ad hoc networks and terrestrial wireless sensor networks, but there are some vital differences such as limited energy and bandwidth constraint [1], thus the protocols developed for traditional wireless ad hoc networks are not necessarily well suited to the unique features of WSNs. When a wireless sensor may have to operate for a relatively long duration on a tiny battery, energy efficiency becomes a major concern.

Another issue in shallow water communications is that due to the limit of bandwidth in shallow water communications, multi-hop communication could introduce heavy interference...
between cluster members, therefore, each sensor in a cluster communicate directly to its cluster head and intra-cluster communication should be coordinated by the cluster head in order to maximize the bandwidth usage.

The remainder of this paper is organized as follows.

II. PRELIMINARIES

In this section, we provide some preliminaries needed for further discussion.

A. Underwater Acoustics Fundamentals

Based on the data and formulas in [2], Jurdak, Lopes and Baldi [3] derived the following model,

\[ SL = TL + 85, \]  

(1)

where \( SL \) is the source level and \( TL \) is the transmission loss. All the quantities in (1) are in dB re \( \mu Pa \), where the reference value of 1 \( \mu Pa \) amounts to \( 0.67 \times 10^{-22} \text{Watts/cm}^2 \). For cylindrically spread signals, the transmission loss is approximated by [2],

\[ TL = 10 \log d + \alpha d \times 10^{-3}, \]  

(2)

where \( d \) is the distance between source and receiver in meters, \( \alpha \) is the frequency dependent medium absorption coefficient. Fisher and Simmons [4] measured the medium absorption in shallow seawater at temperatures at 4°C and 20°C. The average is obtained in [3],

\[ \bar{\alpha} = \begin{cases} 
0.0601 \times f^{0.8552} & 1 \leq f \leq 6 \\
9.7888 \times f^{1.7885} \times 10^{-3} & 7 \leq f \leq 20 \\
0.3026 \times f - 3.7933 & 20 \leq f \leq 35 \\
0.504 \times f - 11.2 & 35 \leq f \leq 50.
\end{cases} \]  

(3)

To guarantee the reception quality, the required threshold of \( \alpha \), denoted by \( \bar{\alpha} \), might be chosen larger than \( \bar{\alpha} \). However, we can generally expect \( \bar{\alpha} \) to be a monotonically decreasing function of frequency \( f \). To emphasize their relationship, \( \bar{\alpha} \) is written as \( \bar{\alpha}(f) \) in the rest of this paper.

The transmitter power \( P_t \) required to achieve an intensity \( I_t \) at a reference distance of 1m is expressed as,

\[ P_t = 2\pi \times 1m \times H \times I_t, \]  

(4)
where $I_t$ is related to $SL$ by

$$I_t = 10^{SL/10} \times 0.67 \times 10^{-18}. \tag{5}$$

Summing up (1), (2), (4) and (5), we obtain

$$P_t = CHd10^{nd10^{-3}}, \tag{6}$$

where $C$ is a constant equaling $2\pi(0.67)10^{-0.5}$. Therefore, to transmit $l$ bits over distance $d$, the sender's radio expends

$$E_{TX}(l, d) = lE_{elec} + lT_bP_t \tag{7}$$

and the receiver's radio expends

$$E_{RX}(l, d) = lE_{elec}. \tag{8}$$

where $T_b$ the bit duration, $E_{elec}$ is the unit energy consumed by the electronics to process one bit of message.

III. OPTIMAL CLUSTERING

In this section, we make data-centric analysis of energy consumption in UW-ASN.

A. Problem Formulation

Clustering has been widely used in pattern recognition, and we use it to obtain the energy-efficient organization for UW-ASN. Consider a heterogeneous UW-ASN, in which the low-capacity sensors serves as cluster members and are randomly distributed, and the high-capacity sensors serve as cluster heads and are manually positioned. If we obtain the optimal cluster size, then the required number of high-capacity sensors and their ideal positions can also be determined. all the sensor are the same and elect some from them to be cluster heads. If we assume the high-capacity sensors have virtually unlimited energy reserve compared to the low-capacity ones, only the energy consumption of the low-capacity sensors need to be counted. The energy cost for each bit of data collected by the $i$th member of the $k$th cluster is

$$E_{CM(ki)} = E_{elec} + T_bP_t(ki) \tag{9}$$

$$P_t(ki) = CHr_{ki}10^{or_k10^{-8}} \tag{10}$$

where $r_{ki}$ is the distance from the $k$th cluster head and its $i$th member.
Considering all $c$ clusters, the overall cost is

$$E_{\text{total}} = \sum_{k=1}^{c} \sum_{t=1}^{M_k} E_{CM(k)},$$  \hspace{1cm} (11)

where $M_k$ is the number of non-head members in the $k$ cluster.

Taking the expected value of the overall energy cost, we obtain $E_{\text{total}}$ as the objective function. Minimizing the overall energy consumption is equivalent to minimizing

$$J = E[r 10^\alpha].$$  \hspace{1cm} (12)

B. Solution for Random Deployment

Suppose the low-capacity sensors are deployed at random, then their locations would follow the two-dimension Poisson distribution, i.e., the number of nodes $N_A$ in area $A$ is given by,

$$Pr(N_A) = (\lambda A)^{N_A} e^{-\lambda A} / N_A!,$$  \hspace{1cm} (13)

where $\lambda$ is the node density. A useful property of the Poisson process is that if the number of nodes occurring in the area $A$ is $N$, then the individual outcomes of $N$ nodes are distributed independently and uniformly in the area $A$. For the single-hop cluster, in which all cluster members can communicate with the cluster head directly, the distance $r$ between any cluster member to the cluster head has the cdf given by

$$F(r) = \frac{\pi r^2}{\pi R^2},$$  \hspace{1cm} (14)

where $R$ is the cluster size. Thus the pdf of $r$ is

$$f(r) = \frac{2r}{R^2}.$$  \hspace{1cm} (15)

Suppose the frequency allocation is irrelevant to $r$, which is the case for most applications in use, $\alpha(f)$ and $r$ is independent. Substitute (15) into (12),

$$J = E[r 10^\alpha].$$  \hspace{1cm} (16)

$$E[r 10^\alpha] = \int_0^R r 10^\alpha \frac{2r}{R^2} dr$$

$$= \left[ 10^\alpha \left( \frac{r^2}{\ln 10} - \frac{2r}{\ln^2 10} + \frac{2}{\ln^3 10} \right) R^2 \right]_0^R$$

$$= 10^\alpha \left( \frac{R^2}{\ln 10} - \frac{2R}{\ln^2 10} + \frac{2}{\ln^3 10} \right) + 10 \frac{2}{\ln^3 10}$$  \hspace{1cm} (17)
By setting the derivative of (17) to zero, we obtain

\[ R_{opt} = \sqrt{2}/\ln 10. \]  

(18)

IV. CONCLUSION

Although clustering has been well studied for the terrestrial WSN, the unique characteristics of the underwater acoustic communications call for a new study. Because the path loss is not only relevant to the distance, but also related to the working frequency, the optimal cluster size for UW-ASN shows different properties from the terrestrial WSN. Furthermore, we show that assigning working frequency to cluster members according to their distances to the cluster head could minimize the energy consumption.
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Abstract—Query processing methods have been studied extensively in traditional database systems. But few of them can be directly applied into sensor database systems due to the characteristics of sensor networks: decentralized nature of sensor networks, limited computational power, imperfect information recorded, and energy scarcity of individual sensor nodes. In this paper, we propose a quality-guaranteed and energy-efficient algorithm (QGEE) for sensor database systems. We employ an in-network query processing method to task sensor networks through declarative queries. Given a query, our QGEE will adaptively form an optimal query plan in terms of energy efficiency and query quality. The goal of our approach is to reduce interference coming from measurements with extreme errors and to minimize energy consumption by providing service that is considerably necessary and sufficient for the requirement of applications. Moreover, we employ probabilistic method to formulate the distribution of imperfect information sources in terms of probability distribution function (PDF), and acquire probabilistic query answers on uncertain data. The probability to an answer allows users to place appropriate confidence in it. The simulation results demonstrate that our algorithm can reduce resource usage and supply quality satisfied query answers to users.

I. INTRODUCTION AND MOTIVATION

Recent developments in integrated circuit technology have allowed the construction of low-cost sensor nodes with signal processing and wireless communication capabilities. Wireless sensor networks (WSNs) are generally consisted of a large number of sensor nodes [2] operating under energy constraints in unattended mode, which are capable of limited computation, communication and sensing. WSNs are intended for a broad range of environmental sensing applications from weather data-collection to vehicle tracking and habitat monitoring [1] [3].

The widespread deployment of sensor nodes is transforming the physical world into a computing platform. Sensor nodes not only respond to physical signals to produce data, they also embed computing and communication capabilities. They are thus able to store, process locally and transfer the data they produce. From a data storage point of view, WSN can be regarded as a kind of database, distributed sensor database system (DSDS). DSDS, compared to traditional database systems, stores data within the network and allow queries to be injected anywhere through query processing operators in the network.

Existing query processing systems for WSNs, including Directed Diffusion [4], TinyDB [16], and Cougar [5], provide high-level interfaces that allow users to collect and process such continuous streams. Note that they are especially attractive as ways to efficiently implement monitoring applications without forcing users to write complex, low-level code for managing multihop network topologies or for acquiring samples from sensor nodes. TinyDB, Directed Diffusion and Cougar are relatively mature research prototypes that give some ideas on how future sensor network query processing systems will function. However, these future systems will be significantly more sophisticated than any of today's prototypes. To understand these requirements, queries may be classified along five dimensions—scope, volume, complexity, timeliness and quality—those dictate the design of networking mechanisms for query processing.

The goal of monitoring through sensor nodes is to infer information about objects from measurements made from remote locations. Since inference processes are always less than perfect, there is an element of uncertainty regarding the answers. When viewed from this perspective, the problem of uncertainty, which stands for the quality of query answers, is central to monitoring applications. Thus, to build useful information systems, it is necessary to learn how to represent and reason with imperfect information.

In this paper, we propose our solutions on query optimization and execution following acquisitional query processing (ACQP) approach [16]. Compared with typical methods, ACQP focuses on betaking the significant new query processing opportunity that arises in sensor networks: the fact that smart sensors have the capability to control over where, when, and how often data is physically acquired (i.e., sampled) and delivered to query processing operators. Motivated by these, we propose a quality-guaranteed and energy-efficient (QGEE) query processing algorithm for distributed and heterogeneous WSNs. In the following sections, we outline QGEE paradigm, explain its key features, and describe in some detail using a particular example of environmental temperature monitoring. We specify local rules achieving, desired sensor nodes choosing, and query answers acquiring in terms of bounded probabilistic values. In doing so, we show how QGEE paradigm differs from existed query processing systems and qualitatively argue that this paradigm offering scaling,
robustness and energy efficiency benefits. We quantify some of these benefits via detailed packet-level simulations on QGEE.

The remainder of this paper is organized as follows: in Section II, we provide some preliminaries on vector space model and k-partial set cover problem; Section III formulates the problems we considered for our algorithm; Section IV presents our QGEE algorithm; simulation results are given in Section V; Section VI concludes this paper.

II. PRELIMINARIES

A. Vector Space Model

Vector Space Model (VSM) [17] [18] is a way to represent documents through words that they contain. VSM has been widely used in the traditional information retrieval (IR) field [19] [20]. Most search engines also use similarity measures based on this model to rank Web documents. VSM creates a space in which both documents and queries are represented by vectors. For a fixed collection of documents, an m-dimensional vector is generated for each document and each query from sets of terms with associated weights. Then, a vector similarity function, such as the inner product, can be used to compute the similarity between a document and a query.

In VSM, weights associated with the terms are calculated based on the following two numbers:

- term frequency, \( f_{ij} \), the number of occurrence of term \( y_i \) in document \( x_i \); and
- inverse document frequency, \( g_i = \log(N/d_j) \), where \( N \) is the total number of documents in the collection and \( d_j \) is the number of documents containing term \( y_i \).

The similarity \( sim_{qs}(q, x_i) \) between a query \( q \) and a document \( x_i \) can be defined as an inner product of query vector \( Q \) and document vector \( X_i \):

\[
sim_{qs}(q, x_i) = Q \cdot X_i = \frac{\sum_{j=1}^{m} v_j \cdot w_{ij}}{\sqrt{\sum_{j=1}^{m} v_j^2} \cdot \sqrt{\sum_{j=1}^{m} w_{ij}^2}}
\]

where \( m_i \) is the number of unique terms in the document collection. Document weight \( w_{ij} \) and query weight \( v_j \) are

\[
v_j = \begin{cases} 
    \log(N/d_j) & \text{if } y_j \text{ is a term in } q \\
    0 & \text{otherwise}.
\end{cases}
\]

B. k-Partial Set Cover Problem

Covering problems are widely studied in discrete optimization. Basically, these problems involve picking a least-cost collection of sets to cover elements. Classical problems in this framework include general set cover problems and partial covering problems. k-partial set cover problem [21] as a partial covering problem is about how to choose a minimum number of sets to cover at least \( n \) elements, and which \( k \) elements should be chosen.

k-partial set cover problem can be formulated as an integer program as following.

\[
m \sum_{j=1}^{n} c(S_j) \cdot x_j
\]

**SUBJECT TO:**

\[
y_i + \sum_{j: t_i \in S_j} x_j \geq 1 \quad i = 1, 2, \ldots, n,
\]

\[
\sum_{i=1}^{n} y_i \leq n - k,
\]

\[
x_j \geq 0 \quad j = 1, 2, \ldots, m,
\]

\[
y_i \geq 0 \quad j = 1, 2, \ldots, n,
\]

Where \( x_i \in \{0, 1\} \) corresponds to each \( S_j \in S \). Iff set \( S_j \) belongs to the cover, then \( x_j = 1 \). Iff set \( t_j \) is not covered, then \( y_i = 1 \).

III. PROBLEM FORMULATION

As a motivation for our quality-guaranteed and energy-efficient query processing, we describe a scenario:

- A great multitude of temperature sensor nodes are randomly deployed in a region we interested. Individual sensor nodes (or in short, nodes) is connected to other nodes in its vicinity through a wireless communication interface, and it uses a multihop routing protocol to communicate with nodes that are spatially distant. All nodes are interconnected to at least one gateway directly or through intermedial nodes. Gateways are in charge of relaying data to a powered PC (front-end node) and, on the opposite direction, disseminating queries to related nodes. Within this sensor network, each node is provided with equal computing and sensing capability, but measurement quality may be different.

This scenario involves such a region-based query:

- **Environmental Temperature Monitoring**: With \( p \) confidence, tell the average temperature of nodes in the region defined by a rectangle \((a,b,c,d)\).

Written in SQL-like language [15], this query is shown in Fig. 1.

\[
\text{SELECT AVG(temp) FROM sensors WHERE loc in (a,b,c,d) AND PROB} > \text{p}
\]

\[
\text{SAMPLE PERIOD} 100 \text{ seconds;}
\]

**Fig. 1.** Average Temperature Query in SQL Form

A. Source of Imperfect Information

Imperfect information is ubiquitous (almost all information that we have about the real world is not certain, complete or precise). In many occasions imperfect information can be classified into uncertainty, incompleteness, ambiguity and
imprecision proposed by Bonnissone, etc. [12], [14]. Incompleteness arises from the absence of values, imprecision from the existence of values which cannot be measured with suitable precision, ambiguity from vague statement, and uncertainty from the fact that an agent has constructed a subjective opinion about the truth of a fact which it does not know for certain.

In the context of our analyzing and understanding of query answer uncertainty, a significant challenge is how to understand the nature and the source of uncertainty well on temperature information derived from remote sensing. Image chain approach [6] is one of the most important and useful models for remote sensing processing. Image chain identifies steps in remote sensing process (or links in the chain) and illustrates that these steps are interrelated.

In Figure 3. Note that, nodes are more sensitive to the the center of their regions than toward the edge.

![Image Chain Model](image)

**Image Chain for Environmental Temperature Monitoring Application**

**Input** (Information Acquisition) **Output** (Query Answer Acquisition)

---

- **Measurement Quality of Nodes**: Measurement quality of nodes introduces uncertainty and imprecise information into query answers. As we know, the quality of nodes' sensing parts usually boils down to their measurement stabilities and measurement accuracies. In general, as measurement stability and accuracy increase, so do their power requirements and cost, which are all troublesome for general sensor nodes. Therefore, inaccurate measurements supplied by sensor nodes are very common phenomenons.

- **Point Spread Function (PSF) of Nodes**: PSF of nodes introduces ambiguity into query answers. Our temperature monitoring application is interested in the temperature over a region instead of one point in space. But considering operation feasibility, cost and speed, sampling method is widely used instead of completely measuring. In this aspect, another imperfect information source is raised: PSF of nodes. PSF is caused by nonuniform sensitivity within the region associated with nodes. Most nodes exhibit sensitivity variation similar to what is shown in Figure 3.

---

**Link Quality**: Packets losing due to poor link quality introduces incompleteness into query answers. The dynamic and lossy nature of wireless communication pose major challenges to reliable, self-organizing WSNs. Packets transmission failures may happen during data transmission because of collision, node dying out (no battery), node being busy, or node's mobility. Moreover, in physical layer, sensor mobility generates channel fading during data transmission, which degrades the performance in terms of bit error rate (BER) and frame error rate.

Fixing other conditions, such as node density, communication range, sensing range and network coverage, we change measurement quality, PSF and link quality separately to evaluate the influences of those imperfect information sources on the correctness of query answers. The results are given in Table I. Note that with measurement errors, misrepresent errors, or missing information increased, the errors included in query answers are obviously increased and therefore the confidence of query answers is reduced.

<table>
<thead>
<tr>
<th>RMSE</th>
<th>MeasureQuality</th>
<th>PSF ($\sigma=1$)</th>
<th>LinkQuality</th>
</tr>
</thead>
<tbody>
<tr>
<td>MAX</td>
<td>0.2337</td>
<td>2.5618</td>
<td>25.17</td>
</tr>
<tr>
<td>LBR=0.1</td>
<td>0.2069</td>
<td>0.7132</td>
<td></td>
</tr>
<tr>
<td>MIN</td>
<td>0.1013</td>
<td>2.5416</td>
<td>22.905</td>
</tr>
<tr>
<td>LBR=0.5</td>
<td>0.1291</td>
<td>0.5895</td>
<td></td>
</tr>
<tr>
<td>AVG</td>
<td>0.0102</td>
<td>0.0944</td>
<td>3.0802</td>
</tr>
<tr>
<td>LBR=0.5</td>
<td>0.0956</td>
<td>0.3127</td>
<td></td>
</tr>
</tbody>
</table>

**B. Source of Energy Waste**

Within a network, not all available nodes provide useful information that improves the accuracy of final results. Furthermore, some information might be redundant because nodes closing to each other would have similar data. From this prospect, collecting raw readings from all nodes to front-end nodes involves large amounts of raw readings which will lead to shorter lifetimes, especially for energy-limited WSNs.
For example, there is a WSN with $n$ nodes. We assume that the lifetime for all nodes is $T_{life}$ and queries submitted to the network are processed sequentially. If there are $\omega$ queries ($A_1, A_2, \ldots, A_\omega$) relating to certain regions in this network ($\omega \leq n$), $\gamma_1$ nodes participate $A_1$ relating to area $S_{A_1}$, $\gamma_2$ nodes participate $A_2$ relating area $S_{A_2}$, \ldots, and $\gamma_\omega$ nodes participate $A_\omega$ relating to area $S_{A_\omega}$. In this case, node density is $\sum_{i=1}^{\omega} \frac{S_{A_i}}{n} (\gamma_1+\gamma_2+\ldots+\gamma_\omega=n)$ and the lifetime of this network is $L_{t,\omega} = \omega T_{life}$. Note that, with the number of query $\omega$ decreasing, node density is increased ($\frac{n}{S_{A_1}}+\frac{n}{S_{A_2}}+\ldots+\frac{n}{S_{A_\omega}}$), and the lifetime of network is decreased ($L_{t,1} < L_{t,2} < L_{t,\omega}$).

For energy reservation issues on information collection, previous networking researches approach data aggregation [9] as an application specific technique to reduce the amount of data which is sent over the network. But where the aggregations should be carried out is a very essential and tough problem, which relates to the correctness and the effectiveness of operations.

IV. QUALITY-GUARANTEED AND ENERGY-EFFICIENT (QGEE) QUERY PROCESSION ALGORITHM DESCRIPTION AND DISCUSSION

Keeping these two problems: quality-required and power-limit in our mind, we propose a quality-guaranteed and energy-efficient (QGEE) query processing algorithm for WSNs. QGEE employs an in-network query processing method to task networks through declarative queries, which is critical for reducing network traffic when accessing and manipulating sensor data.

In QGEE algorithm, only a subset of nodes within a network will be chosen to acquire readings or samples corresponding to the fields or attributes referenced in queries. The goal of our approach is to reduce interference coming from measurements with extreme errors and to minimize energy consumption by providing service that is considerably necessary and sufficient for the needs of applications. Moreover, according to the analysis and classification on sources of imperfect information, we employ probabilistic method to formulate the distribution of them in terms of probability distribution function (PDF). Finally probabilistic query answers are acquired on uncertain data. The probability in a query answer allows users to place appropriate confidence in it as opposed to having an incorrect answer or no answer at all.

A. Confidence Control for Query Answers

1) Query Vector Space Model (VSM) Design and Active Nodes Selection: In information retrieval, VSM is a very efficient method to qualify the correlation between a query and all candidate documents. If we treat all sensor nodes as candidate documents for a query, the correlation between a query and nodes can be determined through the same principle used in information retrieval. Following factors are considered for our VSM vector design:

- Node Location

Given a piece of region, the number and the location of nodes determine the observe proportion together. In order to employ as few as possible nodes to cover as large as possible region, we should select those nodes located at optimal locations. The detail on determining optimal locations is presented in Section IV-A.2.

- Measurement Quality

Since the cost and the measurement quality of sensor nodes are related to each other, sensor nodes owning various quality levels are always deployed simultaneously in a WSN for economical reasons. Furthermore, through a query, database users supply not only what information they are interested in, but also the requirement on the quality of query answers, i.e., the confidence of query answers. In this case, we should select suitable nodes to response queries. In Table I, note that the RMSE of query answers are quite different under various measurement quality (in terms of different variance in that example).

- Remaining Battery Capacity

Remaining battery capacity of sensor nodes is our third consideration factor. When the battery of a node is used up, data observed by this node will be missed, which will increase the uncertainty of query answer at some degree. This inspires us to select those nodes with high remaining battery capacity, so that all expected information can be collected.

In our algorithm, we employ VSM to combine all considering factors to select the most related nodes to participate query processing. The query vector ($T$) is designed as $T=[R_l,A_d,B_m]$. $R_l$ stands for location relativity. It is the indicator of the distance between the location of a sensor node at $(x,y)$ and the optimal location at $(x_0,y_0)$. $R_l = 1 - \frac{\sqrt{(x-x_0)^2+(y-y_0)^2}}{L}$ (8) where $L$ is a factor to ensure $R_l$ to be a positive number and not larger than one. One way to design $L$ is to let its value equal to the maximum distance of two nodes within a network.

- $A_d$ stands for measurement quality. $A_d$ equals to the confidence of measurement bias. For example, for speed detecting sensor nodes, CXM539 [10], the bias is $\pm 1$mg and owns 0.95 confidence. In this case, $A_d=0.95$.

- $B_m$ stands for remaining battery capacity.

When a query submitted, the top-end node related fixes on optimal locations for this query and translates the query from SQL form into a query VSM vector $\Upsilon_0=[1,A_d,0,B_m,0]$. For instance, $\Upsilon_0=[1,p,5]$ according to the query given in Fig. 1. We assume the maximum battery capacity for nodes is 5J. $\Upsilon_0$ and information on optimal locations will be flooded over the whole network.

Nodes update their query VSM vectors ($\Upsilon_i=[R_{l,i},A_d,i,B_m,i]$) (i=1,2,\ldots, n)) according to $\Upsilon_0$ and

\[ \Upsilon_i = [R_{l,i},A_d,i,B_m,i] \]
optimal locations. We assume that there are \( n \) nodes in this network. \( R_{i,k} \) is defined as:
\[
R_{i,k} = \max\{r_{i,k,j}\}
\]
where \( r_{i,k,j} = 1 - \frac{\sqrt{(x_i-x_{0,j})^2+(y_i-y_{0,j})^2}}{d} \), \( (x_i, y_i) \) is the position of node \( i \), and \( (x_{0,j}, y_{0,j}) \) is the position of \( j \)th optimal location.

We design a query correlation, which we refer to as \( \zeta \), to express the correlation between each node and a query. We formulate \( \zeta \) in (10). Observe that, query correlation \( \zeta_{T_0,T_i} \) is a function of query quality requirement and node’s energy, measurement quality and location. Moreover, \( \zeta_{T_0,T_i} \) is computed by nodes through a distributed way.

\[
\zeta_{T_0,T_i} = \sin_m(T_0, T_i) = T_0 \cdot T_i = 1 \times R_{i,d} + A_{d,0} \times A_{d,i} + B_{d,0} \times B_{m,i} + B_{m,0} \times B_{m,i}
\]

The higher \( \zeta \) is, the higher the similarity between query and a node is. Inspired by this, we form our criteria for active nodes choosing: The decision-which nodes are active to respond queries-is based on their query correlation. That is, nodes with highest query correlation among their one-hop neighbors are chosen to participate in related query processing. In QGEE, active nodes are chosen locally leveraging cooperations among nodes. We assume that each node knows query correlations of its one-hop neighbors, which can be achieved by requiring each node to broadcast its query correlation initially.

2) Optimal Location Determination: We model the problem-determining optimal locations for a query, as a k-partial set cover problem. This problem is defined as follows: Let \( n \) be the number of all sensor nodes, \( n' \) be a given positive integer so that \( n' \leq n \). If we have k same disks with radius \( r \), the k-partial set cover problem tries to solve whether \( k \) disks can cover at least \( n' \) nodes. In this paper, we only consider sensor nodes in a plane (the dimension is 2). This kind of k-partial set cover problem is a NP problem.

At present, all known algorithm for NP problems require time that is exponential to the problem size. It is unknown whether there are any faster algorithms. Therefore, to solve a NP problem for any nontrivial problem size, one of the approaches is approximation algorithm, which can acquire the solution during polynomial time. SETCOVER algorithm [21] is a good approximation method to determine the value of \( k \) and the locations of these \( k \) disks on a plane. In QGEE, we choose centers of those \( k \) disks as our optimal locations. If we set these \( k \) disks can cover all sensor nodes (i.e., \( n' = n \)), those nodes locating at the centers of these disks can almost monitor the region completely interested by users.

In QGEE, considering the influence of PSF of nodes on uncertainty of query answers, we adaptively determine the value of the radius \( r \) of disks according to users’ quality requirements instead of fixing it. We illustrate the process of calculating \( r \) with a simple example. We assume that PSF \( g(d') \) of nodes in a WSN is defined by (11) and confidence of query answer is required to be at least \( p \) as shown in the example in Fig. 1.

\[
g(d) = \frac{1}{\sigma\sqrt{2\pi}}e^{-\frac{d^2}{2\sigma^2}}
\]

where \( d \) is the distance between a point on the monitoring region and a specific node. \( \sigma^2 \) is the variance of \( d \). \( g(d) \) has the similar form as shown in Fig. 3(a).

Compared to other locations within a disk, measurements of active nodes own least sensitivity/confidence when they stand for the situation at the disk’s edge. This nature inspires us to get the criteria to acquire suitable value for \( r \). That is, if the sensitivity/confidence is equal to or higher than \( p \) at the edge of disks, we can ensure that the measurements of active nodes can represent the situation within this disk with \( p \) confidence. We drive equation (11) to determine \( r \) (see equation (12)).

\[
r = -\sigma\sqrt{\ln(2\pi\sigma^2p^2)}
\]

Note that \( r \) is a function of standard variance of PSF \( \sigma \) and query quality requirement \( p \). If we fixed \( \sigma \), \( r \) will decrease with the increase of \( p \). That means, with higher query quality, smaller disks are used to search the optimum locations and more active nodes are needed for a query.

3) Sample Size Determination and Semi-Manufactured Query Answer Acquisition: We have picked up a set of nodes to respond a query. While, “How many measurements should be included in one sample?” is the question we will answer in this Section. Sample (any subset of a population) size determination refers to the process of determining exactly how many samples should be measured/observed in order that the sampling distribution of estimators meets users’ pre-specified target precision [23].

Since nodes’ readings are subject to many small and random errors which are caused by limitations of devices’ hardware and environmental noise, uncertainty is inherent regarding to true values. Hence nodes reading \( (x) \) can be expressed as:

\[
x = v + e_m + \eta
\]

where \( v \) is the true value, \( e_m \) is the measurement error introduced by limitations of devices’ hardware, and \( \eta \) is the environmental noise which is considered as white Gaussian noise in this paper and \( \eta \sim N(0, \sigma_e^2) \). Based on central limit theorem [13], the probability distribution of measurement errors complies with a normal distribution. That is, \( e_m \sim N(0, \sigma_e^2) \). Generally, in product’s technical datasheet, manufacturers supply the information on measurement errors. For example, as we mentioned above, the bias for CXM539 is \( \pm 1 \) Gauss with 0.95 confidence. That means for sensor nodes CXM593, \( \sigma_e^2 = 0.1302 \). For general cases, if we know the maximum bias \( \Delta x \) and its confidence \( p \), we can obtain the general expression for \( \sigma_e^2 \). That is

\[
\sigma_e^2 = \frac{\Delta x^2}{Q^{-1}(1-p^2)}
\]
where $Q(x)$ stands for Q-Function, defined as $Q(x) = \int_x^\infty \frac{1}{\sqrt{2\pi}} e^{-\frac{y^2}{2}} dy$

Moreover, $e_n$ and $n_x$ are independent. Therefore, nodes reading also complies with a normal distribution with $\mu_x$-mean and $\sigma_x$-standard derivation given in (15).

$$\mu_x = v \quad \text{and} \quad \sigma_x = \sqrt{\frac{\sigma^2 + N_0}{2}} \quad (15)$$

Therefore the PDF of nodes' reading $f_X(x)$ is

$$f_X(x) = \frac{1}{\sigma_x \sqrt{2\pi}} e^{-\frac{(x-\mu_x)^2}{2\sigma^2}} \quad (16)$$

Based on nodes reading, the estimator of the true value is defined as $\hat{x}_n = \frac{1}{n} \sum_{j=1}^{n} x_j$, thus the probability distribution function of $\hat{x}_n$ ($f_{\hat{x}_n}(\hat{x}_n)$) is similar to $f_X(x)$ with $\mu_n = \mu_x$ and $\sigma_n^2 = \frac{\sigma^2}{n^2}$. That is

$$f_{\hat{x}_n}(\hat{x}_n) = \frac{1}{\sigma_n \sqrt{2\pi}} e^{-\frac{(\hat{x}_n-\mu_n)^2}{2\sigma_n^2}} = \frac{\sqrt{n}}{\sigma_n \sqrt{2\pi}} e^{-\frac{n(\hat{x}_n-v)^2}{2(\sigma^2 + N_0^2)}} \quad (17)$$

In QGEE, we let $\Delta x$ as the margin of error between the estimator ($\hat{x}_n$) and the true value ($v$) to reflect the target precision of queries, as well as we specify our tolerance for making this error not smaller than $p$. The criteria for sample size determination is simply stated as:

$$P_r\{|\hat{x}_n - v| \leq \Delta x\} \geq p \quad (18)$$

We have known the PDF of $\hat{x}_n$, hence the probability of the estimation error which not larger than $d$ is

$$P_r\{|\hat{x}_n - v| \leq \Delta x\} = 1 - 2Q\left(\frac{\Delta x}{\sqrt{\frac{\sigma^2 + N_0^2}{n}}}\right) \quad (19)$$

Solving (18) and (19) for $n$, we obtain

$$n \geq \frac{(\sigma^2 + N_0^2)[Q^{-1}(1-p)]^2}{\Delta x^2} \quad (20)$$

Since a statistic measurement on samples can rarely, if ever, be expected to be exactly equal to a parameter, it is important that an estimation is accompanied by a statement which describes the precision of this estimation. Confidence intervals [7] provide a method of stating both how close the value of a statistic being likely to be value of a parameter and the chance of being close. An confidence interval of an value of a statistic being likely to be value of a parameter besides measurement quality and remaining battery capacity, and degree of mobility. The source node chooses the top $M$ nodes based on the degree of selection possibility. In the second hop, selected nodes in each path will choose its next hop node uses a FLS.

With (21), we obtain a bounded value, i.e., $v \in [x_n - \Delta x, x_n + \Delta x]$, which owns $p$ confidence. We call this kind of query answers from active nodes as “semi-manufactured” query answers.

Since heterogenous is one of natures of general WSNs, that is, measurement quality for each node may not be same, the sample size is given in (22) and confidence interval for node $i$ is $\hat{v}_i \in [x_{n_i} - \Delta x_i, x_{n_i} + \Delta x_i]$ with $p_i$ confidence.

$$n_i \geq \frac{(\sigma^2 + N_0^2)[Q^{-1}(1-p_i)]^2}{\Delta x_i^2} \quad (22)$$

4) Information Collection: After active nodes are chosen, a data centric routing algorithm, EM-GMR [11] is employed by QGEE, which is a multipath, power-aware and mobility-aware routing scheme. EM-GMR is used to establish the route-tree from active nodes to front-end nodes for query answer return. EM-GMR uses reactive networking approach, in which it finds a route only when a message is to be delivered from source to destination.

EM-GMR scheme consists of route discovery phase, route reconstruction phase, and route deletion phase. In the route discovery phase, the source node uses a fuzzy logic system (FLS) [8] to evaluate all eligible nodes (closer to the destination location) in its communication range based on the parameters of each node: distance to the destination, remaining battery capacity, and degree of mobility. The source node chooses the top $M$ nodes based on the degree of the possibility (output of FLS). The source node sends a Route Notification (RN) packet to each desired node, and each desired node will reply using a REPLY packet if it is available. If after a certain period of time, the source node did not receive REPLY from some desired node, it will pick the node with the $M+1$st degree of selection possibility. In the second hop, selected nodes in each path will choose its next hop node uses a FLS.

Note that EM-GMR considers distance to the sensor node, remaining battery capacity, and mobility of each sensor node during route path setting up. This scheme could tremendously reduce the frame loss rate and link failure rate since mobility was considered, so that incompleteness information caused by poor link quality is reduced at certain degree.

B. Energy Consumption Control for Question Processing

In energy consumption control, we employ three strategies. They are active nodes number control, sample size control and link quality control.

First, in the query SVM design, node location is included besides measurement quality and remaining battery capacity, since it is directly related to the necessary number of active nodes to cover whole monitoring region. Through solving optimal location problem, we can employ as few as possible nodes to cover as large as possible monitoring region in order to carry out energy reservation task.

Second, in order to ensure the confidence of estimators satisfy users’ requirements, we obtain (22) for determining the value of sample size. However, too large a sample implies a waste of resources, and too small a sample diminishes the
utility of the results. In our algorithm, we let \( p_i \) specify the value of sample size during information sensing. Therefore, we can acquire enough samples to meet users' pre-specified target precision, at the same time reduce the energy consumption for data sensing.

Third, we tremendously reduce the frame loss rate and link failure rate through choosing more suitable nodes to set up route-tree for queries. With this improvement, we can reduce energy consumption for route-tree maintenance and information retransmission.

**C. Final Query Answer Acquisition**

After queries have been optimized and disseminated, the query processor begins to execute them-processing all semi-manufactured query answers to acquire the final query answers. Aggregation is required in many database applications, similar to database tuples. Common functions applied to collections of numeric values include SUM, AVERAGE, MAXIMUM, and MINIMUM. In this paper, our discussion on how to obtain final query answers focuses on those most often used aggregation operations: MAXIMUM, MINIMUM, and AVERAGE.

Returned semi-manufactured answers are confidence intervals, i.e., \( [\hat{x}^i_n, \Delta x^i_n, x_n^i + \Delta x^i_n] \) with \( p_i \) confidence \((i = 1, 2, \cdots, \psi)\). For simplified reason, we let \( l_i = x_n^i - \Delta x^i_n \) and \( h_i = x_n^i + \Delta x^i_n \). We assume there are \( \psi \) active nodes for a query.

1) MAXIMUM/MINIMUM Aggregation: We let \( Z_{\text{max}} = \max_i(z_i) \) and \( Z_{\text{min}} = \min_i(z_i) \) \((i = 1, 2, \cdots, \psi)\). The cumulative distribution function (CDF) of \( \hat{x}_n^i \) is given in (23) according to (17).

\[
F_{X_n^i}(\hat{x}_n^i) = Q\left(\frac{\sqrt{n_i}(\hat{x}_n^i - \hat{n}_i)}{\hat{\sigma}_n^i}\right)
\]

Since measurements from individual active nodes are independent with each other, the CDFs for \( Z_{\text{max}} \) and \( Z_{\text{min}} \) is given in (24) for MAXIMUM and in (25) for MINIMUM.

\[
F_{Z_{\text{max}}}(z) = \prod_{i=1}^{\psi} F_{X_n^i}(z) = \prod_{i=1}^{\psi} Q\left(\frac{\sqrt{n_i}(z - \hat{n}_i)}{\hat{\sigma}_n^i}\right)
\]

And

\[
F_{Z_{\text{min}}}(z) = 1 - \prod_{i=1}^{\psi} (1 - F_{X_n^i}(z)) = 1 - \prod_{i=1}^{\psi} Q\left(\frac{\sqrt{n_i}(z - \hat{n}_i)}{\hat{\sigma}_n^i}\right)
\]

For MAXIMUM aggregation, the final query answer is \( Z_{\text{max}} \in [l_{\text{max}}, h_{\text{max}}] \) with \( p_{\text{max}} \) confidence in bounded probability form.

\[
l_{\text{max}} = \max_i\{l_i\} \quad \text{and} \quad h_{\text{max}} = \max_i\{h_i\}
\]

For MINIMUM aggregation, the final query answer is \( Z_{\text{min}} \in [l'_{\text{min}}, h'_{\text{min}}] \) with \( p_{\text{min}} \) confidence in bounded probability form. Where

\[
l'_{\text{min}} = \min_i\{l_i\} \quad \text{and} \quad h'_{\text{min}} = \min_i\{h_i\}
\]

2) AVERAGE Aggregation: In this aggregation operation, a derivative value over a group of sensor nodes' data is returned. \( Z_{\text{avg}} = \frac{1}{\psi} \sum_{j=1}^{\psi} \hat{x}_n^j \). The PDF for \( Z_{\text{avg}} \) (\( f_Z_{\text{avg}}(z) \)) has the similar distribution to \( f_X(\hat{x}_n) \). But the mean and variance are \( \frac{1}{\psi} \sum_{j=1}^{\psi} \hat{x}_n^j \) individually.

For AVG aggregation, the final query answer is \( Z_{\text{avg}} \in [l_{\text{avg}}, h_{\text{avg}}] \) with \( p_{\text{avg}} \) confidence in bounded probability form.

\[
l_{\text{avg}} = \frac{1}{\psi} \sum_{j=1}^{\psi} l_j \quad \text{and} \quad h_{\text{avg}} = \frac{1}{\psi} \sum_{j=1}^{\psi} h_j
\]

\[
p_{\text{avg}} = \frac{1}{\psi} \sum_{i=1}^{\psi} p_i
\]

**V. SIMULATION AND PERFORMANCE EVALUATION**

Nodes are randomly deployed in an area of \( 10 \times 10 \text{m}^2 \), and sensing range is \( 1 \text{m} \). The initial energy of sensor nodes uniformly distributes within \( [0,5] \text{J} \). We run Monte Carlo simulations to remove the randomicity of simulation results. We compare our QGEE against the query processing method without any query optimization.

The energy consumption model for data sensing is shown in (32).

\[
E_q = E_{se} \cdot S_t
\]

where \( E_q \) is the energy consumed by processing a query. \( E_{se} \) is the energy consumed by data sensing. \( S_t \) is the sample period. In this simulation, we choose: \( E_{se} = 5\text{nJ/sample} \).

We use the same energy consumption model as in [22] for the radio hardware. To transmit an \( l \)-symbol message for a distance \( d \), the radio expends:

\[
E_{T_2}(l, d) = E_{T_2\text{-elec}}(l) + E_{T_2\text{-amp}}(l, d) = l \times E_{\text{elec}} + l \times e_f \times d^2
\]

and to receive this message, the radio expends:

\[
E_{R_2} = l \times E_{\text{elec}}
\]

The electronics energy, \( E_{\text{elec}} \), as described in [22], depends on factors such as coding, modulation, pulse-shaping and matched filtering. The amplifier energy, \( e_f \times d^2 \), depends on the distance to the receiver and the acceptable bit error rate. In this paper, we choose: \( E_{\text{elec}} = 50\text{nJ/sym} \), \( e_f = 10\text{pJ/sym/m}^2 \).
A. Active Nodes Selection Scheme Performance

In Fig. 4, we plot the query index versus the nodes dead time. We can see that after processing about 20 queries, all nodes, without query optimization, use up their energy. But for QGEE, the whole network is not down until 53 queries are completed. Therefore, QGEE can reserve 50% of energy on processing same number of queries.

![Fig. 4. Nodes Dead Time](image)

In Fig. 5, we compare the observation covering rate of these two schemes. Observed that, QGEE employs $70 - 45 = 25$ less nodes to cover 90% area interested. This simulation result illustrates the reason why our QGEE can implement energy reservation. That is, about $\frac{25}{70} \times 100 = 35.71\%$ nodes switch to energy saving model during query processing.

![Fig. 5. Observation Coverage Rate](image)

By employing our QGEE, the energy is saved and the lifetime of network is extended. But the cost to achieve this improvement is a certain degree of observation covering rate decreasing. Fig. 6 shows that the biggest decrease of observation covering rate is 16.6% for QGEE.

B. EM-GMR Performance

We compared our EM-GMR against the geographical multipath routing (GMR) scheme where only distance to the destination is considered. In Fig. 7, we plotted the simulation time versus the number of nodes dead. Observe that when 50% nodes (30 nodes) die out, the network lifetime for EM-GMR has been extended about $\frac{175 - 125}{125} = 40\%$. In Fig. 8, we compared the frame loss rate of these two scheme. Observe that our EM-GMR outperforms the GMR for about 20% less frame loss. The average latency during transmission (end-to-end) is 419.68ms for our EMGMR and 407.5ms for GMR, and link failure rate for EMGMR is 5.68%, but for GMR it is 10.42%.

![Fig. 6. Decrease of Observation Coverage Rate](image)

![Fig. 7. Simulation time versus number of nodes dead](image)

C. Probabilistic Answers Acquisition Scheme Performance

In this simulation, we give various query answer confidence requirement (i.e., various value for $p$). To simplify the simulation scenarios, we set there are enough nodes satisfying measurement quality requirements. For MAXIMUM, MINIMUM and AVERAGE aggregation operation, we check the probability of true values locating within the confidence intervals acquired at front-end nodes (see Table II). Note that, our QGEE can successfully obtain suitable confidence intervals to guarantee the true value of query answers locating within this interval with a probability ($p_2$), which is equal to or larger than the pre-specified probability ($p_1$) by users.

VI. CONCLUSIONS

In this paper, we propose a quality-guaranteed and energy-efficient algorithm (QGEE) for sensor database systems. Given
a query, our QGEE can adaptively form an optimal query plan in terms of energy efficiency and query quality. Our approach can reduce interference coming from measurements with extreme errors and minimize energy consumption by providing service that is considerably necessary and sufficient for the need of applications. Moreover, we employ probabilistic method to formulate the distribution of imperfect information sources in terms of probability distribution function (PDF), and acquire probabilistic query answers on uncertain data. The application-specific protocol architecture for wireless microsensor networks can reduce resource usage about 50%, the frame loss rate about 20% and supply quality satisfied query answers users to place appropriate confidence in it.

The simulation results demonstrate that our algorithm can reduce resource usage about 50%, the frame loss rate about 20% and supply quality satisfied query answers to users.
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TABLE II
CONFIDENCE FOR QUERY ANSWERS, p1 IS THE PRE-SPECIFIED VALUE FOR p, p2 IS THE ACQUIRED VALUE FOR p USING QGEE.

<table>
<thead>
<tr>
<th></th>
<th>MAXIMUM</th>
<th>MINIMUM</th>
<th>AVERAGE</th>
</tr>
</thead>
<tbody>
<tr>
<td>p1</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.8</td>
<td>0.8133</td>
<td>0.8133</td>
<td>0.8112</td>
</tr>
<tr>
<td>0.9</td>
<td>0.9139</td>
<td>0.9151</td>
<td>0.9144</td>
</tr>
<tr>
<td>0.9246</td>
<td>0.9318</td>
<td>0.9361</td>
<td></td>
</tr>
<tr>
<td>0.9334</td>
<td>0.948</td>
<td>0.9428</td>
<td></td>
</tr>
<tr>
<td>0.95</td>
<td>0.958</td>
<td>0.9561</td>
<td>0.9551</td>
</tr>
<tr>
<td>0.99</td>
<td>0.9939</td>
<td>0.9924</td>
<td>0.9938</td>
</tr>
</tbody>
</table>
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Abstract

In this paper, we introduce a new method for packet transmission delay analysis and prediction in mobile ad hoc networks. We use fuzzy logic system (FLS) to coordinate physical layer and data link layer. We demonstrate that a type-2 fuzzy membership functions (MFs), i.e., the Gaussian MFs with uncertain variance is most appropriate to model BER and MAC layer service time. Two FLSs: a singleton type-1 FLS and an interval type-2 FLS are designed to predict the packet transmission delay based on the BER and MAC layer service time. Simulation result shows that the interval type-2 FLS performs better than the type-1 FLS. And we use the outcomes of FLS predictors to control the transmission powers. Simulation results illustrate us the performances of the energy consumption, average delay and throughput. They show that the interval type-2 FLS performs better than the type-1 FLS. And we use the actual transmission delay to get the performance bound.

Index Terms: wireless Ad Hoc networks, cross-layer design, fuzzy logic system, interval type-2 fuzzy sets, packet transmission delay analysis
1 Introduction

The demand for Quality of Service (QoS) in mobile ad hoc networks is growing in a rapid speed. To enhance the QoS, we consider the combination of physical layer and data-link layer together, a cross-layer approach. A strict layered design is not flexible enough to cope with the dynamics of the mobile ad hoc networks [1]. Cross-layer design could introduce the layer interdependencies to optimized overall network performance. The general methodology of cross-layer design is to maintain the layered architecture, capture the important information that influence other layers, exchange the information between layers and implement adaptive protocols and algorithms at each layer to optimize the performance.


However, cross-layer design can produce unintended interactions among protocols, such as an adaptation loops. It is hard to characterize the interaction at different layers and joint optimization across layers may lead to complex algorithm.

In this paper, we discuss one of the parameters for QoS: packet transmission delay. And our algorithm is quite different from all the previous works. We propose to use the Fuzzy Logic System (FLS) for packet transmission delay analysis and prediction. We apply both a singleton type-1 FLS and an interval type-2 FLS for the analysis and prediction.

We apply the transmission delay predictors to control the transmission power. The simulation achieves performance parameters of average delay, energy consumption and throughput. Assume we know the actual transmission delay, we also get these parameters as the performance bounds.

The remainder of this paper is structured as following. In section II, we introduce the preliminaries. In section III, we make an overview of fuzzy logic systems. In section IV, we apply the
FLS into the cross-layer design. Simulation results and discussions are presented in section V. In section VI, we conclude the paper.

2 Preliminaries

2.1 IEEE 802.11a OFDM PHY

The physical layer is the interface between the wireless medium and the MAC [5]. The principle of OFDM is to divide a high-speed binary signal to be transmitted over a number of low data-rate subcarriers. A key feature of the IEEE 802.11a PHY is to provide 8 PHY modes with different modulation schemes and coding rates, making the idea of link adaptation feasible and important.

2.2 IEEE 802.11 MAC

The 802.11 MAC uses Carrier-Sense Multiple Access with Collision Avoidance (CSMA/CA) to achieve automatic medium sharing between compatible stations. In CSMA/CA, a station senses the wireless medium to determine if it is idle before it starts transmission. If the medium appears to be idle, the transmission may proceed, else the station will wait until the end of the in-progress transmission. A station will ensure that the medium has been idle for the specified inter-frame interval before attempting to transmit.

Besides carrier sense and RTS/CTS mechanism, an acknowledgment (ACK) frame will be sent by the receiver upon successful reception of a data frame. Only after receiving an ACK frame correctly, the transmitter assumes successful delivery of the corresponding data frame. The sequence for a data transmission is: RTS-CTS-DATA-ACK.

A mobile node will retransmit the data packet when finding failing transmission. Retransmission of a signal packet can achieve a certain probability of delivery. There is a relationship between the probability of delivery $p$ and retransmission times $n$ [6]:

$$n = 1.451n\frac{1}{1 - p}$$ (1)
The IEEE 802.11 standard requires that a data frame is discarded by the transmitter's MAC after certain number of unsuccessful transmission attempts. According to the requirement of probability of delivery, we choose the minimum number of retransmission.

When MAC layer acquires access to the channel, the nodes will exchange the RTS-CTS-DATA-ACK packets. After the transmitters receive an ACK packet, a packet is transmitted successfully. In this paper, we assume that there will be always best-effort traffic present that can be locally and rapidly rate controlled in an independent manner at each node to yield necessary low delays and stable throughputs.

2.3 Bit Error Rate

BER is the percentage of bits with errors divided by the total number of bits that have been transmitted, received or processed over a given time period. It is a measure of transmission quality. The high BER means high packets loss rate. Requests for resends will increase latency. For delay insensitive traffic requires a very low BER.

2.4 MAC Layer Service Time

There are three basic processes when the MAC layer transmits a packet [7]: the decrement process of the backoff timer, the successful packet transmission process that takes a time period of $T_{suc}$ and the packet collision process that takes a time period of $T_{col}$. Here, $T_{suc}$ is the random variable representing the period that the medium is sensed busy because of a successful transmission, and $T_{col}$ is the random variable representing the period that the medium is sensed busy by each station due to collisions. The MAC layer service time is the time interval from the time instant that a packet becomes the head of the queue and starts to contend for transmission, to the time instant that either the packet is acknowledged for a successful transmission or the packet is dropped. This time is important when we examine the performance of higher protocol layers.
2.5 Packet Transmission Delay

The packet delay represents the time it took to send the packet between the transmitter and the next-hop receiver, including the deferred time and the time to fully acknowledge the packet. The packet transmission delay between the mobile nodes includes three parts: the wireless channel transmission delay, the Physical/MAC layer transmission delay, and the queuing delay [8].

Defining $D$ as the distance between two nodes and $C$ as the light speed, the wireless channel transmission delay as:

$$\text{Delay}_{ch} = \frac{D}{C} \quad (2)$$

The Physical/MAC layer transmission delay will be decided by interaction of the transmitter and the receive channel, the node density and the node traffic intensity etc.

The queuing delay is decided by the mobile node I/O system-processing rate, the subqueue length in the node.

In order to make the system "stable", the rate at which node transfers packets intended for its destination must satisfy all nodes that the queuing lengths will not be infinite and the average delays will be bounded.

2.6 Energy

A mobile node consumes significant energy when it transmits or receives a packet. But we will not consider the energy consumed when the mobile node is idle.

The distance between two nodes are variable in the mobile ad hoc networks and the power loss model is used. To send the packet, the sender consumes [9],

$$P_{tx} = P_{elec} + \epsilon_f \cdot d^2 \quad (3)$$

and to receive the packet, the receiver consumes,

$$P_{rx} = P_{elec} \quad (4)$$
Where $P_{\text{elec}}$ represents the power that is necessary for digital processing, modulation, and $\epsilon_{fs}$ represents the power dissipated in the amplifier for the free space distance $d$ transmission.

2.7 One-step Markov Path Model

The mobile nodes are roaming independently with variable ground speed. The mobility model is called one-step Markov path model [10]. The probability of moving in the same direction as the previous move is higher than other directions in this model, which means this model has memory. Fig.1 shows the probability of the six directions.

![Figure 1: One-step Markov Path Model](image)

3 Overview of Interval Type-2 Fuzzy Logic Systems

Figure 2 shows the structure of a type-2 FLS [11]. It is very similar to the structure of a type-1 FLS [12]. For a type-1 FLS, the output processing block only contains the defuzzifier. We assume that the reader is familiar with type-1 FLSs, so that here we focus only on the similarities and differences between the two FLSs.

The fuzzifier maps the crisp input into a fuzzy set. This fuzzy set can, in general, be a type-2 set.

In the type-1 case, we generally have “IF-THEN” rules, where the $l$th rule has the form “$R_l^1$: IF $x_1$ is $F_{1i}$ and $x_2$ is $F_{2i}$ and ... and $x_p$ is $F_{pi}$, THEN $y$ is $G_{li}$”, where: $x_i$s are inputs; $F_{li}$s are antecedent sets ($i = 1, \ldots, p$); $y$ is the output; and $G_{li}$s are consequent sets. The distinction between type-1 and type-2 is associated with the nature of the membership functions, which is not important while
Figure 2: The structure of a type-2 FLS. In order to emphasize the importance of the type-reduced set, we have shown two outputs for the type-2 FLS, the type-reduced set and the crisp defuzzified value.

forming rules; hence, the structure of the rules remains exactly the same in the type-2 case, the only difference being that now some or all of the sets involved are of type-2; so, the lth rule in a type-2 FLS has the form "\( R_l : \text{IF } x_1 \text{ is } F_1 \text{ and } x_2 \text{ is } F_2 \text{ and } \ldots \text{ and } x_p \text{ is } F_p, \text{ THEN } y \text{ is } G \)."

In the type-2 case, the inference process is very similar to that in type-1. The inference engine combines rules and gives a mapping from input type-2 fuzzy sets to output type-2 fuzzy sets. To do this, one needs to find unions and intersections of type-2 sets, as well as compositions of type-2 relations.

In a type-1 FLS, the defuzzifier produces a crisp output from the fuzzy set that is the output of the inference engine, i.e., a type-0 (crisp) output is obtained from a type-1 set. In the type-2 case, the output of the inference engine is a type-2 set; so, "extended versions" (using Zadeh's Extension Principle [13]) of type-1 defuzzification methods was developed in [11]. This extended defuzzification gives a type-1 fuzzy set. Since this operation takes us from the type-2 output sets of the FLS to a type-1 set, this operation was called "type-reduction" and the type-reduced set so obtained was called a "type-reduced set" [11]. To obtain a crisp output from a type-2 FLS, we can defuzzify the type-reduced set.

General type-2 FLSs are computationally intensive, because type-reduction is very intensive. Things simplify a lot when secondary membership functions (MFs) are interval sets (in this case, the secondary memberships are either 0 or 1). When the secondary MFs are interval sets, the type-2 FLSs were called "interval type-2 FLSs". In [14], Liang and Mendel proposed the theory and design
of interval type-2 fuzzy logic systems (FLSs). They proposed an efficient and simplified method to compute the input and antecedent operations for interval type-2 FLSs, one that is based on a general inference formula for them. They introduced the concept of upper and lower membership functions (MFs) and illustrate their efficient inference method for the case of Gaussian primary MFs. They also proposed a method for designing an interval type-2 FLS in which they tuned its parameters.

In an interval type-2 FLS with singleton fuzzification and meet under minimum or product t-norm, the result of the input and antecedent operations, $F^i$, is an interval type-1 set, i.e., $F^i = [\tilde{f}^i, \overline{f}^i]$, where $\tilde{f}^i$ and $\overline{f}^i$ simplify to

$$f^i = \mu_{\tilde{F}_1^i}(x_1) \times \cdots \times \mu_{\tilde{F}_p^i}(x_p)$$

(5)

and

$$\overline{f}^i = \overline{\mu}_{\tilde{F}_1^i}(x_1) \times \cdots \times \overline{\mu}_{\tilde{F}_p^i}(x_p)$$

(6)

where $x_i$ ($i = 1, \ldots, p$) denotes the location of the singleton.

In this paper, we use center-of-sets type-reduction, which can be expressed as:

$$Y_{\text{cos}}(Y^1, \ldots, Y^M, F^1, \ldots, F^M) = \left[ y_l, y_r \right] = \int y_1 \cdots \int y_M \int f_1 \cdots \int f_M \frac{1}{\sum_{i=1}^{M} \int f^i}$$

(7)

where $Y_{\text{cos}}$ is an interval set determined by two end points, $y_l$ and $y_r$; $f^i \in F^i = [\tilde{f}^i, \overline{f}^i]$; $y^i \in Y^i = [y_l^i, y_r^i]$, and $Y^i$ is the centroid of the type-2 interval consequent set $\tilde{G}^i$; and, $i = 1, \ldots, M$.

Because $Y_{\text{cos}}$ is an interval set, we defuzzify it using the average of $y_l$ and $y_r$; hence, the defuzzified output of an interval type-2 FLS is

$$f(x) = \frac{y_l + y_r}{2}$$

(8)
4 Modeling BER and MAC Layer service time with Gaussian Membership Function

4.1 Analyzing and Modelling BER

Let $p$ be the probability that bit is error in any given time. So $p$ can be described as a random variable with a known mean value $E_a$.

Now, at any given time the bit is error with probability $p$ and the bit is correct with probability $1-p$. Since the bit is either error or correct, the number of the bits it is error ($E_b$) for a fixed length transmission bits is binomial random variable. The length of the transmission bits is $N_t$. The probability that $E_b$ takes any value $x$ is:

$$P\{E_b = x\} = C^N_x p^x (1-p)^{N_t-x}$$

(9)

As the number of the length of the transmission bits increase, the binomial distribution is approximated to a normal distribution, with mean $\mu = pN_t$ and variance $\sigma^2 = p(1-p)N_t$.

In this paper, we set up fine membership functions (MFs) for BER. From the original data of BER shown in Table I, we decomposed the whole data sets into ten segments and computed the mean $m_i$ and std $\sigma_i$ of the BER of the $i$th segment, $i = 1, 2, \cdots, 10$. We also computed the mean $m$ and std $\sigma$ of the entire BER. To see which value $-m_i$ or $\sigma_i$ varies more, we normalized the mean and std of each segment using $m_i/m$, and $\sigma_i/\sigma$, and we then computed the std of their normalized values, $\sigma_m$ and $\sigma_{\text{std}}$.

As we see from the last row of Tables I, $\sigma_m \ll \sigma_{\text{std}}$. We conclude, therefore, that if the BER of each segment (short range) are Gaussian with uncertain standard deviation. One example of type-2 Gaussian MF with uncertain standard deviation is shown in Fig.3.
4.2 Analyzing and Modelling MAC Layer Service Time

Recent research by Zhai, Kwon and Fang [7] discovered that the lognormal distribution could match for the MAC layer service time. i.e., if the MAC layer service time for the packet $i$ is $s_i$, then

$$\log_{10} s_i \sim \mathcal{N}(\mu, \sigma^2)$$  \hspace{1cm} (10)

We, therefore, tried to model the logarithm of the MAC layer service time, to see if a Gaussian MF can match its nature. We decomposed the whole data sets into ten segments and computed the mean $m_i$ and std $\sigma_i$ of the logarithm of the MAC layer service time of the $i$th segment, $i = 1, 2, \cdots, 10$. We also computed the mean $m$ and std $\sigma$ of the entire logarithm of the MAC layer service time. To see which value $-m_i$ or $\sigma_i$ varies more, we normalized the mean and std of each segment using $m_i/m$, and $\sigma_i/\sigma$, and we then computed the std of their normalized values, $\sigma_m$ and $\sigma_\sigma$.
As we see from the last row of Tables II, $\sigma_m \ll \sigma_{std}$. We conclude, therefore, that if the logarithm of MAC layer service time of each segment (short range) are Gaussian with uncertain standard deviation, as shown in Fig.3.

5 Cross-layer Design Using Interval Type-2 Fuzzy Logic System

As we introduce in the preliminaries, the high BER means high packets loss rate. Requests for resends will increase latency. For delay insensitive traffic requires a very low BER. And the MAC layer service time is important when we examine the performance of higher protocol layers. So we could know BER and MAC layer service time will manage the packet transmission delay between the mobile nodes. We are now ready to evaluate the packet transmission delay using interval type-2 fuzzy logic systems.

We predict packet transmission delay based on the following two antecedents:

1. Antecedent 1. BER.

2. Antecedent 2. MAC layer service time.

The consequent is depicted as the packet transmission delay. The linguistic variables used to represent the BER and MAC layer service time were divided into three levels: low, moderate, and high. The consequents – the packet transmission delay were divided into 5 levels, very low, low,
Table 2: Mean and std values for ten segments and the entire logarithm of MAC layer service time, and their normalized std.

<table>
<thead>
<tr>
<th>MAC layer service time</th>
<th>mean</th>
<th>std</th>
</tr>
</thead>
<tbody>
<tr>
<td>Segment 1</td>
<td>-1.1902</td>
<td>0.44295</td>
</tr>
<tr>
<td>Segment 2</td>
<td>-1.1929</td>
<td>0.44698</td>
</tr>
<tr>
<td>Segment 3</td>
<td>-1.1967</td>
<td>0.45237</td>
</tr>
<tr>
<td>Segment 4</td>
<td>-1.1959</td>
<td>0.44835</td>
</tr>
<tr>
<td>Segment 5</td>
<td>-1.1917</td>
<td>0.43598</td>
</tr>
<tr>
<td>Segment 6</td>
<td>-1.1924</td>
<td>0.44779</td>
</tr>
<tr>
<td>Segment 7</td>
<td>-1.1976</td>
<td>0.45687</td>
</tr>
<tr>
<td>Segment 8</td>
<td>-1.1996</td>
<td>0.45554</td>
</tr>
<tr>
<td>Segment 9</td>
<td>-1.1923</td>
<td>0.45068</td>
</tr>
<tr>
<td>Segment 10</td>
<td>-1.1997</td>
<td>0.462</td>
</tr>
<tr>
<td>Entire Traffic</td>
<td>-1.1949</td>
<td>0.44981</td>
</tr>
<tr>
<td>Normalized std</td>
<td>0.0028746</td>
<td>0.016421</td>
</tr>
</tbody>
</table>

We designed questions such as:

**IF BER is low and MAC layer service time is high, THEN the packet transmission delay is moderate, high and very high.**

We used Gaussian membership functions (MFs) to represent the antecedents and the consequent.

Fig.4 show the FLS application for the cross-layer design.
Table 3: Fuzzy Rules and Consequents

<table>
<thead>
<tr>
<th>Antecedent1</th>
<th>Antecedent2</th>
<th>Consequent</th>
</tr>
</thead>
<tbody>
<tr>
<td>Low</td>
<td>Low</td>
<td>VeryLow</td>
</tr>
<tr>
<td>Low</td>
<td>Moderate</td>
<td>Low</td>
</tr>
<tr>
<td>Low</td>
<td>High</td>
<td>Moderate</td>
</tr>
<tr>
<td>Moderate</td>
<td>Low</td>
<td>Low</td>
</tr>
<tr>
<td>Moderate</td>
<td>Moderate</td>
<td>Moderate</td>
</tr>
<tr>
<td>Moderate</td>
<td>High</td>
<td>High</td>
</tr>
<tr>
<td>High</td>
<td>Low</td>
<td>Moderate</td>
</tr>
<tr>
<td>High</td>
<td>Moderate</td>
<td>High</td>
</tr>
<tr>
<td>High</td>
<td>High</td>
<td>VeryHigh</td>
</tr>
</tbody>
</table>

When a mobile node sends out a packet, it will first predict the packet transmission delay using the FLS algorithm. After that, the node could adjust the transmission power according to the predicted packet transmission delay. Therefore average delay, energy consumption and throughput performances will change.

6 Simulations

We implemented the simulation model using the OPNET modeler. The simulation region is 300×300 meters. There were 12 mobile nodes in the simulation model, and the nodes were roaming independently with variable ground speed between 0 to 10 meters per second. The mobility model was called one-step Markov path model. The movement would change the distance between mobile nodes. We assumed the collecting data distribution of the mobile node was exponential distribution and the arriving interval was 0.2 second and the length of the packet is 512 bits.

For type-1 FLS, We chose Gaussian membership function as antecedents; for interval type-2
FLS, we used Gaussian primary MF's with fixed mean and uncertain std for the antecedents. The steepest decent algorithm was used to train all the parameters based on the 300 data sets. After training, the rules were fixed, and we tested the FLS based on the remaining 300 data sets.

In Fig.5, we summarized the root-mean-square-errors (RMSE) between the estimated packet transmission delay and the actual delay.

$$RMSE = \sqrt{\frac{1}{300} \sum_{i=301}^{600} [d(i) - f(i)]}$$

(11)

where d(i) was the actual packet transmission delay and f(i) was the estimated delay.

The simulation result shows that the interval type-2 FLS for packet transmission delay analysis and prediction outperforms the type-1 FLS.

In the following performance analysis, we assume we could know the actual transmission delay. We just use it as a idea case and get the performance parameters as the bounds.

6.0.1 Average Latency

We used the average latency parameter to evaluate the network performance. Each packet was labeled a timestamp when it was generated by the source sensor node. When its destination sensor
Figure 5: The RMSE of packet transmission delay prediction for two FLS approaches

node received it, the time interval was the transmission delay.

\[
\text{Average Latency} = \frac{\sum_{i=1}^{K} D_i}{K}
\]  

(12)

Fig.6 showed the latency performance of the three algorithms. The type2 algorithm was better than the type1 algorithm. The type2 predictor could reduce the average delay by up to 20% than type1 predictor. And the idea case was the best performance among the three.

Figure 6: Average Delay for Three Algorithms

6.1 Energy Efficiency

It was not convenient to recharge the battery, so the energy efficiency was extremely important for mobile ad hoc networks. In the wireless mobile ad hoc networks, we used the parameter: the remaining energy to describe the energy efficiency.
Fig. 7 showed the remaining energy of the three algorithms. We assumed that the energy of each sensor is 2.0J and we adopted CSMA/CA protocol to solve the packets collision problem. If a sensor node transmitted $Num_s$ packets (each packet cost 1 second) and receives $Num_r$ packets (each packets also cost 1 second) and it was roaming in the network for $T_m$, we could get the remaining energy $E_i$ of this sensor node:

$$E_i = 2.0 - (3 \times 10^{-5} \times T_m + 1.2 \times 10^{-3} \times 1 + 6 \times 10^{-4} \times 1)$$ (13)

Same as the average delay, for the performance of the energy consumption, the type2 algorithm was better than the type1 algorithm. The type2 predictor could reduce the energy consumption by up to 21% than the type1 predictor. The idea case was set as the low bound.

### 6.2 Networks Efficiency

The mobile ad hoc networks were used to collect data and transfer packets. The throughput of packets transmitted was one of the parameters to evaluate the networks efficiency. In our simulation, we assumed the collecting data distribution of the mobile node was Poisson distribution and the arriving interval was 0.2 second.

Observing from Fig. 8, the type2 algorithm was better than the type1 algorithm. The type2 predictor could increase the throughput by up to 45% than the type1 predictor. And the idea case was set as the high bound.
We introduce the fuzzy logic system in the cross-layer design. Compare with other algorithms for cross-layer design, the fuzzy method could be flexible and simpler to implement. We could predict the packet transmission delay according to the information just from physical layer and mac layer. So we have potential application advantage. We use the FLSs as the predictors and we could control the transmission power according the outcomes of the predictors. Simulation results show that the type2 algorithm is better than the type1 algorithm. And we could set the idea case as the performance bounds.

7 Conclusion

Cross-layer design is a effective method to improve the performance of the mobile ad hoc network. We apply the fuzzy logic system to combine physical layer and data-link layer together. We select BER and MAC layer service time as antecedents to analyze and predict the packet transmission delay. And we apply a type-1 FLS and an interval type-2 FLS for the packet transmission delay analysis and prediction. Simulation result shows that the interval type-2 FLS for packet transmission delay analysis and prediction outform the type-1 FLS. We use the FLSs as the predictors and we could control the transmission power according the outcomes of the predictors. Simulation results show that the type2 algorithm is better than the type1 algorithm. And we could set the idea case as the performance bounds.
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Abstract—Ultra wideband (UWB) technology offers unique advantages for wireless communications: precise location-timing capabilities, low power, low complexity, and low cost. No existing wireless network successfully takes advantage of those properties of this technology because of the lack of an efficient medium access control (MAC) technology. In this paper, we propose an energy-efficient MAC protocol: asynchronous MAC protocol for UWB communications (A-MAC-UWB). Basing on the characteristics of UWB communication, we utilize virtual MIMO technology to increase the data rate, and substitute space diversity for time diversity to improve system performance in terms of energy efficiency and bit error rate (BER). Also, we implement multiuser access through ALOHA scheme, instead of mutual exclusion method such as TDMA and random access. For multiuser interference, we set a model to adaptively adjust the data rate to ensure certain signal to noise ratio (SNR) at receiver side, since a Shannon capacity of a multipath fading additive white Gaussian noise (AWGN) wideband channel is a linear function of SNR. For optimum design for power on/off phase duration, we consider the traffic whose arrival interval follows heavy tailed distribution, instead of Poisson distribution. Based on that, we acquire the probability density function (pdf) for power off phase duration for our algorithm. Compared with our previous work, we try to find a better method to trade off between data packet latency and energy reservation.

I. INTRODUCTION

A wireless sensor network (WSN) can be thought as an ad hoc network consisting of sensor nodes linked by a wireless medium to perform distributed sensing tasks. Recent developments in integrated circuit technology have allowed the construction of low-cost small sensor nodes with signal processing and wireless communication capabilities. Distributed WSNs have increasing potential applications because they hold the potential to revolutionize many segments of our economy and life, from environmental monitoring and conservation, to manufacturing and business asset management, to automation in the transportation and health-care industries [1].

According to Federal Communications Commission (FCC), an ultra-wideband (UWB) system is defined as any radio system that has a 10-dB bandwidth larger than 20 percent of its center frequency, or has a 10-dB bandwidth equal to or larger than 500 MHz [2]. To enable the deployment of UWB systems, FCC allocated an unlicensed frequency band 3.1-10.6 GHz for indoor or hand-held UWB communication systems [2]. UWB is an attractive technology for WSNs due to its high data rate, low radiated power, and accurate ranging capability. Two different UWB communications systems - impulse-based systems and multi-carrier systems - have been pursued recently. For low cost and low power applications, impulse UWB (I-UWB) has several advantages over multi-carrier systems including robustness to Rayleigh fading and simple, low power hardware.

Multiantenna systems have been studied intensively in recent years due to their potential to dramatically increase the channel capacity in fading channels [3]. It has been shown [3] that multi-input-multi-output (MIMO) systems can support higher data rates under the same transmit power budget and bit-error-rate performance requirements as a single-input single-output (SISO) system. An alternative view is that for the same throughput requirement, MIMO systems require less transmission energy than SISO systems. However, direct application of multiantenna techniques to sensor node impractical due to the limited physical size of a sensor node which typically can only support a single antenna. In recent years, virtual MIMO conception have been proposed by Cui [4] and Jayaweera [5], which allow individual single-antenna nodes to cooperate on information transmission and/or reception. A cooperative MIMO system can be constructed such that energy-efficient MIMO schemes can be deployed.

In this paper, we propose an energy-efficient MAC protocol: asynchronous MAC protocol for UWB communications (A-MAC-UWB). Basing on the characteristics of UWB communication, we utilize virtual MIMO technology to increase the data rate, and substitute space diversity for time diversity to improve system performance. The structure of corresponding transmitter and receiver are given in this paper. Also, we implement multiuser access through ALOHA scheme, instead of mutual exclusion method such as TDMA and random access. For multiuser interference, we set a model to adaptively adjust the data rate to ensure certain SNR at receiver side, since a Shannon capacity of a multipath fading additive white Gaussian noise (AWGN) wideband channel is a linear function of SNR. For optimum design for power on/off phase duration, we consider the traffic whose arrival interval follows heavy tailed distribution, instead of Poisson distribution. Based on that, we acquire the probability density function (pdf) for power off phase duration for our algorithm. Compared with
our previous work, we try to find a better method to trade off between data packet latency and energy reservation.

The remainder of this paper is organized as follows. In next section (Section III) we make a formulation on the problems covered in this paper. Assumption and modelling related to our algorithm is given in Section IV. Section V describe our A-MAC-UWB algorithm.

II. RELATED WORK

In contrast to typical WLAN protocols, MAC protocols designed for WSNs usually trade off performance (latency, throughput, fairness) for cost (energy efficiency, reduced algorithmic complexity). The main idea of energy-efficient MAC protocols for narrowband systems is that sensor nodes intelligently power off users that are not actively transmitting or receiving packets. The goal is implementing information exchange, as well as reducing energy consumption to extend the lifetime of networks. Narrowband energy-efficient MAC protocols for WSNs can be classified into three main categories according to the strategies applied for channel access:

- **Contention-Based Protocols**: 802.11 [6] standard is based on carrier sensing (CSMA) and collision detection (through acknowledgements).
- **Slotted Protocols**: traffic-adaptive medium access (TRAMA) [7] employs a traffic adaptive and distributed election scheme to allocate the system time among sensor nodes. Other TDMA-based energy-efficient MAC protocols like EMACS, bit-map-assisted (BMA) and GANGS MAC protocols are described in [8], [9], [10].
- **TDMA-Based Protocols**: S-MAC [11] is a low power RTS-CTS protocol for WSNs inspired by PAMAS [12] and 802.11. T-MAC [13] improves on S-MAC’s energy usage by using a very short listening window at the beginning of each active period. B-MAC [14] provides a flexible interface to obtain ultra low power operation, effective collision avoidance, and high channel utilization.

Multiple access communications employing pulsed UWB technologies has drawn significant research interest. The MAC should be specifically conceived for the UWB radio physical layer, and as such foresee and eventually optimize strategies for power sharing and management. Various multiple access schemes and their performance have been reported in the literature [15] [16]. Time hopping (TH) has been found to be a good multiple access technique for pulsed UWB systems [16]. Direct sequence (DS) spreading is also an attractive method for multiple access in UWB systems. F. Cuomo et al. [17] outlined key issues to design a multi access scheme based on UWB. They selected a distributed mechanism to handle radio resource sharing, and presented a general framework of radio resource sharing to the UWB wireless ad hoc network systems. J. Ding et al [18] studied the impact of the channel acquisition time with different MAC protocols: a centralized TDMA and a distributed CSMA/CA.

Information-theoretic results in [19] and [20] show that a Shannon capacity of a multipath fading AWGN wideband channel is a linear function of signal to noise ratio (SNR). That is:

\[ R = K \times SNR \]  

Thus, for a given desired bit-error rate on the link, an efficient wideband physical layer implementation should have a linear rate function within the operational interval of SNRs. Moreover UWB is flexible in the reconfiguration process of data rate and power, due to the availability of a number of transmission parameters which can be tuned to better match the requirements of a data flow. Therefore, UWB systems can support multiple access much better than narrowband systems.

III. PROBLEM FORMULATION

The biggest challenge for designers of WSNs is to develop systems that will run unattended for years. This calls for not only robust hardware and software, but also lasting energy resources. However, the current generation of sensor nodes is battery powered, whose available energy is limited, and replacing or charging batteries, in many cases, may be impractical or uneconomical. Lifetime is a major constraint. Even though, future generations can be powered by ambient energy sources (sunlight, vibrations, etc.) [21], the current provided is very low. Energy consumption is heavily constrained. From both perspectives, protocols and applications designed for WSNs should be highly efficient and optimized in terms of energy.

Energy-efficient communication techniques typically focus minimizing the transmission energy only, which is reasonable in long-range applications where the transmission energy dominant in the total energy consumption. However, in short-range applications such as WSNs where the circuit energy consumption is comparable to or even dominates the transmission energy [4]. And Cui [4] claims that the traditional belief that MIMO systems are more energy-efficient than SISO system in Rayleigh-fading channel is misleading when both the transmission energy and the circuit energy consumption are considered in short-range applications, except that constellation size is optimized.

In UWB WSNs, if using multiple access instead of mutual exclusion access methods, one main energy wasting source is idle for waiting for next arrival data packet, we call it inter-packet idle listening, which is caused by burst traffic. Besides this, we found that there is another kind of idle listening for UWB systems, we call it inter-symbol idle listening. As shown in Section IV-B, each bit is repeated \( N_b \) times, during each frame duration (\( T_f \)) only one pulse is sent and the left time is idle for waiting for next pulse, and there are \( N_b \) bins during one frame time. In this case, for one information bit, the ratio of actual transmission/reception time to one bit duration is \( \frac{T_f}{T_f} \), and the ratio of inter-symbol idle time to one bit duration is \( \frac{(N_b-1)T_f}{T_f} \). The typical values for those key parameters are: \( T_f = 100ns \), \( T_c = 0.75ns \), \( N_b = 100 \), and \( N_h = 100 \). Note that there is about 74.25% time is idle for one information bit transmission.

Furthermore, compared with narrowband communication systems, UWB is low power consumption. The research in
[10] points out that a bit rate of 100 Kbps over 5 meters with no more than 1 mW power consumption. Therefore, saving energy on circuit part is one of the most effective methods for UWB system than for narrowband system. Hence, how to extend the superiority of virtual MIMO systems in terms of energy efficiency down to very short distance for UWB systems is one of objects of this paper.

IV. ASSUMPTION AND MODELLING

A. Network Model

A commonly encountered distributed wireless sensor network model consists of a lead-sensor and a set of data collection nodes. In this model, a number of low-end data collection sensors are connected with a high-end data gathering node which may act as lead-sensor or a fusion center over a wireless link. In such networks, the data collection sensors are typically subjected to strict energy constraints while the data gathering node is not. The data collection nodes collect data on a physical phenomenon that is of interest and communicate them to the data gathering node over a wireless link which performs required joint processing. Suppose a set of data collection nodes \(N_R\) (possibly close to each other) has data to be sent to the data gathering node. All these sensors transmit their data simultaneously to the data gathering node in a conventional VBLAST system[22]. Which sets of nodes can transmit simultaneously will be discussed next section. Assume that there are \(N_R - 1\) number of local sensors surrounding the data gathering node which are willing to assist in realizing a virtual receiver antenna array of size \(N_R\) (including the data gathering node itself). Each of these \(N_R\) sensor nodes receive transmissions. The \(N_R-1\) assisting nodes quantize their received signal samples and re-transmit these bits to the data gathering node.

B. Physical Layer Model

The UWB physical model of the network on which the design of our protocol is based is discussed in this section. The most common and traditional way of emitting an UWB signal is by radiating pulses that are very short in time. IR transmits extremely short pulses giving rise to wide spectral occupation in the frequency domain (bandwidth from near dc to a few gigahertz). The way by which the information data symbols modulate the pulses may vary. Pulse Position Modulation (PPM) and Pulse Amplitude Modulation (PAM) are commonly adopted modulation schemes [24] [25]. In addition to modulation and in order to shape the spectrum of the generated signal, the data symbols are encoded using pseudorandom or pseudonise (PN) codes. Fig. 1 reports an example of transmission by two users, each characterized by their radios. In this phase, there is no communication, but broadcast phase-switching schedules; TRFR-Phase is preserved for normal nodes to exchange Traffic-Rate & Failure-Rate (TRFR) messages and data packets; Schedule-Phase is preserved for cluster heads to locally broadcast phase-switching schedules; Off-Phase is preserved for all normal nodes to power off their radios. In this phase, there is no communication, but data storing and sensing may happen; On-Phase is preserved for all normal nodes to power on their radios to carry on communication.

V. PROPOSED ASYNCHRONOUS MAC PROTOCOL FOR UWB COMMUNICATIONS (A-MAC-UWB) DESIGN

A-MAC-UWB divides system time into four phases: TRFR-Phase, Schedule-Phase, On-Phase and Off-Phase (Fig. 2).

- TRFR-Phase is preserved for normal nodes to exchange Traffic-Rate & Failure-Rate (TRFR) messages and data packets;
- Schedule-Phase is preserved for cluster heads to locally broadcast phase-switching schedules;
- Off-Phase is preserved for all normal nodes to power off their radios. In this phase, there is no communication, but data storing and sensing may happen;
- On-Phase is preserved for all normal nodes to power on their radios to carry on communication.

In A-MAC-UWB, according to information collected from normal nodes, cluster heads estimate the influence of clock drifts on communications and the capacity to buffer packets
within their region. Then cluster heads choose the power on/off duration and the interval for schedule broadcast. Finally, nodes set up their own phase-switching schedules to power on their radios for saving energy alternately.

A. Essential Parameter Design

1) Off-Phase Duration ($T_{f,i}$): It is now recognized [26] [27] that traffic in wired and wireless communication networks is better described by heavy-tailed distributions than by Poisson, Gaussian or other classical distributions with exponentially decreasing tails. In this paper, we model network arrivals as Pareto distribution, a heavy-tailed distribution, instead of equals to Gaussian or other classical distributions with exponentially Based on this conclusion, we try to get the probability function is given in (5).

$$f(x) = \alpha k^\alpha x^{-\alpha-1}, \quad 1 < \alpha < 2, \quad k > 0, \quad x \geq k$$

and its cumulative distribution function is given by:

$$F(x) = 1 - \left(\frac{k}{x}\right)^\alpha$$

(6)

where $k$ represents the smallest value the random variable can take.

In this case, we establish an embedded-Markov chain to express the packet arrive process for each user. $N(t)$ is the number of data packets in buffer at time $t$. $N_{\alpha,i}$ stands for the queue length when the $n$-th data packet arrival (the current arrival data packet not included). Even though the queue length of each user does not own Markov property any more, $N_{\alpha,i}$, $\alpha \geq 0$ forms a Markov chain, an embedded-Markov chain. The average arrival interval $\frac{1}{\lambda}$ is given:

$$\frac{1}{\lambda} = \int_0^\infty x dF(x) = \frac{\alpha k}{\alpha - 1}$$

(7)

During Off-Phase, there are about $(T_{f,i} \times \lambda_i)$ data packets arrived at node $i$. We assume the buffer size for node $i$ is $B_s$. Then the duration, denoted by $t_i$, within which node $i$'s buffer can be fully filled with arrived data packets is given by $t_i = \frac{B_s}{\lambda_i \alpha_i}$. Considering the first criteria, $T_{f,i}$ for node $i$ should not longer than $t_i$. In this algorithm, we let

$$T_{f,i} = t_i = \frac{B_s}{\alpha_i} = B_s(\alpha_i k_i)$$

(8)

We assume $B_s$ is a constant, $\alpha_i = \alpha$ for all users. While $k_i$ follows a uniform distribution at range $[0, k^\alpha]$. Note that, the cumulative density function for $T_{f,i}$ is given:

$$F_{T_{f,i}}(t_{f,i}) = P\{T_{f,i} \leq t_{f,i}\} = \frac{F_K(t_{f,i} \alpha - 1)}{\alpha B_s}$$

(9)

Since

$$F_K(k) = \frac{k}{k^\alpha}$$

then

$$F_{T_{f,i}}(t_{f,i}) = \frac{t_{f,i}(\alpha - 1)}{\alpha B_s}$$

(10)

Since, within a cluster, there are multiple nodes which have various traffic arrival rate, the duration for all nodes will not be equal. If we let the Off-Phase duration for a whole cluster $T_{f,tot}$ equal to $i$-th user, that is $T_{f,tot} = T_{f,i}$. Moreover, since a new arrival to an idle system, rather than going into service immediately, waits for the end of the vacation period, and arrivals are served following a first-come-first-in order. Therefore, the longer $T_{f,tot}$ is, the longer for data packets waiting at buffer for transmission is. We leverage the GI/G/1 with vacation model to model our system. Through analysis, we try to get the relationship between average waiting time ($W_j$) for $j$-th user and $T_{f,tot}$, that is $W_j = f_j(T_{f,tot})$.

Based on this conclusion, we try to get the probability ($p_j$) for data packets out of date for $j$-th user when Off-Phase duration equals to $T_{f,tot}$ is given in (13).

$$p_j = P\{W_j \geq W_{max}\} = 1 - F_{T_{f,tot}}(f_j^{-1}(W_{max}))$$

(12)

Since $T_{f,tot} = T_{f,i}$, (13) is rewritten as follows:

$$p_{ij} = P\{W_{ij} \geq W_{max}\} = 1 - F_{T_{f,i}}(f_j^{-1}(W_{max}))$$

(13)

where $p_{ij}$ is the data packets out of date probability for $j$-th user when letting $i$-th user’s Off-Phase duration for the whole cluster.

For a system with a Off-Phase duration $T_{f,i}$ and total data packets out of date probability $\Sigma_j p_j$, we represent its objective function as

$$\arg\max_j J(T_{f,i}) = \arg\max_j \{\beta T_{f,i} - \gamma \sum_j p_{ij}\}$$

(14)

where $\beta$ and $\gamma$ are systems parameters that respectively represent the “latency constant” and the “penalty constant” and can be tuned to achieve the desired trade-off between maximizing energy reservation period and minimizing buffer overflowing rate.

2) On-Phase Duration ($T_{s,i}$): During On-Phase, normal nodes start to send data packets through competition. Users, who have data packets to send, access the channel to make communication. Competing sources are allowed to send concurrently. Our A-MAC-UWB protocol does not use mutual exclusion (as is commonly done by random access or TDMA protocols) but, in contrast, allows interference to occur and adapt to it. The detail on working process will be discussed in the next part. One of the advantages for our algorithm is removing the overhead of control packets for carrier sensing for avoiding collision, such as RTS/CTS for CSMA/CA scheme, but also ensuring successful transmission.

Based on our transmitter and receiver design, each information bit will be received out by $N_{T}$ nodes almost concurrently
during period $T_s$, the transmitted signal is given in (2). And the estimation on receiving signals are done by combining during period $T_s$, the transmitted signal is given in (2). And the estimation on receiving signals are done by combining

$$w_i(t) = \text{multiple access interference (MAI)}$$

caused by other users, and $n_i(t)$ is the AWGN noise.

Our physical layer design scheme takes the advantages both of virtual MIMO and UWB technologies. Through using MIMO, we substitute space diversity for time diversity among virtual MIMO and UWB technologies. Through using MIMO, we substitute space diversity for time diversity among users, which is utilized to mitigate MAI for the source and destination nodes. While for our algorithm, each user just focuses on the working sequence of its transmitter antennas without being aware of the time difference with other users.

The optimum detection strategy for this multiple-access system leads to a multiple-user receiver which, however, is too complex to implement and power-consumed. More feasible schemes are of interest. The simplest suboptimal receiver is obtained making two approximations. First, the MAI is thought of as a white Gaussian process [16]. The Gaussian approximation is justified by the central limit theorem if the users are many and have comparable powers. Second, a dominant path exists that conveys the major part of the desired user's energy.

We try to formulate the relationship between $P_{rb}$ and SNIR, expressed as $P_{rb} = f(SNIR)$. Since SNIR is related with those parameters, such as $T_s$, $N_s$, we can implement the task of adaptively adjusting data rate $R_b$ with various values of $P_{rb}$ since $R_b = 1/T_s$. Considering that $T_s$ and the 5$N_s$ mean more energy needed to achieve expected system performance, i.e., data successful transmission rate. If we let the duration for On-Phase of nodes be $T_{n,tot}$, the total number of data packets ($N_i$) arrived is given in (15), since the traffic arrival process is independent with the data transmission process. Generally, there are two parts for $N_i$: one is the data packets arrived during Off-Phase, denoted by $N_{f,i}$; the other is the data packets arrived during On-Phase, denoted by $N_{nc,i}$.

$$N_i = N_{f,i} + N_{nc,i} = \lambda_i(T_{f,tot} + T_{n,tot})$$

In our On-Phase duration and Off-Phase duration designing, we not only try to extend the power off time to reserve energy (through more idle listening avoided), but also need to ensure data packets up to date. Keeping this in our mind, the criteria for active duration is that the active duration $(T_{n,i})$ should be long enough for all received data packets to be sent out. Then we have

$$R_{b,i}T_{n,i} = \lambda_i(T_{n,tot} + T_{f,tot})$$

Solving (16) for $R_{b,i}$ we get

$$R_{b,i} = \frac{\lambda_i(T_{f,tot} + T_{n,tot})}{T_{n,tot}}$$

From other aspect of obtaining satisfied data successful transmission rate to acquire data rate, that is $R_{b,i}$ for node $i$, we get $R_{b,i} = K \times f^{-1}(P_{rb})$. We define the objective function for $T_f$ design is:

$$U(T_{n,tot}) = \sum_i [R_{b,i} - \hat{R}_{b,i}]$$

Then the optimum task is shown in follows:

$$\arg \min U(T_{n,tot})$$
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Abstract—In this paper, we introduce a new method for packet transmission delay analysis and prediction in mobile ad hoc networks. We use fuzzy logic system (FLS) to coordinate physical layer and data link layer. We demonstrate that a type-2 fuzzy membership functions (MFs), i.e., the Gaussian MFs with uncertain variance is most appropriate to model BER and MAC layer service time. Two FLSs: a singleton type-1 FLS and an interval type-2 FLS are designed to predict the packet transmission delay based on the BER and MAC layer service time. Simulation result shows that the interval type-2 FLS performs better than the type-1 FLS.

I. INTRODUCTION

The demand for Quality of Service (QoS) in mobile ad hoc networks is growing in a rapid speed. To enhance the QoS, we consider the combination of physical layer and data-link layer together, a cross-layer approach. A strict layered design is not flexible enough to cope with the dynamics of the mobile ad hoc networks [1]. Cross-layer design could introduce the layer interdependencies to optimized overall network performance. The general methodology of cross-layer design is to maintain the layered architecture, capture the important information that influence other layers, exchange the information between layers and implement adaptive protocols and algorithms at each layer to optimize the performance.


However, cross-layer design can produce unintended interactions among protocols, such as an adaptation loops. It is hard to characterize the interaction at different layers and joint optimization across layers may lead to complex algorithm.

In this paper, we discuss one of the parameters for QOS: packet transmission delay. And our algorithm is quite different from all the previous works. We propose to use the Fuzzy Logic System (FLS) for packet transmission delay analysis and prediction. We apply both a singleton type-1 FLS and an interval type-2 FLS for the analysis and prediction.

The remainder of this paper is structured as following. In section II, we introduce the preliminaries. In section III, we make a overview of fuzzy logic systems. In section IV, we apply the FLS into the cross-layer design. Simulation results and discussions are presented in section V. In section VI, we conclude the paper.

II. PRELIMINARIES

A. IEEE 802.11a OFDM PHY

The physical layer is the interface between the wireless medium and the MAC [5]. The principle of OFDM is to divide a high-speed binary signal to be transmitted over a number of low data-rate subcarriers. A key feature of the IEEE 802.11a PHY is to provide 8 PHY modes with different modulation schemes and coding rates, making the idea of link adaptation feasible and important.

B. IEEE 802.11 MAC

The 802.11 MAC uses Carrier-Sense Multiple Access with Collision Avoidance (CSMA/CA) to achieve automatic medium sharing between compatible stations. In CSMA/CA, a station senses the wireless medium to determine if it is idle before it starts transmission. If the medium appears to be idle, the transmission may proceed, else the station will wait until the end of
the in-progress transmission. A station will ensure that the medium has been idle for the specified inter-frame interval before attempting to transmit.

Besides carrier sense and RTS/CTS mechanism, an acknowledgment (ACK) frame will be sent by the receiver upon successful reception of a data frame. Only after receiving an ACK frame correctly, the transmitter assumes successful delivery of the corresponding data frame. The sequence for a data transmission is: RTS-CTS-DATA-ACK.

A mobile node will retransmit the data packet when finding failing transmission. Retransmission of a signal packet can achieve a certain probability of delivery. There is a relationship between the probability of delivery \( p \) and retransmission times \( n \) [6]:

\[
    n = 1.451n - \frac{1}{1 - p} \tag{1}
\]

The IEEE 802.11 standard requires that a data frame is discarded by the transmitter's MAC after certain number of unsuccessful transmission attempts. According to the requirement of probability of delivery, we choose the minimum number of retransmission.

When MAC layer acquires access to the channel, the nodes will exchange the RTS-CTS-DATA-ACK packets. After the transmitters receive an ACK packet, a packet is transmitted successfully. In this paper, we assume that there will be always best-effort traffic present that can be locally and rapidly rate controlled in an independent manner at each node to yield necessary low delays and stable throughputs.

C. Bit Error Rate

BER is the percentage of bits with errors divided by the total number of bits that have been transmitted, received or processed over a given time period. It is a measure of transmission quality. The high BER means high packets loss rate. Requests for resends will increase latency. For delay insensitive traffic requiring a very low BER.

D. MAC Layer Service Time

There are three basic processes when the MAC layer transmits a packet [7]: the decrement process of the backoff timer, the successful packet transmission process that takes a time period of \( T_{suc} \) and the packet collision process that takes a time period of \( T_{col} \). Here, \( T_{suc} \) is the random variable representing the period that the medium is sensed busy because of a successful transmission, and \( T_{col} \) is the random variable representing the period that the medium is sensed busy by each station due to collisions. The MAC layer service time is the time interval from the time instant that a packet becomes the head of the queue and starts to contend for transmission, to the time instant that either the packet is acknowledged for a successful transmission or the packet is dropped. This time is important when we examine the performance of higher protocol layers.

E. Packet Transmission Delay

The packet delay represents the time it took to send the packet between the transmitter and the next-hop receiver, including the deferred time and the time to fully acknowledge the packet. The packet transmission delay between the mobile nodes includes three parts: the wireless channel transmission delay, the Physical/MAC layer transmission delay, and the queuing delay [8].

Defining \( D \) as the distance between two nodes and \( C \) as the light speed, the wireless channel transmission delay as:

\[
    \text{Delay}_{\text{ch}} = \frac{D}{C} \tag{2}
\]

The Physical/MAC layer transmission delay will be decided by interaction of the transmitter and the receive channel, the node density and the node traffic intensity etc.

The queuing delay is decided by the mobile node I/O system-processing rate, the subqueue length in the node.

In order to make the system "stable", the rate at which node transfers packets intended for its destination must satisfy all nodes that the queuing lengths will not be infinite and the average delays will be bounded.

F. One-step Markov Path Model

The mobile nodes are roaming independently with variable ground speed. The mobility model is called one-step Markov path model [9]. The probability of moving in the same direction as the previous move is higher than other directions in this model, which means this model has memory. Fig.1 shows the probability of the six directions.

III. OVERVIEW OF INTERVAL TYPE-2 FUZZY LOGIC SYSTEMS

Figure 2 shows the structure of a type-2 FLS [10]. It is very similar to the structure of a type-1 FLS [11]. For a type-1 FLS, the output processing block only contains the defuzzifier. We assume that the reader is familiar with type-1 FLSs, so that here we focus only on the similarities and differences between the two FLSs.
This extended defuzzification gives a type-1 fuzzy set. Since this operation takes us from the type-2 output sets of the FLS to a type-1 set, this operation was called "type-reduction" and the type-reduced set so obtained was called a "type-reduced set" [10]. To obtain a crisp output from a type-2 FLS, we can defuzzify the type-reduced set.

General type-2 FLSs are computationally intensive, because type-reduction is very intensive. Things simplify a lot when secondary membership functions (MFs) are interval sets (in this case, the secondary memberships are either 0 or 1). When the secondary MFs are interval sets, the type-2 FLSs were called "interval type-2 FLSs". In [13], Liang and Mendel proposed the theory and design of interval type-2 fuzzy logic systems (FLSs). They proposed an efficient and simplified method to compute the input and antecedent operations for interval type-2 FLSs, one that is based on a general inference formula for them. They introduced the concept of upper and lower membership functions (MFs) and illustrate their efficient inference method for the case of Gaussian primary MFs. They also proposed a method for designing an interval type-2 FLS in which they tuned its parameters.

In an interval type-2 FLS with singleton fuzzification and meet under minimum or product t-norm, the result of the input and antecedent operations, $F_i$, is an interval type-1 set, i.e., $F_i = [f_i^L, f_i^U]$, where $f_i^L$ and $f_i^U$ simplify to

$$f_i^L = \mu_{F_i^L}(x_1) \ast \ldots \ast \mu_{F_i^L}(x_p)$$

and

$$f_i^U = \overline{\mu}_{F_i^U}(x_1) \ast \ldots \ast \overline{\mu}_{F_i^U}(x_p)$$

where $x_i$ ($i = 1, \ldots, p$) denotes the location of the singleton.

In this paper, we use center-of-sets type-reduction, which can be expressed as:

$$Y_{cos}(Y^1, \ldots, Y^M, F^1, \ldots, F^M) = [y_l, y_r] = \int_{y_l}^{y_r} \cdots \int_{y_l}^{y_r} f_i$$

where $Y_{cos}$ is an interval set determined by two end points, $y_l$ and $y_r$; $f_i \in F_i = [f_i^L, f_i^U]$; $y_i^L \in Y_i = [y_i^L, y_i^U]$; and $Y_i$ is the centroid of the type-2 interval consequent set $C_i$; and $i = 1, \ldots, M$. Because $Y_{cos}$ is an interval set, we defuzzify it using the average of $y_l$ and $y_r$; hence, the defuzzified output of an interval type-2 FLS is

$$f(x) = \frac{y_l + y_r}{2}$$
IV. MODELING BER AND MAC LAYER SERVICE TIME WITH GAUSSIAN MEMBERSHIP FUNCTION

A. Analyzing and Modelling BER

Let $p$ be the probability that bit is error in any given time. So $p$ can be described as a random variable with a known mean value $E_a$.

Now, at any given time the bit is error with probability $p$ and the bit is correct with probability $1-p$. Since the bit is either either error or correct, the number of the bits it is error $E_b$ for a fixed length transmission bits is binomial random variable. The length of the transmission bits is $N_t$. The probability that $E_b$ takes any value $x$ is:

$$P\{E_b = x\} = C_x^Np^x(1-p)^{N-x}$$

(7)

As the number of the length of the transmission bits increase, the binomial distribution is approximated to a normal distribution, with mean $\mu = pN_t$ and variance $\sigma^2 = p(1-p)N_t$.

In this paper, we set up fine membership functions (MFs) for BER. From the original data of BER shown in Table I, we decomposed the whole data sets into ten segments and computed the mean $m_i$ and std $\sigma_i$ of the BER of the $i$th segment, $i = 1, 2, \ldots, 10$. We also computed the mean $m$ and std $\sigma$ of the entire BER. To see which value $-m_i$ or $\sigma_i$ varies more, we normalized the mean and std of each segment using $m_i/m$, and $\sigma_i/\sigma$, and we then computed the std of their normalized values, $\sigma_m$ and $\sigma_{std}$.

<table>
<thead>
<tr>
<th>BER</th>
<th>mean</th>
<th>std</th>
</tr>
</thead>
<tbody>
<tr>
<td>Segment 1</td>
<td>0.016613</td>
<td>0.033315</td>
</tr>
<tr>
<td>Segment 2</td>
<td>0.015618</td>
<td>0.027857</td>
</tr>
<tr>
<td>Segment 3</td>
<td>0.013528</td>
<td>0.017401</td>
</tr>
<tr>
<td>Segment 4</td>
<td>0.016206</td>
<td>0.02107</td>
</tr>
<tr>
<td>Segment 5</td>
<td>0.015721</td>
<td>0.017148</td>
</tr>
<tr>
<td>Segment 6</td>
<td>0.016298</td>
<td>0.029309</td>
</tr>
<tr>
<td>Segment 7</td>
<td>0.017662</td>
<td>0.037428</td>
</tr>
<tr>
<td>Segment 8</td>
<td>0.016253</td>
<td>0.022871</td>
</tr>
<tr>
<td>Segment 9</td>
<td>0.016448</td>
<td>0.023194</td>
</tr>
<tr>
<td>Segment 10</td>
<td>0.016237</td>
<td>0.020675</td>
</tr>
<tr>
<td>Entire Traffic</td>
<td>0.016198</td>
<td>0.025829</td>
</tr>
</tbody>
</table>

As we see from the last row of Tables I, $\sigma_m \ll \sigma_{std}$. We conclude, therefore, that if the BER of each segment (short range) are Gaussian with uncertain standard deviation. One example of type-2 Gaussian MF with uncertain standard deviation is shown in Fig.3.

B. Analyzing and Modelling MAC Layer Service Time

Recent research by Zhai, Kwon and Fang [7] discovered that the lognormal distribution could match for the MAC layer service time. i.e., if the MAC layer service time for the packet $i$ is $s_i$, then

$$\log_{10}s_i \sim \mathcal{N}(\mu, \sigma^2)$$

(8)

We, therefore, tried to model the logarithm of the MAC layer service time, to see if a Gaussian MF can match its nature. We decomposed the whole data sets into ten segments and computed the mean $m_i$ and std $\sigma_i$ of the logarithm of the MAC layer service time of the $i$th segment, $i = 1, 2, \ldots, 10$. We also computed the mean $m$ and std $\sigma$ of the entire logarithm of the MAC layer service time. To see which value $-m_i$ or $\sigma_i$ varies more, we normalized the mean and std of each segment using $m_i/m$, and $\sigma_i/\sigma$, and we then computed the std of their normalized values, $\sigma_m$ and $\sigma_{std}$.

<table>
<thead>
<tr>
<th>MAC layer service time</th>
<th>mean</th>
<th>std</th>
</tr>
</thead>
<tbody>
<tr>
<td>Segment 1</td>
<td>-1.1902</td>
<td>0.44295</td>
</tr>
<tr>
<td>Segment 2</td>
<td>-1.1929</td>
<td>0.44698</td>
</tr>
<tr>
<td>Segment 3</td>
<td>-1.1967</td>
<td>0.45237</td>
</tr>
<tr>
<td>Segment 4</td>
<td>-1.1959</td>
<td>0.44835</td>
</tr>
<tr>
<td>Segment 5</td>
<td>-1.1917</td>
<td>0.43598</td>
</tr>
<tr>
<td>Segment 6</td>
<td>-1.1924</td>
<td>0.44779</td>
</tr>
<tr>
<td>Segment 7</td>
<td>-1.1976</td>
<td>0.45687</td>
</tr>
<tr>
<td>Segment 8</td>
<td>-1.1996</td>
<td>0.45554</td>
</tr>
<tr>
<td>Segment 9</td>
<td>-1.1923</td>
<td>0.45068</td>
</tr>
<tr>
<td>Segment 10</td>
<td>-1.1997</td>
<td>0.462</td>
</tr>
<tr>
<td>Entire Traffic</td>
<td>-1.1949</td>
<td>0.44981</td>
</tr>
<tr>
<td>Normalized std</td>
<td>0.0028746</td>
<td>0.016421</td>
</tr>
</tbody>
</table>

As we see from the last row of Tables II, $\sigma_m \ll \sigma_{std}$. We conclude, therefore, that if the logarithm of MAC
layer service time of each segment (short range) are Gaussian with uncertain standard deviation, as shown in Fig. 3.

V. CROSS-LAYER DESIGN USING INTERVAL TYPE-2 FUZZY LOGIC SYSTEM

As we introduce in the preliminaries, the high BER means high packets loss rate. Requests for resends will increase latency. For delay insensitive traffic requires a very low BER. And the MAC later service time is important when we examine the performance of higher protocol layers. So we could know BER and MAC layer service time will manage the packet transmission delay between the mobile nodes. We are now ready to evaluate the packet transmission delay using interval type-2 fuzzy logic systems.

We predict packet transmission delay based on the following two antecedents:
1) Antecedent 1. BER.
2) Antecedent 2. MAC layer service time.

The consequent is depicted as the packet transmission delay. The linguistic variables used to represent the BER and MAC layer service time were divided into three levels: low, moderate, and high. The consequents – the packet transmission delay were divided into 5 levels, very low, low, moderate, high and very high.

We designed questions such as:

IF BER is low and MAC layer service time is high, THEN the packet transmission delay is ____________.

So we need to set up $3^2 = 9$ (because every antecedent has 3 fuzzy sub-sets, and there are 2 antecedents) rules for this FLS. We summarized these rules in Table II.

<table>
<thead>
<tr>
<th>Antecedent1</th>
<th>Antecedent2</th>
<th>Consequent</th>
</tr>
</thead>
<tbody>
<tr>
<td>Low</td>
<td>Low</td>
<td>VeryLow</td>
</tr>
<tr>
<td>Low</td>
<td>Moderate</td>
<td>Low</td>
</tr>
<tr>
<td>Moderate</td>
<td>Low</td>
<td>Moderate</td>
</tr>
<tr>
<td>Moderate</td>
<td>Moderate</td>
<td>Moderate</td>
</tr>
<tr>
<td>Moderate</td>
<td>High</td>
<td>High</td>
</tr>
<tr>
<td>High</td>
<td>Low</td>
<td>Moderate</td>
</tr>
<tr>
<td>High</td>
<td>Moderate</td>
<td>High</td>
</tr>
<tr>
<td>High</td>
<td>High</td>
<td>VeryHigh</td>
</tr>
</tbody>
</table>

We used Guassian membership functions (MFs) to represent the antecedents and the consequent.

Fig. 4 show the FLS application for the cross-layer design.

![FLS application for cross-layer design](image)

When a mobile node sends out a packet, it will first predict the packet transmission delay using the FLS algorithm. After that, the node could choose to send the real-time service or not for the real-time service need low delay requirement.

VI. SIMULATIONS

We implemented the simulation model using the OPNET modeler. The simulation region is 300x300 meters. There were 12 mobile nodes in the simulation model, and the nodes were roaming independently with variable ground speed between 0 to 10 meters per second. The mobility model was called one-step Markov path model. The movement would change the distance between mobile nodes. We assumed the collecting data distribution of the mobile node was exponential distribution and the arriving interval was 0.2 second and the length of the packet is 512 bits.

Because data communications in the mobile networks had trimming constraints, it was important to design the network algorithm to meet a kind of end-end deadline [14]. We used the packet transmission delay to evaluate the network performance.

Each packet was labeled a timestamp when it was generated by the source mobile node. When its destination mobile node received it, the time interval was the transmission delay.

For type-1 FLS, We chose Gaussian membership function as antecedents; for interval type-2 FLS, we used Gaussian primary MF's with fixed mean and uncertain std for the antecedents. The steepest decent algorithm was used to train all the parameters based on the 300
delay analysis and prediction. Simulation result shows that the interval type-2 FLS for packet transmission delay analysis and prediction outperform the type-1 FLS.
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Abstract—In this paper, we address a fundamental problem in Wireless Sensor Networks, how many hops does it take for a packet to be relayed for a given distance? For a deterministic topology, this question reduces to a simple geometry problem. However, a statistical study is needed for randomly deployed WSNs. We propose a Maximum Likelihood decision based on the joint pdf of $(H,n)$, which is also derived in this paper. Since the solution is not closed-form, we also propose an attenuated Gaussian approximation for the joint pdf. We show that the approximation visibly simplifies the decision process and the error analysis. The latency and energy consumption estimation are also included as application examples.

I. INTRODUCTION

The recent advances in MEMS, embedded systems and wireless communications enable the realization and deployment of wireless sensor networks (WSN), which consist of a large number of densely deployed and self-organized sensor nodes. The potential applications of WSN, such as environment monitor, often emphasize the importance of location information. Accordingly geographic routing [1] was proposed to handle such requirement. Most likely, a packet is not routed to a specific node, but a given location. An interesting question arises as “how many hops does it take to reach a given location?” The prediction of the number of hops is important not only in itself but also in helping estimating the latency and energy cost, which are both important to the viability of WSN.

The question could become very simple if the sensor nodes are manually placed. For example, suppose sensor nodes are place in a square grid with separation of $d$. Obviously, the connectivity depends on the comparison of $d$ and the transmission range $R$. Suppose $d < R < \sqrt{2}d$, this is simply a 4-connectivity network. For any node, the possible distance of its first-hop neighbors is $\{d\}$, the possible distances of its second-hop neighbors are $\{\sqrt{2}d, 2d\}$ and so on. Generally, the possible distances of its $n$th-hop neighbors are $\{(n-i)^2 + i^2d, i = 0, 1, 2, \ldots, \lfloor n/2 \rfloor\}$, where $\lfloor n/2 \rfloor$ is the smallest integer not less than $n/2$. If we compare the given distance with these distances, the required number of hops can be easily found. For some given distance, there could be two solutions, such as $(8 - 1)^2 + 1^2 = (10 - 5)^2 + (10 - 5)^2 = 50$, then we have to select the number of hops with higher probability. For geographic approach, such conflicts can be easily solved with loss of accuracy. Thus, geographic approach is more efficient and accurate than statistical approach on deterministic topology.

Fig. 1. The nodes in a square grid placement. Only nodes within 4 hops are shown.

However, if sensor nodes are deployed in a random fashion, which is the case for most potential application, the answer is beyond the reach of simple geometry. The stochastic nature of the random deployment calls for a statistical study. A natural and obvious estimation would be dividing the distance by the average inter-
node distance (i.e., the average single-hop distance). However, such estimation may be unable to provide the required accuracy. A probabilistic study is needed here, that is, finding \( f(H|d) \), where \( H \) is the number of hops. Although the question raised here is not directly addressed before, a mirror problem, finding \( f(d|h) \), has been well studied. In [2], Hou and Li studied the 2-D Poisson distribution to find an optimal transmission range. They found that the hop-distance distribution is determined not only by node density and transmission range but also by the routing strategy. They showed results for three routing strategies, Most Forward with Fixed Radius, Nearest with Forward Progress, and Most Forward with Variable Radius. Cheng and Robertazzi in [3] studied the one-dimension Poisson point and found the pdf of \( r_i \) as

\[
f_{r_i}(r_i) = \frac{\lambda e^{-\lambda(R-r_i)}}{1 - e^{-\lambda(R-r_{i-1})}},
\]

where \( R \) is the transmission range, \( \lambda \) is the node density, \( r_i \) is the distance from the source to a \( i \)-th hop point and \( r_i \) is related to \( r_{e_i} \) by

\[
r_{e_i} + r_i = R.
\]

The pdf of \( r_{e_i} \) is also obtained,

\[
f_{r_{e_i}}(r_{e_i}) = \frac{\lambda e^{-\lambda r_{e_i}}}{1 - e^{-\lambda(R-r_{e_{i-1}})}}.
\]

Obviously, the distribution of \( r_i \) depends on previous \( r_j, j < i \). They also pointed out the 2-D Poisson point distribution is analogous to the 1-D case, replacing the length of the segment by the area of the range.

Vural and Ekici reexamined the study under the sensor networks circumstances in [4], and gave the mean and variance of multi-hop distance. They also proposed to approximate the multi-hop distance using Gaussian.

The rest of this paper is organized as follows. We provide some preliminaries on skewness and kurtosis in Section II: Preliminaries. The number of hops prediction problem is addressed and solved in Section III. Since this problem has no closed-form solution, we propose an attenuated Gaussian approximation and show how to simplify the error analysis in Section IV. An application example is shown in Section V. Section VI concludes this paper.

II. PRELIMINARIES: SKEWNESS AND KURTOSIS

In this section, we provide some preliminaries on statistical methods [5]. Skewness is a measure of symmetry, or more precisely, the lack of symmetry. A distribution, or sample set, is symmetric if it looks the same to the left and right of the center point.

**Definition 1:** [5] For a given sample set \( X \),

\[
m_3 = \frac{\Sigma(X - \bar{X})^3}{n}, \quad (4)
\]

\[
m_2 = \frac{\Sigma(X - \bar{X})^2}{n}, \quad (5)
\]

where \( \bar{X} \) is the sample mean of \( X \), and \( n \) is the size of \( X \). Then a sample estimate of skewness coefficient is given by

\[
g_1 = \frac{m_3}{m_2^{3/2}}. \quad (6)
\]

Skewness is zero for a symmetric distribution. Positive skewness indicates right skewness and negative indicates left.

Kurtosis is a measure of whether the data are peaked or flat relative to a normal distribution.

**Definition 2:** [5] A sample estimate of kurtosis for a sample set \( X \) is given by

\[
g_2 = m_4/m_2^2 - 3, \quad (7)
\]

where \( m_4 = \Sigma(X - \bar{X})^4/n \) is the fourth-order moment of \( \bar{X} \) about its mean.

Skewness and kurtosis is useful in determining whether a sample set is normal. Note that the skewness and kurtosis of a normal distribution are both zero; significant skewness and kurtosis clearly indicate that data are not normal.

III. THE NUMBER OF HOPS PREDICTION

A. Problem Formulation

We make the following assumptions.

- The nodes are deployed at random on a plan, that is, the node distribution follows 2D Poisson random process. Thus, the probability of "there is no node in a given area \( A \)" is given by [6]

\[
Pr(\text{No nodes in } A) = e^{-\lambda A}, \quad (8)
\]

where \( \lambda \) is the density of nodes.

- The distance from the source to the destination \( d \) is known, which is common in geographic routing.

- Neither of the source and destination is close to the border. This assumption holds true for most of the nodes if the network size is large enough.

The problem of interest is to find the number of hops, denoted \( H \) needed to reach a specific destination \( r \) from a given source node. We can make a Maximum Likelihood (ML) decision,

\[
H = \arg \max_{m} f(H|r), H = 1, 2, 3, \ldots. \quad (9)
\]
Considering
\[ f(H|r) = \frac{f(H, r)}{f(r)}, \]
the decision rule can be translated into
\[ H = \arg \max_{\max} f(H, r), \]
where \( f(H, r) \) is also called objective function. In the next subsection, we are concerned with deriving \( p(H, r) \).

**B. Derivation of the Joint PDF \( p(H, r) \)**

Let \( r \) denote the distance from the source to a node, the cdf of \( d \) is
\[ F_d(r) = 1 - e^{-\lambda \pi r^2}. \tag{12} \]
And the pdf of \( d \) is
\[ f_d(r) = \lambda 2 \pi r e^{-\lambda \pi r^2}. \tag{13} \]
When \( H = 1 \), the joint cdf of \((H, r_1)\)
\[ p(H = 1, r_1) = \begin{cases} 1 - e^{-\lambda \pi r_1^2} & r_1 \leq R \\ 0 & r_1 > R \end{cases} \tag{14} \]
and the joint pdf is
\[ f(H = 1, r_1) = \begin{cases} 2 \pi r_1 e^{-\lambda \pi r_1^2} & r_1 \leq R \\ 0 & r_1 > R \end{cases} \tag{15} \]
Note that the conditional pdf of \( H = 1 \) given \( r < R \) is unity for \( r < R \), which is intuitively correct but simple, we are more interested in multi-hop distance. In the following, \( r > R \) is assumed so that \( H > 1 \).

The two-hop case is shown in Fig. 3, a second-hop node must satisfy \( R < r_2 \leq 2R \). Furthermore, the farthest first-hop node is not necessarily at the maximum transmission range, which means, there is a gap \( r_{e1} \) between \( R \) and \( r_1 \), i.e.,
\[ r_{e1} + r_1 = R. \tag{16} \]
Therefore, the joint pdf of \((H_1, r_{e1})\) is
\[ f(H = 1, r_{e1}) = \begin{cases} \lambda 2 \pi (R - r_{e1}) e^{-\lambda \pi (R - r_{e1})^2} & r_{e1} \leq R \\ 0 & O.W. \end{cases} \tag{17} \]
And accordingly, the joint cdf of \((H_2, r_2)\) is
\[ p(H = 1, r_2 = 0) = \begin{cases} e^{-\lambda \pi [(R+R^2) - (R+R^2) - (R^2)]} & R < r \leq 2R \\ 0 & O.W. \end{cases} \tag{18} \]
Generally, for \( H = n \) (shown in Fig. 4), we have
\[ p(H = n, r_n | r_1, r_2, \ldots, r_{n-1}) = \begin{cases} e^{-\lambda \pi [(R+R^2) - (R+R^2) - (R^2)]} & R < r \leq nR \\ 0 & O.W. \end{cases} \tag{19} \]
and
\[ p(H = n, r_n) = \begin{cases} \frac{3!}{(n-1)(n-2)} R^2 e^{-\lambda \pi r_n^2} & R \leq r_n \leq 2R \\ 0 & r_n \leq R \end{cases} \tag{20} \]
Fig. 4. The $i$th-hop coverage.

Theoretically, we can take derivative of (20) with respect to $r$ to obtain the objective function, use (11) to decide the most likely $H$ given $r$ and give the probability of error for such a decision. However, (20) is awkward to evaluate and the computational cost could limit the applicability of such a decision scheme.

IV. ATTENUATED GAUSSIAN APPROXIMATION

<table>
<thead>
<tr>
<th>TABLE I</th>
<th>STATISTICS OF $f(H = n, r_n), n \geq 3$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Number of Hops</td>
<td>Mean</td>
</tr>
<tr>
<td>1</td>
<td>19.991</td>
</tr>
<tr>
<td>2</td>
<td>45.132</td>
</tr>
<tr>
<td>3</td>
<td>72.01</td>
</tr>
<tr>
<td>4</td>
<td>99.45</td>
</tr>
<tr>
<td>5</td>
<td>127.14</td>
</tr>
<tr>
<td>6</td>
<td>154.96</td>
</tr>
<tr>
<td>7</td>
<td>182.68</td>
</tr>
</tbody>
</table>

Since (20) is awkward to evaluate even using numerical methods, we use histograms collected from Monte Carlo simulations as substitute to the joint pdf. All the simulation data are collected from such a scenario that $N$ sensor nodes were uniformly distributed in a circular region of radius of 300 meters. For convenience, polar coordinates were used. The source node was placed at $(0, 0)$. The transmission range was set as $R$ meters. For each setting of $(N, R)$, we ran 300 simulations, in each of which all nodes are re-deployed at random. And the node density is given by

$$\lambda = \frac{N}{\pi R^2}$$

The histograms of $f(H, r)$ are plotted in Fig. 5, which clearly shows that the joint distribution of $(H, r)$ approach the normal when $H$ increases. Table I lists the first-, second-, third- and fourth-order statistics of $f(H, r)$. The skewness and kurtosis clearly satisfy the Gaussianity condition within tolerance of error. Thus, the objective function can be approximated by

$$f(H = n, r_n) = \alpha^n \frac{\sigma_n}{\sqrt{2\pi}} e^{-\frac{(r_n - m_n)^2}{2\sigma_n^2}}$$

where $\alpha$ is the equivalent attenuation base, $m_n$ and $\sigma_n$ are the mean and standard deviation(std), respectively. The specific values of these parameters can be evaluated from (20) numerically or estimated from simulations. Observe Table I, for large $n$, the joint pdf of $(H, r)$ has following properties,

1) $\sigma_n \approx \sigma_{n-1}$, which means the neighboring joint pdf’s have similar spread.
2) $m_n - m_{n-1} \approx m_{n+1} - m_n$, which means the joint pdf’s are evenly spaced.
3) $3 \times \frac{m_n - m_{n-1}}{\sigma_n} < 5$, which means the overlap between the neighboring joint pdf’s is small but not negligible. (As a rule of thumbs, $Q(3)$ is considered relatively small and $Q(5)$ is regarded negligible.)
4) $\frac{m_n - m_{n-2}}{\sigma_n} > 5$, which means the overlap between the non-neighboring joint pdf’s is negligible.
5) $\alpha < 1$. For large density $\lambda$, $\alpha \to 1$. Along with Property 1, this tell us that the neighboring joint pdf’s have nearly identical shape.

As shown in the following discussion, these properties largely simplify the decision rule and the error analysis. Another interesting observation, besides these properties,
is that the following equations do not stand true.

\[ m_n = nm_1 \]  
\[ m_n = nR \]  
\[ m_n = (n - 1)R + R/2 \]

Although these equations sound plausible, they all give visible errors. The aforementioned estimator \([r/R] + 1\) for \(H\), though widely used, is not good in the new light shed by this study. However, Property 2 does tell us the increment for \(m_n\) is constant, if denoted by \(\Delta\),

\[ m_n = m_1 + (n - 1)\Delta \]

We showed in [7] that \(m_1 = 2/3R\), irrelevant to the node density. Although \(\Delta\) is a function of \(\lambda\) and \(R\), \(\lambda\) is often regarded constant for a specific application and \(R\) varies in a short range, thus, we can safely expect \(\Delta = aR\), where \(a\) is a constant, for example, \(a = 0.9\) for the data in Table I. In summary, the following empirical equation stands for most application for WSN.

\[ m_n = R(\frac{2}{3} + (n - 1)a) \]

The above results about the constant increment of mean hop-distance is used in Section V-B for energy consumption estimation.

A. Decision Boundaries

Following (11), we decide \(H\) given \(r\) using the following rule.

\[ H = \text{argmax} f(H, r) \]

Observe the \(f(H_n, r_n)\) in Fig. 6, the decision is needed only between neighboring \(H\), that is,

\[ f(H = n, r) \geq f(H = n + 1, r). \]

This is because, for a specific value of \(r\), there are only two \(H_n\) with dominating \(f(H = n + 1, r)\), compared to which \(f(H = n + 1, r)\) for other values of \(H_n\) is negligible. Substitute (22) into (29), we obtain the decision boundary \(d_n\) between the regions \(H = n\) and \(H = n + 1\).

\[ d_n = \frac{B + \sqrt{B^2 + AC}}{A} \]

\[ A = \sigma_{n+1}^2 - \sigma_n^2 \]

\[ B = m_n\sigma_{n+1}^2 - m_{n+1}\sigma_n^2 \]

\[ C = m_n^2\sigma_{n+1}^2 - m_{n+1}^2\sigma_n^2 + 2\sigma_n^2\sigma_{n+1}^2 \ln \alpha \]

Using Property 1,

\[ d_n = \frac{m_n^2 + m_{n+1}^2 - 2\sigma_n^2\ln \alpha}{2(m_{n+1} - m_n)} \]

For large density \(\lambda\), Property 5 is applicable, (30) simplifies to

\[ d_n = \frac{\sigma_n^2 m_{n+1} + \sigma_{n+1}^2 m_n}{\sigma_n^2 + \sigma_{n+1}^2} \]

Applying Property 1 to (32),

\[ d_n = \frac{m_n + m_{n+1}}{2} \]

If we use the empirical equation (27),

\[ d_n = \frac{2}{3}R + (n - \frac{1}{2})aR \]

No matter which approximate solution we choose for \(d_n\), the decision rule is given by

\[ r \geq \frac{n+1}{n} d_n. \]

In other words,

we decide \(H = \hat{n}\) if \(d_{\hat{n}-1} < r \leq d_{\hat{n}}\),

which is equivalent to

\[ n = \left\lfloor \frac{r - \frac{2}{3}R}{aR} + \frac{1}{2} \right\rfloor + 1. \]

B. Error Performance Analysis

For our decision rule, a decision error occurs when \(H \neq \hat{n}\). Thus, the probability of error with a specific \(r\) is

\[ p(\epsilon, r) = \sum_{n \neq \hat{n}} f(n, r). \]

The total probability of error is obtained by integrating (38) over all possible \(r\).

\[ p(\epsilon) = \int p(\epsilon, r) dr \]
According to Property 4, only \( f(n-1, r) \) and \( f(n+1, r) \) could have outstanding value over the decision region \([d_{n-1}, d_n] \).

\[
p(e) \approx \sum_{n=2}^{d_n} \int f(n-1, r) + f(n+1, r) dr \\
= \sum_{n=2}^{\infty} \alpha^{-n-1} \left[ Q\left( \frac{d_{n-1} - m_{n-1}}{\sigma_{n-1}} \right) - Q\left( \frac{d_n - m_{n-1}}{\sigma_{n-1}} \right) \right] \\
+ \alpha^{n+1} \left[ Q\left( \frac{m_{n+1} - d_n}{\sigma_{n+1}} \right) - Q\left( \frac{m_{n+1} - d_{n-1}}{\sigma_{n+1}} \right) \right]
\]  

(40)

Note that

\[
\frac{d_n - m_{n-1}}{\sigma_{n-1}} - \frac{d_{n-1} - m_{n-1}}{\sigma_{n-1}} = \frac{d_n - d_{n-1}}{\sigma_{n-1}} \gg 1,
\]

(41)

therefore, \( Q\left( \frac{d_{n-1} - m_{n-1}}{\sigma_{n-1}} \right) \) is negligible compared to \( Q\left( \frac{d_{n-1} - m_{n-1}}{\sigma_{n-1}} \right) \). Similarly, \( Q\left( \frac{m_{n+1} - d_n}{\sigma_{n+1}} \right) \) is negligible. Hence, \( (40) \) is approximated by

\[
p(e) \approx \alpha^2 Q\left( \frac{m_3 - d_2}{\sigma_3} \right) + \sum_{n=3}^{\infty} \left[ \alpha^{-n} Q\left( \frac{d_{n-1} - m_{n-1}}{\sigma_{n-1}} \right) + \alpha^n Q\left( \frac{m_{n+1} - d_n}{\sigma_{n+1}} \right) \right] \\
+ Q\left( \frac{d_n - m_n}{\sigma_n} \right) \\
\]

(42)

Substituting an appropriate solution of \( d_n \) into \( (42) \) would give us the probability of error within required accuracy. For example, if we choose (33),

\[
p(e) \approx \alpha^2 Q\left( \frac{m_3 - d_2}{2\sigma_2} \right) + \sum_{n=3}^{\infty} \left[ \alpha^{-n} Q\left( \frac{m_n - m_{n-1}}{2\sigma_n} \right) \right] \\
+ Q\left( \frac{m_{n+1} - m_n}{2\sigma_n} \right)
\]

(43)

V. Application Examples

A. Latency Estimation

Suppose it takes \( T_{rx} \) for a sensor node to receive 1 bit of message and \( T_{tx} \) to transmit. Considering the transmission range in sensor networks is usually short compared to the light speed, the propagation time \( T_{pr} \) is negligible. Shown in Fig. 7, given the end-to-end distance \( r \), we can find the required number of hops \( H = \hat{n} \) according to (35), thus, a good estimator of the total latency of a \( l \)-bit message is

\[
l\left[ T_{tx} + (\hat{n} - 1)(T_{tx} + T_{rz}) + T_{rz} \right] = l\hat{n}(T_{tx} + T_{rz})
\]  

(44)

(45)

B. Energy Consumption Estimation

The following model is adopted from [8] where perfect power control is assumed. To transmit 1 bits over distance \( d \), the sender’s radio expends

\[
E_{tx}(l, d) = \begin{cases} 
\frac{l}{E_{elec} + l c_{fs} d^2} & \text{if } d < d_0 \\
\frac{l}{E_{elec} + l c_{mp} d^4} & \text{if } d \geq d_0
\end{cases}
\]

(46)

and the receiver’s radio expends

\[
E_{rx}(l, d) = l E_{elec}
\]  

(47)

\( E_{elec} \) is the unit energy consumed by the electronics to process one bit of message, \( c_{fs} \) and \( c_{mp} \) are the amplifier factor for free-space and multi-path models, respectively, and \( d_0 \) is the reference distance to determine which model to use. The values of these communication energy parameters are set as in Table II.

<table>
<thead>
<tr>
<th>Name</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>( d_0 )</td>
<td>86.2m</td>
</tr>
<tr>
<td>( E_{elec} )</td>
<td>50nJ/bit</td>
</tr>
<tr>
<td>( E_{DA} )</td>
<td>5nJ/bit</td>
</tr>
<tr>
<td>( c_{fs} )</td>
<td>10pJ/bit/m^2</td>
</tr>
<tr>
<td>( c_{mp} )</td>
<td>0.0013pJ/bit/m^4</td>
</tr>
</tbody>
</table>

(48)

TABLE II

ENERGY CONSUMPTION PARAMETERS

Let \( s_n \) denote the single-hop distance from the \((n - 1)\)th-hop to the \(n\)th-hop. Obviously, \( s_n \leq R \). In our experimental setting, \( R = 30m < d_0 \) so that the free space model is always used. This agrees well with most applications, in which multi-hop short-range transmission is preferred to avoid the exponential increase in energy consumption for long-range transmission. Naturally, the
end-to-end energy consumption for sending 1 bits over distance \( r \) is given by

\[
E_{\text{total}}(l, r) = \sum_{i=1}^{\hat{n}} \{ E_{\text{tx}}(l, r) + E_{\text{rx}}(l) \} = \hat{n} \{ E_{\text{elec}} + \epsilon_f s_n^2 + E_{\text{elec}} \}, \quad (48)
\]

where \( \hat{n} \) is the decision result for given \( r \). On the average,

\[
\bar{E}_{\text{total}}(l, r) = 2\hat{n} l E_{\text{elec}} + \epsilon_f s_n \sum_{i=1}^{\hat{n}} E[s_n^2] \quad (49)
\]

where \( E[s_n^2] \) is the mean of the squared error.

VI. CONCLUSION

To predict the number of hops \( H \) needed to reach a given distance \( r \) in randomly deployed sensor networks, we propose a ML decision based on the joint pdf of \((H, n)\), which was also derived in this paper. Since the solution is not closed-form, we also proposed an attenuated Gaussian approximation for the joint pdf. We show that the approximation visibly simplifies the decision process and the error analysis. The latency and energy consumption estimation are also included as application examples.
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Abstract—We model the end-to-end distance for given hops in Wireless Sensor Networks in this paper. We derive that the single-hop distance follows the distribution \(2r/R^2\), where \(R\) is the transmission range. The end-to-end distance shows beta distribution for two hops, and approaches Gaussian distribution when the number of hops is beyond three. As an application example, we propose Statistical Distance Estimation, which shows less distance error than Hop-TERRAIN and APS (Ad hoc Positioning System). Our results are also applicable to other applications for Wireless Sensor Networks.

I. INTRODUCTION AND MOTIVATION

In Wireless Sensor Networks (WSN), knowledge of node location is often required in many applications. The examples include events report, target tracking, geographical routing, and coverage evaluation. Generally, the distances from a node with unknown location to several anchor nodes are estimated, and then a multilateration is applied to estimate the node location. Distance is often estimated based on received signal strength, time of arrival (TOA), time difference of arrival (TDOA) or angle of arrival [1]. The angle-of-arrival based ranging requires directive antennas or arrays, which is not suitable for most microsensors. Similarly, measuring time of flight requires timing device with satisfactory resolution like in GPS. Although TDOA needs much less resolution, it often requires extra acoustic or ultrasound emission, which comes with higher price, larger size and more energy consumption, all seeming impractical for microsensors. Thus, most technically available ranging is based on received signal strength; in fact, RSSI (Received Signal Strength Indication) is widely used in wireless communications to provide distance estimation.

The underlying observation is that the average large-scale path loss can be expressed as a function of distance by using a path loss exponent, \(n\) [2].

\[
PL(d) = PL(d_0)(\frac{d}{d_0})^n
\]  

where \(n\) is the path loss exponent, which indicates the rate at which the path loss increases with distance, \(d_0\) is the close-in reference distance, which is determined from measurement close to the transmitter, and \(d\) is the distance from the source to the receiving point. Measurements have also shown that at any value of \(d\), the path loss \(PL(d)\) at a particular location is random and distributed log-normally (normal in dB) about the mean distance-dependent value.

\[
PL(d)[dB] = PL(d)[dB] + X_o,
\]

where \(X_o\) is a zero-mean Gaussian distributed random variable (in dB) with standard deviation \(\sigma\) (also in dB). The log-normal shadowing is the main source of distance error for received-signal-strength-based ranging methods. The values of \(n\) and \(\sigma\) are often estimated empirically, for example, \(n\) could vary from 2 to 10 for different environments, and typical value of \(\sigma\) in urban area is around 10 dBs.

Due to the log-normal shadowing, the RSS-based ranging could be very rough, especially indoors. For example, the median localization error of commodity 802.11 technology is 10ft [3], such accuracy may be achieved by alternative techniques, for example, exploiting the density of sensor deployment to estimate distance between nodes. Since the sensor nodes are over-densely deployed, the distance between the nodes are short and the variance of such distance is also small. Therefore, it is quite promising to use the end-to-end distance to obtain distance estimation [4], [5].

For example, both APS [4] and Hop-TERRAIN [6] find the number of hops from a node to each of the anchors and then multiple this hop count by a shared metric (average single-hop distance) to estimate the range between the node and each anchor. The known positions of anchor nodes and these computed ranges are then used to perform a triangulation to obtain estimated node positions. A further refinement phase is proposed in [6], which uses least squares on local computation. However, as we show later, the distance does not increase linearly with the number of hops. Therefore, a better knowledge about the distribution of end-to-end distance for given number of hops could cast new light on distance estimation.

Geometrical probabilistic study on randomly distributed nodes may date back to centuries ago. More recent studies include [7], which inspected a stochastic modeling of broadcast percolation in one-dimension and obtain the pdf of the hop-distance based on Poisson node distribution [8]. Vural and Ekici [9] reexamined this problem for WSN, and proposed Gaussian approximations for multi-hop end-to-end distance. In these studies, the following equation is widely cited as the
pdf for single-hop distance on a line [9].

\[ f(r_e^2) = \frac{\lambda e^{-\lambda r_e^2}}{1 - e^{-\lambda(R-r_e^2)}} \]  

(3)

where \( \lambda \) is the node density and \( R \) is the transmission range. However, these studies are based on farthest delivery, that is, only the farthest node in the desired direction within the transmission range would relay the beacon packets. In [7], the locations of nodes are known so that the farthest node could be chosen as the next hop. When we plan to exploit node distribution to estimate distance between nodes, we cannot guarantee the beacon packets are relayed in such a fashion, because it is impossible for any nodes to have such location information \textit{a priori}. In fact, routing does not necessarily choose the farthest node for reasons such as energy efficiency, minimizing interference, robustness and so forth. A new study must be carried out in the background of distance estimation.

The rest of this paper is organized as follow. Section II provides some preliminaries for statistical analysis. We model the single-hop distance and show that the derivation for higher-hop end-to-end distance is beyond practical complexity in Section III. Computer simulations and analysis are presented in Section IV. In Section V, based on the knowledge of hop-distance distribution, we propose Statistical Distance Estimation (SDE), independent of ranging techniques. Section VI concludes this paper.

II. PRELIMINARIES

In this section, we provide some preliminaries on statistical methods [10].

A. Skewness and Kurtosis

Skewness is a measure of symmetry, or more precisely, the lack of symmetry. A distribution, or sample set, is symmetric if it looks the same to the left and right of the center point.

\textit{Definition 1:} [10] For a given sample set \( X \),

\[ m_3 = \frac{\Sigma(X - \bar{X})^3}{n}, \]  

(4)

\[ m_2 = \frac{\Sigma(X - \bar{X})^2}{n}, \]  

(5)

where \( \bar{X} \) is the sample mean of \( X \), and \( n \) is the size of \( X \). Then a sample estimate of skewness coefficient is given by

\[ \gamma_1 = \frac{m_3}{m_2^{3/2}}. \]  

(6)

Skewness is zero for a symmetric distribution. Positive skewness indicates right skewness and negative indicates left.

Kurtosis is a measure of whether the data are peaked or flat relative to a normal distribution.

\textit{Definition 2:} [10] A sample estimate of kurtosis for a sample set \( X \) is given by

\[ g_2 = \frac{m_4}{m_2^2} - 3, \]  

(7)

where \( m_4 = \Sigma(X - \bar{X})^4/n \) is the fourth-order moment of \( \bar{X} \) about its mean.

Skewness and kurtosis is useful in determining whether a sample set is normal. Note that the skewness and kurtosis of a normal distribution are both zero; significant skewness and kurtosis clearly indicate that data are not normal.

B. Chi-Square Test

Chi-squared test is widely used to determine the goodness of fit of a distribution to a set of experimental data. It works as follows:

1. Partition the sample space into the union of \( K \) disjoint intervals.
2. Compute the probability \( b_k \) that an outcome falls in the \( k \)th interval under the postulated distribution. The \( m_k = nb_k \) is the expected number of outcomes that fall in the \( k \)th interval in \( n \) repetitions of the experiment.
3. The chi-square statistic is defined as the weighted difference between the observed number of outcomes, \( N_k \), that fall in the \( k \)th interval, and the expected number \( m_k \).

\[ D^2 = \sum_{k=1}^{K} \frac{(N_k - m_k)^2}{m_k} \]  

(8)

4. The hypothesis is rejected if \( D^2 \geq t_\alpha \), where \( t_\alpha \) is a threshold determined by a given significance level. Otherwise, the fit is considered good.

III. MODELING END-TO-END DISTANCE FOR GIVEN NUMBER OF HOPS

A. Problem Formulation

We assume a general beacon scenario, in which anchors sends out beacon packets informing other nodes about their locations. These beacon packets are also relayed so that nodes outside the anchors' transmission range could also have knowledge about their locations. Nonetheless, clarifications about several terms are necessary, because they have been used in a wide variety of senses.

Firstly, our study on end-to-end distance for given number of hops is based on local coordinate system, which could be translated into a global coordinate system if enough nodes in the local coordinate system have known global coordinates. In previous research, anchors refer to beacons, whose locations are known and broadcast to other nodes. However, in our study, an anchor is simply a specific node used in establishing the local coordinate system. An anchor could have global coordinates or not, which is of no interest to our study. Therefore, our study is applicable to both anchor-based and anchor-free approaches.

Secondly, we assume the beacon packets are distributed in an ad hoc fashion. Although better routing, such as geographic routing, are proposed for WSN, they are not suitable for relaying beacon packets, because during this phase, most nodes have no knowledge about locations of their own and neighbors'. Under such circumstances, we have to assume the beacon packets are simply flooded throughout the sensor network, except that nodes can only relay the beacon packets incoming with least number of hops and discard those via more hops.

Suppose the sensor nodes are placed on a plane at random at an average density of \( \lambda \) nodes per square meter. Let \( N(A) \) be the number of nodes in area \( A \), it can be shown
that $N(A)$ is a two-dimensional Poisson point process with density $\lambda$. One property of the Poisson process is that if the number of nodes occurring in the area $A$ is $N$, then the individual outcomes are distributed independently and uniformly in the area $A$. That is, if $N$ nodes are placed at random in the area $A$, then the probability of a specific node in the subarea $B$ is $B/A$, given $B$ is included by $A$.

Assume the area $A$ is large enough and none of the anchor nodes is near the border. Without loss of generality, we center the polar coordinates at an arbitrary anchor node (Fig. 1). This node could communicate directly with any other nodes within the transmission range, say $R$. The problem of interest is to find the distance from a specific node to the anchor given this node is within $i$ hops from the anchor. The definitions of variables we are working with are listed in Table I. Note that the event $\text{Hop}_i$ can also be described as “the minimum number of hops from the anchor to the specific node is $i$”.

### TABLE I
**Definition of Variables**

<table>
<thead>
<tr>
<th>Variable</th>
<th>Definition</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\vec{r}_i = (r_i, \theta_i)$</td>
<td>the polar coordinates of the $i$-hop node</td>
</tr>
<tr>
<td>$s_i$</td>
<td>the distance from the anchor to the $i$-hop node</td>
</tr>
<tr>
<td>$t_i$</td>
<td>the distance from the $(i-1)$-hop node to the $i$-hop node</td>
</tr>
<tr>
<td>$\text{Hop}_i$</td>
<td>the event “the specific node is within $i$ hop, but beyond $i-1$ hops from the anchor.”</td>
</tr>
</tbody>
</table>

#### B. Single-Hop Case

Consider the first hop case, the conditional cdf can be expressed by

$$P(s_1 < s | \text{Hop}_1) = \frac{P(s_1 < s | r_1 < R)}{P(r_1 < R)}$$

Note that since the anchor node is placed at the origin, the single-hop distance $d^{(1)}$ equals $r_1$. The conditional pdf is the derivative of (9).

$$f(s_1 | \text{Hop}_1)(s) = \frac{2s}{R^2}$$

The conditional expected value and variance can be easily computed by

$$E[s_1 | \text{Hop}_1] = \int_0^R s \frac{2s}{R^2} ds = \frac{2R}{3}$$

$$VAR[s_1 | \text{Hop}_1] = \int_0^R s^2 \frac{2s}{R^2} ds - \left(\frac{2R}{3}\right)^2 = \frac{R^2}{18}$$

(11) and (12) show that the expected value and variance of single-hop distance is solely determined by the transmission range $R$ and irrelevant to the node distribution density $\lambda$. This is due to the uniform node distribution; no matter how large the density could be, it would not give any bias to $E[s_1 | \text{Hop}_1]$ and $VAR[s_1 | \text{Hop}_1]$.

### C. Two-Hop Case

Consider the two-hop case shown in Fig. 2. The distribution of $s_1$, which is equal to $t_1$, is given in (9). Conditional on the value of $s_1$, the cdf for $t_2$ is

$$P(t_2 < t | s_1 | \text{Hop}_2) = \frac{B}{\pi R^2},$$

where $B$ is the area of the region inside the circle of center $\vec{r}_1$ but outside the circle of center $\vec{r}_0$. $B$ is equal to

$$\pi(t_2)^2 - (t_1)^2(\phi_1 - \frac{1}{2}\sin 2\phi_1) - (t_2)^2(\phi_2 - \frac{1}{2}\sin 2\phi_2),$$

(14)
where
\[ \phi_1 = \cos^{-1}(1 - \frac{(t_2)^2}{2(t_1)^2}), \]
\[ \phi_2 = \cos^{-1}\left(\frac{t_2}{2t_1}\right). \]
The conditional pdf of \( t_2 \) is obtained by taking the derivative of (13).
\[ f_{t_2|t_1}(r) = \frac{d}{dr} B_{\pi R^2}, \] (17)
By taking expected value of (17),
\[ f_{t_2|t_1}(t) = \int_0^R f_{s_1}(s) \frac{d}{ds} B_{\pi R^2} ds, \] (18)
s_2 is determined by
\[ s_2 = \sqrt{(t_1)^2 + (t_2)^2 - 2t_1t_2 \cos \phi}, \] (19)
where \( \phi \) is the angle between \( t_1 \) and \( t_2 \) and uniformly distributed in \([-\phi_1, \phi_2]\). Although it is possible to derive the pdf of \( s_2 \) from (19), it is awkward to evaluate explicitly. Thus, for the end-to-end distance for two and more hops, we will postulate their distribution from the collected simulation data in the next section.

IV. SIMULATIONS AND ANALYSIS

![Fig. 3. The histogram vs. postulated distribution for end-to-end distances for a given number of hops. (a) One-hop. (b) Two-hop. (c) Three-hop. (d) Four-hop. (e) Five-hop. (f) Six-hop.](image)

All the simulation data are collected from such a scenario that \( N \) sensor nodes were uniformly distributed in a circular region of radius of 300 meters. For convenience, polar coordinates were used. The anchor node was placed at \((0,0)\). The transmission range was set as \( R \) meters. For each setting of \((N, R)\), we ran 300 simulations, in each of which all nodes are re-deployed from the beginning.

A. Single-Hop Distance
We plot (10) and the histogram of single-hop distance collected from simulations together in Fig. 3 (a), which clearly shows that (10) fits the experimental data very well. Furthermore, a chi-square test was carried out to determine the goodness of fit of (10) to the experimental data.


<table>
<thead>
<tr>
<th>Interval</th>
<th>Observed</th>
<th>Expected</th>
<th>( (O - E)^2/E )</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>539</td>
<td>555.37</td>
<td>0.48213</td>
</tr>
<tr>
<td>2</td>
<td>543</td>
<td>555.37</td>
<td>0.27538</td>
</tr>
<tr>
<td>3</td>
<td>546</td>
<td>555.37</td>
<td>0.15798</td>
</tr>
<tr>
<td>4</td>
<td>560</td>
<td>555.37</td>
<td>0.038655</td>
</tr>
<tr>
<td>5</td>
<td>583</td>
<td>555.37</td>
<td>1.3749</td>
</tr>
<tr>
<td>6</td>
<td>507</td>
<td>555.37</td>
<td>4.2122</td>
</tr>
<tr>
<td>7</td>
<td>541</td>
<td>555.37</td>
<td>0.37165</td>
</tr>
<tr>
<td>8</td>
<td>571</td>
<td>555.37</td>
<td>0.40007</td>
</tr>
<tr>
<td>9</td>
<td>562</td>
<td>555.37</td>
<td>0.079229</td>
</tr>
<tr>
<td>10</td>
<td>538</td>
<td>555.37</td>
<td>0.54307</td>
</tr>
<tr>
<td>11</td>
<td>583</td>
<td>555.37</td>
<td>1.3749</td>
</tr>
<tr>
<td>12</td>
<td>564</td>
<td>555.37</td>
<td>0.13421</td>
</tr>
<tr>
<td>13</td>
<td>593</td>
<td>555.37</td>
<td>2.5501</td>
</tr>
<tr>
<td>14</td>
<td>555</td>
<td>555.37</td>
<td>0.00024208</td>
</tr>
<tr>
<td>15</td>
<td>577</td>
<td>555.37</td>
<td>0.84269</td>
</tr>
<tr>
<td>16</td>
<td>563</td>
<td>555.37</td>
<td>0.10492</td>
</tr>
<tr>
<td>17</td>
<td>566</td>
<td>555.37</td>
<td>0.20359</td>
</tr>
<tr>
<td>18</td>
<td>537</td>
<td>555.37</td>
<td>0.60741</td>
</tr>
<tr>
<td>19</td>
<td>549</td>
<td>555.37</td>
<td>0.072987</td>
</tr>
<tr>
<td>20</td>
<td>499</td>
<td>555.37</td>
<td>5.7209</td>
</tr>
<tr>
<td>21</td>
<td>577</td>
<td>555.37</td>
<td>0.84269</td>
</tr>
<tr>
<td>22</td>
<td>535</td>
<td>555.37</td>
<td>0.7469</td>
</tr>
<tr>
<td>23</td>
<td>552</td>
<td>555.37</td>
<td>0.020409</td>
</tr>
<tr>
<td>24</td>
<td>550</td>
<td>555.37</td>
<td>0.00186</td>
</tr>
<tr>
<td>25</td>
<td>611</td>
<td>555.37</td>
<td>5.573</td>
</tr>
<tr>
<td>26</td>
<td>552</td>
<td>555.37</td>
<td>0.020409</td>
</tr>
<tr>
<td>27</td>
<td>566</td>
<td>555.37</td>
<td>0.20359</td>
</tr>
<tr>
<td>28</td>
<td>541</td>
<td>555.37</td>
<td>0.37165</td>
</tr>
<tr>
<td>29</td>
<td>570</td>
<td>555.37</td>
<td>0.38557</td>
</tr>
<tr>
<td>30</td>
<td>531</td>
<td>555.37</td>
<td>1.0691</td>
</tr>
</tbody>
</table>

Chi-Square Value = 28.8728

The threshold for \( 30 - 1 = 29 \) degrees of freedom at a 0.005 significance level is 52.34. Compared to this, \( D^2 = 28.8728 \) is well within the threshold. Thus, we establish that the data is in good agreement with (10).

B. Two-Hop End-to-end Distance
Since there is no close-form formula for the conditional pdf of end-to-end distance for two and more hops, we have to find a fit for it. We postulate the following pdf for the conditional pdf of two-hop end-to-end distance according to the experimental data plotted in Fig. 3 (b).

The characteristic curve in Fig. 3 (b) clearly shows a Beta distribution shape. The general pdf of Beta distribution is
\[ f_X(x) = \frac{(x-a)^{p-1}(b-x)^{q-1}}{B(p,q)(b-a)^{p+q-1}}, \] (20)
where $p$ and $q$ are the shape parameters, $a$ and $b$ are the lower and upper bounds, respectively, of the distribution, and $B(p, q)$ is the beta function. The beta function has the formula

$$B(p, q) = \int_0^1 t^{p-1}(1-t)^{q-1}dt.$$  

The bounds $a$ and $b$ can be easily determined as $a = 0$ and $b = 2R$. Since the maximum of (20) occurs at $\frac{R}{p+q}$, which is at $\frac{2R}{2}$ in Fig. 3(b), $p = 3$ and $q = 1$ would be a good guess.

Another noteworthy fact is (20) is valid in $[0, 2R]$ while without loss of connectivity. SDE uses the mean of end-to-end distance for minimum number of hops as the estimator. Once a node's distances from three and more non-collinear anchors are estimated, multilateration can be used to determine its location.

V. AN APPLICATION EXAMPLE: STATISTICAL DISTANCE ESTIMATION

The knowledge about the end-to-end distance for given number of hops can used widely in applications for WSN. For example, we here propose Statistical Distance Estimation (SDE).

A. Protocol Description

SDE is designed for randomly over-densely deployed WSN so that a smaller transmission range can be used without loss of connectivity. SDE is used to obtain relative rough distance between nodes in order to establish a local coordinate system. SDE starts with a core of anchors with assigned coordinates. These anchors broadcast their coordinates throughout the sensor network. Other nodes keep and relay a minimum-hop beacon from each anchor. A node can estimate its distance from an anchor based on the minimum number of hops it takes the beacons to travel from the anchor. Instead of using the product of an average single-hop distance and the number of hops in Hop-TERRAIN, SDE uses the mean of end-to-end distance for minimum number of hops as the estimator. Once a node's distances from three and more non-collinear anchors are estimated, multilateration can be used to determine its location.

In SDE, sensor nodes do not need to have the full knowledge on the end-to-end distance distribution. For the single-hop distance, we have derived the theoretical distribution given by (10). From (12), we obtain

$$MSE(Hop) = \sqrt{VAR[s_{1, Hop}]} = \frac{R}{3\sqrt{2}}$$

Note that MSE increases linearly with the transmission range $R$. When $R = 30m$, (26) gives us 7.0711, which agrees well with the collected MSE 7.1246 from simulations. Other MSEs collected from simulations are also listed in Table IV, which clearly shows the distance accuracy, indicated by MSE, decreases monotonously with the number of hops. Consider a specific node, if we decrease $R$ in the hope of decreasing MSE, it would take more hops for the beacon to reach this node, which could counteract the MSE reduction due to reduced $R$. As rule of thumb, we found the best number of hops is two, that is, it would be advisable to choose a transmission range to keep all nodes within two hops from the anchors. Considering only the nodes within two hops from the

<table>
<thead>
<tr>
<th>Number of Hops</th>
<th>Mean</th>
<th>Std</th>
<th>Skewness</th>
<th>Kurtosis</th>
</tr>
</thead>
<tbody>
<tr>
<td>3</td>
<td>72.01</td>
<td>8.2129</td>
<td>-0.10761</td>
<td>-1.0332</td>
</tr>
<tr>
<td>4</td>
<td>99.45</td>
<td>8.391</td>
<td>-0.079935</td>
<td>-0.97837</td>
</tr>
<tr>
<td>5</td>
<td>127.14</td>
<td>8.5323</td>
<td>-0.064453</td>
<td>-0.93104</td>
</tr>
<tr>
<td>6</td>
<td>154.96</td>
<td>8.6147</td>
<td>-0.053416</td>
<td>-0.9004</td>
</tr>
</tbody>
</table>
anchors, the average MSE is

\[
7.12 \times 5428 + 7.33 \times 11376 \\
5428 + 11376
\]

\[= 7.27, \quad (27)\]

which is approximately 0.24R. Compared to \(R/3\) distance error provided by [4], [6], our statistical approach achieved a lesser error, which is within a quarter of the transmission range.

TABLE IV

<table>
<thead>
<tr>
<th>Number of Hops</th>
<th>MSE</th>
<th>Sample Size</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>7.12</td>
<td>5428</td>
</tr>
<tr>
<td>2</td>
<td>7.33</td>
<td>11376</td>
</tr>
<tr>
<td>3</td>
<td>8.75</td>
<td>18607</td>
</tr>
<tr>
<td>4</td>
<td>9.77</td>
<td>26042</td>
</tr>
<tr>
<td>5</td>
<td>10.46</td>
<td>33804</td>
</tr>
<tr>
<td>6</td>
<td>10.89</td>
<td>40770</td>
</tr>
</tbody>
</table>

VI. CONCLUSION

In this paper, we study the modeling of the end-to-end distance for given number of hops in WSN. The experiments showed that the distance does not increase linearly with the number of hops. Therefore, the distance should be analyzed for each number of hops. We derived the distribution for single-hop distance and also showed that the complexity of derivation for multiple-hop distance is beyond practical interest. Thus, we postulate gamma distribution for two-hop end-to-end distance and Gaussian distribution for three-and-more-hop end-to-end distance. Computer simulations showed our postulated distributions agree well with the histograms.

We also propose Statistical Distance Estimation, in which statistically exploiting the knowledge of hop-distance distribution reduces the distance error from \(R/3\) to \(R/4\). Such fundamental knowledge about end-to-end distance distribution is applicable to other applications for WSN, such planning and/or optimization in deployment and resource management.
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