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Abstract. This paper examines the problem of transaction managemestvasive
computing environments and presents a new approach tosadthesm. We represent
each entity as a mobile or static semi-autonomous deviaepuifpose of each device
is to satisfy user queries based on its local data repositadyinteractions with other
devices currently in its vicinity. Pervasive environmenislike traditional mobile
computing paradigm, do not differentiate between clientsservers that are located
in a fixed, wired infrastructure. Consequently, we modetlailices as peers. These
environments also relax other assumptions made by mobitgpating paradigm,
such as the possibility of reconnection with a given devstgport from wired in-
frastructure, or the presence of a global schema. Thesarfumctal characteristics
of pervasive computing environments limit the use of teghas developed for trans-
actions in a “mobile” computing environments. We define darahtive optimistic
transaction model whose main emphasis is to provide a highofsuccessful trans-
action terminations and to maintain a neighborhood-basedistency. The model
accomplishes this via the help of active witnesses and bylasimg an epidemic
voting protocol. The advantage of our model is that it enmlveo or more peers
to engage in a reliable and consistent transaction whileparaasive environment
without assuming that they can talk to each other via infuastire such as base sta-
tions. The advantage of using active witnesses and an efmdetng protocol is that
transaction termination does not depend on any single pbanfailure. Additionally,
the use of an epidemic voting protocol does not require adllired entities to be si-
multaneously connected at any time and, therefore, fudhiercomes the dynamic
nature of the environments. We present the implementafitineomodel and results
from simulations.

1 Introduction

Maintaining data consistency between devices in distetbumobile environments has al-
ways been, and continues to be, a challenge. These envimisnepresent networks com-
posed of stationary and mobile nodes that share a subsetlobal glata repository. The

devices use their network connectivity to exchange dath atiher nodes in the network.
In order to operate correctly, devices involved in a tratisaanust ensure that their data
repositories remain in a consistent state. While statipnades often embody powerful
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computers located in a fixed, wired infrastructure, mobibeles represent devices with
low-bandwidth communication, limited battery life and limitation to other resources.
Consequently, transacting devices must accommodate itgabild, in turn, possible fail-
ures due to a network disconnection. The challenge of pioyidata consistency is espe-
cially substantial for pervasive computing environments.

Pervasive computing environments extend the traditiooatept of mobile networks
[10, 18]. Mobile devices in pervasive computing environitseonsist of hand helds, wear-
ables, computersin vehicles, computers embedded in treqathinfrastructure, and (nano)
sensors. A device satisfies user queries by relying on itd tata repository and data avail-
able in other devices in its vicinity. Additionally, evergdce is equipped with short range
ad-hoc networking technologies such as Bluetooth [3]. Thb@c networking technology
allows mobile devices to spontaneously interact with ott@rices, both fixed and mo-
bile, in their vicinity. For example, two cars passing eatieo on the street can establish
a network connection and exchange data while within rangeach other. At the same
time, pervasive computing environments do not guarantgeirgnastructure support, a
crucial requirement for traditional mobile systems [6,4], Hence unlike traditional mo-
bile computing, the pervasive environment does not difféate between mobile clients
and servers located in a fixed, wired infrastructure. Iristea model all devices as peers
and any two devices may engage in a transaction, a case natecoby traditional mo-
bile computing paradigm. In the mobile computing paradignly one transacting device,
the mobile client, is allowed to move during a transactiohisTallowed previous solu-
tions to rely on the help of the infrastructure by using melsiipport stations as proxies;
however, there is no default infrastructure support in asie computing environments.
Additionally, pervasive environments relax other asstomst made in mobile computing
paradigm. As all devices may be mobile, the vicinity of eaekice is likely to change in
both spatial and temporal dimensions. This not only limétadind data source availability
but the serendipitous nature of the environment also lithigspossibility of reconnection
between transacting devices. In pervasive computing enwients, there is no guarantee
that all devices wishing to transact may be concurrentlylavie and that two discon-
nected devices willneetagain. For example, when two people serendipitously mes at
airport and agree to exchange a song for a micro-paymerit,eteetronic wallets must
be updated correctly even when one person leaves the aigfonrte the transaction com-
pletes [1]. Consequently, transacting peers must eitlust #ach other or rely on a third
party. In a traditional mobile paradigm, the third party isemver located in a fixed, wired
infrastructure. In that case, transacting peers must deredlevant data to the server before
they disconnect. This may not always be possible in pergamiwvironments. Instead, an
alternative approach is to use other peers in the envirohasahird parties. This raises the
issue of trust since there is no guarantee that these pdebetave correctly. We address
the issue via the use of a random witness selection policglwteéduces the probability
of obtaining malicious witnesses. In summary, the changeiseption of mobile devices,
together with other characteristics of pervasive comguginvironments, limits the use of
traditional mobile transactions.

To address the problem, we present a novel transaction rdedigined for use in perva-
sive computing environments. We focus on maintaining atescy of transactions, which
has generally been termed as the most important ACID prppéttansactions for mobile
environments [9]. Consistency is, however, not criticaldad only transactions [18]. Our
Neighborhood-Consistent Transactiarodel (NC-Transaction) provides a higher rate of



successful transactions in comparison to models desigedafditional mobile comput-
ing environments. NC-Transaction maintains neighborlemtsistency among devices in
the vicinity. It does not ensure global consistency, a tagnoimpossible since there is
no guarantee that two devices will ever reconnect in a pava®mputing environment.
NC-Transaction accomplishes neighborhood consistendyhayh successful termination
rate by employing active withesses and an epidemic votingppol. NC-Transaction de-
fines withesses as devices in a vicinity that baarboth transacting devices and agree to
monitor the status of a transaction. Each witness can cagbeawcommit or abort a trans-
action. A transacting device must collect a quorum of thesptiefined as a percentage
of all witness votes, to decide on the final termination acfar a transaction. By using a
voting scheme and redundancy of witnesses, NC-Transagtisares that transacting de-
vices terminate in a consistent state. Additionally, infation stored by each witness can
be used to resolve conflicts between devices involved inns#éetion.

The remainder of the paper is structured as follows: We ptasdated work in Sec-
tion 2. In Section 3, we define the NC-Transaction model ardyineric consistency pro-
tocol in the context of MOGATU [18]. In Section 4, we presentr @xperimental setup.
We empirically show how the NC-Transaction model improwaessful transaction ter-
mination rate and how it affects the computing cost for afitess in the environment. We
conclude and describe directions for future work in Sechion

2 Redated Work

The NC-Transaction model is designed within the context ofMTU [18] — a lightweight
architecture for profile—driven data management in peveasimputing environments. The
work on MoGATU spans research areas on both data managenteatiehoc networking
technologies. MOGATU is currently implemented both as agiygpe running on Linux
based computers with support for Bluetooth and Ad—Hoc 8DPL1] and as an extension
of the GloMoSim simulator [23].

The problem of transaction management in wireless netwhalksdrawn a significant
degree of attention. Most of the proposed solutions arechasdient/proxy/server model.
These solutions place primary data on servers locatedmiitie wired infrastructure and
treat mobile devices solely as clients. Using this apprpd@hsolutions assume that mo-
bile devices are only one-hop away from a wired network atehgtt to overcome issues
caused by the characteristics of the one-hop wirelessTihk.solutions accomplish their
task by relaxing some of the ACID properties, by enabling a-hlmcking execution in a
disconnected mode and by adapting commit protocols [5,8,28]. For example, Kan-
garoo Transaction [9] model addresses mobility of mobilstigMH) that hop from one
mobile support station (MSS) to another. The model exptbigsconcept of split transac-
tions. Each MSS acts as a proxy between a server and a moieié ahd manages all
sub-transactions for the time period it serves as a prox@-RROTION [22] is a mobile
transaction processing system that also exploits the poiof@mested-split transactions by
relaxing the atomicity restriction and usiesgmpactsa local cache of objects with addi-
tional state information. These objects are synchronizethia reconnection. In contrast,
the Bayou architecture [8] uses an epidemic protocol fockyonizing objects; however,
objects must be first committed on a primary copy. An altéveatolution is presented
in the context of Deno [13], which is also a replicated-ob@estem for mobile environ-
ments. Unlike in Bayou, every replica in Deno has an equahchaf committing an up-
date whenever it can obtain a voting quorum. Each replicaio®& quorum by gathering



Fig. 1. Help of Witnesses in NC-Transaction

weighted votes from other replicas in the system and by dingiits vote to others. Simi-
larly, Coda [14] and Ficus [17] provide support for discocteel operations in the domain
of distributed file systems. Each mobile device can mod#ycached files while discon-
nected. Upon a reconnection to the network, the device aisrie a subset of replica
holders, the so-called AVSG in Coda, in order to commit itdatps. These servers then
propagate updates to the remaining nodes. Unlike the N@sadion, however, most of
these solutions either depend on infrastructure suppaedurire reconnection in order to
synchronizalirty data, an option not guaranteed in pervasive computing @mvients.

3 Neighborhood-Consistent Transaction M odel

The NC-Transaction model is defined in terms of a session gmuiitiple devices in a
vicinity that wish to transact with each other. A sessioreasst the classical concept of a
transaction defined for distributed database systemsTt&ditionally, transactions consist
of three phasesstart, executiorandend In the first phases, all devices are synchronized.
In the next step, each device executes a sequence of readraadperations{R/W}.
Finally, in the last step, all devices synchronize themeete either unilaterally commit or
abort the transaction, denoted@&\ Formally, a transaction is defined as:

T= (Sv {R/W}’ C/A) (1)

Similarly, a session in NC-Transaction consists of thregsels: (i) negotiation, (ii) ex-
ecution and (iii) termination. The most important part of N€ansaction is to terminate in
a consistent state. Transacting devices in a NC-Transeatbieve this goal by soliciting
and relying on the help of other devices in the vicinity thgtee to serve as active wit-
nesses. The use of withesses has traditionally been a siesi@e to ensure the fairness
and correctness of an event involving two parties [4]. Wibes are requested to monitor
an event and provide testimony that can help decide its mgco

NC-Transaction abstracts the notion of withesses for alairpurpose; to ensure con-
sistency via fairness and correctness. In our model, tcdingadevices request other de-
vices in their vicinity to monitor their transaction and skeewitnesses are responsible for
voting on the veracity of the transaction’s outcome. Theaatlvge of using witnesses for
transactions is threefold: (i) In traditional mobile contipg paradigms, commit protocols,
such as 2PC [16], depend on network reliability and the erist of a wired infrastructure,
neither of which is guaranteed in pervasive computing emvirents. As we will show,
witnesses mitigate the negative impacts on transactiothénypervasive computing envi-
ronments by serving as intermediaries. As illustrated guFé 1, withesses can propagate
intentions to abort or commit from one transacting devicartother. (ii) Witnesses provide
redundancy, increasing the probability of a consistertamt of a transaction because they
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Fig. 2. Alternative Witness Selection Protocols for NC-Transacti

do not rely on each other. Each witness monitors transadgnvges independently. It at-
tempts to collect enough information to decide whetherastation should be committed
or aborted. Transacting devices can then choose the nurhlséness’ votes necessary for
a forming a quorum to decide on the terminating action. Wffnesses provide a higher
level of assurance on fairness and correctness than ttangsdevices would have other-
wise. This is due to the fact that the decision to commit oredbmes not depend on a single
device, rather it must be@llective decision

Negotiation Phase — In the initial phase of NC-Transaction, a device wishingréms-
act with other devices first negotiates the query terms thett should execute, the planned
duration of a transaction and the set of active withesses.nBgotiation is based on the
principles of Contract Nets [21]. NC-Transaction suppaity type of a query that can
be decomposed into a sequence of reads and writes over adlteatepository for each
transacting device. In addition, the query may include apens for exchanging data be-
tween multiple devices. Mobile peers also negotiate therd duration of the transaction
to provide a default fall-back for terminating a transaetixy aborting it. Each transacting
device must gather enough votes from witnesses to commiatngdction before the time
period elapses in order to commit the results locally.

Witness Selection Protocols — During thenegotiationphase, transacting devices also
select other devices in the vicinity as active withesseg ffénsacting devices attempt to
collect at least three witnesses by employing the prinsipfeContract Nets. Each node in
the vicinity is presented with a list of transacting devidesms of queries and the planned
duration period. A possible witness evaluates the termgagities to accept or reject the
task. The transacting devices determine the list of devf@sagree to withess a transaction
and choose at mostwitnesses, a variable parameter for NC-Transaction. Wael#iree
methods for selecting witnesses in pervasive computing@mwents and illustrate them
in Figure 2. In the first method, each transacting devicargite to use only its current
one-hop neighbors as witnesses. The advantage of thisagipi®that mobile nodes in a
human environment move as a group in a predictable mannmegxBmple, many cars on a
street travel in the same direction. This improves the chsititat withesses and transacting
devices are able theareach other. Alternatively, transacting devices attempis® only
those devices that route packets between them. The adeanftéigis approach is that the
underlying routing protocol may utilize a majority of theute for most of the transaction,
and thus the devices are guaranteedhéar each other for most of the time. The third
method combines the other two approaches by selecting sgiéiseon the route and those
currently around each transacting device.

Execution Phase — In this phase, each transacting device begins to execaitesto-
tiated sequence of reads and writes over its local data iteppsGiven the ad-hoc nature
of the pervasive computing environments, the device maybeadble to obtain “locks”
on all replicas in the environment. Instead, we assume amigbic concurrency control
which allows each device to modify its data independentyrfrothers. When a device



either completes or has to abort its part of the transacti@ttempts to inform as many

witnesses as possible about its intention. In contrash e@oess uses thexecutiorphase

to collect evidence in order to monitor the progress of taagaction and intentions about

a commit/abort by transacting devices. Once a witness hasgrknowledge to decide on

an outcome, it attempts to send a commit or abort messagkttaralacting devices.
Termination Phase— In theterminationphase each transacting device either commits

or aborts the transaction. A device can commit a transactibynwhen it is able to gather

a quorum of commit votes from witnesses [13]. In NC-Tranisagta voting quorum rep-

resents a predefined percentage of votes cast by all withasskecan range from at least

one vote to all 100% votes from all witnesses.

4 Performance Experiments

The primary goal of NC-Transaction is to provide a high rdtsuzcessful transaction ter-
minations while maintaining neighborhood-based consisteConsequently, in this sec-
tion we focus on the following properties: (i) performandeNC-Transaction compared
to that of a representative of traditional mobile transattmodels, (ii) the appropriate
number of withesses per NC-Transaction and (iii) the effeétdifferent percentages for
voting quorums on transaction termination and neighbodhmansistency. We use Kan-
garoo Transaction [9] as the representative of traditionabile transaction models but
have modified it in order to suit the experimental environtignallowing the server to be
represented by a mobile device. We have implemented batkacsion models within the
context of the MOGATU framework using the GloMoSim simuldi23].

We employ a spatio-temporal environment that consists @02200m field and 100
nodes — 36 stationary and 64 mobile nodes — for a period of Bites. The stationary
nodes represent a variable infrastructure support, wkicequired for the traditional mo-
bile transaction model. In contrast, the mobile nodes sEpredevices in a pervasive com
puting environment. The mobile devices move according tarelom waypoint mobility
model [2]. Using this model, a device chooses a random pdthtmthe field and a random
speed. Next, the device moves using the chosen speed actilatingntil it reaches its target
location. The device then waits for a predefined time periatirapeats the process. In our
experiments, we have set the waiting period to 5 seconds ameththe speed from 1m/s,
3m/s to 9m/s to simulate different mobile environments. ddlices in the environment
employ the AODV protocol [19] for routing packets at the netlwlevel.

To study the performance of NC-Transaction, we concentmatigeansactions initiated
by a mobile devicéA. A attempts to initiate a transaction with another mobile dei at
one minute intervals, a total of 50 transactions per simardatn. Each transaction is nego-
tiated to last from 10 to 20 seconds, after which both devicest commit the transaction
based on the voted received from witnesses or, by defautt.alve vary the probability
of infrastructure support from 0% to 100%, in order to conepidue performance to that
of Kangaroo Transactions. Complete, 100%, infrastructupport represents an environ-
ment where each mobile device is in the range of a stationaag .nFor lesser probability
values, the number of stationary nodes decreases acclyrffiogn 36 to 0, thus creating
areas of no support. We differentiate among three types offN@saction based on the
different witness selection policies specified in SectiokJ8ing these policies, withesses
to a transaction betweeg¥andB can include only their one-hop peers or only those devices
on the route betweeA andB or a combination of both. Additionally, we vary the number
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of witnesses tha andB must gather in order to start executing a transaction from33t
Finally, we vary the number of votes required for quorum fi@¥a to 100%.

4.1 Infrastructure Support vs. Transaction Success and Consistency

In the first experiment, we compare the performance of NGwJaation against that of a
traditional mobile transaction. We differentiate amongethversions of NC-Transaction
based on a witness selection policy: (i) one-hop p&eMNC-T, (ii) routing peersR NC-T,
and (iii) both one-hop and routing peeds-R NC-T. Figure 3 shows the empirical results
for different levels of infrastructure, base station typport. For traditional transactions,
only infrastructure nodes can route betweeandB. For NC-Transactions every device,
mobile or within the infrastructure, can provide routingnétionality for any other device.
Each stacked bar represents the average distributiontiaitéd transactions given a trans-
action model and infrastructure support. We differentiat®ng five cases: (i) a transaction
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Fig. 4. (a) Witness Group Size vs. Transaction Execution. (b) \g@uorum vs. Successful Trans-
action Execution.

is successfully executed and terminated by bd#ndB, (ii) a transaction is aborted in a
consistent state by bothandB, (iii) a transaction does not start becaéser B cannot be
reached and, hence, leaves béthndB in a consistent state, (iv) a transaction does not
start becausA andB are unable to obtain enough witnesses, again resultingonsistent
state, and (v) a transaction leaveandB in an inconsistent state. Accordingly, a transac-
tion model should maximize the amount of transactionsrfglinto the first category and
minimize all other cases. Due to the limited amount of spaeereport only a subset of
our results. Specifically, we have fixed the witness size tadthe voting quorum per-
centage to 66%, which yielded optimal results against otligiess group sizes and voting
quorums in our experiments.

As depicted in Figure 3, NC-Transaction performs betten tthee traditional mobile
model. This is expected because NC-Transaction was defpesifisally for the perva-
sive computing environment. The NC-Transaction modelgifiroadcast-based witness
selection protocol performs the best. On average, 75% ofa@ions successfully exe-
cuted and only 0.3% of transactions resulted in an incargistate. This may be because
some witnesses travel in a similar directionf®r B and are, therefore, able to moni-
tor the ongoing transactions. NC-Transaction using rgufiaer witness selection protocol
does not perform as well because, 51.9% of the time on avetiagenodel was unable
to collect enough witnesses. This may be becausadB were often only 3 hops away
during transaction initiation. NC-Transaction combinarge-hop and routing-peer witness
selection protocols performs similar to teNC-Tmodel. As expected, in environments
without infrastructure support, no Kangaroo Transactionld be initiated becaus&and
B could not communicate with each other. As infrastructupgpsut was increased and
B were able to exchange messages and initiate transactimmsyhr, many of the transac-
tions gracefully aborted or created inconsistency betweandB. This is due to the fact,
thatB committed and informeA to also commit; howeveA did not receive the instruction
since it had moved out of the range and could not connect tmfrastructure.



4.2 Witness Group Size vs. Transaction Execution

In the next experiment, we study the effect of witness grazg en transaction execution.
We use only the NC-Transaction model utilizing the one-hdmess selection protocol
because it performed the best in the previous experimentsét/¢he voting quorum to
66%, requiring a device to obtain at least two thirds of atbgdn order to commit or abort
before a transaction deadline, and exponentially vary thrabrer of witnessed, from 3
to 33. As depicted in Figure 4 (a), we see that for a small nurabeitnessesi.e., K<5,
message loss can cause inconsistency on or aborts byAbarial B. This is because in
these cases a transaction depends on every witness. Opén@amance was obtained for
K=5 as suggested in the previous experiment. For larger groliequired witnesses, we
see that the number of successfully executed transactemrsakes. This is because many
witnesses were unable to cast a vote or that transactingefewere unable to collect
enough votes. In addition, for very large groups, we alsoteatA andB are unable to
obtain enough witnesses, 17.7% f6¢33, in order to start executing a transaction.

4.3 Voting Quorum vs. Successful Transaction Execution

In this experiment, we again study the performance of thelk&saction model utilizing a
one-hop witness selection protocol; however, we fix the sfzbe required witness group
K to 9. We use this base size in order to better illustrate tFecesf of different voting
quorumsgQ, on transaction execution. We vagyfrom 0% to 100% and measure its effects
on consistency and transaction execution. As shown in Eigub), the best performance
was obtained foQ=25%, which is not as good as the performanceleb andQ=66%
from the first experiment. For higher values @f we see that the number of gracefully
aborted transactions increases as the transacting deviaad B were unable to obtain
enough votes matching the voting quorum level.

5 Conclusionsand Future Work

We have presented the design of the NC-Transaction moddtaimdplementation in the
context of the MoGATU framework. We have shown that NC-Teanti®n, using one-
hop witness selection protocol, radically increases thaber of successfully executed
transactions and at the same time decreases the numbepao§istent transactions. NC-
Transaction accomplishes this via the help of active wigassind by employing an epi-
demic voting protocol. The role of each witness is to monétierongoing transaction and
gather enough information to assist in terminating thedaation. In turn, each transact-
ing device serendipitously collects votes from witneseexdler to successfully commit or
abort. In this manner, a device does not depend on a singteolenand is, therefore, less
prone to errors due to the nature of pervasive computingemvients. We have measured
the effects on transaction execution and consistency féardnt witness group sizek;,
and the number of votes required to form a quor@nOur measurements suggest best
performance foK=5 andQ=66%. Our measurements also suggest that KahdQ play
an important role in NC-Transaction performance.

We have not addressed the issues related to trust. In oiat geétsign, we have assumed
that all devices are reliable and, therefore, each traimgpot witnessing device behaves
correctly. This clearly may not be the case afal-world pervasive environment where
any device possessing ad-hoc network connectivity may shtminteract with its peers.
We will address this issue in future work by incorporatingtdbuted trust mechanisms
discussed in [12].
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