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ABSTRACT

Recently published studies have shown that partitional clustering algorithms that optimize certain criterion functions, which measure key aspects of inter- and intra-cluster similarity, are very effective in producing hard clustering solutions for document datasets and outperform traditional partitional and agglomerative algorithms. In this paper we study the extent to which these criterion functions can be modified to include soft membership functions and whether or not the resulting soft clustering algorithms can further improve the clustering solutions. Specifically, we focus on four of these hard criterion functions, derive their soft-clustering extensions, present a comprehensive experimental evaluation involving twelve different datasets, and analyze their overall characteristics. Our results show that introducing softness into the criterion functions tends to lead to better clustering results for most datasets and consistently improve the separation between the clusters.
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1. INTRODUCTION

Fast and high-quality document clustering algorithms play an important role in helping users to effectively navigate, summarize, and organize an enormous amount of text documents available on the Internet, digital libraries, news sources, and company-wide intranets. Over the years a variety of different algorithms have been developed. These algorithms can be categorized along different dimensions based either on the underlying methodology of the algorithm, leading to agglomerative [36, 24, 15, 16, 22] or partitional approaches [28, 20, 32, 8, 41, 19, 38, 7, 13], or on the nature of the membership function, leading to hard (crisp) or soft (fuzzy) solutions.

In recent years, soft clustering algorithms have been studied in document clustering and shown to be effective [29, 25, 30] in finding both overlapping and non-overlapping clusters. Studies have shown that “hardening” the results obtained by fuzzy C-means produces better hard clustering solutions than direct K-means [17], which suggests that including soft membership functions into other criterion functions may lead to better hard clustering solutions as well.

Recently, we studied seven different hard partitional clustering criterion functions in the context of document clustering, which optimize various aspects of intra-cluster similarity, inter-cluster dissimilarity, and their combinations [45, 44, 46]. Our experiments showed that different criterion functions lead to substantially different results, whereas our analysis showed that their performance depends on the degree to which they can correctly operate when the dataset contains clusters of different densities (i.e., they contain documents whose pairwise similarities are different) and the degree to which they can produce balanced clusters. We also showed that among these seven criterion functions, there are a set of criterion functions that consistently outperform the rest.

The focus of this paper is to extend four of these hard criterion functions (\(I_1, I_2, E, G_1\) [45]) to allow soft membership functions, and to see whether or not introducing softness into these criterion functions leads to better clustering solutions. These criterion functions were selected because they include some of the best- and worst-performing schemes, and represent some of the most widely-used criterion functions for document clustering. We developed a hard-clustering based optimization algorithm that optimizes the various soft criterion functions. Since this optimization algorithm simultaneously produces both a hard and a soft clustering solution, we focused on evaluating the hard clustering solution and compared it with the one obtained by the hard criterion functions. We present a comprehensive experimental evaluation involving twelve different datasets. Our experimental results show that introducing softness into the criterion functions tends to consistently improve the separation between the clusters. Although the experimental results show some dataset dependency, for most datasets the soft criterion...
functions tend to lead to better clustering results. Moreover, our experimental results show that the soft clustering extension of the worst-performing hard criterion function ($E_1$) achieves the best relative improvement.

The rest of this paper is organized as follows. Section 2 provides some information on how documents are represented and how the similarity or distance between documents is computed. Section 3 discusses some existing soft clustering algorithms related to our work. Sections 4 and 5 describe the four hard criterion functions that are the focus of this paper and presents their soft clustering extensions, respectively. Section 6 describes the algorithm that optimizes the various soft criterion functions and the clustering algorithm itself. Section 7 provides the detailed experimental evaluation of the various soft criterion functions. Section 8 discusses some important observations from the experimental results. Finally, Section 9 provides some concluding remarks and future research directions.

2. PRELIMINARIES

Through-out this paper we will use the symbols $n$, $m$, and $k$ to denote the number of documents, the number of terms, and the number of clusters, respectively. We will use the symbol $S$ to denote the set of $n$ documents that we want to cluster, $S_1, S_2, \ldots, S_k$ to denote each one of the $k$ clusters, and $n_1, n_2, \ldots, n_k$ to denote the sizes of the corresponding clusters.

We represent the documents using the vector-space model [35]. In this model, each document $d$ is considered to be a vector in the space of the distinct terms present in the collection. We employ the $tf-idf$ term-weighting scheme that represents each document $d$ as the vector

$$d_{tf-idf} = (tf_1 \times idf_1, tf_2 \times idf_2, \ldots, tf_m \times idf_m).$$

In this scheme, $tf_i$ corresponds to the frequency of the $i$th term in the document and $idf_i = \log(n/df_i)$ corresponds to its inverse document frequency in the collection ($df_i$ is the number of documents that contain the $i$th term). To account for documents of different lengths, we scale the length of each document vector so that it is of unit length.

We measure the similarity between a pair of documents $d_i$ and $d_j$ by taking the cosine of the angle formed between the $tf-idf$ representation of their vectors. Specifically, this is defined as

$$\cos(d_i, d_j) = \frac{d_i^T d_j}{\|d_i\| \|d_j\|},$$

which can be simplified to $\cos(d_i, d_j) = d_i^T d_j$, since the document vectors are of unit length. This similarity measure becomes one if the two vectors point to the same direction (i.e., they contain identical set of terms in the same relative proportion), and zero if there is nothing in common between them (i.e., the vectors are orthogonal to each other).

Finally, given a set $A$ of documents and their corresponding vector representations, we define the composite vector $D_A$ to be $D_A = \sum_{d \in A} d$, and the centroid vector $C_A$ to be $C_A = D_A/|A|$.

3. RELATED RESEARCH

Soft clustering that allows an object to appear in multiple clusters has been studied extensively and still remains of great interest. As many datasets and application domains require soft clustering solutions. The fuzzy $C$-means algorithm [3] is one of the most widely used soft clustering algorithms. It is a soft version of the $K$-means algorithm that uses a soft membership function. Given a set of objects $d_1, d_2, \ldots, d_n$, the fuzzy $C$-means algorithm tries to optimize the least-squared error criterion:

$$J_m = \frac{1}{K} \sum_{i=1}^{K} \sum_{r=1}^{m} \mu_{i,r}^m \|d_i - C_r\|^2,$$

where $\mu_{i,r}$ is the $d_i$’s membership in the $r$th fuzzy cluster satisfying $\sum_{r=1}^{K} \mu_{i,r} = 1, \forall i$, $m$ is the fuzzy factor, and $C_r$ is the fuzzy centroid. This minimization problem can be solved analytically by using Lagrange multipliers, and the optimization can be achieved by iteratively updating the membership function and fuzzy centroids as follows:

$$\mu_{i,j} = \frac{(1/\|d_i - C_j\|^2)^{1/(m-1)}}{\sum_{r=1}^{K}(1/\|d_i - C_r\|^2)^{1/(m-1)}}$$

$$C_r = \frac{\sum_{i=1}^{N} \mu_{i,r}^m d_i}{\sum_{i=1}^{N} \mu_{i,r}^m}.$$

The fuzzy factor $m$ controls the fuzzyness of the clustering solution. In general, the fuzzyness of the clustering solution increases as the value of $m$ increases and vice versa. As $m$ approaches one, the algorithm behaves more like standard $K$-means.

Other newly developed soft clustering algorithms differ from fuzzy $C$-means by employing different dissimilarity functions [4, 29], or by including both a soft membership function and a weight function (measuring the contribution of each object in a fuzzy cluster) in the criterion functions (robust fuzzy $C$-means [21] and $K$-harmonic means [43]). Hamerly and Elkan [17] provided an interesting comparison between $K$-means, fuzzy $C$-means, $K$-harmonic means and two other variates to show the effectiveness of various soft membership functions and weight functions.

Soft clustering has been applied to document clustering and shown to be effective [29, 25, 30]. One of the limitations of classic fuzzy $C$-means in document clustering is the use of Euclidean distance. Hence, the focus of that research has been on exploring similarity measures that are more suitable for document clustering, for example, cosine similarity (Mendes et al. [29]). To our knowledge, extending other effective criterion functions (for example, $E_1$ and $G_1$) with soft membership functions for document clustering has not been studied in the literature.

Another approach to soft clustering proposed by Backer is induced fuzzy partitioning [1]. The key idea is that a hard clustering solution is always maintained in the optimization process. The optimization process starts from an initial hard partition and consists of a number of iterations. During each iteration, the soft membership function is estimated based on the affinity that each object has for a hard cluster to induce a soft partition. Then, the hard partition is obtained by this optimization. Notice that after the optimization process terminates, there is a pair of clustering solutions: a hard clustering solution and the induced soft one. Our proposed optimization algorithm is similar to induced fuzzy partitioning and we focus on evaluating the hard clustering solution obtained by this optimization.
4. HARD CLUSTERING CRITERION FUNCTIONS

A key characteristic of many partitional clustering algorithms is that they use a global criterion function whose optimization drives the entire clustering process. For some of these algorithms the criterion function is implicit (e.g., PDDP [7]), whereas for other algorithms (e.g., K-means [28] and Autoclass [8, 10]) the criterion function is explicit and can be easily stated. This later class of algorithms can be thought of as consisting of two key components. First is the criterion function that needs to be optimized by the clustering solution, and second is the actual algorithm that achieves this optimization.

Recently, we studied seven different hard partitional clustering criterion functions in the context of document clustering, which optimize various aspects of intra-cluster similarity, inter-cluster dissimilarity, and their combinations [45, 44, 46]. Our experiments showed that different criterion functions lead to substantially different results, whereas our analysis showed that their performance depends on the degree to which they can correctly operate when the dataset contains clusters of different densities (i.e., they contain documents whose pairwise similarities are different) and the degree to which they can produce balanced clusters.

In this paper, due to space constraints, we focus on only four out of these seven criterion functions, which are referred to as $I_1$, $I_2$, $E_1$, and $G_1$ [45, 46]. This subset represents some of the most widely-used criterion functions for document clustering, and includes some of the best- and worst-performing schemes. A short description of these functions is presented in the rest of this section, and the reader should consult [45] for a complete description and motivation.

The $I_1$ criterion function (Equation 1) maximizes the sum of the average pairwise similarities (as measured by the cosine function) between the documents assigned to each cluster weighted according to the size of each cluster and has been used successfully for clustering document datasets [34].

$$\text{maximize } I_1 = \sum_{r=1}^{k} \sum_{d_i,d_j \in S_r} \cos(d_i, d_j).$$

The $I_2$ criterion function (Equation 2) is used by the popular vector-space variant of the K-means algorithm (also referred to as spherical K-means) [9, 26, 12, 37]. In this algorithm each cluster is represented by its centroid vector and the goal is to find the solution that maximizes the similarity between each document and the centroid of the cluster that is assigned to.

$$\text{maximize } I_2 = \sum_{r=1}^{k} \sum_{d_i \in S_r} \cos(d_i, C_r).$$

The $E_1$ criterion function (Equation 3) computes the clustering by finding a solution that separates the documents of each cluster from the entire collection. Specifically, it tries to minimize the cosine between the centroid vector of each cluster and the centroid vector of the entire collection. The contribution of each cluster is weighted proportionally to its size so that larger clusters will be weighted higher in the overall clustering solution.

$$\text{minimize } E_1 = \sum_{r=1}^{k} n_r \cos(C_r, C).$$

The $G_1$ criterion function (Equation 4) is derived by modeling the relationships between the documents using the document-to-document similarity graph $G_s$ [2, 42, 11]. $G_s$ is obtained by treating the pairwise similarity matrix of the dataset as the adjacency matrix of $G_s$. The $G_1$ function [13] views the clustering process as that of partitioning the documents into groups that minimize the edge-cut of each partition. However, because this edge-cut-based criterion function may have trivial solutions the edge-cut of each cluster is scaled by the sum of the cluster’s internal edges [13]. Since the similarity between each pair of documents is measured using the cosine function, the edge-cut between the $r$th cluster and the rest of the documents (i.e., cut($S_r$, $S - S_r$)) and the sum of the internal edges between the documents of the $r$th cluster are given by the numerator and denominator of Equation 4, respectively.

$$\text{minimize } G_1 = \sum_{r=1}^{k} \frac{\sum_{d_i \in S_r, d_j \in S - S_r} \cos(d_i, d_j)}{\sum_{d_i \in S_r} \cos(d_i, d_j)}.$$  

5. SOFT CLUSTERING CRITERION FUNCTIONS

A natural and straightforward way of deriving soft clustering solutions is to assign each document to multiple clusters. This is usually achieved by using membership functions [29, 17, 3, 1] that for each document $d_i$ and cluster $S_r$, they compute a non-negative weight, denoted by $m_{i,r}$, such that $\sum_r m_{i,r} = 1$, which indicates the extent to which document $d_i$ belongs to cluster $S_r$. Thus, we can think of the various $m_{i,r}$ values as the fraction by which $d_i$ belongs to cluster $S_r$. Note that in the case of a hard clustering solution, for each document $d_i$, one of these $m_{i,r}$ values is one (the one corresponding to the cluster that $d_i$ belongs to) and the rest will be zero.

Using these membership functions, the soft clustering extensions of the hard criterion functions described in Section 4 can be derived as follows.

Soft $I_1$ Criterion Function. Since each cluster can now contain fractions of all the documents, a natural way of measuring the overall pairwise similarity between the documents assigned to each cluster is to take into account their membership functions. Specifically, we can compute the pairwise similarity between the (fractional) documents assigned to the $r$th soft cluster as

$$\sum_{i,j} m_{i,r} m_{j,r} \cos(d_i, d_j).$$

Similarly, we can compute the soft size $\pi_r$ of the $r$th soft cluster as $\pi_r = \sum_r m_{i,r}$. Using these definitions, then the soft $I_1$ criterion function, denoted by $SI_1$, is defined as follows:

$$\text{maximize } SI_1 = \sum_{r=1}^{k} \pi_r \left( \frac{1}{n_r} \sum_{i,j} m_{i,r} m_{j,r} \cos(d_i, d_j) \right).$$

Soft $I_2$ Criterion Function. A soft version of the $I_2$ criterion function can be obtained by extending the notion of the cluster’s centroid vector to soft clusters. Since each soft cluster contains
fractions of documents, its centroid vector should also be calculated based on the fractional documents that it contains. Specifically, we can define the soft centroid vector of the $r$th soft cluster $\mathbf{C}_r$ as

$$\mathbf{C}_r = \frac{\sum_{i=1}^{N} \mu_{i,r} d_i}{\sum_{i=1}^{N} \mu_{i,r}},$$

which takes into account the fractional membership of each document and its soft size. Using the above definition, the soft $T_2$ criterion function, denoted by $ST_2$, can be obtained by requiring the clustering solution to maximize the similarity between the (fractional) documents assigned to a soft cluster and its centroid. This is formally defined as follows:

$$\text{maximize } ST_2 = \sum_{r=1}^{k} \left( \sum_{i=1}^{N} \mu_{i,r} \cos(d_i, \mathbf{C}_r) \right).$$  (6)

Soft $E_1$ Criterion Function. The $E_1$ criterion function tries to separate the centroid of each cluster from that of the entire collection and weights each cluster by its size. Thus, the new element being introduced in trying to develop a soft version of the $E_1$ criterion function (over those introduced by $T_1$ and $T_2$) is the notion of the collection centroid. In our soft formulation of $E_1$, we compute this centroid by treating the entire collection as one soft cluster. In this case, the value of the membership function for each document to this cluster is one, and as a result, the soft collection centroid is the same as that for hard clustering; that is, $\mathbf{P} = C = \sum_{i=1}^{N} d_i / N$. Given this definition and the earlier definitions of soft cluster centroid and soft cluster size, the soft $E_1$ criterion function, denoted by $SE_1$, is defined as follows:

$$\text{minimize } SE_1 = \sum_{r=1}^{k} \mu_{r,C} \cos(\mathbf{C}_r, C).$$  (7)

Soft $G_1$ Criterion Function. In order to develop a soft version of the $G_1$ criterion function we need to properly define (i) the edge-cut between a cluster and the rest of the documents in the collection, and (ii) the sum of the weights of the edges between the documents in each cluster. Since the weights of the edges between each pair of documents corresponds to the cosine similarity between their respective documents vectors, both of the above quantities can be exactly obtained by extending the expressions in Equation 4 to take into account the membership functions. Specifically, we can compute the soft version of the sum of the weights of the edges between the documents of the $r$th cluster (the denominator of Equation 4) as $\sum_{i,j} \mu_{i,r} \mu_{j,r} \cos(d_i, d_j)$. Similarly, since the $r$th cluster contains fractions of all the documents, the fractions of the documents that are not assigned to this cluster are the fractions that belong to the cluster corresponding to the “rest” of the documents. As a result, we can compute the edge-cut between the $r$th cluster and the rest of the documents in the collection as $\sum_{i,j} \mu_{i,r} (1 - \mu_{j,r}) \cos(d_i, d_j)$. Using these definitions, the soft version of the $G_1$ criterion function, denoted by $SG_1$, is defined as follows:

$$\text{minimize } SG_1 = \sum_{r=1}^{k} \sum_{i,j} \mu_{i,r} (1 - \mu_{j,r}) \cos(d_i, d_j).$$  (8)

6. SOFT PARTITIONAL CLUSTERING ALGORITHM

Our focus thus far has been on developing soft-clustering extensions for four different criterion functions that are used to obtain hard-clustering solutions. We now turn our attention on developing algorithms that compute clustering solutions that optimize each of these criterion functions.

Traditionally, soft clustering algorithms are derived by analytically optimizing their respective criterion functions using Lagrange multipliers (e.g., fuzzy $C$-means algorithm [3]). This analytical approach leads directly to an iterative strategy that determines the values of the various membership functions by which the overall criterion function is optimized. Even though this approach can be applied to optimize the $ST_2$ criterion function [29], analytically deriving such optimization iterations for the $ST_1$, $SE_1$, and $SG_1$ functions is hard if not impossible. For this reason, we developed a soft partitional clustering algorithm that determines the values of the membership functions of the various documents following the induced fuzzy partitioning approach [1], and optimizes the soft criterion functions using a hard-clustering based optimization approach.

6.1 Determining the Membership Functions

Given a hard $k$-way clustering solution $\{S_1, S_2, \ldots, S_k\}$, we define the membership of document $d_i$ to cluster $S_j$ to be

$$\mu_{i,j} = \frac{\cos(d_i, C_r)^m}{\sum_{r=1}^{k} \cos(d_i, C_r)^m},$$  (9)

where $C_r$ is the centroid of the hard cluster $S_r$.

The parameter $m$ in Equation 9 is the fuzzy factor and controls the “softness” of the membership function and hence the “softness” of the clustering solution (the inclusion of the fuzzy factor was motivated by the formulation of the fuzzy $C$-means algorithm). When $m$ is equal to zero, the membership values of a document to each cluster are the same (i.e., there is no preference to a particular cluster). On the other hand, as $m$ approaches infinity, the soft membership function becomes the hard membership function (i.e., $\mu_{i,j} = 1$, if $d_i$ is most close to $S_j$; $\mu_{i,j} = 0$, otherwise). In general, the softness of the clustering solution increases as the value of $m$ decreases and vice versa.

6.2 Determining the Clusters

As we mentioned in Section 3, a hard-clustering based optimization approach results in a pair of clustering solutions: a hard clustering solution and the induced soft clustering solution. In this paper, we focus on the hard clustering solution and used a clustering approach that determines the overall $k$-way clustering solution by performing a sequence of cluster bisections. In this approach, a $k$-way solution is obtained by first bisecting the entire collection. Then, one of the two clusters is selected and it is further bisected, leading to a total of three clusters. The process of selecting and bisecting a particular cluster continues until $k$ clusters are obtained. This repeated bisection approach was motivated for two reasons. First, recent studies on hard partitional clustering [37, 46] have shown that such an approach leads to better clustering solutions than the traditional approach that computes the $k$-way solution directly. Second, it leads to an algorithm that has a lower computational complexity (in most cases it is faster by an order of $k$).

Each of these bisections is performed in two steps. During the first step, an initial clustering solution is obtained by randomly assigning the documents to two clusters. During the second step, the initial clustering is repeatedly refined so that it optimizes the desired clustering criterion function.

The refinement strategy consists of a number of iterations. During
each iteration, the documents are visited in a random order. For each document, \( d \), we compute the change in the value of the soft criterion function obtained by moving \( d \) to the other cluster. This is done by deriving the membership values for the original and modified hard clustering solution (i.e., assuming that \( d \) moved to the other cluster) and then calculate the change of the soft criterion function. If the change improves the criterion function, then \( d \) is moved to the cluster. If no such cluster exists, \( d \) remains in the cluster that it already belongs to. The refinement phase ends, as soon as we perform an iteration in which no documents moved between clusters. The detailed pseudo-code and algorithm description refer to Algorithm 6.1.

Algorithm 6.1: Soft2WayRefine\((S_1, S_2)\)

\[
\begin{align*}
C_1 & \leftarrow \text{centroid of } S_1 \\
C_2 & \leftarrow \text{centroid of } S_2 \\
\mu_{i,j} & \leftarrow \text{membership values using } C_1 \text{ and } C_2 \\
F & \leftarrow \text{fuzzy criterion function value} \\
\text{while} \text{ movements are made} & \\
\text{for } & \\
\text{do} & \\
& \text{if } F \text{ is better than } F' \\
& \text{then} \\
& \quad S_1 \leftarrow S'_1 \\
& \quad S_2 \leftarrow S'_2 \\
& \quad F \leftarrow F' \\
& \quad \mu_{i,j} \leftarrow \mu'_{i,j}, \forall i,j \\
\text{return } (S_1, S_2)
\end{align*}
\]

Note that unlike the traditional refinement approach used by \( K \)-means type of algorithms, the above algorithm moves a document as soon as it is determined that it will lead to an improvement in the value of the criterion function. This type of refinement algorithms are often called incremental [14]. Since each move directly optimizes the particular criterion function, this refinement strategy always converges to a local minima.

The greedy nature of the refinement algorithm does not guarantee that it will converge to a global minima, and the local minima solution it obtains depends on the particular set of seed documents that were selected during the initial clustering. To eliminate some of this sensitivity, the overall process is repeated a number of times. That is, we compute \( N \) different clustering solutions (i.e., initial clustering followed by cluster refinement), and the one that achieves the best value for the particular criterion function is kept. In all of our experiments, we used \( N = 10 \). For the rest of this discussion when we refer to the clustering solution we will mean the solution that was obtained by selecting the best out of these \( N \) potentially different solutions.

6.2.1 Cluster Selection

A key step in this repeated bisection algorithm is the method used to select which cluster to bisect next. In our experiments, we used a simple strategy of bisecting the largest cluster available at that point of the clustering solution. Our earlier experience with this approach showed that it leads to reasonably good and balanced clustering solutions [37, 45].

We also used a strategy to stop bisecting a cluster. Specifically, if after the bisection, one of the resulted two clusters contains less than 5% of all the documents, we consider that the cluster is not separable according to the criterion function. In such cases, we keep the cluster as it is and do not select it for further bisections. Thus, the number of clusters returned by our algorithm could be smaller than the number of required clusters as the input (if all the resulted clusters meet the stop condition).

6.2.2 Computational Complexity

Each iteration of the refinement of a 2-way clustering of a set of documents requires the examination of the movement of each one of the documents to the other cluster. During this process, the most expensive computation is the calculation of the membership values which need to be updated for all the documents. Thus, the time complexity of each iteration is \( O(n^2) \). If we assume that each successful bisection splits the documents into two roughly equal-size clusters and that we follow a larger-cluster selection strategy, then the overall amount of time required to compute all \( k-1 \) bisections is \( O(n^2) \).

7. EXPERIMENTAL RESULTS

We experimentally evaluated the performance of the various soft criterion functions and compared them with the corresponding hard criterion functions using a number of different datasets. In the rest of this section we first describe the various datasets and our experimental methodology, followed by a description of the experimental results.

7.1 Document Collections

In our experiments, we used a total of twelve different datasets, whose general characteristics are summarized in Table 1. The smallest of these datasets contained 356 documents and the largest contained 1,170 documents. To ensure diversity in the datasets, we obtained them from different sources. For all datasets, we used a stop-list to remove common words, and the words were stemmed using Porter’s suffix-stripping algorithm [33]. Moreover, any term that occurs in fewer than two documents was eliminated.

The hitech and sports datasets were derived from the San Jose Mercury newspaper articles that are distributed as part of the TREC collection (TIPSTER Vol. 3). Each one of these datasets were constructed by selecting documents that are part of certain topics in which the various articles were categorized (based on the DESCRIPT tag). The hitech dataset contained documents about computers, electronics, health, medical, research, and technology; and the sports dataset contained documents about baseball, basketball, bicycling, boxing, football, golfing, and hockey. The datasets \( k1a \), \( k1b \), and \( wap \) are from the WebACE project [31, 18, 5, 6]. Each document corresponds to a web page listed in the subject hierarchy of Yahoo! [40]. The datasets \( k1a \) and \( k1b \) contain exactly the same set of documents but they differ in how the documents were assigned to different classes. In particular, \( k1a \) contains a finer-grain categorization than that contained in \( k1b \). The fbis dataset is from the Foreign Broadcast Information Service data of TREC-5 [39], and the classes correspond to the categorization used in that collection. The \( la1 \) and \( la2 \) datasets were obtained from articles of the Los Angeles Times that was used in TREC-5 [39]. The categories correspond to the desk of the paper that each article appeared
and include documents from the entertainment, financial, foreign, metro, national, and sports desks. The dataset rel0 is from Reuters-21578 text categorization test collection Distribution 1.0 [27]. The reuters1, odp, and inspec1 datasets are the datasets used by [29]. Refer to [29] for detailed information about these datasets. As a summary, reuters1 was derived from the Reuters-21578 collection. The reuters1 dataset contains documents from three classes: trade, acq and earn. The odp dataset was derived from the open directory project and consists of three classes: drugs, health, and sport. Finally, the inspec1 dataset was derived from a scientific database and the documents are on the topics of back-propagation, fuzzy control, and pattern classification. Note that all the datasets used in our study do not contain documents with multiple class labels. The original odp and inspec1 datasets in [29] contain some documents with multiple class labels. For the purpose of our study, we only selected those documents that only belong to one class.

### 7.2 Experimental Methodology and Metrics

For each one of the different datasets we obtained a 10-way and 20-way clustering solution that optimized the various hard and soft clustering criterion functions (Equations 1-8). Specifically, for each hard criterion function, we compared it with the corresponding soft criterion functions with a fuzzy factor \( m \) of different values. The quality of a clustering solution was evaluated using the entropy measure that is based on how the various classes of documents are distributed within each cluster.

Given a particular cluster \( S_r \) of size \( n_r \), the entropy of this cluster is defined to be

\[
E(S_r) = -\frac{1}{\log q} \sum_{r=1}^{q} \frac{n_r}{n_r} \log \frac{n_r}{n_r}
\]

where \( q \) is the number of classes in the dataset and \( n_r^i \) is the number of documents of the \( r \)th class that were assigned to the \( r \)th cluster. The entropy of the entire solution is defined to be the sum of the individual cluster entropies weighted according to the cluster size, \( i.e., \)

\[
\text{Entropy} = \sum_{r=1}^{k} \frac{n_r}{n} E(S_r).
\]

A perfect clustering solution will be the one that leads to clusters that contain documents from only a single class, in which case the entropy will be zero. In general, the smaller the entropy values, the better the clustering solution is.

To eliminate any instances that a particular clustering solution for a particular criterion function got trapped into a bad local optimum, in all of our experiments we found ten different clustering solutions. As discussed in Section 6.2 each of these ten clustering solutions correspond to the best solution (in terms of the respective criterion function) out of ten different initial partitioning and refinement phases.

### 7.3 Comparison of the Hard and Soft Criterion Functions

Our experiments were focused on evaluating the quality of the clustering solutions produced by the various hard and soft criterion functions when they were used to compute a \( k \)-way clustering solution via repeated bisections. The clustering solutions of various hard criterion functions were obtained by using CLUTO [23]. The results for the various datasets and criterion functions for 10- and 20-way clustering solutions are shown in Tables 2 and 3, respectively.

The results for each dataset are shown in each table, in which each column corresponds to one of the four criterion functions. The results of the soft criterion functions with various fuzzy factor values are shown in the first five rows (labeled by the fuzzy factor values), and those of the various hard criterion functions are shown in the last row. The entries that are boldfaced correspond to the best values obtained for each column, \( i.e., \) for each criterion function, the best value among the hard and various soft criterion functions with different \( m \) values for each dataset), whereas the underlined entries correspond to the best values obtained among all the criterion functions for each dataset.

A number of observations can be made by analyzing the results in Table 2. First, for most datasets, introducing softness into each one of the four criterion functions improved the quality of the clustering solutions, and different trends can be observed in the relative improvement for different criterion functions. The \( SI_1 \) criterion function outperformed \( I_1 \) on eight datasets, among which the relative improvements were greater than 10% for six datasets with the largest improvement of 23%. The effect of introducing softness was less significant, but more consistent for both \( SI_2 \) and \( SG_1 \) than that for \( SI_1 \). For only three datasets, \( SI_2 \) and \( SG_1 \), performed better than \( I_2 \) and \( G_1 \), respectively, by more than 10%. However, \( SI_2 \) and \( SG_1 \) outperformed \( I_2 \) and \( G_1 \) on ten and nine datasets, respectively. \( SI_1 \) benefits the least with improvements observed on seven datasets and improvements greater than 10% observed on two datasets. Second, the fuzzy factor values that achieved the best clustering solutions seemed to vary for different datasets, which suggests that the proper fuzzy factor values may relate to some characteristics of the datasets and their class conformations. Finally, \( SG_1 \) was less sensitive to the choice of fuzzy factor values.

<table>
<thead>
<tr>
<th>Data</th>
<th>Source</th>
<th># of documents</th>
<th># of terms</th>
<th># of classes</th>
</tr>
</thead>
<tbody>
<tr>
<td>intech</td>
<td>San Jose Mercury (TREC)</td>
<td>767</td>
<td>7499</td>
<td>6</td>
</tr>
<tr>
<td>sports</td>
<td>San Jose Mercury (TREC)</td>
<td>858</td>
<td>7163</td>
<td>7</td>
</tr>
<tr>
<td>reuters1</td>
<td>Reuters-21578</td>
<td>908</td>
<td>10582</td>
<td>3</td>
</tr>
<tr>
<td>odp</td>
<td>Open Directory Project</td>
<td>356</td>
<td>551</td>
<td>3</td>
</tr>
<tr>
<td>inspec1</td>
<td>Scientific Database</td>
<td>920</td>
<td>11803</td>
<td>3</td>
</tr>
<tr>
<td>wap</td>
<td>WebACE</td>
<td>780</td>
<td>7131</td>
<td>20</td>
</tr>
<tr>
<td>k1a</td>
<td>WebACE</td>
<td>1170</td>
<td>9527</td>
<td>20</td>
</tr>
<tr>
<td>k1b</td>
<td>WebACE</td>
<td>1170</td>
<td>9781</td>
<td>6</td>
</tr>
<tr>
<td>fis</td>
<td>FBIS (TREC)</td>
<td>821</td>
<td>1997</td>
<td>17</td>
</tr>
<tr>
<td>la1</td>
<td>LA Times (TREC)</td>
<td>801</td>
<td>8449</td>
<td>6</td>
</tr>
<tr>
<td>la2</td>
<td>LA Times (TREC)</td>
<td>769</td>
<td>8333</td>
<td>6</td>
</tr>
<tr>
<td>re1</td>
<td>Reuters-21578</td>
<td>829</td>
<td>3221</td>
<td>25</td>
</tr>
</tbody>
</table>

### Table 1: Summary of data sets used to evaluate the various clustering criterion functions.
than the other three criterion functions. Similar trends can be observed from Table 3 as well.

Note that for the *fbis* and *re1* datasets, the results of 10- and 20-way clustering solutions are the same for the $I_1$ and various $SI_1$ criterion functions. That is because we employed a strategy to stop bisecting a cluster as described in Section 6.2.1. The actual number of clusters obtained by the $I_1$ and various $SI_1$ criterion functions is smaller than ten for both *fbis* and *re1*.

### 8. DISCUSSION

The experimental results presented in the previous section suggest that for most datasets soft criterion functions can improve the quality of the clustering solutions. In this section, we look at the clustering solutions obtained by soft criterion functions more carefully and identify some of the different characteristics observed in clustering solutions obtained by hard and soft criterion functions.

#### 8.1 The effect of fuzzy factor

We first look at how the fuzzy factor affects the moves made by the various soft criterion functions. Recall that the fuzzy factor controls the “softness” of the membership function and hence the “softness” of the clustering solutions. As $m$ increases, the soft membership function becomes the hard membership function (i.e., $\mu_{ij} = 1$, if $d_i$ is most close to $S_i$; $\mu_{ij} = 0$, otherwise), and consequently soft criterion functions become hard criterion functions. Hence, for every move made by soft criterion functions, if we also compute the gain of the corresponding hard criterion function, we would expect that the agreement between soft and hard criterion functions will increase as $m$ increases.

Figure 1(a) shows the average percentages of moves that were made by the various soft criterion functions and agreed by the corresponding hard criterion function. The percentage values were averaged over all the datasets. As shown in Figure 1(a), as $m$ increases, we do see a trend of increasing agreement between the soft and the corresponding hard criterion functions for $SI_1$, $SI_2$, and $SE_1$.

One of the interesting observations is that even though the degree to which the hard and soft criterion functions agree increases with increasing $m$, it does not reach very high values (i.e., it does not approach 100%). This is true even for large values of $m$ (not shown in the graph). The reason for that is that the hard clustering solution induced by the soft clustering algorithm will assign each document to the cluster for which it has the highest membership function. However, this cluster may not necessarily be the one that optimizes
the respective hard criterion function. Despite this fact, the trend, that the agreement between soft and the corresponding hard criterion functions increases as $m$ increases, is still valid as shown in Figure 1(a).

For $SG_1$, the agreement between $SG_1$ and $G_1$ seems less sensitive to the increasing of fuzzy factor values, which is consistent with the observation for $SG_1$ from Tables 2 and 3.

8.2 Soft criterion functions tend to make moves more consistent with cluster separations.

We also looked at the degree to which the movement of documents between clusters, as being performed during the hard and soft criterion function optimizations, affects the inter-cluster separation. Specifically, every time a document is moved between two clusters (because such a move improves the overall value of the criterion function), we computed the cosine similarity between the cluster centroids before and after the move. Figure 1(b) shows the average percentages of the moves that also further separate the cluster centers for various criterion functions (i.e., the cosine value between the two centroids decreased after the move). Again the percentages were averaged over all the datasets. The last data point for each criterion function represents the average percentage for the hard criterion function. As shown in Figure 1(b), the move made by hard criterion functions will not always increase the separation between cluster centers, whereas the soft criterion functions tend to make moves that are more consistent with cluster separations. For $S1_1$, $S2_1$ and $E_1$, more than 99.4% of the moves will separate cluster centers further when $m = 1$, and the percentage decreases as $m$ increases (i.e., the “softness” of clustering decreases). This property was also observed for fuzzy $C$-means [14] as well.

8.3 Soft criterion functions tend to lead to less balanced clustering solutions.

Another notable difference of clustering solutions obtained by hard and soft criterion functions is that soft criterion functions tend to lead to less balanced clustering solutions, and the smaller the fuzzy factor value is, the less balanced the clustering solution will be obtained. Table 4 gives an example of 10-way clustering solutions obtained by $S2$ and $L2$ for reuters1.

The reason that soft criterion functions tend to lead to less balanced solutions is that since now one document can contribute to both clusters, the difference of soft sizes between two clusters will be smaller than that of hard sizes. Hence, soft criterion functions will tolerate clusters with higher difference in cluster sizes. Previous
studies [46, 13] showed that highly unbalanced clusters will harm the quality of clustering solutions, hence the proper fuzzy factor should not be too small. Note that from the discussion in Section 8.2, we know that as the value of the fuzzy factor increases, a large fraction of the moves will not lead to better cluster separations. Hence, the fuzzy factor value that lead to the best clustering solution has to achieve the balance between these two factors.

9. CONCLUSION AND FUTURE RESEARCH
In this paper we extended four criterion functions that were studied in our previous work [46] to tackle the soft document clustering problem. We developed an approach similar to the induced fuzzy partition [1] to optimize various soft criterion functions. We presented a comprehensive experimental evaluation involving twelve different datasets and some discussions about the various trends observed from experimental results. Our experimental results and analysis show that the soft criterion functions tend to consistently improve the separation between the clusters, and lead to better clustering results for most datasets.

We plan to extend the work in this paper along three directions. First, develop and evaluate soft clustering extensions for the remaining three criterion functions studied in [46], which includes some of the schemes that optimize internal and external characteristics of clustering solutions. Second, expand our evaluation to determine the effectiveness of these soft criterion functions to produce overlapping clustering solutions. Third, further understand $SG_1$ and the reason why it is less sensitive to the value of the fuzzy factor as discussed in Section 8.
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