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Abstract

Accurate tropical cyclone (TC) intensity estimates are best achieved from satellite
observations. The Advanced Microwave Soundin'g Unit (AMSU) has operated since 1998 on
polar-orbiting environmental satellites and is able to measure the warm temperature anomaly in
the upper tropbsphere above a TC's center. Through hydrostatic equilibrium, this warm anomaly
is roughiy proportional to the TC's sea-level pressure anomaly. Based on this principle, the |
Cooperative Ir_1stitute for Meteorological Satellite Studies (CIMSS) provides near real-time
AMSU-baséd estimates of TC minimum sea-level pressure (MSLP) to forecast centers
worldwide. These estimates are as accurate as the benchmark Dvorak technique, but are subject
to error caused by precipitation effects (primarily brightness temperature reduction by scattering)
- on the AMSU 55 GHz channels sensitive to upper-tropospheric temperature.

Simulated AMSU brightness temperatures (TB's) are produced by a polarized
reverse Monte Carlo radiative transfer model using representative TC precipitation profiles.
Results suggest that precipitation depression of high-frequency window channel TB's is
correlated with depression of sounding channel TB's and can be used to correct for scattering
effects on the AMSU channels used in TC intensity estimates. Analysis of AMSU data over the
tropical oceans confirms this, and forms the basis for an empirical scattering correction using
AMSU 31 and 89 GHz TB's. This scattering correction reduces CIMSS TC MSLP algorithm

RMS error by 10% in a 7-year, 497 observation sample.
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1. Introduction

Tropical cyclones are among the most deadly and damaging of natural phenomena. In
extreme cases, such as the Bangladesh Typhooﬁ of 1970, they have killed 300,000 people
(WMO Tropical Cyclone Programme 2000). In the Western world, timely warnings, mass
communication, and efficient transportation make loss of life much smaller. However, rapid
development along vulnerable coéstlipcs has caused a different problem: exponentially
increasing damage costs. Hurricane Andrew, the coétliest natural disaster to strike the U.S.,
caused $25 billion of damage to south Florida in 1992 (Rappaport 1993). U.S. hurricane damage
in a typical year approaches $5 billion (Pielke and Landsea 1998). Evacuaﬁon costs alone can be
staggering, often estimated at near $1 million per mile of affected coastline (Whitehead 2000).

With a large number of bases and deployed forces in the tropical Western Pacific and
Indian Ocean, as well as the Southeast United States,‘the Department of Defense (DoD) is
extremely vulnerable as well to fatalities, damage, and disrupted operations caused by TC's. To
minimize the risk of damage to éritical shipé, aircraft, and hardware, commanders are forced to
evacuate them from installations in the path of a TC, costing several hundred thousand dollars--
and several days of lost training--per occurrénce per installation (Dumas and Tibbetts 2004).

Because of these significant impacts, affected nations maintain TC forecast and warning
centers. The U.S. National_Hurricaﬁe Center (NHC) and Central Pacific Hurricane Center join
counterparts from Japan, Australia, Fiji, India, and France to form the World Meteorological
Organization's network of Regional Specialized Meteorological Centers (RSMC‘s), each having
official TC warning responsibility for a portion of the tropical oceans. DoD also maintains the

Joint Typhoon Warning Center (JTWC) at Pearl Harbor, Hawaii, with responsibility for timely
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Figure 1.1: Comparison of TC track (top row) and intensity (bottom row) forecast accuracy
trends. Joint Typhoon Warning Center Western North Pacific basin performance is in the left
column; National Hurricane Center Atlantic basin is in the right column; 24-, 48-, and 72-
hour forecast accuracies are depicted (from http://www.nhc.noaa.gov/verification/ and
http://www.npmoc.navy.mil/jtwc/climostats/Statclimo.html).

TC forecast and warning support to U.S. Government assets throughout the Pacific and‘ Indian
Oceans (USCINCPAC Inst 3140.1X).

Acéurately predicting TC effects requires correctly forecasting storm track, maximum
sustained wind speed (V,uax), and spatial wind distribution. Numerical weather prediction (NWP)
model improvéinents and focused research focus have produced impressive recent gains in track

forecast performance. But as shown in Figure 1.1., intensity (in the form of V,,,,) forecast




performance has improved little over the past decade. Accordingly, research emphasis has
shifted somewhat in recent years, increasing effort devoted to accurate TC intensity and wind
field structure forecasts.

TC warning centers utilize a suite of NWP models, statistical aids, and empirical rules
when formulating their official TC track and intensity forecasts. At present, the best intensity
forecast tools are statistical, using multiple regression to predict future intensity frorﬁ a selection
of current TC parameters (DeMaria and Kaplan 1999; Knaff et al. 2003). For intensity forecasts
out to 72 hours, the leading predictors used by fhe statistical models are. Vimax and its 12-hour
trend. Accurate intensity forecasts, therefore, depend critically upon accurate current intensity
observations. '

_b Tropical cyclone winds are driven by the strong horizontal pressure gradient between the }
envirqnment and the low pressure at the storm'’s center, so TC infeﬁsity can be described by
either V4 or the minimum sea-level pressure (MSLP) at storm center. Neither measure is
entirely satisfactory, though. A single maximum wind speed value is not representative of the
highly asymmetric 3-d wind distribution caused by storm motion, shear, eddy-scale variability,
and variations in storm size. While MSLP gives a first-order estimate of the maximum storm
wind, it does not describe the fine-scale variability in the hoﬂzontal pressﬁre gradient, which is
responsible for the maximum sustained wind. Several attempts have been made to rectify these
definitions of intensity through development of empiriéal wind-pressure relationships or standard
radial distributions of wind and pressure (Atkinson and ﬂolliday 1977; Holland 1980). To first-

order, these relationships provide a conversion between Vo, and MSLP as measures of intensity.

For the purposes of this study, MSLP will be used for intensity, since it is more readily observed




by aircraft reconnaissance than the highly-localized V.

Forecasters and researchers use three primary means to measure MSLP. The most
desirable is in situ measurement via aircraft recbnnaissance. Since the end of World War II, the |
U.S. Air Force, U.S. Navy, and National Océanographic and Atmospheﬁc Administration
(NOAA) have performed this mission in the Western North Pacific (WNP), Central Pabific (CP),
Eastern Pacific (EP), and Atlantic basins (Weatherford and Gray 1988; Martin and Gray 1993).
Aircraft, such as the WC-130H/J and WP-3D currently in use, have the endurance and speed to
reach storms up to 1000 miles out to sea. Once there, these aircraft can loiter long enough to
locate the storm's center.and penetrate it multiple times, measuring wind and temperature aloft
and deploying dropsondes to collect vertical profiles of wind, temperature, bressﬁre, and
humidity (Hock andr Franklin 1999). Unfortunately, reconnaissance operationsv are currently
limited to the western part of the Atlantic basin, with occasional CP and EP missions.

In the absence of reconnaissance, the only in situ wind and pressure observations come
from manned or automated weather stations, ships, and buoys. Given the vast size of the tropical
ocean basins, the relatively small size of a TC, and instrument uncertainty (or damage) caused by
the extremely high winds and rough seas, the number of usable in situ surface observations of
TC intensity is extremely small.

With the relative sparcity of in situ surface and aircraft reconnaissancé observations, TC
forecasters have come to rely most Heavily on the third sburce of TC observations: weather
satellites. Shortly after the introduction of operational geostationary weather satellites, Dvorak
(1973; 1975) developed an empirical technique for estimating intensity using TC features in

visible satellite imagery. This technique, expanded to incorporate features observed in enhanced




infrared (IR) imagery (Dvorak 1984), has become the standard for operational TC intensity
estimates. It employs pattern matching, identification of maximum and minimum cloud
temperatures, and measurements of the degree of spiral baﬁd curvature, along with intensity
chaﬁge rules and constraints to produce a current intensity on a numeric scale ranging from 0.5
to 8.0. Analysts at the RSMC's, JTWC, the NOAA National Environmental Satellite Data and
Information Service Satellite Analysis Branch, and the Air Force Weather Agency use the
Dvorak techﬁique to produce operational MSLP estimates with root mean square errér (RMSE)
of approximately 10 hPa (Olander et gl. 2004). An automated version of the Dvorak technique
developed by the University of Wisconsin-Madison's Cooperative Institute for Meteorological
Satellite Studies (CIMSS) achieves similar results (Olander et al. 2004). The excellent
performance of both the manual and automated Dvorak techniques, combined with the excellent

update frequency (hourly or half-hourly) of geostationary imagery, justifies their widespread

. operational use. However, the Dvorak technique has shortcomings. The manual technique is

labor-intensive, requiring a highly trained and experienced satellite analyst. Its rules, combined
with the ambiguities of imagery interpretation; can introduce considerable subjectivity. Dvorak's
constraints on intensity change rates cause estimates to lag rapid TC intensity changes (Velden et
al. 1998). Finally, empirical techniques such as this are conditioned to mean events and often
perform poorly in extreme cases. A more physical and more objective remotely sensed TC
intensity estimation téchnique would t,herefore complement the Dvorak techniques in operational
use.

- Passive and acﬁve microwave instruments on polar-orbiting weather satellites offer some

alternatives. The thick cirrus cloud that often canopies the center of TC's is nearly transparent at




microwave frequencies (3 to 300 GHz). Rain emits strongly at the lower end of this frequency
band, while frozen precipitation scatters strongly at the high end. This makes the convective
clouds in TC spiral bands and eyewalls very distinct in imagery from passive microwave imagers
like the Special Sensor Microwave Imager (SSMI), Tropical Rainfall Measuring Mission
(TRMM) Microwave Imager (TMI), and Advanced Microwave Scanning Radiometer (AMSR). -
This enables highly accurate TC posiﬁon fixes in cases where IR imagery would have difficulties
(Alliss et al. 1993). Passive microwave imagers can also infer sea surface wind speed from the
increasing microwave emissivity of the wind-roughened ocean surface. Active microwave
scatterometers like the SeaWinds instrument are able to do the same via ocean-surface radar |
reflectivity, as well as infer wind direction by observing surface reflectivity from different angles
(Katsaros et al. 2001; Yueh et al. 2003). Both types of instrument can give a large-scale pfcture
of TC wind field structure, but their relatively coarse spatial resolu_tion and constraints on the -
maximum wind measurable by these techniques prevent either active radar or passive imagers
from acéurately estimating V.., and neither type is capable of estimating MSLP.

Polar-orbiting passive microwave temperature sounding instruments, however, are well-
suited to estimating MSLP. Hydrostatic equilibrium relates surface pressure to the temperature
of the column of air above. From the temperature difference between columns in the ambient

environment and at the TC center, we can infer the MSLP difference from the ambient sea-level

pressure. Kidder et al. (1978) first demonstrated this principle using an experimental microwave -

temperature sounder. At CIMSS, Velden and Smith (1983), Velden (1989), and Velden et al.
(1991) expanded on the idea using the Microwave Sounding Unit (MSU), the first-generation

. operational instrument. Today, both CIMSS and the Cooperative Institute for Research in the




Atmosphere-(CIRA) produce real-time TC intensity estimates using the Advanced Microwave
Sounding Unit (AMSU) (Brueske and Velden 2003; DeMuth et al. 2004). This type of intensity
estimate is completely automated and objective and can achieve accuracies superior to
operational Dvorak intensity estimates (Herndon et al. 2004). While microwave sounding
instrument TC intensity estimation techniques are promising, they have their own shortcomings:
The AMSU instrument is carried on NOAA Polar-orbiting Operétional Environmenﬁal Satellite
(POES) spacecraf£. There are currently 3 operational' POES spacecraft, which limits data réfresh
to 4-6 hours, compared to an hour or less for IR imagery from geostationary satellites. While
geostationary satellites transmit instrument data to ground processing centers nearly
instantaneously, polar-orbiting spacecraft store data for playback to ground stations once per
orbit. Frequently, though, polar-orbiters may go 2 or 3 orbits between playbacks‘, making data
unavailable for up fo five hours after it was collected. (The National Polar-orbiting Operational
Environmental Satellite System, NPOESS, plans to improve this situation by usin g a distributed
worldwide network of ground stations when it becomes operational after 2010) The coarse
instrument resolution of microwave temperature sounding instruments (AMSU-A ranges from 48
to 150 km) causes it to sub-sample the relatively small TC warm core. The effect is currently
addressed at CIMSS using ancillary estimates of TC size (Herndon et al. 2004). And finally,
large liquid and frozen hydrometeors in the concentrated cumulonimbus convection near storm
center can scatter upwelling microwave radiation, decreasing the accuracy with which
temperature sounding instruments can measure the TC's warm core magnitude and estimate its
MSLP. The purpose of this study is to foster better TC intensity forecasts by improving the

- accuracy of CIMSS' microwave TC intensity estimates through quantifying and correcting for




these precipitation effects.

Chapter 2 of this dissertation introduces background information on the tropical cyclone
warm core, passive microwave temperature sounding, existing microwave TC intensity
estimation techniques, and the technical details of the AMSU-A and -B instruments. Chapter 3
discusses how precipitation affects microwave radiative transfer and introduces a conceptual
framework for estimating precipitaﬁon effects on AMSU sounding channels. Chapter 4 presents
results from numerical simulations of precipitation effects on AMSU sounding channels. Details
of the Reverse Monte Carlo radiative transfer model developed for this purpose are contaiﬁed in
the Appendix. Chapter 5 analyzes AMSU observations of trof»ical convective precipitation and
discusses an empirical method for correcting its effect on temperature sounding channels.
Chapter 6 applies this correction to the CIMSS AMSU TC intensity estimation technique and
validates its performance. Chapter 7 presents concluding discussion and outlines a future

application.




2. Background

Before Chapter 3 discusses precipitation effects on microwave radiative transfer, Chapter
2 summarizes four key areas of background. Section 2.1 discusses the tropical cyclone (TC)
warm core and its relation to the TC's minimum sea-level pressure (MSLP). Section 2.2 outlines
microwave radiative transfer and temperature sounding principles. Section 2.3 reviews previous
efforts to remotely senseTC MSLP or maximum sustained wind (V) via the TC's.warm core
using microwave sounding instruments. Finally, Section 2.4 presents the detailed characteristics

of the Advanced Microwave Sounding Unit (AMSU).

2.1. The Tropical Cyclone Warm Core

TC's are long-lived oceanic warm-core cyclonic circulations that extend vertically
through the full depth of the troposphere and radially fbr hundreds of km. Their energy source is
latent and sensible heat transferred from ocean to atmosphere by evaporation and conduction,
then transported to the upper troposphere by vertical motion in organized deep convection
(Emanuel 2003; Simpson et al. 1997). The weakest TC's, with sustained winds of less than 35 kt
(or MSLP greater than about 1005 hPa) are called tropical depressions. Tropical storms have

sustained winds of at least 35 kt but less than 65 kt (MSLP between 1005 and 987 hPa). Storms

Table 2.1: TC Intensity Categorization
Sustained Wind (kt) MSLP (hPa)

Tropical depression <35 >1005
Tropical storm - 35-64 987-1005
Cat 1 Hurricane 65-82 975-987
Cat 2 Hurricane 8395 965-975
Cat 3 Hurricane 96-113 950-965
Cat 4 Hurricane 114-135 925-950

Cat 5 Hurricane >135 <925
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with sustained winds of 65 kt or greater (MSLP < 987 hPa) are _called--depending on ocean
basin--hurricanes (Atlantic, Eastern Pacific, and Central Pacific basins), typhoons (Western
North Pacific basin), or tropical cyclones (Indian Ocean and Southern Hemisphere). The Safﬁr-
Simpson scale subdivides hurricanes into five categories according to increasing sustained wind
(Table 2.1).

TC genesis is still poorly understood because of the scarcity of in situ observations of
nascent storms and the difficulty in parameterizing or explicitly modeling the convective-scale
processes crucial to storm formation (Ooyama 1982; Tripoli 1992). TC's occur preferentially in
regions with clusters of tropical mesoscale convective systems (MCS's), such as tropical easterly
waves (the most common Atlantie basin TC progenitor) or the monsoon trough (the source of
most WNP TC's) (Nakayama 2001; Lander 1994).

These MCS's contain multiple organized convective cells, each of which undergoes a
formative, mature, and dissipative stage (Leary and Houze 1979; Leary and Houze 1979b).
Strong upward transport of latent and sensible heat characterizes the formative and mature
stages. Dissipating convective cells leave behind anvil cirrus cloud where ice crystals settle,
melt upon reaching the freezing level, and fall as stratiform rain. Latent heat release in the
convective columns warms the upper troposphere, while subsidence in the stratiform rein
beneath the anvil brings cool, dry air from the mid-troposphere down to the surface (Zipser
1969). The warming aloft and cooling near the surface stretch the air column, create a potential
vorticity anomaly, and help to generate a vortex. The heat carried aloft in the convective plumes
creates an environment neutrally stable with respect to moist convection. Due to the neutral

stability, the Rossby radius of deformation is small in this environment, so gravity waves cannot
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efficiently carry away this heat (Simpson et al. 199\7). The rotation of the developing vortex also

helps by confining the heat released to within a small radius near the circulation center. Through

hydrostatic balance, this trapped upper-tropospheric warm air creates a radial surface pressure

gradient conducive to low-level convergence.

Further development, and later, steady-state intensity, is maintained by cooperative

interaction between the primary (azimuthal) and secondary (radial and vertical) circulations. The

primary circulation consists of cyclonic low-level inflow and anticyclonic upper-level outflow

(except near the core of the circulation, where the strong convective updrafts carry cyclonic

rotation all the way to top of troposphere). The radius where the strongest cyclonic circulation
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Figure 2.1: Radial-vertical cross-section of
tangential wind from 18,000 composited
rawinsonde observations of 248 WNP storms
from 1961-1970. The cyclonic circulation
increases toward smaller radii and is
maximized at the top of the boundary layer,
while the anticyclonic circulation increases
with height and radius. From Frank (1977).

occurs is in the eyewall, the ring of convection

that forms at a radius of tens of km from the

.circulation center. The level of strongest

cyclonic circulation is near the top of the
frictional boundary layer at around 850 hPa.

The azimuthal circulation weakens with

increasing radius due to the weakening

horizontal pressure gradient. it decreasés
downward from the top of the boundary layer
due to surface friction. It also decreases
upward from the boundary layer--and
eventually reverses to become anticyclonic at

large radii in the upper troposphere--due to the
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decreasing radial pressure gradient with

- increasing height (Frank 1977; Emanuel 100r
2001

2003). 'Figure 2.1 is a radial-vertical cross- 300p

. 2400

E
- . . . ~ 5001
section of tangential wind from a composite of = sook

700

WNP typhoons. ' oo}

900l
The secondary circulation flows te !

3 a 5 ,
RADIUS {degrees iatitude)

radially inward in the boundary layer, upward Figure 2.2: The TC secondary circulation,

consisting of: 1) ascent in the eyewall and
spiral band cumulus convection; 2) radial
outflow where longwave IR radiation reduces
6.; 3) moist adiabatic descent through the
moist cloud layer; 4) radial inflow in the
boundary layer where sensible and latent heat

o . flux increase 6,; and 5) forced dry descent
frictional convergence of the cyclonic low- * within the eye. From Frank (1977).

in the eyewall and convective spiral bands, and
outward in the upper troposphere. The inward

flow within the boundary layer is caused by

+ level primary circulation. - On this leg, an air
pércel's angular momentum decreases. Sensible heat flux from the ocean keeps the parcel's
temperature nearly equal to the sea surface temperature, while latent heat flux, in the form of
moisture evaporated from the ocean surface,v increases its eqﬁivalent potential temperature, 6,. |

, Whe;n the parcel reaches the eyewall (or a spiral band), convergence'forées it upward (Emanuel
1988; 2003). Condensation produces prolific (~100 mm hr') rainfall. Upon reaching the upper
‘troposp.here, the bulk of the ascending mass turns and flows radially outward in the anticyclonic
outﬂow.v The warm outflowing parcels aloft radiate longwave infrared (IR) radiation to spéce,
reducing their 8, and causing them to descend. When the subsiding pdrcels reach the mixed
layer beneath the trade inversion, they descend moist adiabatically to the surface, where they

start the cycle over again. Figure 2.2 depicts the TC secondary circulation.




Sea Surface i
Figure 2.3: Schematic TC eye and eyewall
circulation. Forced dry descent creates the
TC's warm core. From Willoughby 1988.

PN T R N .
. %0 £y ) °
RADKL DISTANCE @1 WAUTICAL WILES FAOM SECRETAGAL CONTER O WIRRCAMC CYE

s

Figure 2.4: Vertical cross-section of
temperature anomaly for Hurricane Cleo, 18
Aug 1958. This cross-section was measured
by simultaneous penetrations by three
research aircraft flying at the levels indicted
by dotted lines. Cleo's MSLP was
approximately 972 hPa at the time. From La
Seur and Hawkins 1963.
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Soﬁe of the rising air reaching the top
of the upward branch of the secondary
circulation is inertiaily confined within the
eyewall, creating a convergent region in the
upper troposphere above the core of the TC.
This upper-level convergence into the storm's
core, in concert with entrainment of lowef-
level air out of the eye and into the eyewall
convection, creates weak subsidence in the

core. This clears the eye of clouds in upper

~ and mid levels and adiabatically warms the
“subsiding air (Willoughby 1998). Figure 2.3 is

- a schematic of the eyewall secondary

circulation and Figure 2.4 is a radial cross-
section of the strong warming created by the
adiabatic descent as observed by research
aircraft penetrations of Category 2 Hurricane
Cleo (1958).

Since vertical accelerations are small
everywhere except in the convective updrafts,
hydrostatic equilibrium (where a parcel's

buoyancy balances its weight) holds and the
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change in pressure over a vertical distance is the product of the local air density and gravitational

acceleration:

dp
-dz — PE

Substituting for density using the ideal gas law, p(z)=p(z)RT(z), and assuming a known height,
Ziig, for a reference pressure surface, pjg, we can integrate downward to determine the surface

pressure, py. Using an average column temperature eliminates the integral: |
fﬁd dp - g fnd
% p(z) T(z)

8%
p sfc =p lid exp( R:l; J

If we choose a high enough z;;4, the height of the corresponding pressure surface, pyq, will
be undisturbed by the TC below and we can assume a constant p;z and zi4 for both the TC and its
environment (Kidder et al. 1978). Then we can determine the TC's MSLP and the environment's
surface pressure p.,, using the vertically averaged temperatures from the eye and the surrounding
environment. Combining these expressions yields MSLP as a function of p,,, and the TC's
temperature anomaly:

8Ziia 8z Bua_
MSLP = Pjig €XP| —— »  Peny = Pyg €X
= Pua [ RTTCJ i P\ RT,

env

MSLP = p,, exp(- g2 (o T”’”))

RTT

env

We can expand the exponential as a Taylor series:
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Penv 1s approximately 1000 hPa, z;s will be on the order of 15 km, and both the TC and
environment vertically-averaged temperatures will be on the order of 250K (Velden and Smith
1983). With these scaling approximations, and assuming a maximum TC.t‘emperature anomaly
on the order of 10K, the linear term of the Taylor series expansion contributes tens of hPa to the
TC's MSLP deficit, and the quadratic term contributes on the order of 1 hPa: Higher orde? terms
contribute pegligible fractions of an hPa. So we obtain an approximate series solution for MSLP

in terms of the TC warm core temperature anomaly:
MSLP = p,, — C,AT +C,AT"
where

2
C, =p, —44__ _12ppaK™ | szpm[ 8Zua ]z'sxlo-ZhPaK-2
R

TC ~ env 2 RTTC T;'nv

2.2. Microwave Radiative Transfer OVerview

Passive microwave radiometers, such as AMSU-A and -B, are good tools for measuring
the TC warm core temperature anomaly. These instruments sense the radiation emitted by both
Earth and atmosphere. Some of this radiation travels directly from the emitting source to the
instrument, and at some frequencies, a significant fraction’ is reﬂected by the ocean surface, or
scattered by precipitation in the atmosphere.

The fundamental quantity used in radiative transfer is radiant intensity, or radiance, the
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amount of poWer incident on é unit surface area per interval of wavelength, traveling in a
direction normal to the surface, and originating from a unit of solid angle. The units of radiance
are W m2 ym’ sr! and the radiance emitted at wavelength 1 by a blackbody at temperature T is

given by the Planck function:

h=6.626%x107*Js

2hc?
j s ky =1.381x10"2JK™!
_1}

2| exp he
k, AT

The Planck radiance at all wavelengths increases with temperature and the peak of the

B(A,T)=

c=2.998%x10%ms™

Planck curve moves to shorter wavelengths with increasing temperature. The Planck éurve for
the sun, at about 6000 K, peaks in the visible portion of the spectrum, while the earth, at
approximately 250 K, has a curve that peaks in the far-IR. So for terrestrial remote sensing
problems in the visible and IR, the relationship between an object's temperature and its Planck
radiance is highly non-linear. The microwave portion of the spectrum, occupying wavelengths
between 1 mm and 10 cm (frequencies between 3 GHz and 300 GHz), is well into the long-
wavelength tail of the Planck curve for emitters at terrestrial temperatﬁres. For this part of the
curve, the Rayleigh-Jeans approximation simplifies the Planck function and defines a nearly

linear relationship between radiance and temperature at a given wavelength:

2cky T

B(A,T)= 7

The brightness temperature, 7B, of a given emitter is the temperature of a blackbody emitting the
same radiance. When the Rayleigh-Jeans approximation is valid, as it is in terrestrial microwave
remote sensing applications, 7B can then be used interchangeably with radiance. An object's

emissivity, &, is the ratio of its actual temperature to its brightness temperature, so that 7B = ¢ T.
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To understand how microwave radiation emitted by the earth and atmosphere travels
upward through the atmosphere to a sensor in orbit, we begin with Beer's Law, whicﬁ describes
_ how tﬁc intensity at a givén wavelength, I;, decreases as radiation travels a path between points

s; and s> in a medium that absorbs but does not scatter:

I(s,))=1I(s)) exp(— -[12 B, (s)ds)

(s,,5,) = -[12 B, (s)ds

t(s,,5,) = expl=7(s,,5,))
B. is the absorption coefficient of the medium and has units of inverse length. For an individual
atmospheric constituent, 3, is the product of ité density and its mass absorption coefficient, &,
(units of length® per mass), which is frequency-dependent. The absorptibn coefficient is
additive, so , for a mixture of gases is the sum of all individual £,'s. 7(s;,s2) is _the optical
thickness between s; and s,, and t(s 1,52) ié the traﬁsmittance, thé fraction of radiation originating
at s; that reaéhés s2. The optical depth at a height z in the atmosphere is the optical thickness

from the top of the atmosphere vertically downward to z:

7(z) = f B.(2)dz
If we define zenith angle, 8, as the angle between verticél and the propagation direction of a

beam, and further define u = cos(6), the transmittance between optical depth 7(z) and the top of

the atmosphere is:
T
t(z) = exp(_ ﬂ)
)7,

While absorption will decrease a beam's intensity as it traverses a medium, thermal

- emission by the medium itself will add intensity (by Kirchhoff's law, absorption equals emission
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in local thermodynamic equilibrium, so we can use the absorption coefficient in conjunction with
the Planck function, B(4,T), to represent emission by the medium):

Za BN (5)+ B.BATE)

If we measure the optical thickness of the medium backward along the path of propagation from
the sensor toward the point of emission, so that dr = -f, ds, we can transform the radiative
transfer equation from units of geometric length to units of optical thickness:

2 - 1,6)- BT,

By multiplying each term by an integrating factor ™ (e.g., Petty 2004) we can solve for intensity
at the top of the atmosphere (TOA; where t = 0) in terms of intensity originating at the surface

(where v = T*)Z

s e

Ed; (1, (@)e~) =-BAT(E))e™
z(r;‘)e“" N ) [ N
[ alt, @) )=~ [ BT a2

L=t9)™ -1, =0)=-[ BLT()e~dz

Troas = Isz-‘cze_T* + [ B(A,T(z))e " dz'
Substituting transmittance, ¢ = ¢ and dt = -¢” dr, for optical depth as the vertical coordinate, and

using the Rayleigh-Jeans approximation to exchange 7B for I;:
TBpoy =TBt*+ f T(t')dr

Here, t" is the transmittance from the surface to the top of the atmosphere.
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Air density decreases exponentially with altitude, with a scale height of H:

p)=poe| -]

H

So the transmittance from height z to the top of such an atmosphere is given by:

s0-mesf-2k.
2(2)= pok, fexp(_ -ZHLjdzv

Z
- = pOkaH exp(—ﬁ)

t(z)= exp[— B—QZ;Z—H—exp(— 73—)]

Using this expression for transmittance in an exponential atmosphere, we can transform

to geometric height coordinates:

TBoy =TB,t*+ f T(Z)? dz
z

1(z)= exp[— P OIL“H exp(—' —I%]:l

.4.1 — _.p_()_&. exp[_ p_okﬂ_qexp(_ _Z_) — ._Z_i| = W(Z)
dz U y7, H) H -

Ty, =T8 1%+ [ T(W (e

Note that the surface brightness temperaturé, TByy, consists not just of Planck emission from the
surface itself, but also reflected downwelling atmospheric emission and cosmic background
radiation. The downwelling atmbspheric 1B cén be derived in a similar manner to the upwelling
emission.

W(z) is the emission weighting function, which describes the contribution of each layer's
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temperature to the upwelling radiance at the © w

. dt £ x T, £
top of the atmosphere. Since W(z) = P £ . e 5
z
8
layers that contribute most to the upwelling N T (RIS O S

radiance are those where the transmittance to

Height (ki

Height (k)

the top of the atmosphere changes most

rapidly with height. In an exponential e ey
Trahsmittance ~ . Weighting Function (1045 ma-1)

= Nadirincldence == Nadirincidence

“=*" 48 degintidence == 48 degincidence

atmosphere, the upper levels have such low . ,
Figure 2.5: Air density (upper left), optical
density that #(z) is near 1 and d¢/dz = W(z) =0.  depth (upper right), transmittance (lower
' left), and weighting function (lower-right) for
Deeper in the atmosphere, the density may be ~ an atmosphere with a surface density of 1.0
kg m'3, an average temperature of 250 K, and
large enough that the atmosphere 1s opaque, SO a mass absorption coefficient of .0006 m2 kg-
. Transmittance and weighting function are

#(z) is near 0 and again di/dz = W(z) =~0. The . plotted for nadir incidence (solid curve) and
’ 48° incidence (dashed curve).

layers with large W(z) are those which absorb

radiation from below, but whose own emitted radiation isn't absorbed as strongly be layers

above. Figure 2.5 depicts weighting functions for two different zenith angles at a fixed mass

absorption coefficient.

The shape of W(z) depends primarily on the mass absorption coefficient, k,(4), and zenith
angle, in the form of u. k,(A) has very fine-scale variability in the IR portion of the spectrum,
with many intermixed vibrational transitions of O,, water vapor (WV), CO,, O3, and other
constituents. Radiative transfer computations in these bands require careful handling of the
multitude of overlapping bands. In the microwave, tﬁough, there are only 3 significant absorbing

processes. The first is rotational absorption by molecular oxygen. This occurs for a broad band

from 51-67 GHz and a narrow band at 118.75 GHz. Rotational absorption by water vapor also
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contributes two absorption bands, a weak band at 22.24 GHz, and a strong one at 183.31 GHz
(Rosenkranz 1993). The third process is continuum absorption by water vapor. The exact
mechanism of WV continuum absorption is not well known, but may be caused either by the
sum of overlapping tails of the multitude of pressure- and Doppler-broadened WV absorption
bands from the IR spectrum, or may be caused by anomalous chains of WV molecules edheﬂng
to each other (Petty 2004). Whatever the specific mechanism, WV continuuﬁ absorption
increases with increasing microwave frequency.

O is a fixed atmospheric constituent. In the well-mixed lower and middle atmosphere, it
comprises a constant 21% of air by volume. WV, on the other hand, makes up 0 to 2% of air by
volume, but its concentration varies strongly in both the vertical and horizontal The total
absorption by both constituents is additive, so the net microwave absorption, barticularly near the
twor‘WV rotation bands and at higher microwave frequencies where continuum absorption is
strong, is dependent on the WV concentration. Figure 2.‘6 depicts the zenith microwave
transmittance for polar, standard, and tropical atmospheres, illustrating the striking difference
varying WV content can have on microwave transmittance.

Microwave sounding instruments make use of these absorption features in order to
sample the vertical temperafure and moisture profile. On the fringes of the O, and WV
absorption bands, k,--and therefore #(z)--change rapidly with frequency. Thus the weighting
functions, W(z), for frequencies on the edges of these bands will peak progressively higher in the
atmosphere as frequency approaches the central frequency of the absorption band. Temperature
.sounding instruments typically use the 60 GHz O, band--with several channels closely spaced

between 50-58 GHz--while moisture sounding instruments use the 183 GHz WV band. As
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shown in Figure 2.6, the width and strength of the WV bands are strongly modulated by
atmospheric WV concéntration, so the shape of near-183 GHz weighting functions will depend
strongly on humidity. More moisture decreases transmittance and causes W(z) to peak higher.

Transmittance depends on path _lc;ngth through the absorbing medium, so as scan angle
increases away from nadir and the slant path through the atmosphere increases with it,
transmittance will decrease and W(z) will peak higher. This effect, limb-darkening, can éause

brightness temperatures to drop by as much as 10 K from nadir to a scan angle of 45°. For
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Figure 2.6: Microwave transmittance spectrum under varying water vapor concentrations.
The 60 and 118 GHz O, rotation bands are unchanged, due to the fixed O, concentration.
The weak 22 GHz and strong 183 GHz W'V rotation bands, increase in intensity as WV
increases. Most significant, though, is the marked increase in continuum absorption, which
makes the atmosphere nearly opaque to frequencies above 170 GHz in the tropical
atmosphere. From Grody (1976).
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frequencies whose weighting functions contain a significant contribution from the stratosphere

(where temperature increases with height) the limb effect increases TB instead.

At frequencies where the atmosphere has high transmittance, such as the "window"

regions below 22 GHz, between 22 GHz and 50 GHz, between 70 GHz and 110 GHz, and

between 125 GHz and 170 GHz, a downward looking instrument will be able to see through the

(mostly) transparent atmosphere and will sense the upwelling brightness temperature from the

surface. This has 3 components: thermal emission by the surface itself, reflected downward

emission from the atmosphere, and reflected cosmic background radiation. The cosmic

background emits at a blackbody temperature of 2.7 K, so for most purposes, it can be ignored

compared with terrestrial emission sources, which all have blackbody temperatures of 100-300
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Figure 2.7: Surface reflectivity (left column) |

and emissivity (right column) for 31.4 GHz
and 89.0 GHz window frequencies. Solid
line is for vertical polarization; dashed line is
for horizontal.

. K. The downward atmospheric emission is

computed in a manner identical to upward
emission, but the weighting function in this
case is computed by integrating upward from
the surface to z instead of downward from
TOA to z.

The reflection of downward

atmospheric emission, thermal emission by the

surface, and scattering by precipitation
(discussed in Ch. 3) bring polarization into
play for microwave remote sensing. At these

frequencies, ocean surface emissivity is greater
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for vertically-polarized radiation than for horizontal, so for window channels that can see to the
surface, the observed TB will be polarized. The degree of polarization of sea-surface emission |
depends on scan angle, since the vertically- and horizontally-polarized emissivities have different
scan-angle dependences. Vertically-polarized emissivity increases from its nadir value to a
maxiinum at the BreWster angle, then decreases to 0 at 90° incidence, while horizontally-
polarized emissivity decreases smoothly from its maximum at nadir (where ¢, = &,) to 0 at 90°
incidence. Both vertically- and horizontally-polarized emissivity increase with increasing
frequency. Figure 2.7 depicts ocean surface emissivity, ¢, and reflectivity, r. By Kirchhoff's
Law, r = I - &. The surface émissivity for window frequencies at scan angles of < 45° ranges
from around 0.45 to 0.75, so for clear scenes, ihe ocean surface brightness temi)erature will range
from about 156 K t0 225 K. Microwave land surface emissivity varies with v_egetaiion type and
soil moisture, but in general is much higher, and less polarized, than ocean-surface emissivity.

Typical land TB's are around 280 K.

Retrieving atmospheric temperature profiles froi'n multi-channel microwave TB's can be
done statistically or physically. The statistical approach uses a large database of co-located
rawinsonde and microwave observations segregated by latitude, surface type, and time of year.
Regression analysis produces matrices containing coefficients relating each microwave TB to the
temperature at each desired atmospheric level (Grody 1993; Goldberg 1999; Reale 72001). The
physical approach is a data assimilation problem. A radiative transfer model (the forward
model) predicts the expected TOA TB's resulting from a first-guess temperature profile obtained
from climatology or a numerical weather piediction modei fﬁrecast. T}ie temperature profile is

iteratively adjusted using adjoint techniques to minimize a cost function, which quantifies both
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the deviation of the derived profile from the first-guess and the discrepancy between predicted

and observed TB's (Chahine 1970; Smith 1970; Rodgers 1976).

2.3. Previous Microwave Sounding Instruments and TC Intensity Techniques
Polar-orbiting passive microwave temperature sounding instruments have been in use for
over three decades. The earliest, the Nimbus Experimental Microwave Spectrometer (NEMS),
“flew on the Nimbus-5 research mission in 1972. It sampled a single 200 km nadir-looking spot
at three temperature sounding channels (53.65, 54.90, and 58.80 Gsz. The Scanning
Microwave Spectrometer (SCAMS) flew expenmentally on Nimbus-6, launched in 1975.
SCAMS sampled two window frequencies (22.235 and 31.65 GHz) and 3 temperature sounding
frequencies (52.85, 53.85, and 55.45 GHz) in 13 fields of view (FOV) acrosé each cross-tracl_e |
scan line, with resolution ranging from 145 km to 360 km. The first onerational temperature
sounder was the Microv?ave Sounding Unit MSU), ‘nine copies of which flew on NOAA-6,
launched in 1979, through NOAA-14, whose instrument is still operational teday. MSU
employed 4 temperature sounding channels (50.30, 53.74, 54.96, and 57.95 GHz) with cross-
track resolution ranging from 110 km to 270 km. The Special Sensor Microwave Temperature
(SSMT) instrument, a contemporary of--and very similar to--the MSU, also flew on the Defense
Mete'orologi'cal Satellite Program (DMSP) polar-orbiting constellation beginning in 1979. The -
current generation sounding instrument is the Advanced Microwave Sounding Unit (AMSU),
which first flew on NOAA-ls in 1998. A detailed discussion of the AMSU-A and -B
instruments is contained in Seceion 2.4. Future MW temperature sounding instruments include

‘the Special Sensor Microwave Imager/Sounder (SSMIS; more detailed discussion in Chapter 7),
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first launched on DMSP F16 in late 2003, but

4 not yet operational, and the Conically-

Pressure

Scanning Microwave Imager/Sounder (CMIS),
to fly on the National Polar-orbiting

Operational Environmental Satellite Systém

—% (NPOESS) constellation beginning around

sk 2466‘“0 7 1000+
L4

Figure 2.8: Radial-vertical cross-section
(left) of composite typhoon from Frank
(1977). AMSU-A weighting functions
(right) at nadir (solid) and edge of scan
(dashed) from Goldberg et al. (2001). i )
AMSU-A Channel 7 matches most closely warm anomaly is strongest in the upper
the level (approximately 300 hPa) where the
TC warm anomaly is largest.

2010.

As discussed in Section 2.1, the TC

troposphere. Based on the microwave
temperature sounding considerationé in
Section 2.2, we expect microwave frequencies near 55 GHz to have weighting functions that
peak near this level, as shown in Figure 2.8. Each generation of sounding instrument since
SCAMS has included at least one channel near this frequency, affording maximﬁm sensitivity to |
the TC warm core, and inaking them useful for estimating MSLP via the TC warm anomaly.
Section 2.3 briefly discusses these previous efforts. | |

Kidder et al. (1978) were the first to estimate TC intensity using a microwave sounder.
They derived a linear MSLP vs. TB anomaly relationship for an upper-tropospheric sounding
channel (55.45 GHz), and obtained root méan square error of 15 hPa (Figure 2.9) for a set of 36
Western North Pacific TC observations. In a later paper (1980), the same authors derived similar
relations for the radii of 30 kt and 50 kt sustained winds using 7B gradients. They notéd that

poor spatial resolution and large instrument noise created the bulk of estimate uncertainty, but
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Figure 2.9: SCAMS 55.45 GHz TB anomaly observed by Kidder et al. (1978) for Typhoon
June at 1426 UTC on 19 Nov 1975 (left) and MSLP vs. SCAMS 55.45 GHz TB anomaly
(right).

also speculated that hydrometeor scattering might be a source of uncertainty.

Velden (1982), Velden and Smith (1983), and Velden et al. (1984) developed a similar

technique using the Laplacian of the 250 hPa retrieved temperature field from the MSU. They
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placed more emphasis on precipitation scattering as a source of uncertainty, and manually edited

fields-of-view (FOV) which were obviously affected (Figure 2.10). In subsequent studies,
Velden (1989) and Velden et al. (1991) achieved RMSE of 8 and 14 hPa in the Atlantic and

Northwest Pacific basins, respectively.
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A significant leap in instrument capability came in 1998 with the launch of the first
AMSU-A and -B suite on NOAA-15. Brueske (2001) and Brueske and Velden (2003)
developed an MSLP estimation technique at CIMSS using AMSU-A channel 7 (54.94 GHz,
sensitive to 250 hPa temperature) 7B anorhaly, along with Goldberg's (2001) correction for limb

effects and Merrill's (1995; Van Burgel 1999)

physically-based warm anomaly retrieval $ om eneew /.

L 8
® B'a080  Rewevo WA, Varable (ANSU) » /

scheme. Brueske and Velden achieved 5 hPa * /

N\

RMSE, but for a small (n = 50) sample (Figure

*
-
»
-
o
Tu Anomaty {C)

2.11), and established CIMSS' automated real- .=/f o .« :
time intensity bulletins. Kabat (2002) added o ;‘ e ; ’ '
AMSU-A TB8 (55.5 GHz, 150 hPa) anomaly e

_ . . ' Figure 2.11: AMSU-A raw and retrieved
as an intensity predictor, partly to improve TB7 anomaly vs. MSLP for the Atlantic and

East Pacific basins for the 2000 TC season
performance in cases where TB7 is attenuated  (Brueske and Velden 2003).
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by scattering. With the addition of corrections for sub-sampling and non-standard environmental
pressure, current performance of the CIMSS AMSU-based method ranges from 6 hPa RMSE in
the Atlantic to 10 hPa RMSE in the Indian Ocean (Herndon et al. 2004). However, the CIMSS
technique does not yet account for precipitation attenitation effects.

Spencer and Braswell (2001) developed an AMSU-A V,,,, estimation technique using the
radial gradient of AMSU-A TB8. They recognized the importance of hydrometeor scattering and
accounted for it by including spatial gradients of both T7B4 and an AMSU-A window channel
scattering index (discussed in Chapter 3) among their predictors. They achieved 5 m s™

(equivalent to about 10 hPa for strong storms or 5 hPa for weak storms) RMSE (Figure 2.12).
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Fig. 2.12: (Left) AMSU-A radial TB gradient by channel for 3 different TC's. Positive TB
gradient for TB6 through TB9 indicates the TC warm core while TB1 through TB5 are
dominated by hydrometeor scattering effects. (Right) Estimated V., vs. aircraft-
reconnaissance measured V,,,. From Spencer and Braswell (2001).
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Zhu et al. (2002; 2004) and Demuth et
al. (2004) use 3-D fields of AMSU-A retrieved
temperatures fo derive the corresponding 3~D
pressure and wind fields using hydrostatic and
gradient wind balance, with boundary
conditions obtéined from NWP analyses. Zhu

et al. employed these temperature fields to

improve NWP forecast initialization. Demuth

- o om m

et al. employed their fields to derive statistical

Helght {km)

TC intensity predictors, from which they

produce real-time TC intensity estimates,

0 100

400 S0 800

0 Rmfo(m)
comphmentmg the estimates from CIMSS. Figure 2.13: Non-scattering-corrected (left

column) vs. scattering corrected (right
column) radial-vertical cross-section of
radially-averaged temperature anomaly (top
row), surface pressure (middle row), and
radial-vertical cross-section of radially-
averaged tangential wind (bottom row).
Anomalously cold lower-tropospheric
sounding channel 7B's resulting from
precipitation attenuation cause cold
anomalies in the low-level retrieved
temperature field, producing a spurious high
pressure area and associated wind field
perturbations. From DeMuth et al. 2004.

Zhu et al. address precipitation effects with a
physical retrieval scheme whose férward
model accounts for emission and scattering.
Demuth et al. use a statistical temperature
retrieval, with a climatologiéal first guesé.
They correct the TB's used in the retrieval for
precipitation effects using a two-step
procedure: First, they use the linear relationship between AMSU-A cloud liquid water estimates
(Weng et al. 2003) and TB depression to correct the instrument-resolution 7B field. Second, they

define gridded temperature fields more that 0.5 K colder than their neighbors as affected by ice
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scattering, and correct those fields by smoothing (Figure 2.13). DeMuth et al. achieved 9 hPa

RMSE.

24. The A(ivanced Microwavé Sounding Unit

AMSU-A and -B are cross-track scanning microwave temperature and ﬁloisture sounding
instruments, built to fly on the NOAA Advanced TIROS-N class of spacecraft that operate as the
U.S.'s Polar-orbiting Operational Environmental Satellite (POES) constellation. Together with
the High-resolution Infrared Sounder, HIRS/3, they comprise the Adyanced TROS Operational
Vertical Sounder (ATOVS) system. The HIRS has finer vertical resolution, but since most
clouds are Qpéque in the IR spectrum, it can only be used to produce temperature soundings in
clear scenes. For microwave instruments like AMSU-A and -B, cirrus clouds are effectively
transparent and other clouds are only weakly absdrbing (discussed in more detail in Chapter 3).
This enables AMSU-A to produce temperature under cloudy coﬁditions, but with less vertical

resolution than HIRS clear soundings. The

QI o AMSU-B is used to produce humidity profiles.

Pinwheels (15)

~ AMSUE-A itself consists of two
separate modules. AMSU-A1 contains

antennas measuring 7B's in the 50-60 GHz O,

band and the 89.0 GHz window frequency,

Figure 2.14: NOAA-KLM series polar-
orbiting spacecraft. AMSU-A1, -A2, and -B

units are circled on the Earth-facing side of 93 g and 31.4 GHz window frequencies. Both
the spacecraft. Image from

http://www.cira.colostate.edu/ AMSU-A and AMSU-B utilize parabolic
ramm/hillger/NOAA-K_sketch.gif.

while AMSU-A2 contains antennas for the
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reflectors, which are rofated 360° around an axis to reflect radiation into a detector. When
viewing the earth, AMSU-A steps through 30 beam positions in 6 seconds, then sweeps past cold
space and warm blackbody views in 2 seconds to pfovide cold and warm calibration limits.
AMSU-B completes 3 scans for each AMSU-A scan, and sweeps continuously across the scan
line, rather than stepping and staring. AMSU-A's half-power beam-width is 3 1/3“’, which from a
nominal spacecraft altitude of 833 km, yields a nearly circular 48 km FOV for beam positions 15
and 16 (1 2/3° each side of nadir). The FOV grows to a 150 km x 80 km ellipse at beam
positions 1 and 30 (48 1/3° each side of nadir). AMSU-B's half-power beam width is 1.1°, giving
it 3 times finer horizontal resolution than AMSU-A. The total swath width of both instruments is
approximately 2100 km.

The AMSU-AL1, -A2, and -B detectors are sensitive to a single polarization--horizontal or
vertical--but due to the rotation of their reflectors, the polarization plane of incoming radiation to
which each is sensitive rotates with scan angle. The vertical\ polarization plane is defined by the -
local zenith direction and the instrument line of sight. The horizontal polarization plane is
perpendicular to the vertical plane. Channels vertically-polarized (polarization angle of 90°) at
nadir (AMSU-A channels 1-4, 7, and 15; AMSU-B channels 16-19) have a _polarization angle of

-(90° - 0) at scan angle 0, while horizontally-polarized channels (AMSU-A channels 5, 6, and 8- -
| 14; AMSU-B channel 20) have a_polaﬁzation angle of 6.
| The instrument measures antenna temperature, the total radiance detected by the
reflector's main lobe and side lobes. This radiance includes components emitted by the earth and
the cosmic background, and emitted or reflected by the spacecraft itself. Mo (1999) modeled

these contributions and found they cause the antenna temperature to vary smoothly by 1-2 K
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Figure 2.15: AMSU-A temperature sounding
weighting functions at near-nadir (fields of
view 15 and 16; solid curves) and edge of

~ scan (fields of view 1 and 30; dashed curves).
From Goldberg et al. 2001.
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across the scan line. Removing the error
introduced by the cold space and spacecraft
contributions results in the brightness
temperature.

The radiometric accuracy specification
(expressed at noise-equivalent temperature
uncertainty, NEAT) varies with channel, but in
general becomes less stringent with increasing
frequency. For AMSU-A tropospheric

temperature sounding channels, NEAT is 0.25

K.

Table 2.2 summarizes the frequencies,
radiometric accuracy, polarizations, and

primary operational application for each

AMSU-A and -B channel. .Figure 2.15 depicts the weighting functions for each AMSU-A

temperature sounding channel.
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Table 2.2: AMSU-A and -B instrument characteristics

'NEAT

Channel Frequency (GHz) X Pol Application

1 238 \ .30 90°-0 Cloud liquid, precip

2 314 ’ 30 90°-0 Cloud liquid, precip

3 503 40 90°-6 Cloud liquid, precip

4 528 25 90° -0 Tropospheric (sfc) temp

5 53.59 25 0 Tropospheric (700 hPa) temp

6 544 25 0 Tropospheric (400 hPa) temp
;F 7 5494 25 90° -0 Tropospheric (250 hPa) temp
v 8 555 25 0 Tropospheric (150 hPa) temp
2 9 57.200344 259 '

10 57.290344 + 217 40 0

11 57.290344 + 3222 + .048 40 0 Stratospheric

12 57290344 + 3222+.022 .60 0 phetic temp

13 57.290344 + 3222 + .010 .80 0

14  57.290344 +.3222 +.0045 1.20 0

15 89.0 S50 90°-0 .Cloud liquid, precip

16 89.0 1.0 90° -6 Cloud liquid, precip
g 17 1500 : 1.0 90°-0 Ice scattering -
v 18 1833+1.0 : 1.1 90° -0 Upper tropospheric humidity
5 19 183330 . 1.0 90° -6 Middle tropospheric humidity

20 1833+7.0 1.2 0 Lower tropospheric humidity
Notes: '

1. 90° polarization is vertical, 0° is horizontal

2. 0 indicates scan angle from nadir (ranges from 0° to 50°);

3. From NOAA/NESDIS NOAA-KIM Instrument Guide, 2000
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3. Precipitation Effects in the Microwave Spectrum

The goal of this study is to correct for precipitation effects on AMSU-A sounding
channel brightness temperatures. This chapter applies Mie scattering theory to hydrometeors and
the microwave spectrum, examines previous studies of microwave precipitation effects, and
presents a 1-dimensional conceptual model demonstrating the feasibility of the approach to

precipitation correction developed in later chapters.

3.1. Mie Theory

In order to understand how hydrometeors--liquid or frozen water suspended in the
atmosphere--interact with microwave radiation, we need to understand the theory governing the
interaction of electromagnetic waves and particles they éncounter. When such an encounter
occurs the incident wave can create dipole moments within its constituent molecules; which will
" in turn radiate their own electromagnetic fields. The resulting field within and outside the
particle is the sum of the incident field and the re-radiated fields from all the dipoles comprising
the particle. Some of thé moiecules within the particle will absorb energy without re-radiating,
and interference among the fields from the dipoles that do radiate and the incident field will
cause energy to be radiated preferentially in certain directions. So particles absorb some of the
incident energy, and scatter the rest in directions different frém the incident direction.

Lorentz, Mie, and Debye each arrived separately at sirnilar analytical solutions for
absorption and scattering in the special case of spherical symmetry (Bohren and Huffman 1983).
Today, most refer to this solution as Mie theory. More complex particle shapes require a model

of the individual dipoles in the particle and explicitly account for the interaction of each re-
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radiated field. The discrete dipole approximation (Draine and Flatau 1994) and finite difference
time domain technique (Liou 2002) are examples of numerical techniques now possible.

Mie theory begins with the vector wave equation, which satisfies Maxwell's equations,
and governs the propagation of electromagnetic waves. The wave equation is transformed into
spherical coordinates, and the appropriate boundary conditions for spherical geometry are
applied. The solution for the resulting fields is obtained by separating variables so the solution
has radial and zenith-angle components. Solutions are linear combinations of a series of
spherical Bessel functions, a, and b,, and angle-dependent functions, x, and z,,. m, and 1, are
functions of the scattering angle, 8, between the incideﬁt and scattered direction. a, and b, are
complex functions of the particle's refractive index and size parameter, x. x is non-dimensional

and expresses the particle's radius, g, relative to the wavelength of the incident radiation:

By summing the energy entering and 1eaving a volume surrounding the particle,
expressions can be obtained for the extinction, C,, and scattering, Cj, cross sections (units of
area) of the particle. The corresponding scattering and extinction efficiencies, Qs and Q,, are the
ratio of these cross-sections to the particle's geometric crbss-sectiénal area, and are defined in

terms of the spherical Bessel functions:

0,=2 i(2n+1)Re(a +b,)
x n=1

Qs'=%i(2n+l)0an +|b, 2)
X p=

- The single-scatter albedo, @, is the ratio of the scattering efficiency to the extinction

efficiency. The asymmetry parameter, g, is the expectation value of cos(8). Particles that scatter
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isotropically will have g = 0 (however, g can also be zero even for non-isotropic scattering);
those that scatter preferentially in the forward direction will have values of g between 0 and 1,
while‘ those that scatter more radiation backward will have g between 0 and -1. g is also a series

solution of the spherical Bessel functions (Bohren and Huffman 1983):

__ 4 n(n+2) . , 204l *
T 0,x* [zn: n+1 Rele,a., + b6l )+ ; n(n +1) Rela,b; ):|

Collectively, Q., @, and g, are referred to as a particle's Mie properties, as they describe }
how much incident radiation a particle extinguishes, what fraction of the extinguished radiation
is scattered, and the degree to which it is forward- or back-scattered. Figurés 3.1 and 3.2 depict
Mie properties at the lowest and highest AMSU-A and -B frequencies for rain, snow, and two
different densities of graupel.

The differing behavior of the curves for

Exfinclibn'Efﬁciency

different hydrometeors results from the o e

marked difference in refractive index between

ice and water in the microwave portion of the

) . . ’ .Hydrometeor radius (mm)
spectrum. Ice has a very small imaginary 7 Lie
-~ Graupel (50% liq, 35% alr, 15% Icé)
""" Graupe! (70% alr, 30% ite)

component, which causes its Q, and Q; to be
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Figure 3.1: Mie properties for liquid water,
magnitude as its real component, so'it both ice, graupel, and melting graupel at 23.8
' GHz (AMSU-A channel 1).
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The variation in each extinction curve with Hydrometeor size falls into three broad
regimes. For small particles whose size parameter is much less than unity, Q. increases
approximately in proportion to x, while @ increases with x. This is the Rayleigh regime. In this
regime, absorption depends no on particle size, bﬁt only on the totél mass of absorbers present,
as is the case with gasebus absorption. Cloﬁd droplets have small enough size parameters in the
microwave spectrum that scattering is negligible and absorption is approximately proportional to
cloud liquid water density. For small precipitating dréps and crystals, scattering starts to become
significant, but in the Rayleigh regime, scattering is symmetric forward and backward and g =0.

As the size parameter approaches unity (in the microwave spectrum, this includes
hydrometeors with radii from 0.25 to 2 mm), scattering and extinction efficiencies peak. This is
the Mie regime, which applies té large hydrometeors. The extinction efficiency in this regime is
actually greater than 1 (it can in fact reach ~ 4) due to diffraction of radiation missing, but
passing close by, the particle. In the Mie regime, the asymmetry parameter approaches one as

’ scatteriﬁg becomes sharply forward-peaked. |

Very large size parameters (greziter than approximately 1104) comprise the geometric
optics regime, where a particle is so large compared to the incident wavelength that it no longer
needs to be treated as a collection of individual dipoles. An incident beam can be traced through
it as a ray, obeying Snell's laws for each reflection and refraction at the boundaries. In the
geometric optics regime, scattering and extinction efﬁciencies approach and oscillate (due to
interference) about limiting values. Extinction efficiencies exceeding unity and large forward
scattering peaks in the Mie and geometric optics regimes are caused by diffraction slightly

distorting the paths of photons that pass near, but do not contact, the particle.
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The path traced out by an electromagnetic wave's electric field vector as it oscillates
defines the wave's polarization. Maxwell's equations are satisfied by waves with linear or
elliptical polarization. A beam of radiation may in turn be composed of waves with a preferred
polarization or a collection of waves with random polarizations, in which case the beam is
unpolarized. The polarization state can be described by the Stokes veétor, I, which is composed
of 4 scalar elements, 1, Q, U, and V. I describes the total intensity of the beam‘; Q the intensity
having vertical (Q > 0) or horizontal (Q < 0) polarization relétive to the vplane of scattering; U
the intensity having +/- 45° oblique polarization; and V the intensity with either right-hand or
left-hand circular polaﬁzation. Each interaction the wave undergoes can be described by a

Mueller matrix, M, which relates the scattered Stokes vector, I’, to the incident Stokes vector, I

I' Su Su Sy S |1
Q' _ 1 18y Sy Sga Su || Q
U'| k*r*|S; S5 Sy So |U
V' Su Sp Sg SulV

In the special case of a spherical particle, the Mueller matrix becomes:

r $.(6) s,(6) 0 0 1
Q' 1 Slz(e) 1 ( ) 0 0 Q
U' —k2r2 0 0 S33(9) 34(‘9) U
\v 0 0 34( ) s 33(9) 14

where S;;, 812, S33, and S34 are all functions of the scattering zenith angle, 6, the spherical Bessel
functions, a, and b, and the angle-dependent functions, 7, and 7,. It is important to note here

that scattering--even by spherical particles--can caﬁse polarizatidn (the polarization of sky light

is an example).




41
The scattered intensity at a given scattering angle, as determined by the Mueller matrix, is
related to the incident intensity by the phase function, P(6). The phase function is in turn -
determined by elements S;; and S 1.2, as well as the intensity and degre¢ of horizontal/vertical |
polarization of the incicient beam. Since the computation of these matrix elements requires a
series solution, computing them for all scattering angles can be computationally expensive.
Instead, the asymmetry parameter can be ﬁsed with dne of a variety of approximate phase
functions to predict scattered intensity vs. scattering angle. The most common of these is the

Henyey-Greenstein phase function:

1__ 2
PHG (0)= g 3

(1+ g2 —2g cos(8))2

Chapter 2 dealt with one-dimensional radiative transfer in a non-scattering medium. For
radiation traveling in a specified direction £ in a medium that does scatter (so that the extinction
coefficient, f,, equals the sum of the absorption, 3, and scattering, B, coefficients), we need o

use the general form of the radiative transfer equation:

aQ)__p @)+ .81y +
ds 4

[Ple.e)(@ e

Using the definitions of the single-scatter albedo and optical path, this reduces to:

d;(?) =-1(Q)+(1-@)B() +%J P(Q. Q)1(@)ae

So to compute the radiative properties of an atmospheric layer, we need to know three quantities:
the extinction coefficient, f,; the single-scatter albedo, @, and the scattering phase function,
P(2,92'), which relates the intensity scattered in direction £2 that originated from direction 2".

We can approximate the phase function using g. Multiplying the extinction efficiency, cross-
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sectional area, and number density of a given-size hydrometeor results in the extinction
coefficient for that size particle. Summing the extinction coefficients for all sizes of the
hydrometeor size distributién yields the total extinction coefficient. The same procedure yields
the total scattering coefficient, and the ratio of these quantities produces the single-scatter
albedo. The asymmetry parameter for a colleCtién of particles is the sum of each size's
asymmetry parameter, Weighted by number density.

Since actual precipitation size distributioﬁs can very. widely, we arrive at the number
density for each infinitesimal increment of liquid drop or ice crystal diameter, D, using
empirically-derived drop size distribution models. The well-known Marshall—PaJmer distribution

for rain and graupel relates rain rate, R, to number density:

N, =0.08cm™

-0.21
AR)=41cm™ (—R—_I-J
mm hr

The Sekhon-Srivastava distribution is a commonly used, but less reliable, equivalent for snow:

N(D)=NeM®? |

094
- R -
NO(R)=25X1O Z(WJ cm 4

-0.45
A(R)=229cm™ [—E—IJ
mm hr~

where, in this case, R is the rain-equivalent precipita‘tidn rate. Petty (2001a) introduced a

N(D)=N,(R)e™®? |

modification to both distributions by dividing the exponential factor by 2°. This enables the
effective particle diameter to be scaled up or down readily in order to produce more realistic
extinction and scattering coefficients. In this study, as in Petty (2001a), 6=2 is employed for the

snow size distribution. The rain rate can be derived from a given mass density of hydrometeors
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Figure 3.4: Extinction coefficient (km™; left), single-scatter albedo (center), and

- asymmetry parameter (right) obtained from Mie calculations at AMSU-A and -B
frequencies for various rain densities. Particle size distributions used in the calculations
were obtained from a Marshall-Palmer distribution modified using the method of Petty
(2001) to account for fall-speed variation with air density.

once the fall speed, u (a function of hydrometeor size), is known. Usually a power-law relation,
(D) = al’, is assumed.

Figures 3.4 through 3.6 depict the exiinction coefficient, single-scatter albedo, and
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Figure 3.5: Same as Figure 3.4, but for snow (modeled as ice spheres). Particle size
distributions derived from Sekhon-Srivastava size distribution, with reverse-exponential
decay parameter scaling and fall-speed modifications from Petty (2001).
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asymmetry parameter vs. precipitatidn density for rain, snow, and graupel at AMSU-A and -B
frequencies. From these ﬁgurés, we can see that rain extinction efficiency increases with
freqﬁency. Its single-scatter albedo does also, making it a moderate scatterer at high frequencies.
At those frequencies, it scatters strongly in the forward direction (g =0.5); at temperature
sounding frequenciés it scatters isotropically, and ét low frequencies it actually back-scatters
slightly.

~Snow extinction is much smailer than rain at all frequencies, aﬁd only becomes
significant at high frequencies. Single-scatter albedo is larger than er rain, due to ice's very
small imaginary index of refraction. Snow asymmetry parameters are between 0 and 0.5, so
when snow scatters, it does so with a moderately-strong phase function forward peak.

Graupel's low density makes it considerably larger (nearly a factor of 2) for the same
precipitation density. The larger geometric size increases its extinction coefficient relative to
rain and, especially, snow. The larger particles scatter more strongly, and with a sharper forward

peak (g reaching 0.8 for high frequencies).
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Figure 3.6: Same as Figures 3.4 and 3.5, but for graupel (70% air, 30% ice). Fall-speed
modified Marshall-Palmer size distribution used for Mie calculations.
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3.2. Previous Microwave Precipitation Studies

To date, the bulk of existing microwave precipitation research has been focused on
quantifying surface precipitation rates or inferring precipitation profiles using microwave
instruments. |

The earliest work in this area dccuned in the mid-1970's, after the first research
microwave radiometers were flown. Grody (1976) noted that a pair of microwa\;e frequencies
located different distances from the 22 GHz WV absorption band could be psed to determine the
optical depth of water vapor and cloud liqui‘d water present. He presented regression-based
algorithms to retrieve total precipitable water and cloud liquid water using the Nimbus-E
Microwave Spectrometer's 22.235 GHz and 31.40 GHz channels.

Wilheit et al. (1977) employed 19.35 GHz TB's from the Electrically Scanning‘
Microwave Radiometer (EMSR) to estimate surface rain rate. He used Mie theory as described ,.
above to model TB19 of a raining oceanic cloud of vafying thicknesses and with varying freezing
levels, both with and without scatteriﬁg. Using this information, he developed a relation between
TB19 and over-dcean surface rain rates (up to 20 mm hr'!) that wﬁs accurate to within a factor of
twb. A number of variations of this emis‘sion-based réin rate estimation technique have been
developed for succeeding instruments.

Wu and Weinman in 1984 used the Nimbus-7 Scanning Multi-channel Microwave
Radiomefer to study ice scattering effects on 37 GHz TB and concluded that a£ this frequency
and above, scattering effects become significant and could be used to infer surface rain rates.

Spencer (1986) expanded on this, developing a scatte‘ring-based rain rate estimate which
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compares dual-polarized TB37 to expected valués from a non-raining cloudy or clear oceanic
scene;

The introduction of the Special Sensor Microwave Imager (SSMI), flown continuously
by the Defense Meteorological Satellite Program (DMSP) constellation since 1987, enabled a
great deal of groundbreaking work in precipitation measurement. SSMI is a conically-scanning
microwave radiometer with' channels at 19, 22, 37, and 85 GHz. All channels are dual-éolarized,
except 22 GHz, which is verticall&—polarized only. Instrument resolution varies from 70 km at
19 GHz to 16 km at 85 GHz. SSMI was the first in'stru“ment to employ both low- and high-
frequency window frequencies simultaneously', and led to a number of novel algorithms for
retrieving water \}apor, cloud liquid, precipitation, and ocean and land surface parameters.

Grody (1991) developed an empirical scattering index, which uses TBI9V and TB22V to
predict what TB85V would Be in the absence of scattering hydrometedrs. He used the difference
between predicted and actual TB85V to classify precipitating sceﬁes, but not to estimate rain rate.
Liu and Curry (1992) followed a similar approach, but used both low-frequency (19 GHz) and
high-frequency (85 GHz) TB differences as rain rate predictors. In his SSMI rain rate algorithm,
Petty (1994) used an 85 GHz scattering index, S, to determine a ~ﬁrst-gue:’ss rain rate, then
iteratively adjusted it until the predicted 19 and 37 GHz normalized polarization index, P, which
measures rain cloud opacity, matches the observed values.

Bennartz and Petty (2001) sounded a cautionary note about scattering-based precipitation
retrievals. They used SSMI TB's, coupled with varying ice particle size distributions, to predict
radar reflectivity, which they corﬁpared with actual radar observations. The results indicate a »

strong dependence of TB on the assumed particle size distribution used in their Mie calculations.
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The Tropical Rainfall Measuring Mission (TRMM) Wés launched in 1997, and continues
to operate today. TRMM contains a microwave imager (TMI) nearly identical to SSML as well
as an active microwave instrument, the precipitation radar (PR). Bauer (2001) used the new
instrument, TMI, as well as a new approach to measurihg precipitation: principal component
analysis (PCA). PCA identifies patterns of covariance in multivariate datasets by computing the
eigenvalues and eigenvectors of the data's covariance matrix. The eigenvectors span the

“observation space, and so each multi-variable observation can be reproduced by a linear
combination of the eigenvectors. The coefficient corresponding to each eigenvector is its
principal component (PC). The'eigenvalue corresponding to each eigenvector represents the
fraction of the data's variance explained by that eigenvector. Bauer related PC's, rather than a
single channel .or subset of channels, to rain rate, and--surprisingly--found that scattering effects
on TB8S reduced its usefulness in predicting rain rate; excluding TB85 from the data set prior to
PCA improved the correlation of the PC's with rain rate.

Petty (2001a) thk a similar approach, using PCA with SSMI TB's to analyze tropical
stratiform precipitation. He found that the ﬁfst EOF, whose elements were all the same sign,
corresponded to overall ice scattering intensity. The second EOF, with TB19 and TB22
deviations of opposite sign from TB37 and TBSS , represented the multi-channel rain signature
(ie. low-frequency rain emission and high—frequency ice scattering). The third EOF, dominated
by TB85 deviation, accounted for anomalously strong 85 GHz ice scattering. Interestingly, the
magnitudes of the components of EOF1 follow a power-law relationship, allowi.ng a frequeﬁcy-

dependent prediction of scattering attenuation.
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A fourth form of rain retrievél capitalizes on recent strides in fine-scale numerical

weather prediction (NWP) model resolution and microphysics. An NWP model is used to
produce temperature, humidity, and precipitation fields at cloud or sub-cloud scales. The
meteorological profile at each horizontal grid point is then used as input to a radiative transfer
model, typically a 1-dimensional plane-parallel Eddington two-stream approximation, to
compute upwelling ﬁicrowave brightness temperatures. The grid-scale brightness temperature'
field is then convolved to the resolution of the instrument being simulated. The simulation
results are stored, creating a library of brightness temperatures matching different precipitation
profiles. These libraries form the basis for Bayesian precipitation profile retrievals, which infer
the profiles from the library profiles best matching a set of observed brightness temperatures
(Kummerow 1996). An eﬁtensive series of papers spanning the 1990's and first half of this
-decade have focused on optimal techniques for creating these "cloud-radiation databases," and
improving NWP model microphysical assumptions to better match observed brightness
temperatures (Mugnai et al. 1990; Smith et al. 1991; Mugnai et al. 1993; Smith et al. 1994; |
Panegrossi et al. 1998).

| In the same vein, Panegrossi (2004) focused attention on mismatches between observed
Tropical Rainfall Measuring Mission (TRMM) Microwave Imager (TMI) TB's from Hurricane
Bonnie (1998) and simulated TB's from a University of Wisconsin Nonhydrostatic Modeling
System (UW-NMS) simulation of the storm. She demonstrated thét frozen hydrometeors can
have strong scattering effects on 37 GHz brightness temperatures, and reduced simulated vs.
oi)sewed discrepancies at this frequency by changing the model's hydrometeor éategorization of

low-density graupel (essentially rimed ice crystals) to snow, leaving the graupel category for
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héil. She also showed that anomaiously warm 85 GHz brightness temperatures could be caﬁsed
by emission from supercooled water droplets lofted into the upper troposphere by deep cumulus
convection and warm 10 GHz brightness temperatures by overly strong rain.

Just as SSMI and the TMI/PR combination each triggered a wave of rain rate and -
precipitation profile retrievals, tﬁe 1998 introduction of AMSU-A and -B, with a suite of window
channels well-suited for cloud water and precipitation profiling, spawned a large body of work
on microwave precipitation effects. Grody (1999) adapted his SSMI scatteriﬁg index for AMSU-
A use, using regression analysis to develop an expression for non-scattering B89 using TB23
and TB31. Grody then used an obéeryed TB89 more than 9 K colder than the predicted value to

distii_1guish areas of precipitation over both land and sea. |
Ferraro et al. (2000) describe the algorithms developed for operational use at NESDIS.
They quantify scattering by simply subtracting TB89 from TB23. Scattering indices > 3 K are
associated with stratiform rain; > 40 K with cumulonimbus convection. For each precipitation
type, Ferraro et al. derive raih rate using a power law with different coefficients for each type of
precipifation. A similar algorithm, with the benefit of AMSU-B's finer spatial resolution, uses
TBS89 - TBI150 as the scattering index. Bennartz et al. (2002) toqk a similar approach, using
AMSU-A TB89 or AMSU-B TB150 vs. AMSU-A TB23 to d_erivé categorical mid-latitude
precipitation. Weng et al. (2003) describe NESDIS' operational total precipitable water kTPW),
and cloud liquid water algorithms, which capitalize on the larger continuum water vapor
absorption with increasing frequency. Finally, Bennartz and Bauer (2003) compared the ice

scattering signature at 85, 150, and 183 GHz to each frequency's sensitivity to surface and water

vapor emission. They found 150 GHZ to be the optimal frequency for characterizihg scattering.
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it is less sensitive to surface emission than 85 GHz and, while 183 GHz channels are very
sensitive to scattering (Burns et al. 1997), 150 GHz is less sensitive than 183 GHz to emission by
variable water vapor content.

While the need for accurate precipitation rate and profile retrievals has motivated the
large body of work studying precipitation effects on window frequencies, comparatively little
has been done to study how precipitatioﬁ affects AMSU-A temper'ature sounding channels (TB4
through TB14; 52.8 to 57.29 GHz). Reale (2001) and Greenwald et al. (2004) recognize that
scattering can affect squnding channel TB's and point out that current global NWP model data
assimilation schemes reject radiances from precipitating AMSU-A fields of view. Such fields of
view are identified by cloud liquid water content >‘ 0.2 mm. Li and Weng (2002) found that
scattering 7B depression in the lowest tropospheric sounding channels (AMSU-A channels 4 and
5, with weighting functions that peak at the surface and near 700 hPa respectively) is well-
correlated with ice water path TWP) and sdmewhat correlated with liquid water pafh (LWP).

A known temperature profile is a necessary precursor to retrieving moisture profiles
using the 183 GHZJAMSU-B channels (7B18 through TB20), since vthé water vapor content
dictates what level each channel peaks at, but the temperature near that level dictates what the
actual 183 GHz TB will be. As a first step, then, in t_heir humidity profile fe;trieval algorithm,
Chen and Staélin (2003) r‘equifed temperatures from AMSU-A channels 4 through 8.
Recognizing that channels 4 and 5 could be strongly affected (several K) by precipitation
attenuation, they devised a scheme to predict 7B4 and TB5 precipitation-related perturbations at
AMSU-B resolution using the strong scattering sensitivity of AMSU-B TBI19 and TB20. They -

then corrected TB4 and TB5 using a regression relation with the TB19 and TB20 perturbations.
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Most recently, Bauer and Mugnai (2003) capitalized on precipitation attenuation of
sounding channels to develop a precipitation profile algorithm employing 60 and 118 GHz TB
from an aircraft;mounted microwave radiometer. Their Bayesian approach uses a profile library
developed from a numerical simulation of Hurricane Bonnie (1998) and 60 and 118 GHz TB's
predicted using a two-stream Eddington radiative transfer model. The retrieval is based on the

differential scattering susceptibility of 60 and 118 GHz channels that peak at nearly the same

level.

3.3. A 1-d Conceptual Model for Precipitation Effects on AMSU Brightness Temperatures

As we have seen, theory and previous studies demonstrate the strong susceptibility of

“high-frequency window channels to ice scattering. Chapters 4 and 5 will use radiative transfer

simulations and a sample of observational AMSU data to test the hypothesis that scattering

depression of high-frequency window channels (TB15 through TB20) can be used to quantify the

 scattering depression of 55 GHz temperature sounding channels (TB5 through TBS). Before

proceeding to those steps, this section présents a simple 1-D conceptual model té check the
feasibility of such an approach.

Figure 5.7 depicts the one-dimensional pléme—parallel model geometry. The ocean
surface is specular, with reflectivity ., and temperature T,,,. The troposphere is divided into
two layers: the upper troposphere, which is the area of primary sounding channel sensitivity, and
the lower troposphere, which lies below the bulk of the sounding channel weighting function.
The lower tropospheric layer has tefnperature T}, and transmittance t,a.‘ Sﬁperimposed on the

lower tropospheric layer is a rain layer with temperature Ty, transmittance f,q,, and single-
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Figure 3.7: Geometry of the 1-D plane-parallel conceptual model for hydrometeor effects

on AMSU window and sounding channel TB's.

The brightness temperature observed by

the instrument is the sum of 12 components (see text). Solid lines denote direct emission
paths while dashed lines denote reflected emission paths. T indicates a layer's temperature,
't its transmittance, and @ its single-scattering albedo.

scatter albedo @,,;,. Capping the rain layer is an ice layer with temperature Ty, transmittance

tice, and single-scatter albedo @j.,.. Above the cloud is an upper-atmosphere layer with T, and

t.e- The cosmic background temperature, Ty, is neglected. Two radiance streams--one upward

and one downward--are tracked. All scattering directs intensity from one stream into the other.

Multiple scattering is neglected.

The predicted 7B measured by the instrument is composed of twelve components:

1. Direct upward emission from the upper-tropospheric layer:

TBI =I:4a(1—tua)
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(Note that for a non-scattering layer, such as the upper troposphere, the sum of absorption and
scattering is unity. Kirchhoff's Law requires emissivity to ‘equal absorptivity, so the emissivity
of a non-scattering layer becomés (1-1).)
2. Dowhward émission from the upper-troposphere reflected by the ice layer and transmitted

back upward through the upper-troposphere:
TB, =T, (11,8, (-1, 1.,

3. Downward upper-tropospheric emission reflected by the rain layer and transmitted back‘
upWard to space:

TB, =T, (0~ 1,00 (U=t Mo a.
4. Downward upper-tropospheric erﬁissioﬁ reflected by the ocean surface and transmitted back
upward:

TB, =T, (1-t, ).t

£t

ice ram la seatla rain”icé” ua

5. Upward ice-layer emission transmitted‘to space:
18, =T, (11, 1. J.,
(For the ice and rain layers, where scaftering occurs, the layer's emissivity is (1-2)(1-@).)
6. Downward ice layer emission reflected off the rain layer and transmitted upward to space:
18, =1, =4 1=, 0 1=t Yt |
7. Downward ice layer emission reflected off the ocean surface and transmitted back upward:

TB, =T, (1 L, )(1 )

lCe )tramtla sea Ia rain”ice ua

8. Upward emission from the rain layer transmitted through the ice layer and upper-troposphere:

TB Tram (1 ram )(1 wram )twe ua
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9. Downward emission from the rain layer reflected by the ocean surface and transmitted back

upward:

TB 9 = ]'rain (1 - train )(1 _wrain )tla rseatlatraint ice‘tua

10. Upward emission from the lower troposphere transmitted through the rain, ice, and upper-

troposphere layers:

TB,, =T, (11, )t ...t

rain”ice"ua

11. Downward emission from the lower troposphere reflected by the ocean surface, then

- transmitted upward through all layers:

TB, =T, (1-t, )r t.t. .1 t

sea”la" rain” ice* ua

~ 12. Upward emission from the ocean surface, transmitted upward to space:

TB, =T, (1-r, ).t .t t

sea sea /*la” rain”ice”ua
(For the ocean surface, reflectivity and absorptivity sum to unity so its emissivity is (I - 7).)
The total brightness temperature measured from space is then the sum of these twelve

components:

1
+wice(1_t' )tua

ice
2
+ w-rain (1 - train )ticetua
2,2 L2
+ r:reatla trainticetua

t

ua

TB = J + T:'ce (1 - tice )(1 - zD.ice + wrain 1- train )zicetua
' Fr ittt

T(-1,

n'e

3.1
seatl t

- . a” rain’ice” ua
+ Train (1 - train )(l - m—rain )t ce tua|: :}
ea”la train

1
+r,,t
1
+ Tla (1 - tla )train tice z‘ua
+ ’:veat la
t .

T (U= 70 it it

sea sea /"la" rain”ice” ua
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Limiting cases of clear conditions, an opaque lower troposphere, an bpaque rain layer,
and an opaque ice layer highlight the effects of water vapor and precipitation at different
frequencies. For the limiting case of an atmosphere with no prccipitatibn (train = tice = 1):

701, i+ e,

sea”la®ua

sea’la

+T (1-r ).t

sea sea /*la’ua

1B

non—precip

For window channels, where t,, ~t;, =1, TB > T,, (1—r,,, )and the observed TB will be
approximately equal to that of the radiometrically cold ocean surface. For temperature and

moisture sounding channels, where #;, ~0 and #,, is small, TB - T, (1-1,, )+ Tt and the
observed TB will be nearly equal to the upper-tropospheric temperature, with a small

contribution by emission from the lower troposphere. As lower-tropospheric humidity increases,

and #;, goes to zero (faster at high-frequencies) due to WV absorption, 7B — T, and the

observed TB approaches the opaque lower troposphere's temperature.

For an atmosphere with an opaque rain layer and no ice:

B L= Tua (1 - tua )(1 + wrain t“a )
opaque _ warm _ rain + T (1 - wrain )tua

In this case, observed TB depends only on upper-troposphere transmittance and the rain layer's
single-scatter albedo. The Mie calculations in Sec 3.1 show that a'i,,;in is about 0.25 for low-
frequency window frequencies, and increases to ~ 0.5 at high—frequencies.'. t,a will be close to‘ 1
for window frequencies and TB —T,,, (1@, ). So the opaque rain is radiometrically cold for

high frequencies due to scattering, which limits its emission, while it appears warmer at low

frequencies where it emits more effectively. The low 1, limits the rain layer's effect on 55 GHz
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sounding channel 7B. In effect, only the bottom tail of the 55 GHz weighting function extends
down into the rain layer.

For an atmosphere with an opaque ice layer:
TB pague_ice = Tuall= 1, M1+ B, )+ T, (1=, ),

At low frequencies, ice extinction is very weak and it would be extremely difficult for an ice
layer to be opaque. At high frequencies, ice can be significantly opaque and its higher @ makes
it appear even colder at these frequencies than the opaque rain layer. In fact, if the upper-
troposphere is completely transparent and the ice layer is completely opaque, 7B will approach 0.

The 1-D plane-parallel geometry greatly exaggerates precipitation effects in comparison
with real-world observed TB's, because the full instrument field of view is never completely
filled with uniform deep convection [;roducin g opaque rain and ice layers like the ones modeled
here. Ihstead, localized areas affected by :raih and ice efnission and scattering are averaged with
large areas of ambient TB, muting the effect of the precipifation. Precipitating clouds should
appear warmer when modeled in 3-D for two reasons: Petty (1994) pointed out that when
viewed at oblique angles, the warm rain of a convectiv¢ cloud can be viewed through the side of
the cloud rather than through the icé layer capping it, reducing scattering attenuation.
Additionally, oéean surface reﬂec‘tion of the warm rain emission can occur for some geometries,
warming the radiometrically cold ocean surface's TB and counteracting some of the TB reduction
caused by ice scattering in the scene.

Table 3.1 summarizes modeled low-frequency window (TB31), temperature sounding
(TB55), and high-frequency window (TB89 and TB150) brightness temperatures using equation

(3.1) for ten different cases. Rain and ice layer transmittances and single-scatter albedos are
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Figure 3.8: Modeled TB89 and TB150 vs. TB31. Dashed curve depicts predicted 7B without
precipitation emission or scattering. Solid curve depicts modeled TB including precipitation
effects. Table 3.1 summarizes assumptions and results for each of the 10 cases depicted here.

inferred from the precipitation Mie properties preseﬁted in Section 3.1. The rain and ice
transmittances for higher frequencies are bdefined in terms of the 31 GHz transmittance, using the
ratio of each frequency's extinction coefficient to its 31 GHz counterpart. The temperature of
each layer is fixed. For window frequeﬁcies (TB31, TB8§, and TB1 505 the upper troposphere
layer is transparent, while for the temperature sounding channel (TB55) its transmissivity is 0.1.
Sea surface reflectivity is set. to 0.55 for TB31 ) decreasing to 0.35 for TB150.

Three cases contained no precipitation, but steadily increasing humidity, represented by |
decreasing window channél tio. This increased TB31 sli.ghtlvy (135 to 187 K), while increasing
TB&9 (180 to 254 K) and TB150 (195 to 270 K) more significantly.

| Adding a warm rain layer of progressively greater opacity continued to warm TB3]
slightly (195 to 209 K) while decreasing both the high frequency window channel TB's due to
vscattering (TB&9 drops from 254 to 169 K and TB150 drops from 270 to 160 K). TB55 also

begins to decrease (by as much as 1.5 K) as rain intensity increases, due to the rain layer
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replacing warm lower-tropospheric emission with radiometrically colder rain. Finally, adding an
ice layer atop the warm rain layer, and increasing its opacity, tremendously reduced the high-
frequency window TB's (to 144 K for TB89 and to 99 K for TB150), and continued reducing

TB55 (for a total reduction of about 2.0 K).

TB31 exhibits very little effect from either rain or ice, sO TB89 and TBI50 scattering
effects can be visualized by plotting them against TB31. Figure 3.8 depicts TB89 and TB150 vs.
TB31 for non-precipitating cases (dashed line) and précipitating cases (points). Figure 3.9 in turn

depicts the strong correlation between sounding channel brightness temperature reduction due to

precipitation, ATB55, and window-channel TB precipitation reduction.

Modal Soundmg ¥s! Wmdow TB Depression’

Mndel Soundmg V5! Wmdow‘TB Deprassion’

~50 -100. -,150 Ivj -2ﬁn <150 -100 -50. 1.
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T8 Depreséi’on'ﬁig)
Figure 3.9: Modeled TB55 depression vs. TB89 and TB150 depress10n for the 10 cases
summarized in Table 3.1.

3.4. Summary

This chapter has examined precipitation effects throughout the microwave spectrum, with

the goal of determining which other AMSU-A or -B frequencies may be useful for quantifying
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precipitation effects on the AMSU-A frequencies near 55 GHz used to measure upper-
tropospheric temperature. In summary, we have learned that:

¢ Humidity increas;as window chénnel opacity, especially for AMSU-A TB/ and TBI5

- through TB20, where humid atmospheres will be opaque

¢ Cloud droplet scattering is negligible and absorption is proportional to cloud liquid water.
Cirrus ic¢ crystals are small enough that they absorb and scatter negligibly in the
microwave spectrum.

¢ Rain emits at low frequencies (TBI and TB2) and scatters at high frequencies (TB15

| through TB20) |

¢ Snow does not significantly affect TBI or TB2 unless it is very thick, in whi.ch case it will
scatter weakly. Snow can scatter TB15 through TB20 significantly.

e  Graupel will scatter styongly at all frequencies, but especially for TB15 through 7B20.

¢ The atmosphere is, in general, mostly transparent for window frequencies (7B1 and TB2
and TBI5 thréu gh TB17), so they are sensitive to hydrometeors throughout the vertical
column. Thus, ATB for these frequencies is closely related to the column-integrated
liquid and ice water path. For temperature sounding (7B5 through 7B8) or moisture
sounding (TB]‘ 8 through TB20) channels, where the atmosphere is opaque due to O, and
water vapor absorption, respectively, ATB is only sensitive to hydrometeors that impinge
significantly on the weighting function for that channel.
The goal for Chapters 4 and 5 is to develop an émpirical scattering correction to AMSU-

A sounding channel 7B's based on the observed depression of high-frequency window channel

TB's. A low-frequency window channel, which is only weakly affected by scattering, will be




used to predict the non-scattering high-frequency window channel 7B. Principal component

analysis will also be explored as a multi-channel tool for predicting sounding channel effects.
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4. Simulations of Precipitation Effects on AMSU-A and -B Channels

Chapter 2 noted that the current CIMSS TC intensity algorithm infers MSLP from the
warm anomaly in 7B7 and 7B8. The goal of ihis and the succeeding chapter is to develop a
correction for precipitation effects on these channels. The conceptual model in Chapter 3
showed how deep rain layers impinging on these channels' weighting functions can cool TB by
replacing radiometﬁcally warm emission from the humid lower trppospheric with
radiometrically colder (owiﬂg to its ~ 0.3 single-scatter albedo) rain emission and reflected cold
upper-tropospheric TB's. Frozen precipitation particles in cumulus towers will affect TB7.and
TB8 more strongly than rain, by virtue of their greater proclivity to scatter (@ ~ 0.9 for graupel
and ~ 0.5 for snow). o |

Previous studies of precipitation effects on microwave radiation have shown the utility of
high-frequency window frequencies (8% GHz and 150 GHz) for quantifying scattering (Grody
1991; Petty 1994; Grody 1999). The conceptual model frorh Chapter 3 also showed that the
scattering-induced 7B depression at these frequencies correlates with the depression of sounding
channel TB's, despite the fact that window channels resbond to column integrated liquid and ice
quantities, while. sounding channels are only affected by liquid and ice within the influence of
their weighting functions. The purpose of this chapter is to verify that this relationship holds
under more realistic atmospheric profiles of humidity, cloud, rain, snow, and gréupel, at actual

AMSU-A/B frequencies and scan angles, and with a more rigorous treatment of absorptibn and

scattering.
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4.1. Model

Previous studies of microwave precipitation effects (Mugnai et al. 1990; Smith et al.
1991; Mugnai et al. 1993; Smith et al. 1994; Kummerow 1996; Panegrossi et al. 1998; Bauer and
Mugnai 2003; Panegrossi 2004) have coupled fine-scale numerical Weather prediction (NWP)
model output with a radiative transfer model (RTM) using 1-D plane paraliel geometry, and
(typically) the Eddington two-stream approxifnation, which considers a single upward and
downward intensity stream, each at a fixed incidence angle, and uses a ‘scattering phase function
simplified to for the limited number of possible scattering angles.

In the mid-1990's, Petty and other authors introduced Reverse Monte Carlo (RMC)
téchniqﬁes to microwave radiafive transfer modeling. The Appendix discusses details of
previous RMC models, as well as the one developed for this study. Briefly, RMC models trace

- photons backward from a sensor through a medium, following them as they are scattg:red
- (perhaps multiple times), and ultimately absorbed. RMC models make use of the reciprocity
theorem, which postulates that scattering affects photons identically regardless of which
direction they are traveling. The same phase function describes the probability of a forward-
traveling photon scattering into a given direction or the probability that a scattered backward-
traveling photon came from a given direction. Simiiarly, Kirchhoff's Law allows us to consider
the point at which a backward-traveling photon is absorbed to be the point at which the photon
would have been emitted had it been traveling in the forward direction.

The nature of RMC models enables any arbitrary 3-D geometry of absorbers and
scatterers to be consfructed, which eliminates the need for 1-D plane-parallel geometry and

 limited beam angles. The flexibility and fidelity of RMC techniques to the physical processes
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being siinulzited éomes at the price of very large computational expense. Each photon must be |
tracked backward through possibly many scattering events. Each of those events requires
generating a random path length to the next extinction event, randomly deterrhining whether the
extinction event results in scatterin g or absorption, randomly detefminin g the scattering
direction, then performing the associated propagation direction transforms, position updates, and
- absorption point book-kee‘ping.. A large number of photons is generally required for the RMC
results to convergé. Even then, some amount of random noise will still exist in the results. But
as computer speed and memory capacity continues to rapidly improve, RMC techniques are
becoming more practical. The reason for using in this application is to replicate scattering
processes as faithfully as possible and to allow generalization to 3-D geometry.

As discussed in Chapter 3, the Mie extinction and scattering properties for a collection of
particles at a point in space can be derived from the precipitation densities at that point. We need
to convert these densities to rain rates in order to use the Marshall-Palmer or Sikhon-Srivastava
empirical size distributions to determine the number density at each particle size. From the
particle size spectrum, we can use Mie theory to compute extinction efficienéy, single-scatter
albedo, and asymmetry parameter or the Mueller matrix e}ements. The Appendix discusses the
five-step process of translating a meteorological profile to Mie properties and then conducting

the RMC radiative transfer.

4.2. Data and Methodology
The goal of this simulation study is to simulate the AMSU-A and -B TB's produced by a

number of prescribed dry, humid, warm rain, tropical stratiform, and tropical cuamulonimbus
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precipitation profiles. Using the modeled TB's, we will compare sounding channel precipitation
attenuation with window channel precipitation attenuation. The attenuation is quantified by
comparing the simulated 7B's at each chaﬁnel with 7B's modeled with rain, snow, and' graupel
densities set to 0. Petty (2001a) constructed a 1-D cloud model for use with a RMC model to
study precipitation effects at Special Sensor Microwave Imager (SSMI) frequencies and fixed
view geometry. The clear/dry, humid, warm rain, and tropical stratiform profiles used in this
study are created using Petty's parametric rain cloud model, which uses 19 user-defined
parameters, along with detailed aggregation and conversion processes to generate realistic rain,
snow, and graupel profiles. |

Petty's model considers only droplets falling through still air, and is not intended for
convective situatioﬁs with strong updrafts, where, for instance, supgrcooled liquid or large rimed
graupel particles can be lofted to the upper troposphere. To obtain realistic tropical convective
profiles, output from a Mesoscale Model 5 (MMS5) simulation of Hurricane Bonnie (1998) was
used. This paﬂicular simulation was originally run at the NOAA Environmental Technology
Laboratory with the purpose of producing simulated radiances for an experimental geostationary
infrared sounding instrument. The simulation ran for 96 hours at 3-hour time steps from 0000
UTC 23 Aug 98 to 0000 UTC 27 Aug 98.  The model domain is a 297 x 249 horizontal grid with
6.7 km spacing and 59 sigma levels between reference pressure levels of 1000 hPa and 10 hPa.
The grid covered roughly 19° to 37° N latitude and 63° to 82° W longitude off the southeastern
United States. Version 3.4 of the MMS was used, with initialization data from the National
Center for Environmental Predictibn / National Center Atmospheric Research (NCEP/NCAR)

Reanalysis Project (NNRP). Physics package options selected for the run were: the Kain-Fritsch
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cumulus parameterization, the MRF (Hong-Pan) boundary layer scheme, the Reisner II
microphysics scheme (which features supercooled water, élow-melting snow, and graupel
riming), and the cloud-radiation scheme. Precipitation output at each grid point consists of bulk
densities for rain, snow, and graupel categories, as well as cloud liquid, cloud ice, and specific
" humidity.

19 different profiles were modeled. For each profile, the RMC model simulated AMSU-
A TBI through 7B8 and TB15 fér instrument fields of view (FOV's) 1, 5, 8, 11, and 15 and
AMSU-B TB16 through TB20 for FOV's 1, 11, 22, 33, 45. The channel selection covers all
.relevant temperature sounding, rﬁoisure sounding, and window channels; AMSU-A stratospheric
temperature sounding channels (TB9 through TB14) were omitted. The FOV selection is spread

evenly across scan angles from edge of scan (approximately 48 1/3° scan .angle, producing an

Table 4.1: Simulation Cases
» Cd | Cid TPW | CLW | Rain | Snow | Grpl

Tste | Zte Zwp | base | top (kg (kg (kg (kg (kg
Case | Description K |[km) |m) |Gm) |&m) {m) |md) [m) [m) |m)
1 Clear/dry 303 [44 16
2 20% RH 303 |44 16 ' 16.0
3 40% RH 303 |44 16 31.9
4 60% RH 303 |44 16 47.9
5 80% RH 303 {44 16 63.9
6 100% RH 303 |44 16 79.8
7 Warm rain 293 13.1 14 05 135 32.8 1.0 1.1
8 Warm rain 293 | 3.1 14 0.5 3.5 32.8 1.5 2.3
9 Stratiform rain 303 {44 16 1.5 7.0 68.1 0.75 |21 2.3 1.1
10 Bonnie(25) SW | 301 | 6.8 19 1.5 4.5 69.7 0.72 0.33 0.012 | 0.002
11 Bonnie(25) NW | 300 | 6.4 ‘19 7.0 13.0 77.9 1.6 6.2 33 16.6
12 Bonnie(25) Eye | 302 | 8.0 19 88.2 ~0 | ~0 0.91 0.068
13 Bonnie(25) SE 301 |64 19 1.0 5.0 82.0 0.27 0.057 | 0.34 0.047
14 Bonnie(25) NE | 301 | 6.1 19 2.0 8.0 82.9 0.82 2.6 0.79 0.67
15 ‘Bonnie(26) W 299 6.2 19 4.0 12.0 85.9 0.62 6.0 1.2 3.2
16 Bonnie(26) Eye | 301 | 7.2 20 0.5 2.0 98.0 0.13 0.007 | 0.008 | 0.005
17 Bonnie(26) N 300 | 64 20 0.5 12.5 89.6 1.2 35 |34 2.8
18 Bonnie(26) E 301 |62 20 1.0 3.0 83.1 0.46 0.039 | 0.11 0.030
19 Bonnie(26) S 301 | 64 19 0.5 2.0 91.0 0.16 14 2.1 0.75




Case 4: 60% Uniform Relative Humidity; No Precipitation

. Temiperature Protile
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Figure 4.1: (a) Profiles of temperature, water vapor, cloud water, rain, snow, and graupel used
for simulation case 4. (b) Resulting window channel weighting functions produced by the
reverse Monte Carlo radiative transfer model for AMSU-A channels 2 (31 GHz) and 15 (89
GHz), FOV's 1, 8, and 15 and for AMSU-B channels 17 (150 GHz) and 18-20 (183 GHz),
FOV's 1, 23, and 45. The top and bottom level weights indicate the fractional TB contribution

of the cosmic background and the ocean surface, respectively.




Case 8: Warm Rain
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Figure 4.2: Same as Figure 4.1, but for case 8.
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Case 9: Tropical Stratiform Rain
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Figure 4.3: Same as Figure 4.1, but for case 9.
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Earth-incidence angle of approximétely 60°) to nadir. 5000 photons were used for each channel
and FOV combination. The RMC code was run twice for each profile; once with precipi'tation.
included and once with rain, snow, and graupel removed (water vapor and cloud were left in
place). The precipitation attenuation, ATB, for each channel is computed by Subtracting the non-
precipitating 7B from the precipitating TB.

Table 4.1 summarizes the fnefeoroldgical conditions for each of the nineteen profiles.
Cases 1 through 6 were non-cloudy, non-precipitating scenes with temperature profiles from
Petty (2001a) and uniform relative humidity throughout the depth of the atmosphere ranging
from 0% (case 1) to 100% (case 6). The top half of Figure 4.1 depicts temperziture and water
vapor, cloud liquid, rain, snow, and graupel density profiles fqr Case 4 (60% RH). Profile 7 is
the oceanic warm rain profile from Petty (2001a), which consists of a somewhat dry atmqsphere
with cloud and rain confined below the freezing level. Case 8 (Figure 4.2) is modified to
increase the rain rate. Profile 9 is Petty's tropical stratiform rain profile, which has a thick snow
and graupel layer extending from the freezing level to 10 km (Figure 4.3).

' Figure 4.4 depicts cloud liquid water, column integrated rain water, and column
integrated graupel for the MMS5 Hurricane Bonnie simulation at 1200UTC 25 Aug 98 and 1200
UTC 26 Aug 98 (60 and 84 hours after forecast initialization). Profiles 10-14 are from 1200
UTC 25 Aug. At this time, the simulated hurricane had an intensity of 958 hPa. Five profiles
are arrayed in an "X" aroun(i the storm center: Case 10 is the southwest point, located in a
relativély clear érca; case 11 is located in inteﬁse spiral band precipitation to the northwest; case
12 is in the eye; cases 13 and 14 are in spiral band precipitatioh to the southeast and northeast

respectively. Figure 4.5 depicts the profile from the northwest spiral band and contains the
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Figure 4.5: Same as Figure 4.1, but for case 11.
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Case 15: Bonnie 1200UTC 26 Aug 98 West Spiral Band
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heaviest precipitation simulated in any of the cases. Profiles 15-19 are from Bonnie at 1200
UTC on the 26th, when the sifnulated Bonnie had improved its organization, intensified to 948
hPa, and was nearing landfall. These profiles are arranged in a "+" around the storm. Figure 4.6
depicts the profile from Bonnie's western spiraI band, and is representative of spiral band

precipitation.

4.3. Results

Accompanying each of the profiles in the top halves of Figures 4.1, 4.2,4.3, 4.5, and 4.6
are the AMSU-A and -B window and moisture chanﬁel weighting functions produced by the
RMC model from the profile in the top half of the figure. The weighting functions depict the
fraction of photons in the RMC modél that originate at each level. The Weighting functions also
include the fraction of photons emitted by the ocean surface or the cosmic background, and
include those weights at the bottom and top levels of the function respevctively.. For winciow
channels in less than opaque conditiéns, the sea surface and cold space are prime contributors to
the observed TB, and the proportions of each correspond to the sea surface emissivity and

| reflectivity, respectively, matching the frequency and scan angle.

Figure 4.7 depicts TB15 and TB17, the high-freq window channels, vs. TB1 and TB2, the
low-frequency windows, for each case and scan angle. Figure 4.8 does the same for TBI18
through TB20, the moisture sounding channels. In each plot, the modeled TB with precipitation
turned off in the RMC model is depicted as a dot, while the corresponding TB with precip
included is plotted with a circle. The dashed arrow tracks TB evolution as RH increases from 0%

to 100% in the cloud- and precipitation-free cases (1 through 6). The primary effect in these
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cases is on TBI18 through TB20, for which the atmosphere _rapidly becomes opaque (between 0%
and 20% RH, as indicated by the large 7B jump between cases 1 and 2) and their weighting
functions stratify with 18 highest. (~ 9i<m), 19 in the middle (~ 7 km), and 20 lowest (~ 4 km).
As RH increases, all three of these channels' TB decrease due to their weighting functions
ascending in the increasingly opaque atmoéphere.

- TB17 behaves similarly to TB20, since it is strongly affected by water vapor continuum
absorption; it rapidly increases with increasing RH to a maximum at around 40% RH, then
slowly decreases as its weighting function also ascends. The atmosphere ié remains slightly
transparent to the other high-frequency window channel, TB15, which is still increasing as RH |
reaches 100%.

Theré is an important difference in the low-frequency window 7B response to RH
incre;se. TB1 (23.8 GHz) is near the Wéék 22 GHz water vapor line, so it is more susceptible to
water vapor gmission and it increases much more With iﬁpreasing RH than TB2 (31.4 GHz). The
high-frequency and moisture sounding channels reach their peak values over a smaller range of
TB2 variation, then saturate and remaining relatively flat as TB2 increases. This should make
"TB?2 better for predicting no-scatter window and moisture channel 7B's because uncertainty in
TB2 will have little/no affect on relatively constant ﬁigh—frequency 1B oﬁce the atmosphere has
become opaque. By contrast, 7BI and TBJ 5 or TB17 increase together nearly linearly, so
uncertainty in 7BI anywhere along its range of values could infroduce large uncertainty in
predicted no-scatter TBIS or TB17 using TBI.

The warm rain cases (7 and 8), by virtue of their relatively low RH (TPW ciose to the

uniform 40% RH case) and the thinness of the rain layer, act very similarly to the cases with
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increasing relative humidity. They cause no appreciable scattering effect on any channel.

By coﬁtrast, the Petty 2001 stratiform rain case (9) introduces signiﬁcant scattering. It
consists of a "snow-generating layer"” extendin‘g from 10 km down to the cloud top at 7 km.
Accretion and conversion processes within the cloud then generate a mixed graupel and snow
layer extending down to the freezing level at 4.4 km. Snow melts instantaneously, while graupel
takes 0.5 km to melt, creating a bright-band (large graupel particles, with steadily increasing
water content, which giving them very large extinction coefficient and moderate single-scatter
albedo) near the freezing level. Rain extends to the surface. The combined net effect of these
precipitation contributors is an apbroximately 40 K warming for the low-frequency window TB's

due to rain emission. TBI8 is unaffected since the bulk of its weighting function is above most

- of the snow and graupel. TB19 is slightly affected, while TB20 and TB17 (with their similar

weighting function peaks) are hit hardest; both suffer a 70-80 K depression. TBI5 is éhanged
little because the increased scattering 7B depression caused by the ice-phase precipitation layer
is offset by emission from the thick rain layer, which replaces the cold sea surface. This is the
first case to exhibit sounding channel TB depression. As discussed in Chapter 3, this is due to
the reflecting ice layer impinging on the low-level tail of the sounding channel weighting
function, replacing warm lower-troposphere emission with reflected cold upper-troposphere
emission. |

~ Each of the two Hurricane Bonnie output scenes introduced a variety of profile types.
Both had a relatively clear, but humid, profile within the eye and in oné or two of the
surrounding points. Both scenes also produced profiles with weak to moderate spiral band

precipitation. This type of profile produces a 10-20 K increases in 7B2 due to rain emission, a

L]
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10-30 K decreases in TB15 and TB17 due to scattering, little effect on TBIS due to the height of
its weighting function, modest effects on the remaining moisture channels (~10 K depression in
TB1’9 and ~20 K depression in 7B20), and weak low- and mid-tropospheric temperature
sounding channel 7B depression, but little or no 7B8 depression.

The northwestern profile from the 1200 UTC 25 Aug 98 scene (case 11) produced a
profile with extremely heavy convective precipitation containing snow as high as 18 km and
graupel as high as 15 km. Thick cloud extends from 15 km down to the melting level at around
7 km, and heavy rain lies below. In this case, TB2 warms to about 240 K, the warmest value
seen in any of the simulated profiles, because bright-band emission and opaque rain completely
o'bscure‘ the sea surface. All of the high-frequency channels have sharp peaks in their wéighting
functions at around 12-13 km in the ice layer, and all of their 7B's converge to about 230 K.

That represents TB depressions ranging from
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82
ATB. Correlations are uniformly weak for ATBS8, and increase with lower-level channels.
ATB18 and ATB19 perform best across the board; with qorrela}tions approaching 0.9 for ATBS.
Figures 4.10 and 4.11 show scattering depression for each of the four sounding channels vs. both
high-frequency window channels'’ (4.10) and all three moisture sounding channels' (4.11) ATB.
Least-squares best-fit lines are superimposed.

Bauer (2001) and Petty (2001) demonstrated that principal component analysis was
useful for isolating multi-channel precipitation effects. Figure 4.12 depicts the first empirical
orthogonal function (EOF1I) of the standardized ATB for the combined set of low-frequency,
high-frequency, and moisture channels (ATB1, ATB2, and ATB15 through ATB20). This EOF
explains 72% of the variation in the data set. The sign of an EOF's elements is arbitrary, since
the sign of tﬁe corresponding principal components is chosen to produce the correct physical
result. Whaf is important is the relative magnitude of each element, and the sign of that
individual element with respect to the rest. For this EOf, ATB1 and ATB?2 are the opposite sigﬁ
of ATB15 through ATB20. This is consistent with rain émission warming the low-frequency
window TB's and scattering reducing the high-frequency TB's. Figure 4.13 depicts ATB for each
sounding channel vé. the first principal component of thé combined window channel ATB set
with accompanying correlations. Results are similar to using én individual high-frequency

channel ATB. The correlation with PC1 decreases ﬁom about 0.9 for ATB5 to about 0.3 for

ATBS.
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4.4. Discussion

The flatter curves for high-frequency and moisture channel 7B vs. TB2 indicate that TB2
is probably a better choice than TBI to use for predicting the no-scatter high-frequency 7B's.

TB1 responds strongly to both humidity variation and rain emission, while 7B2 is much less
sensitive to humid'ity.‘ Since we are interested only in precipitation effects, excluding TB1
humidity variation as a source of uncertainty in predicted no-scatter high-frequency 7B's should
increase their accuracy.

The best correlated high-frequency ATB for each sounding channel ATB is either TBI8 or
TBI9. However, it is significant to point out that the no-scatter TB values are known exactly in
these simulation cases. TBI8 depressions are very small (10 K at most), so it is doubtful--given
the uncertainty in no-scatter high-frequency 7B's predicted using 7B2--that in practice the no-
scatter TBI8 can be estimated with that degree of accuracy.

Principal component analyéis clearly highlights the multi-channel scattering signature,
but because of the redundancy of information provided by the scattering-sensitive high—
frequency channels, the first PC doesn't perform signifiéantly better than a single high-frequency
channel for predicting sounding channel ATB.

These results suggest that correcting TBS for precipitation scattering effects is gdingv to be
problemafic. Simulated scattering ATBS's were on the same order as the Monte Carlo statistical
noise, which suggests that scattering effects on channel 8 may not be discernable from real-world
sources of noise. The TB8 weighting function peaks near 15 km at nadir (higher at edge of scan),
O even in ‘vigorous eyewall convection, it is difficult for a significant number of frozen

hydrometeors to impact this channel significantly (just as it is difficult to affect TB18, which also
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peaks very high in the troposphere in humid conditions). A promising approach may be to use
moisture channels that peak near the same level to correct individual sounding channels, i.e.
TB18 to correct TB7 and TB8, TB19 to correct TB6, énd TB20 to correct TBS5.

The simulations in this chapter support the hypothesis from Chapter 3--ﬁame]y, that
precipitation scattering depression of sounding channel 7B's can be quantified by using the
depression in high-frequency window or moisture éounding channels. It appears that 7B2, which
is only weakly affected by scattering, will allow prediction of high-frequency no-scatter 7B's,
from which scattering depression can be determined. Then sounding channel ATB can be
inferred, and coﬁected for, by using the empirical relation between high-frequency and sounding
channel ATB. The next chapter presents analysis of observed AMSU-A and -B data and

develops such a correction technique, which is then used in Chapter 6 to improve TC intensity

_ estimates.
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5. Developing an Empirical Scattering Correction

The conceptual model presented in Chapter 3 suggested using a low-frequency window
channel to predict high-frequency window or moisture channel non-Scattering TB,ina manner‘
similar to the Grody (1991, 1999) scattering index. The simulation study in Chaf:ter 4
demonstrafed that scattering-’induced high-frequency window or moisture channel 7B depression
(ATB) from predicted no-scatter values is proportional to sounding channel 7B depression due to
precipitation. The simulation results also suggest that TB2 would be a better low-frequency
predictor of high-frequency no-scatter TB and that ATBI8 or ATB19 might be the best predictors
for sounding ATB.

This chapter will apply those concepts to a large set of observed AMSU data to verify
them in practice and develop an empirical correction for sounding channel precipitation effects.

Chapter 6 will apply the correction technique and validate the performance of scattering-

corrected TB's in the CIMSS AMSU-based TC intensity estimation technique.

5.1. Data and Methodology

Since a TC's upper—tropospheric warm anomaly may be on the order of 10 K, and the
simulated scat.tering effect on AMSU-A sounding channels was typically on the order of 0.1 to
10 K, it will be difficult to isolate the TB reduction caused by scattering if observed only near
TC centers. So this chapter Begins with an analysis of AMSU-A and -B data from tropical
scenes without a TC present.

For this analysis, four days of archived AMSU data are used: 01 Jan, 01 Apr, 01 Jul, and

01 Oct 2003. Three AMSU instruments were operational at the time, flying on the NOAA-15, -
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shape for each AMSU-B FOV in the 3 x 3 array with the AMSU-A 3 1/3°-width Gaussian beam
centered at the middle of the array produces each AMSU-B FOV's relative contribution to a
synthétic AMSU-A resolution FOV. The corner points of the 3 x 3 AMSU-B array contribute
0.096 each to the convolved 7B, the edge points contribute 0.1 18, and the center FOV
contributes 0.144. For all further analysis, AMSU-B data is first convolved to AMSU-A
resolution.

5.1.2. Limb Correction

Limb darkening, the decrease in 7B with increasing scan angle for tropospheric sounding .

channels, is caused by the longer slant path traveled through the absorbing atmosphere. This
effect can reduce observed TB by as much as 10 K from nadir to edge of scan as the weighting
function ascends to approximately the level of the next higher channel at nadir (for example, the
. channel 7 weighting function--which‘peaks' at approximately 250 hPa at nadir--peaks at about
150 hPa at edge of scan, the same level at channel 8 at nadir; see Figﬁre 2.15). In order to
maintain uniform sensitivity to a fixed atmospheric level across the full AMSU-A scan, a limb
correction technique must be employed, and the CIMSS AMSU-based TC intensity algorithm
follows the one developed by Goldberg et al. (2001). For each channel and FOV, a synthetic
limb-corrected TB is produced ﬁsirig a weighted sum of the channel and its neighbors above and
below. Goldberg et al. (2001) derived the coefficients of the weighted sum using a large sample
of AMSU data stratified by latitude, ocean or land surface, and time of year. The standard
deviation of the resulting limb-corrected TB's is within the instrument noise. The limb-
correction coefficients can be thought of as constructing a synthetic weighting function that

maintains its approximate shape and peak height across the scan line. By using limb-corrected
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sounding channel 7B's, the CIMSS TC algorithm ensures that a channel remains sensitive to
temperatures at a nearly constant level, regardless of scan angle. For this analysis, using limb-
corrected sounding 7. B's ensures tﬁat their sensitivity to hydrometeors will remain relatively
constant across the scan line as well.

Goldberg et al. (2001) were also able to produce limb-correction coefficients for the
window channels. This is less straightférward than for sounding channels because the window
channels usuélly have a strong surface contribution and each has a different response to
humidity. The authors chose channels 1, 2, and 4 as contributoré to the limb-correction for TBI
and 7B2 and channels 2, 3, and 15 as contributors to limb-corrected T7B15. This study, however,
intends to use each channel's tnique response to moisture, cloud, rain, and ice. Blending
multiple window channels by way of limb correction will mix these effects to different degrees
at different scan angles, complicating the task of quantifying scattering.

. A final note about limb correction: the coefficients derived by Goldberg et al. (2001),
and used in operations by the CIMSS TC intensity technique, produced a large amount of noise
(1 to 2 K) from FOV to FOV across a scan line. The u'nderlying'raw brightness femperatures all
vary smoothly across the scan line, indicating that the noisiness is produced by the limb
correction cocfficients. The noise in channel 8 is on the same order as the expected 7B
precipitation perturbation predicted by the simulation results in Chaptef 4. For this reason, new
_ limb-correction coefficients were derived for the sounding channels using this data set. The
resulting coefficients for channel] 8 are considerably smoother and feduce the FOV to FOV noise.
Those limb coefficienté are used to limb—C(.)rrect'AMSU-A sounding channels for all analyses in

this and the subsequent chapter.
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16, and -17 spacecraft (NOAA-17's AMSU-A has since failed). Each day's data includes
AMSU-A and -B scan lines which are completely over ocean and confined between 15° S and
15° N latitude. The over-ocean requirement eliminates any effects of land-surface emissivity on
the results. The latitude bounds were chosen to minimize the effect of tropopause height
variation on the results, particularly for AMSU-A channel 8, which is sensitive to temperature in
fhe upper troposphere near 150 hPa. The full sample contained 375,325 individual fields of view
(FOV). After the initial analysis using the TC-free tropical data, a second analysis was
conducted for comﬁarison, using 30 FOV x 30 FOV boxes centered on TC's from the 2003
Atlantic hurricane season. This additional data set contained 112,500 FOV's from 125 different
TC scenes.

5.1.1. AMSU-B to AMSU-A Convolution

Since AMSU-B has 3 times finer resolution than AMSU—A, some. method needs to be
used to convolve AMSU-B brightness temperatures from their native resolution to the same’
resolution as the AMSU-A FOV's with which they will be used. Bennartz (2000) demonstrated a
convolution method using a Backus-Gilbert technique on observed AMSU-B data. The resulting
convolution coefficients account for both the instmment resolution differences as well as
asymmetries in instrument response across the scan line.

The convolution approach used for this analysis is simpler and does not account for
variation in antenna response and co-location across the inst_:ruments' scan lines. AMSU antenna
pattems consist of a strong main lobe centered on the instrument line of sight, with half-power
beam-widths of 3 1/3° for AMSU-A and 1.1° for AMSU-B. Each AMSU-A FOV corresponds to

a 3 x 3 array of AMSU-B FOV's. Convolving the 2-dimensional 1.1°-width Gaussian beam
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brightness temperatures (in K) from NOAA-16 on 01 Jan 03.
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5.2. Results

Figures 5.1 through 5.4 are images of AMSU TB's from one satellite (NOAA-16) oﬁ one
of the four days (01 Jan 03) for the western hemisphere. Five ascending orbits and seven
descending orbits throughout the day are merged to form a single image, which accsunts for the
discontinuities in the images. A scan line is only used if it is completely over ocean (a
requirement driven by the limb-correction development process), so large swaths of data are
missing around South America and Africa.

Figure 5.1 depicts AMSU-A window channels: 1,2, 3, and 15. A TB gradient from nadir
to edge of scan is evident for each channel. It is caused by limb effect in the humid tropical
atmosphere. TB1 and TBI5 are very sensitive to humidity, so strong meridional gradients are
observed in these channels approaching the convection in the intertropical convergence zone
(ITCZ). TBé is relatively unéffeéfed by humidit}EI so it exhibits a very sharp 7B gradient at.thve
edge of the ITCZ precipitation. 7B3 is msre difﬁcult to interpret because it is seﬁsitive to lower-
tropospheric temperature, in addition to sea surface emission and humidity. It is not particularly
useful for our purpose of predicting high-frequency TB. The strong mesoscale convective
system (MCS) affécts several FOV's near 7° N 120° W and offers a good example of the multi-
channel scattering signature. It exhibits a strong warm signal in 7B2, which contrasts sharply
with the strong depression in 7BI15. Discussion of the following images will focus on this MCS.

Figure 5.2 shows limb-corrected AMSU-A temperature sounding cﬁannels. TB4 has
strong surface ssnsitivity, $o rain emission blocks the radiometrically cold sea surface (as well as
possibly increasing sea sfc emissivity as falling rain roughens it)‘ The MCS causes about 5 K

depression in TB4. The TB5 weighting function peaks near 700 hPa, and it contains a small, but
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bottom), NOAA-16, 01 Jan 03.
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non-negligible, surface component. Some rain warming is evident in this channel, as well as
about 2 K of scattering 7B depression by the MCS. TB6 is sensitive to 400 hPa and has no
surface contribution. Zonal 7B variation becomes the larges.t source of variability for this and
higher sounding channels. The MCS causes about 1.5 K scattering depression. TB7 (250 hPa)
suffers a 1 K reduction by the MCS. Whatever scattering effect is present in 7B8 is lost among
about the approximately 0.5 K of noise in the scene, -consistent with Chapter 4's conclusion that
scattering effects on 7B8 will be hard to quantify.

Figure 5.3 depicts AMSU-B window channels (TB16, 89 GHz, and TB17, 150 GHz)
convolved to AMSU-A resolution. While they use the same frequency, the convolved AMSU;B
TB16 is about 10 K colder than AMSU—A‘ TB15 in scattering areas due to better ability of

- AMSU-B to resolve finer details that get émootﬁed by AMSU-A resolution. Even after
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Figure 5.3: AMSU-B window channels (TB16 and TB17 top to bottom) convolved to AMSU-
A resolution.
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Figure 5.4: AMSU-B moisture sounding channels (7B18 through TB20 top to bottom)
convolved to AMSU-A resolution. NOAA-16 on 01 Jan 03.
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convolution, the coldest AMSU-B FOV's contribute strongly to cooling the full FOV. The TB17
weighting function is above surface in humid tropical conditions, so the scene is a relatively
uniform 280 K background with cooler TB's in precipitation and strong 7B reduction by the

“MCS, which actually consists of several diffuse cold spots in TB17, instead of single sharp

maxima observed in other window and sounding THB's.

| AMSU-B moisture channels (7B18 through TB20, 183.31 +/- 1, 3, and 7 GHz) é.re shown
in Figure 5.4. The progressively lower weighting functions of TBI18, TB19, and TB20 are
evident in the increasing background TB. As cﬁannelé penetrate deeper, they experience greater
scattering 7B depression. TB18 is reduced the least (but still # considerable amount) by the .
MCS, while TB20 appears similar to TB17, a result of their very similar weighting functions in
humid conditions. An important feature to note is the large-scale variation of 20-40 K 7B in
eacﬁ channel, caused by large-scale variation in precipitéble water across the ocean basins.

Figure 5.5 contains scatter plots of each high-frequency window or moisture channel vs.

TB2. The TB15 and TBI 7 curves qualitatively match the simulation-predicted results (Figure
4.7). Each follows a well-defined logarithmic curve from (TB2, TB15) ~ (150 K, 200 K) to
(IB2, TB15) = (200 K, 270 K) as relative humidity (or slant path) increases. TB15 then
decreases vélith increasing TB2. The simulation results showed that this ié scattering-induced.
Similarly, TB17 undefgoés sharp initial rise with T7B2 followed by quick drop as scattering
rapidly becomes important. TBI8 through TB20 are also qualitatively similar to the simulation |
results. Each channel begins with a high 7B (low weighting function peak) at low TB2. TBI 8-
through TB20 then decrease with increasing TB2 due to the weighting function rising. The more

sparsely populated triangular region of depressed TB for channels 18-20 appears to be a
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Figure 5.5: AMSU-A TBI5 and AMSU-B TB17 through TB20 (convolved to AMSU-A
resolution) vs. AMSU-A TB2 for all FOV's used in the tropical ocean scenes shown in Figures
5.1-54.

scattering effect. Note thét, despite little scattering effect in the simulations, TB18 does exhibit
some depressién.

Figure 5.6 depicts the same, except for 75,319 FOV's within 1000 km of a TC center.
Land was not filtered out of these scenes. For land FOV's, the high surface emissivity makes all
window TB's large. Each plot has a cluster of clear land scenes in its upper right; this is most
distinct in T7B15 and TB17. A dense line of points connects this land cluster to the épaque
humid/cloudy atmosphere point (TB2, TB15) = (200 K, 270 K). Similar dense lines of points
(most visible in TB15, TB17, and TB20) connect the land cluster and the opaque humid/cloudy
curve to a point near (TB2, TB]5) = (260 K, 200 K) or (TB2, TB17) =~ (260 K, 140 K).

There are similar, but less distinct, land clusters in TB? 8 through TB20 (all of whose

surface contributions are usually weak), along with triangular regions funneling points toward a
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Figure 5.6: Same as Figure 5.5, but for 2003 Atlantic hurricane scenes (with land FOV's
included). Dashed circles highlight multi-channel 7B's from clear ocean scenes,
humid/cloudy scenes, clear land scenes, and FOV's filled with convective prec1p1tat10n
Dashed line indicates approximate no-scattering TB's.

limiting point near 7B2 = 260 K. The maximum depression occurring for each channel near TB2

=260 K is likely caused by FOV's completely filled with deep cumulus convection. Points along

the denser lines are clear scenes over ocean or land with varying fractions of convection within

the scene. Points within the triangle bounding the three limiting points each contain some mix of

land, ocean, clouds, and convection.

Since the observed 7B is a weighted average of the different constituent scenes within the

FOV, the amount of convection filling a scene can be estimated by how far its point in TB2-TBx

space is pulled away from the non-scattering line and toward the limiting convective point. This

is essentially what the ATB from the simulations in Chapter 4 was measuring. By measuring
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how far the high-freq window or moisture channel TB is depressed from the no-scatter line, we
obtain a proxy for the fraction of the beam filled with scattering precipitation.

The data samples depicted in Figures 5.5 and 5.6 form the basis for the following

empirical relations for the predicted high-frequency non-scattering 7B as a function of TB2:

(~529.9+7.8234xTB2 - 0.01909x TB2> TB2 <200K
15

TB15,,., =4270+ —ég(TBZ —200) 200K < TB2 < 285K
|TB2 . TB2>285K
(~1387.6+19.68xTB2~0.05794xTB2>  TB2<170K

TB17,,,, ={285 170K < TB2 < 285K
|\7B2 o TB2 > 285K

TB18,,, = 240K

TB19,,, = 260K

TB20,,, = 280K

pred

Sounding channel TB depression is caused by rain and ice that fills the beam both
horizontally and vertically, since precipitation that doeén't reach the level of sensitivity of a
channél's-weighting function won't affect it significantly. So each channel will have a différent
slope felating its scattering ATB to that of a high-frequency window or moisture channel. Figure
5.7 shows scatter plots of limb-corrected TB7 and TBS vs. ATB15 and ATB19. Dashed lines
overlaid on the plots are least-squares best-fit liﬁes for points with high-frequency depressions
exceeding one standard deviation. As predicted by the simulation results, TB8 has the weakest
scattering reduction signature. The bimodal TB8 distribution is éaﬁsed by seasonal variation in
tropopause height; the 01 Jan 03 and 01 Apr 03 average TB8 is 215.5 K while tﬂe 01 Jun 03 and

01 Oct 03 average TBS8 is 216.5 K. Table 5.1 summarizes sounding channel vs.

window/moisture channel depression correlations.
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Table 5.1: AMSU-A limb-corrected temperature sounding
channel TB correlation with window/moisture channel ATB

ATB15 ATB17 ATB18 ATB19 ATB20

ATB8 . .079 053 044 - 070 031
ATB7 24 - .24 37 .39 22
ATB6 37 39 47 49 40
ATBS5 59 - .59 .50 .56 57

n=37573 n=25711 n¥2947 n=5506 n=55951
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The nearly linear relationships evident among Jimb-corrected sounding TB and
window/moisture TB depressions should make it straightforward to correct for scattering by
.simply adding the product of the slope and the window/moisture channel depression. There is a
complication, howevef. Figure 5.8 depicts limb-corrected sounding channel depression vs. TBI5
and TB19 depression at three different radii from storm center in the 2003 Atlantic’TC scene
data. Points at 500 km and 1000 km from storm center have nearly identical slopes as obtained
from the tropical ocean scenes. But points within 100 km of storm center appear to have
significantly larger slopes, especially for TB7 and TB8T For all radii, there is a large cluster of
points with small window/moisture depression. But at small radii, the TC warm anomaly is
reflected in the much greater spread in sounding channel 7B. It is this population which appears
~ to have the greater slope.

There are at least two possible explanations for this discrepancy. The first is simply that,
while all tropical convection is weak by mid-latitude standards, it is slightly stronger in TC
eyewalls and spiral bands than it is in the tropical oceans in general. Cecil (2002) used the
Tfopical Rainfall Measuring Mission Miérowave Imager and Precipitation Radar to show that
. TC eyewall convection tends to have higher radar reflectivity at higher altitudes than general
oceanic convection, as well as colder 85 and 37 GHz polarization-corrected temperature (PCT;
i.e. greater ice scattering). Figure 5.9 from Cecil (2002) compares the radar reflectivity profiles
in different tropical convective settings. Saturated parcels start their ascent in either the TC
eyewall ora tropical cumulonimbus cloud with approximately the same moisture content--that of
a saturated parcel at a sea surface temperature near 300 K. High-frequency window channels are

. primarily sensitive to the vertically integrated water and ice content--which should be
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Figure 5.9: Tropical Rainfall Measuring Mission (TRMM) Precipitation Radar (PR)
cumulative reflectivity profiles for (left to right) TC eyewalls, TC inner rainbands, TC outer .
rainbands, tropical oceanic convection, and tropical continental convection. Bold contours
are 50th and 99th percentile of the cumulative distribution. Dashed line is overlaid at 15 km
alritude (approximately the level of AMSU-A TBS8 weighting function peak). From Cecil
(2002).

Height (km) )

approximately the same in either eyewall or general tropical conditions--while a sounding
channel is sensitive only to the scatterers that reach the level to which its weighting function is
sensitive. Said differently, the mechanically-driven ascent in the TC eyewall may be able to loft
the same li(iuid and ice content to a higher altitude than the weakly buoyant moist ascent in a
convective hot tower in the inter;tropical convergence zone (ITCZ), thus affectih g upper-level
sounding channels more for the same window channel depression.

A second, related, explanation is based on the difference in the ambient ehvironment
surrounding fhe convective updrafts. By the time a TC forms, the radially confined heat released
by the organizing convection has created a nearly moist lapse rate through the troposphere, so
convective updrafts in the eyewall and inner spiral bands are nearly isothermal with the
surrounding environment aloft. Away from a TC, convective updrafts occur in an unsaturated
environment where pércels are radiating to space and sinking subsiding evefywhere outside the
convective updrgft (thus the requirement for hot towers as articulated by Simpson et al. 1998).

So the mid and upper levels in the tropics can be considerably cooler and drier than the warm,
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saturated environment in the immediate vicinity of a TC center. The convective cell affecting a
sounding channel is averaged with the TB contribution from the rest of the 3-D volume of the
FOV. In the isolated tropical convective cell, the updraft core may be substantially warmer than
the surrounding environment, so the TB depression caused by scattering competes with warming
contributed by the updraft itself.‘ For convection in and near the TC eyewall, though, the
updraft's temperature is nearly eqﬁal to its surroundings, so scattering can depr¢ss the sounding
channel 7B without competition from the sensible heat added by an isolated hot toWer's core.
Figure 5.10 illustrates conceptually the disparate effects of scattering precipitation on AMSU
high-frequency Window and temperature sounding channels.

Whatever the physical mechanism, it appears necessary to apply a larger sounding vs.

window/moisture 7B depression slopé to correct for scattering in proximity to a TC center.

AMSU TB7 FOV AMSU TB15 FOV
TG'r?):?;:: Net effect:
Ervironment small - ATB
Net effect:
~game - ATB
TC Eyewall \ Net effect:
; Environment larger - ATB

Figure 5.10: Conceptual diagram of ambient environment modulation of sounding channel
scattering 7B depression. AMSU-A sounding channel (e.g. TB7) FOV (left column) and high-
frequency window channel (e.g. TB15) FOV (right column) for isolated tropical convective cells
in the ambient tropical environment (top row) and eyewall convection (bottom row). Window
channel ambient environment (the opaque humid lower troposphere) and scattering by
hydrometeors are the same in both cases. Sounding channel ambient environment is cooler for
isolated tropical convection so warm convective core counters some of the hydrometeor
scattering effect. Sounding channel ambient environment and convective core temperatures are
approximately equal, so scattering acts unopposed. Net effect is larger sounding channel ATB
for the same window channel ATB in TC eyewall convection.
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Table 5.2 summarizes the slopes for the general tropical convection case (weaker slopes) and the

Table 5.2: Sounding ATB vs. window/moisture maximum A7B slope
for near-TC cases and general tropical cases

ATB15 ATB17 ATB18 ATB19 ATB20
max  general | max  general | max  general | max  general | max  general
ATB8 | .028 .0060 020 .0015 .093 .0029 030 .0030 .032 0012
ATB7 | .058 013 029 .0045 11 019 055 012 .031 .0058
ATB6 | 070 032 072 .012 13 .038 078 026 .042 017
ATB5 | .086 067 043 .025 .14 .069 065 .048 052 031

maximum slope observed within 100 km of the 2003 TC centers.

The correlation coefficients in Table 5.1 indicate that ATBIS8, ATB19, and ATB15 are best
correlated with sounding channel depression. These three predictor channels are each tested for.
their ability to improve the correlation between TB7 and TB8 warm anomaly and TC MSLP. For
each of the three candidate predictor channels, three correction methods are tested. The first
correction method used only the sounding ATB vs. high-frequency ATB slope derived from the
non-TC tropical data set. The second method used the maximum slopes from Table 5.2 for
FOV's within a 3 x 3 box centered on a TC's estimated location and the weak non-TC slopes
elsewhere. The third method used the average of the weak and strong slopes for the 3 x 3 storm-
centered box and weak slopes elsewhere.

Testing data for this chapter and Chapter 6 was a set of 497 AMSU observations of
Atlantic basin TC's from 1998 to 2004. Each AMSU overflight was coincident (within +/- 3
hours) with an aircraft reconnaissance MSLP observation, which serves as ground truth. For
each AMSU overflight, a 30 FOV x 30 FOV box is centered on the storm's position, which was
interpolated from post-analyzed best-track data. AMSU-B TB's were convolved, as described in

Section 5.1, and stored along with the AMSU-A TB's for the 30 x 30 FOV array.
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The desired scattering correction is applied (Figure 5.11 is an example of the 7B15-based

scattering correction applied to limb-corrected TB7 and 7B8) and the TB7 and TB8 warm

anomalies are computed as follows:

el N

Limb-correct the raw sounding channel 7B's

Compute the predicted no-scatter TB15 (or TB18 or TB19) using TB2 -

Compute ATBI15 (or ATB18 or ATB19)

If ATB15 (or ATB18 or ATB19) is less than zero, multiply it by the appropriate sounding
channel slope and add the absolute value of the result to the limb-corrected sounding
channel 7B

For each FOV adjacent to the interpolated storm position:

a. Compute the environmental brightness temperature, 7By, using up to 4 FOV's
spaced +/- 8 FOV's in the along- and cross-track directions from the FOV being
considered :

b. ATB7 or ATBS is the difference between the selected FOV's TB and TB,,,.

Pick the largest ATB7 or ATBS from the array of FOV's surrounding the center.

The full dataset is divided into a 249-sample test set, used to de\}elop regression

coefficients, and a 248-sample validation set. Table 5.3 summarizes correlations between ATB7

or ATB8 and TC MSLP for non-corrected TB's and each of the nine scattering correction methods

tested.
Table 5.3: Comparison of TB7 and TB8 Anomaly Correlation with TC MSLP, n=248
Scattering TB15 TB18 TB19
correction
method None | general max  average | general max  average | general max  average
TB7 warm
anomaly
correlation | .803 .856 886 . .899 .830 647 797 753 340 528
TB8 warm
anomaly
correlation | .872 .889 .899 .903 875 646 .810 .865 .569 720

Surprisingly, TB18- and TB19-based scattering corrections reduced the correlations,

dramatically in some cases. Variation in humidity causes considerable variability in the height at -
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Figure 5.12: Channel 7 (left column) and 8 (right column) scattering correction effect on
environmental 7B (top row), warm 7B (middle row), and ATB (bottom row) for 248 Atlantic
TC cases from 1998-2004.
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which the TB18 and TB19 weighting functions peak, causing a wide range of TB variability (20 -

30 K) not attributable to scattering. In proximity to a TC center, where there may be a

considerable area of near saturation, these channels' weighting functions would rise and reduce

TB18 and TB19, independent of any scattering effects. This rhay be causing them to over-correct

the sounding channel 7B's.

TBI5-based scattering corrections, however, improved correlations for both ATB7 and

ATBS. The best performance is obtained using the averaged weak and strong slope near storm

center and the weak correction at large radii. Since the scattering correction is applied to all

FOV's in the 30 x 30 array, it has potential to affect both TB,,, and the warm pixel TB. Figure

5.12 depicts pre- and post-correction TB,,,, warm 7B, and ATB for channels 7 and 8. Figure 5.13
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includes four scatter plots of uncorrected and corrected ATB7 and ATBS8 vs. MSLP. The

reduction in scatter is especially dramatic for ATB7.

5.3. Discussion

The results presented in this chapter explain the physical mechanism underlyiﬁ g
variability in TB2 and high-frequency window/moisture channel space. They demonstrate that
TB2 can be used effectively to estimate 7B15 or TB17 in the absence of precipitation effects (due
to the TBI18 through TB20 variability caused by humidity, 7B/ is less effective at pinning down |
what those TB's should be in the absence of scattering). ATB15, ATBIS8, and ATBI9 have the
most robust relationship with limb-corrected sounding channel ATB, and of those three channels,
TBI15 is the only one that improves the correlation between upper tropospheric warm 7B

anomaly and TC MSLP. In Chapter 6, the TB15 scattering correction method will be applied to

CIMSS' AMSU-based TC intensity estimation algorithm.
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6. A Precipitation Correction for the CIMSS AMSU-based TC Intensity
Estimation Algorithm

| Chapter 5 built on the theoretical basis from Chapter 3 and the simulation study results
from Chapter 4 to develop an empirical sounding channel precipitation correction. In Section
5.3, it was shown that the correction substantiélly improved ATB7 and slightly improved ATBS
correlations with TC MSLP. This chapter will apply the same precipitation correction method to

the current CIMSS AMSU-based TC intensity algorithm and study its impact.

6.1. The Current CIMSS Opefational TC Intensity Algorithm

The CIMSS algorithm is one of two AMSU-based techniques currently providing near
real-time intensity estimates to TC warning centers. The othér is the CIRA technique described
in Section 2.3, which uses gridded AMSU retrieved teniperature fields.

The current algorithm builds on the pfevious work of Kidder et al. (1978) and Velden and
Smith (1983), and has undergone several evolutionary changes since its inception. In its original
form, the aigorithm corrécted for sub-sampling using Merrill's (1995) warm anomaly structure

_ retrieval initialized with a storm size estimate derived from the Laplacian of AMSU-B 89 GHz

TB's (Brueske 2001; Brueske and Velden 2003). Kabat '(2002) introduced a ATBS regression
relation, in addition to the existing ATB7 relation, along with logic governing when to choose a
TB8 MSLP estimate over a TB7 estimate. Herndon et al. (2004) replaced the warm anomaly
retrieval and TBI6 size estimate by using an external TC radius of maximum wind (RMW)
estimate from a TC warning center as a proxy for the horizontal extent of the warm anomaly.

Using the RMW compared to the known FOV size, Herndon et al. developed an MSLP size bias
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Figure 6.1: CIMSS AMSU-based TC intensity estimation algorithm flowchart. The dashed
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correction, and noting that the warm anomaly vs. MSLP relationship was slightly non-linear,
introduced two regression slopes for each channel, to be used according to the strength of the
warm anomaly. Figure 1isa ﬂov&%chart outlining the current algdrithm.

The two most significant recent changes with respect to precipitation effects were the
inclusion of ATB8 by Kabat (2002) and the growth of its influence on the final MSLP estimate
with changes implemented by Herndon et al. (2004). Currently a channel 7-based MSLP
estimate is only chosen in weak cases (47BS8 < 1.2 K) where channel 7 yields a lower MSLP
estimate than TB8. As noted in Chapters 4 and 5, channel 8's weighting function peaks high
enough in the troposphere as to make it only weakly susceptible to precipitation effects, and to
méke correction problematic. |

Sourcés of error in the current al gorithm include: instrument noise (tenths of a K),
bracketing of the warm core between adjacent fields of view (could introduce errors comparable
to the warm anomaly magnitudé itself); subfsampling of the warm core by the large instrument
FOV, especially at large scan angles (again, could introduce error comparable to warm anomaly
magnitude), and precipitation effects, which for. TB7 and TBS are on the order of 2 K and tenths
of a K, respectively. The presence of the other sources of error imboses a limit on how well the
algorithm can perform, even with a perfect scattering correction. CIRA's algorithm, the V.,
technique described in Spencer and Braswell (2001), and the CIMSS algorithm have all
- converged to very nearly the same accuracy figure, suggesting that each technique may be

squeezing as much accuracy out of the current instrument as possible.
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6.2. Precipitation Correction Methodology
The details of the precipitation method wefe discussed in Chapter 5, but are outlined
again here:

1. TB2 is used to predict TB15 in the absence of scattering

—-529.9+7.8234 TB2—0.019093 TB2* if (TB2 < 200;humid scenes)

pred = 270+§(T32—200) if (200 <TB2 < 285; cloudy land scenes)

TB2 if (IB2 > 285;clear land scenes)

1B15

2. If TBI5 is depressed below this predicted value, the difference is multiplied by the
empirical Sounding ATB vs. ATBI5 slope found in Chapter 5 to obtain thé soundihg
channel 7B correction.

3. For AMSU TB's within 2 FOV's of the TC center, a stronger 7B correction slope is used,
which averages the slope found Chapter 5 for the general tropical convection cases with
the slope observed in TC cases. Table 6.1 summarizes these sounding 7B correction

slopes for use with ATBI5.

~

Table 6.1: Sounding channel 7B vs. ATB15
precipitation correction slopes

Channel General slope  TC core slope
8 .006 017
7 013 036
6 032 051
5 067 075

6.3. Validation data set
The data set used for this validation effort consists of 497 AMSU observations of TC's.

Historical storm positions, intensities, and RMW at six-hour intervals were obtained from the
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National Hurricane Center's TC Best Track dataset. Using archived orbital elementé for the
NOAA satellites and the best-track storm positioné, each AMSU overflight of a known TC since
June 1998 (when the first AMSU instrument flew on NOAA-15) was determined. From that
large listing of overflights, times within 3 hours of a WP-3D or WC-130 aircraft reconnaissance
observation of the storm were selected. AMSU data fo_r the selected overflights were obtained
from the AMSU archive at CIMSS, supplemented by data obtained from NOAA's
Comprehensive Large-Array Stewardship System.

Aircraft reconnaissance MSLP is taken to be ground truth for this stﬁdy, but it has several
sources of error. First, the MSLP is determined either from a dropsonde, which has accuracy of
1 hPa (Hock and Franklin 1999), or by extrapolating MSLP from the temperature and pressure
aloft, which can have substantially larger error. ‘Second, the sonde is dropped as nearly as
possible to where the crew believes the storm center to be, but this position may be in error,
causing the true minimum in sea-level pressure to be missed. Third, since the AMSU overflight
and reconnaissance observation are not exactly coincident, storm intensity change during thé
interim may also add error on the order of a few hPa.

The precipitation-corrected TB7 and TB8 anomalies will have a different MSLP
relationship than their uncorrected counterparts, so the MSLP regression coefficients and size
bias correction coefficients are re-derived after scattering correction. To avoid over-ﬁfting, the
data set is divided in half, wifh the 249 odd-numbered observations used to obfain the regression

coefficients and the 248 even-numbered observations used for validation.
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6.4. Cleaner TB7 or TB8 vs. MSLP Relationship from Scattering Correction

As noted in Chapter 5, scattering correction improves the correlation between TB7 or TBS

anomaly and MSLP, so before studying performance of the current CIMSS algorithm, we note

that a simple linear regression of 7B7 anomaly achieves 12.4 hPa RMSE (a 3.6 hPa

improvemeht) and 7B8 anomaly achieves 12.2 RMSE (a 1.2 hPa improvement). As Herndon et

al. (2004) noted, AMSU will sub-sample the warm anomaly in cases where the RMW is small

and the instrument FOV is large; this becomes a significant error source for estimates at large
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scan angles. If a multiple regression bias correction, using RMW and FOV is applied to the
single-channel estimates, RMSE improves to 9.3 hPa (for channel 7) and 9.0 hPa (for channel 8).
These RMSE values are comparable to non-scattering corrected RMS errors for the CIMSS
algorithm. Figure 6.2 includes scatter plots of AMSU channels 7 and 8 MSLP estimates vs.

aircraft-measured MSLP with and without scattering correction.

6.5. CIMSS Algorithm Pérformance Improvement

Figure 6.3 is the same as Figure 6.2, but for the CIMSS two-channel algorithm. RMSE
and -averagevmean error imbrovement (summarized in Table 6.2) are more modest. Two reasons
explain why:» First, as noted above, as the algorithm has evolved, it has become very TB8
centric. TB7 estimates only come into play for weak TC's, and even then, only when channel 7
estimates a lower MSLP than channel 8 (which sometimes occurs when the nascent warm
anomaly is confined to around 250 hPa and hasn't yet grown upward to 150 hPa). As the results
in Chapter 4 and 5 indicate, AMSU channel 8 is largely immune to scattering by trépical
convection, which rarély reaches the 15 km height where the limb-corrected channel 8 weighting
function peaks.

The second reason for the modest CIMSS algorithm performance improvement is that the
current size bias correction is already indirectly corrgcting for some scattering effects. Herndon
et bal. (2004) found a weak bias for small storms and large scan angles (where the AMSU FOV is
largest) caused by sub-sampling. So when the algorithm determines that the warm anomaly size
(as represented by RMW) is smaller than the instrument FOV size, it decreases the MSLP

estimate to correct the weak bias caused by the sub-sampled warm anomaly.
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Figure 6.3: Comparison of CIMSS TC intensity algorithm performance
before and after precipitation correction. The histogram at bottom compares
errors without (background) and with (foreground) scattering correction.

Table 6.2: Comparison of RMSE, Average Mean Error
(AME), and bias of CIMSS TC intensity estimates with and
without precipitation correction

Method RMSE (hPa) AME (hPa)  bias (hPa)
Non-corrected 8.8 6.8 -0.01
Precipitation 8.0 6.1 1.1
corrected

n =248
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Figure 6.4 is a scatter plot of RMW vs. MSLP for the TC's in the n = 248 validation

dataset tested here, and it shows the strong relationship between increasing TC intensity and

decreasing storm radius. But as storm intensity increases (and intense convection is localized in

the relatively small eyewall), precipitation scattering is more likely to significantly weaken

sounding channel 7B's near storm center. So sub-sampling and precipitation scattering

complement each other and both éonspire to weaken the warm anomaly measured by the

instrument, weakening the AMSU intensity estimate. Thus, an empirical bias correction that

corrects for weak estimates when RMW is small will also remove some of the error caused by

RMW ys. MSLP

2507
200 - .
7§: 1507 ) ‘
" ot Ot
R T TR T TR TR

Recon MSLP (hPa)

Figure 6.4: TC radius of maximum wind vs.
MSLP for n = 248 validation sample.

precipitation scattering. As evidence that this is
in fact occurring, Table 6.3 compares the
RMSE improvement of the size bias correction
for non-precipitation corrected vs. precipitation
corrécted TB7 and TBS8 MSLP estimates. The
size bias contribution is reduced by about 1/3
(for channel 8) .and about 1/2 (for channel 7).

This is significant because the RMW value is

Table 6.3: Comparison of size-bias RMSE improvement on non-
corrected and precipitation-corrected AMSU TC intensity estimates

_ Size bias
Pre size bias  Post size bias RMSE
correction correction improvement
Method RMSE (hPa) RMSE (hPa) (hPa)
Non-corrected 9.9 8.8 1.1
Precipitation corrected 8.8 8.0 0.8

n=248
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obtained from the TC warning centers, where it is estimated by satellite analysts, and is therefore
subject to significant inaccuracy, and often is missing due to high analyst workload or ﬁeglect.

Table 6.4 compares RMSE, AME, and bias changes vs. TC intensity before and after
precipitation correction. Performance for 950-975 hPa storms aétually deteriorated slightly due
to creation of some outliers. The regression fit for weak storms and very strong storms, however

was improved.

Table 6.4: CIMSS Algorithm RMSE, AME, and bias by TC intensity

, RMSE AME - bias
No precipitation >1000 hPa 7.6 59 A -1.3
correction 975-1000 hPa 8.2 6.3 2.5
950-975 hPa 9.5 7.5 0.1

<950 hPa 105 8.3 5.7

Precipitation >1000 hPa 5.7 4.3 -0.9
corrected 975-1000 hPa 72 5.9 0.0
~ 950-975 hPa 10.0 75 2.9

<950 hPa 9.9 7.8 42

n=248

6.5. Another Approach Enabled by Scattering Correction

In Section 2.1, the expréssion relating MSLP to temperature anomaly requires the
- assumption that the TB7 or TBS anomaly represents the mean temperature anomaly through the
full depth of the troposphere. This assumption was necessary because of precipifation effects on
the low- and mid-tropospheric sounding channels (TB5 and TB6). Surface emissivity also affects
the lowest channel, TB4. This preqipitation correction does not correct TB5 or TB6 enough to
add additional information beyond what the precipitatiqn corrected TB7 or TB8 currently

contains, but the corrected TB's are usable for producing a vertically-averaged TB anomaly,



which has comparable RMSE and AME (9.4
hPa and 7.1 hPa) to single-channel estimates.
An area for future work is to refine this
vertically-integrated technique and explore
whether i-t has skill in situations where single-

channel estimates are prone to error.

6.6. Discussion

Correcting for precipitation
substantially improves the 7B anomaly vs.
MSLP relationship for channels 5 thrc‘)u_gh 7
while slightly improving channel 8. The
current CIMSS algorithm, by evolving to
become more reliant on the 7B8 anomaly and
employing a size bias correction that
indirectly corrects for scattering-induced weak

intensity estimates, had already reduced the
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integrated TE5 through TB8
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Figure 6.5: Precipitation correction
improvement in a TC intensity estimation
technique using a vertically-integrated TB
anomaly employing channels 5 through 8.

impact of precipitation on intensity estimates. Essentially all of the gross outliers in the data set

tested resulted from small storm size and/or scan geometry effects (sub-sampling and

bracketing). The primary benefit of the scattering correction is to reduce some of the spread

across the spectrum of intensity, rather than correcting individual gross outliers. A secondary

benefit is the reduction of dependence on the external RMW estimates.
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Most significantly, this correction method is the most physical of the methods employed
to date. Velden and Smith (1983), Velden (1989), and Velden et al. (1991) manually removed
FOV's that qualitatively appeared to be precipitation-affected. Spencer and Braswell (2001)
included precipitation-sensitive channels as multiple-regression predictors, but this method does
not enable a true determination of the unaffected 7B gradient, the true physical link to V.
Demuth et al. (2004) employ the most physical method to date, using AMSU cloud liquid water
and cloud ice water correlation with reduced tropospheric sounding channel TB. But as
discussed in Chapter 3, Li and Weng (2002) point out that this type of correction is effective
mostly for the lower-tropospheric sounding channels (7B4 and TB5). DeMuth et al. (2004) are
left to correct the upper-tropospheric sounding channels By smoothing the Laplacian of the 7B
field when they detect an anomalously cold 7B. The problem here is that a warm anomaly FOV,
which is still warmer than its surroundings, but not as warm as it should be in the absence of
precipitation scattering, will not be corrected.

The precipitation correction method here uses AMSU channels insensitive to
tropospheric temperature to quantify precipitatic;n effects on sounding channel TB's, then
corrects those TB's before applying them to a TC intensity algorithm. As a result, this technique

can be applied to any chosen algorithm relating sounding 7B to TC MSLP, and even other

similar instruments.
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7. Conclusions and Future Work

7.1. Summary
Hurricanes are significant natural disasters, so it's important to forecast their impacts

correctly for both civil society and military operations. Forecasting TC impacts requires
accuracy in forecasting TC track, TC maximum sustained winds, and the TC wind distribution.

| Recently TC track forecasting has improved significantly, while intensity forecasting has
stagnated because the processes govemiﬁg it are still poorly understood or not resolvable by
existing NWP models. The best forecast tools are statistical, relying on current TC intensity and
intensity trend. In situ TC intensity obs are very rare, so the bulk of intensity measurements are
remotely-senséd by satellite. The mainstay Dvorak technique, which uses visible and IR
geostationary imagery, can be subjective, labor‘ intensive, and constrained by rules that limit its
ability to respond to rapid storm changes. Complimenting this remote sensing technique with
one that is more physical and objective would benefit forecasters. In this spirit, microwave
temperature sounding instruments have been used for nearly 30 years to estimate TC MSLP by
measuring warm anomaly in upper-tropospheric 7B above storm center. Until the AMSU
instrument, this wasn't feasible operationally Because of poor instrument resolution and data
refresh rates. Today CIMSS' AMSU technique performs on a par with the Dvorak technique, but
still suffers from uncertainty, part of which is due to scattering by hydrometeors in eyewall or |
spirai band convection. This study used theory and observational data to develop an empirical

correction to reduction in tropospheric sounding channel brightness temperatures (TB's) caused

by scattering.
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Chapter 3 showed that AMSU-A's low frequency window channels were sensitive to
relative humidity changes and rain emission. High frequency channels were subject to rain
emission, but also scattering by large liquid and frozen hydrometeors, especially gfaupel.
Because the atmosphere is transparent in the window bands between O, and water vapor
absorption lines, these channels are sensitive io emission/scattering caused by the total optical
depth of hydrometeors throughout the depth of the tfoposphere, while sounding channels are
only sensitive to hydrometeors impinging the channel's weighting function. Nevertheless, a |
simple 1-d plane-parallel conceptual model showed that window channel TB perturbations
caused by a rain and ice layer correlated with ATB in an upper-tropospheric sounding channel.

Chapter 4 employed a unique, polarized reverse Monte Carlo radiative transfer model,
coupled with prescribed profiles of temperature, pressure, hurﬁidity, cloud liquid, rain, snow, and
graupel (some based on Petty 1-d rain model; some obtained from a fine-scale model simulation
of 1998's Hurricane Bonnie) to verify under more realistic- conditions the utility of the high-
frequency window TB's for correcting sounding channel 7B's. AMSU-A channel 2 7B was
found to be a good predictor of high—frequency window channels (7B15 and TB17) in the
absencé of scattering. The depression of hi.gh-frequency TB's from their modeled no-scattering
values correlated well with depression in tropospheric temperature sounding channels.
Individual high-frequency channels, particularly AMSU-B moisture channels, performed as well
as the first principal component of the channel ensemble.

Chapter 5 analyzed four days of N15, N16, and N17 AMSU data over oceans between
15°S and 15° N latitude. Using this data, and a compilation of 125 TC scenes from 2003, an

empirical prediction for no-scatter TB15 through TB20 TB's using TB2 was developed. The
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depression from the predicted no-scatter high-frequency 7B values was correlated with sounding
channel TB depressions. The slope relating window and sounding channel ATB, however, was
found to be stronger within 100 km of a TC center. Two possible explanations are offered, both
centered on difference between convective clouds in the ihter-tro‘pical convergence zone (ITCZ),
where the slopes were derived versus in the TC eyewall or inner rainbands. The first is based on
Cecil's (2002) finding that eyewall and rainband convection produce greater radar reflectivity
aloft than ITCZ convection. Since both types of convection start from similar near-saturated
surface parcels at approximately the same temperature as the sea surface, there may not be much
vertically-integrated ice or water content difference between the two types, and so little window-
channel 7B difference, but the greater reflectivity aloft indicates hydrometeors are lifted higher
in eyewall convection, causing greater effects on upper-tropospheric temperature sounding
channels.
The second explanation is based on the different ambient thermodynamic environment of

. the two settings. The warming in an ITCZ hot tower interior competes against scattering to
influence microwave 7B, reducing the scattering effect. Eyewall convection is occurring in a
warm, satura;ed environment and is mostly mechanically driven. So scattering is free to reduce
the microwave 7B without interference from warming within cloud. Both processes might be
both at work simultaneously. The net result is that for a given high-frequency 7B depression,
hydrometeors in a TC eyewall or inner spiral band are more effective at reducing sounding
channel 7B. Empirical scatteﬁng corrections, using different slopes near TC center vs. at larger
radii, were tested, and TB15 was found to perform best in reducing the scatter between channel 7

and 8 warm anomaly magnitude and TC MSLP.
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In chapter 6, an n =497 sample of AMSU overflights of TC's between 1998 and 2004
was used to validate the performance of the scattering correctibn when applied to the current
CIMSS TC intensity technique. Limb-corrected sounding channel TB's were first corrected for
scattering .using the empirical method developed in Chapter 5. Applying this correction
improved CIMSS algorithm RMSE and average meén error by about 10%. Part of the reason for
the modest improvement is the CIMSS algorithm's strong dependence on the TB8 warm
anomaly, which (at 150 hPa) is largely immune from scattering effects. Additionally, the
algorithm is already indirectly correcting for scaftering through its size bias correction. At small
storm sizes, sub-sampling reduces the AMSU field of view's sensitivity to the wanning present.
At the same time more convection is occurriﬁg (since strong storms tend to be smaller) near the
center and weakening observed 7B anomaly. Both effects reduce the observed warm anomaly,
so correcting for the observed weak bias for small storms corrécts for scattering at the same time
that it corrects for sub-sampling.

Correcting all tropospheric sounding channels for precipitation effects improves the
lower channels' accuracy to the extent that a vertically-averaged 7B anomaly now perfonhs on a
par with single-channel TB7 or TBS and rhay do a better job of fully sampling the deep-layer

thermal anomaly in future intensity techniques.

7.2. Future Work: Adaptation to SSMIS
The next generation of operational temperature sounding instrument, the Special Sensor
Microwave Imager/Sounder (SSMIS) was laimched in Fall 2003 and is currently completing its

calibration/validation period. This instrument combines the conical scan geometry and high
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resolution of the earlier SSMI instrument, with the temperature and moisture sounding channels
of the AMSU instrument.

SSMIS' conical scan geometry will benefit TC intensity estimation because limb-
correction and variable field-of-view sizes across a scan line will no longer be sources of error.
Its higher resolution (37 km vs. 48 to 150 km for AMSU-A) will help to reduce sub-sampling
problems.

{ But SSMIS has potential to be more vulnerable to scattering. Its suite of temperature
sounding channels includes equivalents to AMSU-A's channel 6 and channel 8, but not channgl
7. Channel 8 is the ideal MSLP estimation channel for AMSU, since it is relatively immune
from precipitation effects while retaining sensitivity to the TC warm énomaly. The key, though,
is that at large scan angles, where temperature sounding channel weighting functions move to
higher levels due to limb darkening, AMSU has channel 7 available to blend with channel 8 via

limb correction, and keep the limb-corrected channel 8 sensitive to 150 hPa temperature across

the full scan. SSMIS' scan angle is fixed at 45°, where its channel 8 weighting function will peak

- significantly higher than 150 hPa. Its next-lower channel is equivalent to AMSU-A channel 6,

whose weighting function peaks at approximately 250 hPa at 45° scan angle. Thisis
approximately the level to which AMSU's limb-corrected channel 7 is sensitive and precipitation
effects are much more pronounced than they are at 150 hPa.

This means that SSMIS will likely rely on its channel 6 equivalent to estimate TC
intensity, and will need scattering correction to achieve accuracy equivalent to the AMSU-based
technique. Fortunately, SSMIS also has low- and high-frequency window channels similar to

AMSU. The precipitation correction technique developed in this study--temperature sounding



127
channel correction via depression of a high-frequency window channel from its low-frequency
derived no-scatter predicted value--will be directly applicable, and potentially more vital to

producing useful TC intensities using this future generation of instrument.
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Appendix: A Polarized Reverse Monte Carlo Radiative Transfer Model

A.1. Motivation

This appendix describes in detail the polarized reverse Monte Carlo (RMC) radiative
transfer model (RTM) used to accomplish the simulation étudy in Chapter 4. The purpose of that
chapter was to determine whether scattering-induced depression in high-frequency Advanced
Microwave Sounding Unit (AMSU) brightness temperatures (TB) could be used to quantify
scattering effects on AMSU temperature sounding 7B. This was accomplished using an
ensemble of 19 one-dimensional profiles with known temperature, moisture, cloud liquid, rain,
snow, and gréupel. Nine of those profiles were prescribed using a 1-D mociel developed by Petty
(2001a). The remaining ten were obtained from a Mesoscale Model 5 (MM5) simulation of
Hurricane Bonnie (1998). By comparing modeled TB's at AMSU frequencies and scan
geometries with precipitation included and removed, the precipitation effecf on each channel was
determined for use in developing an empirical scattering correction.

The requirement for the study, then, was an RTM that was flexible enough to allow
different forms of meteorological variable inputs, would easily allow changes or removal of
individual moisture or precipitation components to isolate their effects, would run quickly
enough to allow multiple cases to be completed relatively quickly, would allow a number of
different types of output. A large number of existing radiative transfer codes exist in widespread
use, but each would require considerable time to learn and adapt to this purpose. Additionally,
the author wanted to avoid depending results from a "black box," of whose inner workings he
had limited understandiﬁg. Finally, future work with this model will include adaptation to 3-D

inhomogeneous scenes. Other radiative transfer methods--two-stream, successive orders of
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scattering, discrete ordinates--are not readily adaptable to geometries other than 1-D plane-
parallel. Only Monte Carlo methods, as described in section A.2, are well-suited for this
geometry. Other Monte Carlo microwave radiative transfer éodes have been developed, but all
are developed with the Special Sensor Microwave Imager (SSMI) in mind and are limited to the
special cases of vertical, horizontal, br no polarization, and fixed scan angles. For thése reasons,
the author opted to develop a new RMC RTM able to handle the large number of AMSU-A and -
B scan angles, frequencies, and polarizations, accept different types of meteorological profiles,
allow easy exclusion of some or all precipitation conétituents, and readily adaptable to 3-D

geometry.

A.2. Previous Monte Carlo Models

Petty (1994, 1994a) was the first to introduce RMC techniques to the application of
microwave radiative.transfer in the atmosphere. He described how a photon (or packet of
photons) traveling from an emitting source, through a scattering medium, to a sensor could be
just as easily traced backward along the same path from sensor to emitter. The reciprocity
theorem allows the same scattering phase function that predicts the probability of a forward-
traveling photon scattering into a given direction to be used for determining the probability that a
backward-traveling photon was scattered from a given direction. Random numbers are used: 1)
in conjunction with the local extinction coefficient to generate a photon's path length between
extinction events; and 2) to determine the direction of scattering when a scattering event occurs.
Petty gave each photon an initial Weight (visualized as a probability of continuing to exist) and

removed a fraction of the weight equal to (I - @) at each extinction event. This continues for the
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photon through numerous scattering events until its weight is reduced below some threshold (at
which point it is considered totally absorbed) or it leaves the domain. At each point where a
photon encounters extinction, the probability density it sheds in the event is accumulated at that
point. After all the photon packets have been exhausted, the relative weight at each point in the
3-D domain determines how much the physical temperature at that point contributes to the 7B
observed by the sensor. Petty handled polarization by treating each photon packet as
permanently polarized, either vertically or horizontally, and using thé appropriate polarized
reflectivity upon encountering the ocean surface. Necessary inputs to the model are 3-d
domains of temperature, extinction coefficient, single-scatter albedo, and asymmetry parameter.

Petty used his results to demonstrate the feaéibility of RMC methods for predicting
realistic microwave TB's in highly inhomogeneous 3-D domains. He also noted two phenomena
that would be impossible to model in plane-paralilel geometry: First, a significant TB
contribution comes from warm rain emission observed from the sides of cléuds, reducing the
scattering impact of the ice layer in the top of the cloud, which would always be encountered if
plane-parallel geometry was used. Second, ocean-surface reflection of warm rain emission can
contribute significantly--and increase--the observed 7B.

Roberti et al. (1994) also developed a RMC technique at about the same time, and present
}a detailed discussion of fheir technique. Liu (1996) developed a novel polarization treatment in
his backward-forward Monte Carlo (BFMC) model. He traced photons backward unpolarized to
their emission sources, then forward through the same scattering points, as a pair of photons, one
vertically polarized and one horizontal. At each scattering event, he used a rotated phase matrix,

which would produce different intensities for the vertically and horizontally polarized incident
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photons, to account for non—isbtropic scattering. The end-state polarization for the photon was
determined from the ratio of the vertical/horizontal pair's intensities. Roberti and Kummerow
(1999) concluded, instead, that rigorous polarization in a Monte Carlo model is only possible in
the forward direction. Kim et al. (2004) compared various radiative transfer methods, using an

RMC technique as the accuracy benchmark.

A.3. Key Assumptions and Approximations

Several assumptions influence the results from this RMC implementation. First, the
assumed form of the liquid and frozen precipitation size distribution determines how a given
precipitation density ;iffects tﬁe Mie properties of the medium. This model uses the Marshall-
Palmer (MP) distribution for rain and graupel, modified per Petty (2001a) to account for fall-
speed variation with density, and its effect on relating precipitation density to rain rate. The
Sekhon-Srivastava (SS) distribution is used for snow, with the exponential decay parameter,
A(R) scaled by 22, to produce more realistic snow size distributions, again per Pétty (2001a).

The composition of graupel will affect its Mie parameters strongly, by changing its
complex refractive index, as well as its geometric size. For the study in Chapter 4 were obtained
following Petty's methodology: above the freeiing level, graupel is 70% air and 30% ice. When
it falls below the freezing level, it melts smoothly over 0.5 km of descent, with its water fraction
incréasing linearly from 0% to 100% with the remainder composed of the 70% air-30% ice
mixture. The complex refractive index for all cases is computed using the Bruggeman formula:

& —& E,— &
1 av +(1_f1) 2 @ ()
£ +2¢, g, +2¢,

f;




132
where ¢; and &; are the dielectric constants of two mixed substances, f; is the fraction of the first
substance, and &,, is the dielectric constant of the mixture (Bohren and Huffman 1983; Petty
2004). For melting graupel, ¢,, for the air-ice mixture is again averaged, this time with the
appropriate fraction of water.

Mie theory, of course, introduces a very important assumption--spherical particles.
Aerodynamic forces make falling raindrops oblate and give them a preferred orientation and
riming and accretion of frozen particles may produce> pronounced asymmetries. Treatment of
such non-spherical particles and their preferred orientations is problematic, and well beyond the
scope of this study, but it needs to be noted as a source of uncertainty.

Finally, polarization is handled in a limited fashion in this implementation. Photons are
initialized with a linear polarization matching the polarization angle of the sensor, which rotates
with scan angle. A rigorous treatment of polarization would require using the Mie properties at
each grid point to compute the 4x4 Mueller matrix elements (Section 3.1), then using that matrix
to determine the probability of an incident polarized photon scattering in any directioﬁ, and the
polarization it would assume at each direction. The scattered direction would then be chosen
- randomly according to the directiohal probability distribution. This is computatioﬁally

prohibitive, particularly in 3 dimensions.
Instead, photons are limited to linear polarization. At each level in the l-dimehsional
domain, Mie theory is used to cor;lpute the upper-left diagonal elements of the Mueller matrix.
‘The scattered intensity is then computed for each scattering angle, 6. This is repeated after
rotating the incident photon through 0° to 90° about the incident direction. The result is a two-

dimensional array of scattered intensities for all combinations of scattering angle and rotation
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aﬁgle. This array is stored for each frequency, channel, and model grid poiﬁt befbre beginning
the RMC radiative transfer.

When a photon is scattered by the RMC model, the scattering direction is randomly
chosen using the stored probability density function. The incident and scattering directions
together form the plane of scattering, and the incident photon's polarization state is computed
relative to this plane, and preserved after it is scattered. A rigorous treatment of scattering, by
use of the full Mueller matrix woﬁld allow obliquely polarized incident photons to produce
elliptically polarized scattered photons and vice versa (via the lower-right corner Mueller matrix
elements). This treatment of scattering ignores that aspect. However, the scattered polarization
state is of third order importance; of first order is whether scattering occurs at all, determined

.together by the extinction coefficicnt and single-scatter albedo, while the aéymmetry parameter
(operating through a phase function approximation or embodied in the truncated Mueller matrix
used here) assumes second-order importance By determining the afxgular distribution of

scattering energy.

A.4. Methodology

The model implemented for the work accomplished in Chapter 4 contains five separate

. modules:

A.4.1. Meteorological Profile Generation
The first module generates the temperature, pressure, and air, water vapor, cloud liquid,
rain, snow, and graupel density for each 1-D level. Drop size spectra are computed using the

modified MP and SS forimulas for user-defined precipitation size (liquid mass-equivalent sizes
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for snow and graupel) bins. Two versions of this modﬁle were written. The first replicates
Petty's (2001a) 1-d parametric cloud model for a regularly-spaced vertical grid of user-defined
spacing. This version generates precipjtation rates for each precipitatibn species at each level;
the MP and SS distributions are used directly to compute size spectra. The second version reads
a binary MMS model output file and produces output at the irregularly-spaced heights of the
sigma levels. The MMS5 uses a bulk microphysics schemé, SO its precipitation output is a mass
density for rain, snow, and graupel at each grid point. These are converted to rain rate, using fall
speed torrelate the two quantities, enabling particle size spectra compufatioﬁ via the MP and SS
distributions. In both cases, output is stored in text format for use by succeeding modules. The
profiles in Figures 4.1a, .2a, .3a, .5a, and .6a were generated by this module.

A.4.2. Mie Property Generation
The user controls the instrument characteristics--frequencies, sidebands, polarizations,
and scan angles--used by this module. It uses these to compute complex refractive indices for
rain, snow (modeled as a solid ice
sphere), and each unique Extinction coeficient Sngle Scater Abedo

I f=555GHz
composition of graupel present

Height (kmy
Hsight (krn)
S

(using the Bruggeman mixing

formula) for each instrument

1 % 5 § 5 (R TR
frequency. Next, using the Mie — Bdnction oeffcent fam1) , ser

= watervapor

—  cloud liquid water

'''' hydrometeors

solution as outlined in Bohren and = ol

Figure A.1: Example extinction coefficient (left) and
single-scatter albedo (right) profiles for AMSU-A
channel 8 for the profile from Chapter 4 case 9 (Figure
4.3a). Each constituent's contribution to total
extinction (bold line) is included.

Huffman (1983) Chapter 4, the

module computes extinction and
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scattering cross-sections and efficiencies, and Muellér niatrix precursor coefficients used in
module 4 for phase function generation for each instrament frequency and model level. Output
arrays are stored in text format for use by the next two modules. Figures 3.1 through 3.3 were
created using output from this module.

A.4.3. Extinction Profile Geﬁeration

This médule uses the extinction and scattering coefficienfs to corhpute the extinction

éoefficient and single scatter albedo for each instrument frequency and model level. The
Rosenkranz (1998) model is used for dry air and water vapor absorption. Cloud water absorption

is computed using the Liebe et al. (1991) model. Cloud
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Figure A.2: Example phase
function for AMSU-A channel 2
(top) and AMSU-B channel 18
(bottom) for a model level with
large graupel content (and hence a
large asymmetry parameter).
Dots are for a photon polarized
nearly vertically (5°) with respect
to the scattering plane; crosses are
for a photon polarized nearly

horizontally (85°).

ice absorption and scattering in the microwave spectrum
is negligible and is ignored. At each vertical le\}el, the
total extinction and scattering coefficients are computed‘
by summing each size bin's extinction or scattering
coefficient, weighted by its number density. After
computing a layer's total absorption (dry air + water
vapor + cloud liquid + rain + snow + graupel) and total
scattering (rain + snow + graupel), the bulk single-scatter
albedo follows.
A.4.4. Phase Function Géneration

This module uses stored S1 and S2 coefficients
for each instrument frequency and model level (see

Bohren and Huffman 1983 Section 4.4.4) from the Mie
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Figure A.3: Flowchart for reverse Monte Carlo radiative transfer model.
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property module. In a maﬁner similar to that used to compute bulk extinction and scattering
efficiencies, it computes effective S1 and S2 from each precipitation size bin's nurﬁber-density-
weighted value. Ffom the effective S1 and S2, the upper-left corner Mueller matrix elements
foilow. These are used, as described in Sec’pion A.3, with an incident unit-intensity photon
rotated through all rotation angles to build the two-dimensional scattering direction probability
distribution. For each scattering angle and rotation angle bin, the scattered intensity (weighted
by the solid angle subtended by the bin's angular limits) is computed and normalized. Each solid
angle bin, then, contains a value relating the scattered intensity in that bin to the incident
intensity, or equivalently, the probability of the incident photon scattering into that bin. This
scattering direction distribution array is stored as a text file for each instrument channel and
model level. Figure A.2 shows an example scattering probability as a function of scattering
angle, 8, for eration angles of 5° and 85°.

A.4.5. Reverse Monte Carlo Radiative Transfer
The final module reads the temperature, extinction ¢fﬁciency, single-scatter albedo, and
scattering direction probability density, then performs the RMC radiative transfer for a user-
specified subset of instrument channels and scan angles, and number of pho‘tons. Results are

depicted graphically and output in text format. Figure A.3 is a flowchart outlining the RMC

code.
A.5. Future Work
As discussed in Section A.3, several assumptiohs are inherent in the design of the RMC

model. Several of these--the assumed particle size distributions, the spherical geometry inherent -
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to Mie theory, the graupel composition, and the dielectric mixing formula--are well beyond the
scope of this work and are limitations affectin g nearly all radiative transfér models.

One assumption, though, can be improved by further work: the treatment of polarizatioh.
While a full implementation of the Mueller matrix would be computationally prohibitive for a
large 3-dimensional domain, a parameterization of individual matrix elements in terms of
precipitation density may be possible. This would enable construction of the matrix elements via
a look-up table instead of Mie calculations at each grid point. The photon's full polarization
state, expressed via the Stokes vector, would then be tracked through the photon's path to its
emission point. If the photon encounters the surfaée, the Fresnell scattering matrix would be
employed. The underlying assumption of reciprocity remains in place, allowing the Muellerv
matrix to be used for scattering interchangeably in the forward and backward directioné.

The results from Chapter 4 demonstrate the validity and utility of this version of RMC

radiative transfer model, and the author looks forward to further developing it and employing it

for additional applications in the future.
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