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It is currently difficult to develop software systems that are dynamically composable/re-composable, i.e., systems that can be dynamically assembled/adapted at run-time based on feedback from software monitors (gauges) that provide information on both functional and non-functional system properties. The goal of the University of Oregon research was to develop technology that will enable mission critical systems to meet these high assurance, high dependability, and high adaptability requirements. In particular, this effort generalized simple 0/1 gauges such that these gauges can now have a range of values including a “yellow zone” that indicates an impending problem before the problem becomes critical.
1. Overview

The goal of University of Oregon research under the Dynamic Assembly for Systems Adaptability, Dependability, and Assurance (DASADA) program was to provide (in collaboration with other DASADA projects) facilities that generalize simple 0/1 gauges (has something bad happened?) to gauges with a range of values including, at a minimum, a “yellow zone” that indicates an impending problem before it has become too late to avoid it. To reach this goal, we pursued two threads of development. First, we investigated techniques to derive from off-the-shelf model-checking tools an abstract model in the form of an automaton whose states are labeled by gauge regions. Second, to associate transitions in this abstract model with events in an actual implementation, we investigated techniques for fusing and transforming information derived from architectural design models and implementations. As the project evolved, additional emphasis was placed on flexible tool support for extracting and refining architectural models.

2. Main Results

A simple facility for monitoring a “yellow-zone” gauge was produced and demonstrated early in the project. Much of the remainder of the project effort was concerned with obtaining useful models (structural and behavioral) and maintaining or monitoring its correspondence with a design-level model.

One thread of this research involved “refactoring” design models for verification. The motivation for this is that a model that follows the implementation structure of a complex system is seldom verifiable (using, for example, modern model-checking tools). A model that is cleanly organized around a logical system structure is better for both informal reasoning and verification, but it is difficult to ascertain its correspondence with the system “as-built.” We posited that this could be overcome by verifying a set of sound transformation steps between two different models, one a logical architecture and the other an “as-built” model of the implementation. This is analogous to “refactoring” object oriented designs, but whereas the standard refactorings are simple structural transformations of code (e.g., encapsulating a field of an object), this more ambitious “refactoring” involves transformation of a detailed behavioral model in tandem with structural transformations. The logical architecture can be subjected to model checking, while the “as-built” model is the source of implementation conformance checks. We demonstrated the feasibility of this approach, described in


The second main thread of the research was development, refinement, and evaluation of light-weight tool support for combining and manipulating information about system structure and behavior. By “light-weight” we mean that (a) the tool was scriptable and could be used for a variety of ad hoc and canned analyses, quickly modifying and augmenting those analyses for a particular problem and (b) the information manipulated by the tool could be easily extracted from a variety of sources, from execution monitoring or models or source code analysis, from simple ad hoc extraction tools as well as more sophisticated systems.

The GenSet system, begun in earlier DARPA-sponsored research, was significantly extended in the Pacemaker project. In one evaluative experiment, a graduate student used GenSet to validate and transform a C2 architectural model extracted from an Airborne Warning and Control System (AWACS) model, obtained initially from Lockheed-Martin. Two other experiments with GenSet resulted in published papers. The first describes the underpinnings of GenSet and its application to extracting a simple architectural model from the Linux system kernel, demonstrating that this simple scriptable tool could be competitive with special-purpose reverse engineering toolkits:


In the most recent evaluation (carried out after the end of funding, as an extension of the funded work), GenSet was again applied to a reverse engineering task. Whereas the 2002 paper demonstrated that GenSet could effectively reproduce a standard reverse engineering task, the recent paper proposes a new analysis for which there was no prior tool support, and reports experience using GenSet to carry out that analysis. Since the analysis itself was designed and refined iteratively while using the tool, the ability to devise and try ad hoc analyses using a scriptable tool was crucial.


3. Conclusions

A major theme of this work has been reconciling formal, logical models of software as we want to reason about it with more complex, sometimes imperfect models of software as it was actually constructed. In many cases it is not possible for one model to serve both purposes, at least without herculean efforts that are soon obsoleted by further system evolution, but we have shown that a great deal of automation is possible in establishing, monitoring, and refining relations among models. This effort is part of the DARPA Dynamic Assembly for Systems Adaptability, Dependability, and Assurance (DASADA) Program.
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ABSTRACT

Systems composed of many identical processes can sometimes be verified inductively using a network invariant, but systems whose component processes vary in some systematic way are not amenable to direct application of that method. We describe how variations in behavior can be “factored out” into additional processes, thus enabling induction over the number of processes. The process is semi-automatic: The designer must choose from among a set of idiomatic transformations, each transformation is applied and checked automatically.
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1. INTRODUCTION

When applying finite-state verification methods to a concurrent system, the system is modeled as several finite-state machines which communicate among themselves or with their environment. A major limitation of the technique is that the number of processes, the number of communication channels, and the number of data values of the model must be concrete. However, in practice, systems may be parameterized by size. Parameterized systems induce infinite state space, which makes finite-state verification methods inapplicable.

To extend finite-state verification methods to a parameterized system with many identical processes, one would prefer to perform an inductive verification that applies to arbitrary size instances of the system. A popular approach to verifying systems parameterized by size is to construct a so-called network in a variant and test if the invariants pass the test of an induction framework (explained in section 2) such as those used by Wolper [9] and Kurshan [3].

The induction framework, however, assumes the behaviors of a process are constant, i.e., the finite-state machines representing the behaviors are fixed - with constant transition relations and number of states. This assumption could be true for some hardware systems, some protocols in which processes communicate by a shared bus, or linearly structured systems in which processes only communicate with its right or left neighbor. However, in many other application domains, one or more of the individual processes varies in some systematic way depending on the size of the system.

Standard induction frameworks cannot be directly applied to systems in which individual process behaviors are parameterized by a system size. We describe how models of such systems can be transformed by refactoring to make induction applicable. The transformations “factor out” the variations in behavior into additional processes. Each refactoring step maintains equivalence between the original processes and compositions of the factor processes, so that the final refactored model is equivalent (weakly bisimilar) to the original model. Refactoring can be useful for improving the complexity of compositional state-space analysis in general and is particularly useful for enabling inductive analysis.

This paper is organized as follows: We review the inductive finite-state verification in Section 2. In section 3, we describe the refactoring technique and its application to an example system. In section 4, we illustrate how the refactored example system can be verified inductively. Section 5 is a discussion. Section 6 and section 7 end the article with related work and conclusions.

2. INDUCTION

In practice, systems can be parameterized by many ways. They can be parameterized by the number of identical com-
ponents, the number of data length (e.g., the length of a bounded buffer) and data values, or the number of control commands (e.g., a protocol that allows retransmission of messages over a lossy channel at most n times). Let a system S of size i be denoted as S_i and let all S_i form a family F = \{S_i\}_i=1. Let \( \varphi \) be some property of interest. The problem of verifying a parameterized system is to answer whether every S_i in F satisfies \( \varphi \).

One popular approach to address the problem is as follows: Consider systems parameterized by the number of identical components. Let I be some identical component and S_0 be the control process. We have for \( i \geq 1 \), S_i in F, \( S_{i+1} = S_i[I] \), where \[ \] is some parallel composition operator. Next, we choose an equivalence relation or a preorder relation (see Kenman [5] and Hennessy [3]) to relate two concurrent systems. Suppose we choose preorder. Let \( \preceq \) be a preorder relation over processes, and \( \varphi \) be a property of interest, such that

\[(P \preceq Q) \land (Q \models \varphi) \Rightarrow P \models \varphi.\]

If we can find a process Inv, such that (1) Inv \models \varphi (2) S_i \preceq Inv (3) Inv \parallel I \preceq Inv, we can use the fact that parallel composition is monotonic with respect to the preorder to infer from (3) that

\[\text{Inv}[I] \parallel \cdots \parallel I \preceq \text{Inv}.\]

Finally, we infer from (2) and (4) that

\[S_{i+1}[I] \parallel \cdots \parallel I \preceq \text{Inv}.\]

Finally, using \( S_{i+1} = S_i[I] \) and (1), we conclude that every S_i in F satisfies \( \varphi \). A process Inv satisfying the above induction step is called a network invariant. In general, a network invariant may not exist due to the undecidability.

Parameterization, however, can affect models in two ways:

1. Models add/remove processes when the system size is increased/decreased.

2. The behaviors (transition relation and number of states) of processes grow/shrink when the system size is increased/decreased.

In the literature, systems shown to pass induction framework mostly vary by size in first way. However, there are many systems whose parameterization affects models in second way or both. The induction framework used by Wolper and Kunshan can not be directly applied to systems with parameterized behaviors because \( S_{i+1} = S_i[I] \) does not hold for these systems, i.e., \( S_i \neq S_i[I] \). \( \models \).

Consider, for example, a system consisting of one control process and many identical slave processes. Let the system be \( G_n = S(n) \parallel I_1 \ldots \parallel I_n \), where \( S(n) \)'s behaviors are parameterized by \( n \) and processes \( I_i \) communicates with \( S(n) \) by a private channel indexed with \( i \). In Fig. 1(a), we show the example's communication structure. Note that if we increase system size by 1, we add \( I_{n+1} \) to the system and replace \( S(n) \) by \( S(n+1) \).

What we can do to fit such a system into the induction framework is "factor" the single process \( S(n) \) (as in Fig. 1(b)) into a much smaller fixed process \( S \), independent of \( n \), and several identical \( T_i, i = 1ton \), with transition labels renamed according to \( i \), where each \( T_i \) communicates with the corresponding process \( I_i \). This refactoring can be done in a way that maintains behavioral equivalence, i.e., \( S(n) \) is weakly bisimilar to \( (S \parallel T_1 \parallel \ldots \parallel T_n) \). So, after refactoring, \( G_n = (S \parallel T_1 \parallel \ldots \parallel T_n) \parallel I_1 \parallel \ldots \parallel I_n \).

To increase \( n \) by 1, we add a pair of processes \( \{T_{n+1}, I_{n+1}\} \) to \( G_n \), under the new structure.

Using the new structure of \( G_n \), we can apply the induction framework to verify a system with an arbitrary number of \( I \) larger than \( n \). If we transform safety properties into a deadlock detection problem (see [2]), then we can use refactoring to inductively verify safety properties.

3. REFACCTORING

In this section we present an example to illustrate how the parameterized behaviors of a process can be factored out into individual processes. The refactoring, in fact, is applying a sequence of transformations to a model, where each transformation preserves behavioral equivalence (weak bisimulation) but changes system structure gradually. Note that finding a network invariant is in general undecidable, no one is able to find a fully automated solution that is guaranteed to work for arbitrary systems. So, to refactor a system into a structure that enables inductive verification relies some human wisdom to choose among a set of idiomatic transformations and apply them in a right order.

We have constructed a prototype tool to ease the refactoring steps. The tool can display topological view of a system to show the overall communication structure of the model being refactored. If a process in the topological window is clicked, a window displaying the process's state graph will pop up. Then, a user can manually identify parts of the process graph and choose a transformation to apply. If a transformation results in a structure modification, that will be shown in the window of topological view.

3.1 Refactoring a remote temperature sensor system

In this section, a remote temperature sensor system (RTSS) (described originally by Sanden [7] and adapted by Yeh and Young [10]) is refactored and is verified (see section 4) by the induction framework. The remote temperature sensor system is a software-driven system that periodically reports the temperatures of an array of furnace devices. The system is parameterized by the arbitrary number of furnaces. Let the number of furnaces be \( fn \) and the furnaces be indexed.
from 0 to \( fn - 1 \). The overall structure of the system is shown in Fig. 2, where component CP and DP implement the alternating bit protocol to deliver packets reliably over a lossy channel. While \( fn \) is small, the system can be composed compositionally by a hierarchy (UI (CP CP_INPUT) (FPACK THERMOMETER) (DP DP_INPUT)).

### 3.1.1 The refactoring of CP_MODULE

We select refactoring CP_MODULE (composed by CP and CP_INPUT) to describe the general idea of refactoring. Fig. 3 shows its behavior with 2 furnaces. To avoid any confusion, please note that in practice the external behavior of a module may not be simple, regular, and manageable. If that is the case, refactoring should be applied to the basic processes such as XP_OUT and XI. In this case, the simplicity of CP_MODULE’s external behavior allows refactoring to proceed at a higher level, which can save some effort of refactoring.

In Fig. 3, the process graph inside the box is of CCS semantics. The label name \(-send(0)\) is a result of symbolic expansion of an Ada\(^2\) statement \( accept \ send(i) \), where \( i = 0, 1 \). It should not be understood as a value is passed by the edge. We label an edge with prefix \(-\) to mean the action is at callee (or server) side. The edge \( call\_end \) models the do block of an \( accept \) statement in Adas. The \( accept \ call(i) \) statement in INTR has a do block. So, whenever CP_MODULE issues \( call(i) \), it must wait for the do block in INTR to complete, which is then modeled by \( call\_end \) in CP_MODULE and \( call\_end \) at the end of do block. The box and ports are to illustrate its interfaces to task UI and task INTR.

The overall goal of refactoring is to recognize and separate parts of a process that have essentially been duplicated for dealing with different parts of the system. To accomplish the goal, we need four subsequent transformations below:

**Transformation I: Edge relabeling**

The first transformation for refactoring CP_MODULE is to help recognition of the variant parts which essentially deal with different furnaces. In CP_MODULE, \( -send(0) \) and \( call(0) \) can be easily classified as linked to furnace 0, \( -send(1) \) and \( call(1) \) can be easily classified as linked to furnace 1, but \( call\_end \) can not. In this context, we intend to classify \( call\_end \) into either linked to furnace 0 or linked to furnace 1 so that CP_MODULE can become a clean, simple task later shown in Fig. 7) and irredent to \( fn \). The intended classification involves renaming \( call\_end \) to either \( call\_end(0) \) or \( call\_end(1) \). However, such kind of relabeling is not supported by the relabel operator (a.k.a. [a/b]) in CCS. We need a relabeling that is less strict. Recall that \( call\_end \) is an artifact of modeling Ada’s \( accept/do \) semantics. So, a \( call\_end \) is paired to a particular \( call(i) \). Using this as guidance, we can relabel CP_MODULE into Fig. 4. Since action names in CCS are in pairs, we need to rename \( call\_end \) in INTR as well. Consequently, the interface between CP_MODULE and INTR is changed.

To justify the relabeling, we introduce a notion of equivalence. Since CP_MODULE and INTR are modified by this relabeling, CP_MODULE and INTR are viewed as a subsystem. The equivalence we propose is that the subsystem’s behavior remains equivalent (weakly bisimilar) before and after the transformation. It can be expressed by the following equation:

\[
\begin{align*}
(CP\_MODULE)[|INTR|] & \models \{ call\_end \} \\
(CP\_MODULE)[|INTR|] \setminus \{ call\_end(0), call\_end(1) \} & \models \{ call\_end(0), call\_end(1) \},
\end{align*}
\]

where \( \sim \) is the weak bisimulation of CCS and \( \setminus \) is the restriction operator of CCS. Verifying the equation can assure the correctness of our relabeling strategy. The general algorithm to determine if a label can be relabeled safely is presented in the full version of this paper.

**Transformation II: 1st Behavior decomposition**

The second transformation is to decompose CP_MODULE by extracting away the behavior linked to furnace 0. The extracted behavior is then wrapped into a new process. The first step of behavior decomposition is to identify the behav-
ior to be extracted. In Fig. 4, we use a shaded area to mark the behavior to be removed. Usually, this is where human assistance is needed. After segments of behavior have been properly identified and marked, the rest of the transformation is automatic. Functions of this transformation include purging the marked behaviors from CP_MODULE, wrapping the marked behaviors into a new task, and inserting new communications to preserve equivalence. Fig. 5 illustrates the result of this transformation. The new task created by this transformation is CP_SUB0 to which send(0) is now redirected. Edge labels highlighted by grey background are the new communications inserted by the transformation. In UI, every edge labeled send(0) is replaced by two edges, labeled as get(0) and send(0). The equivalence is preserved by:

\[
(UI|CP\_MODULE) \setminus \{send(0), send(1)\} \cong (UI|CP\_MODULE)|CP\_SUB0) \setminus \{send(0), send(1), get(0), r d case(0)\}.
\]

**Transformation III: 2nd behavior decomposition**

The third transformation is shown in Fig. 6, where CP_MODULE behaves as a pure semaphore with value 1. For general algorithms which can handle complicated cases in general, please refer to the full version of this paper.

**Transformation IV: Semaphore simplification**

Despite the simple behavior, CP_MODULE in Fig. 6 is still parameterized by fn. To make it independent of fn, we need the forth transformation. But before that, let’s review CCS’s rendezvous semantics. In CCS, if there are two processes both ready to communicate by action a but there is only one process ready to communicate by co-action b, the first two processes compete for the rendezvous. This is known as two-way rendezvous, as opposed to multi-way rendezvous of CSP.\(^3\) This important characteristic can be used to simplify CP_MODULE into Fig. 7, where get(i) and release(i) are all renamed to new names get and release respectively. CP_MODULE now only have two ports but each port may have more than one process attached. For example, port release is now attached by CP_SUB0 and CP_SUB1. Using the same notion of equivalence as before, the following equation can be verified to justify this simplification:

\[
(UI|CP\_MODULE) \setminus \{get(0), get(1), release(0), release(1)\} \cong (UI|CP\_MODULE) \setminus \{get, release\}.
\]

**The nal structure of CP_MODULE**

At last, CP_MODULE in Fig. 7 holds a structure amenable to the induction framework. First, CP_MODULE is independent of fn; that is, its process graph no longer varies by fn. Second, this structure is meant to be extended easily: While fn is increased, we simply add another identical process CP_SUB2 and attach its release port to that of CP_MODULE.

4. **THE INDUCTION OF RTSS**

The tasks of refactored RTSS are summarized in Table 1. In second column, task names in bold-italic font are semaphore tasks which are independent of fn. Let

\[
C = CP\_MODULE||INTR||TINTR||DP\_MODULE||UI,
\]

\(^3\)If CSP is used, this is where CSP models cannot be further simplified to be independent of fn.
Table 1: The task names of refactored RTSS.

<table>
<thead>
<tr>
<th>Task Name</th>
<th>Original Task Name</th>
</tr>
</thead>
<tbody>
<tr>
<td>cp_module</td>
<td>cp_module, cp_module, cp_module, cp_module, cp_module, cp_module, cp_module, cp_module</td>
</tr>
<tr>
<td>intr</td>
<td>intr, intr, intr, intr, intr, intr, intr, intr</td>
</tr>
<tr>
<td>dp_module</td>
<td>dp_module, dp_module, dp_module, dp_module, dp_module, dp_module, dp_module, dp_module</td>
</tr>
<tr>
<td>device[i]</td>
<td>not refactored</td>
</tr>
<tr>
<td>furnace[i]</td>
<td>not refactored</td>
</tr>
</tbody>
</table>

\[ F_i = \text{cp_module}[i], \text{intr}[i], \text{dp_module}[i], \text{device}[i], \text{furnace}[i] \]

\[ R_i = \text{Device}[i][\text{Furnace}[i]] \]

Let RTSS(1) be the system with 1 furnace (starting from index 0). We have \( \text{RTSS}(1) = \mathcal{C}[F_0][R_0] \).

Verification of a safety property is translated into a deadlock detection problem [2]. The places to embed inductive safety properties (which holds for arbitrary number of furnaces) are \( F_i \) and \( R_i \) for all \( i \). If no safety property is embedded, the verification problem is empty to check if RTSS is free of deadlock with respect to arbitrary number of furnaces. Let \( \text{RTSS}^*(1) \) denote the RTSS(1) embedded with safety properties. Let \( \text{Inv} \) be RTSS*(1) with get and release of each semaphore tasks being exported. The induction step is to verify \( \text{RTSS}^*(1) \) is deadlock free and \( (\text{Inv}[F_0][R_0]) \approx \text{Inv} \). If the equation holds, we conclude the safety property is satisfied with respect to arbitrary number of furnaces. Our experiment shows that \( \text{Inv} \) is an effective network invariant for RTSS.

5. DISCUSSION

Besides the remote temperature sensor system, some systems in the literature are also refactored to see if they can pass the inductive verification. The elevator system is another example worth mentioning. Most of the behaviors of elevator system can be refactored as expected but some behaviors can not. They are for task initialization and termination. Their patterns are a sequence of commands which are issued to elevators one after another. We have not yet managed to refactor the pattern as the composition of many identical processes. We choose to ignore the problematic behaviors since they are only a minor part of elevator’s behavior and focus on the continuously running parts. Thus, a network invariant can be constructed and the induction framework becomes applicable.

6. RELATED WORK

In invariant-based approaches, finding the network invariant often requires human ingenuity and trial-and-error. Nevertheless, under some particular topology and conditions, automatic computation for the network invariants is possible. An attempt to generalize automatic computation of network invariants is made by Clarke et al [6], which uses context-free network grammar to describe the topology of networks and provide automatic construction of network invariant but the procedure is not guarantee to terminate.

A case study by Valmari and Kokkariinen [8] on lossy channels is, to our knowledge, the approach closest to that described here. Valmari and Kokkariinen studied a protocol with lossy channels in which the system allows messages to be retransmitted at most \( n \) times – a channel parameterized by \( n \). The channel’s behaviors resemble the initialization and shutdown sequences of the elevator example. They replace the single parameterized channel by the composition of \( n \) smaller processes called counter cells under CSP (multiread rendezvous) semantics [4], which captures the spirit of our refactoring but is rather specialized to the particular case they considered.

7. CONCLUSIONS

Inductive verification using network invariants cannot be directly applied to systems in which individual component processes vary in some systematic way depending on the size of the system. We have described how models of such systems can be transformed — refactored — into equivalent models in which inductive verification can be applied.

Refactored models are composed in a modular and hierarchical manner to avoid state explosion during an inductive verification. Refactoring, and verification of the soundness of transformation steps, is performed locally so that its cost is not proportional to the size of the system.
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ABSTRACT
Automated finite-state verification techniques have matured considerably in the past several years, but state-space explosion remains an obstacle to their use. Theoretical lower bounds on complexity imply that all of the techniques that have been developed to avoid or mitigate state-space explosion depend on models that are “well-formed” in some way, and will usually fail for other models. This further implies that, when analysis is applied to models derived from designs or implementations of actual software systems, a model of the system “as built” is unlikely to be suitable for automated analysis. In particular, compositional, hierarchical analysis (where state-space explosion is avoided by simplifying models of subsystems at several levels of abstraction) depend on the modular structure of the model to be analyzed. We describe how as-built finite-state models can be refactored for compositional state-space analysis, applying a series of transformations to produce an equivalent model whose structure exhibits suitable modularity. The process is supported by a parser which can parse a subset of Promela syntax and transform Promela code into refactored state graphs.
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D.2.4 [Software Engineering]: Software/Program Verification - formal methods, model checking.
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Algorithms, Design, Theory, Verification
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1. INTRODUCTION
Although automated finite-state verification techniques and tools have matured considerably in the past several years, they are still fundamentally limited by the well-known state space explosion problem. A variety of techniques have been developed to mitigate space explosion. Nonetheless, approaches to increasing the size of system that can be accommodated in a single analysis step must eventually be combined with effective compositional techniques[14, 3, 7] that divide a large system into smaller subsystems, analyze each subsystem, and combine the results of these analyses to verify the full system.

In practice, compositional techniques are inapplicable to many systems (particularly large and complex ones) because their as-built structures may not be suitable for compositional analysis. A structure suitable for compositional analysis must contain loosely coupled components so that every component can be replaced by a simple interface process in the incremental analysis. Moreover, composing the processes and deriving the interface process must be tractable. Otherwise, we need to recursively divide the component into smaller loosely coupled components until every subsystem in the composition hierarchy can be analyzed. However, an ideal structure seldom exists in practice. Designers often structure their systems to meet other requirements with higher priority. It is impractical to ask designers to structure a design in the beginning for the purpose of verifying correctness.

If it is difficult to prove the correctness of a program as originally designed, one may need to prove the correctness of a transformed, equivalent version of the program. This is a notion known as program transformation, which has been widely studied in the area of functional and logic languages. Here, we apply the idea to transform finite-state models to aid automated finite-state verification. In general, the purpose of our transformations is for obtaining, starting from a model P, a semantically equivalent one, which is “more amenable to compositional analysis” than P. It consists in building a sequence of equivalent models, each obtained by the preceding ones by means of the application of a rule. The rules restructure as-built structures which are not suitable for compositional techniques. The goal is to obtain a transformed model whose structure contains loosely coupled components, where processes in
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each component can be composed without excessive state explosion. We refer to the process as refactoring.

The general approach to refactoring and some refactoring transformations were rst described in [2] conceptually with an example (without explicit algorithms of transformations). That work describes the application of refactoring to construct network invariants for systems with parameterized behaviors, where those systems are originally inapplicable to inductive veri cation. However, the transformations described in [2] were derived on an ad hoc basis. They are unlikely to be automated and applicable for general systems. Here we propose a uni ed approach to accommodate previous ad hoc transformations, extend refactoring to larger class of systems, provide automated tool support, and focus on the major application of refactoring – compositional analysis. We report upon a case study involving the Chiron user interface system, comparing analysis performance with results previously reported by Young et al. [16] and Avrunin et al [1].

In past decades, many approaches have been proposed to address the state explosion problem, such as minimizing overall state space, enumerating states implicitly, or abstracting and compacting models. Unlike those approaches which seek improvement in the fundamental techniques, our approach aims for avoiding state explosion at the level of system structure in a compositional fashion.

This paper is organized as follows. In Section 2, we describe the system architecture and compositional analysis. In Section 3, we give an overview of refactoring. In Section 4, we introduce the refactoring transformations with simple examples. In Section 5, our tool support for compositional techniques is described. In Section 6, we show the results of applying refactoring to two examples. Finally, we end the paper with related work and conclusions.

2. SYSTEM ARCHITECTURE AND COMPOSITIONAL ANALYSIS

When applying compositional techniques to a system, we must divide a system into several subsystems where these subsystems form a hierarchy. Using that hierarchy, we compose processes in a subsystem and replace it by a simpler process which represents the external behaviors of the subsystem (often called an interface process). This process works from the bottom of the hierarchy to the top, until whole system is analyzed. Ideally, state explosion can be avoided in this divide and conquer manner but in practice, compositional analysis often yields no savings in analysis effort.

Consider an example subsystem in Fig. 1 which consists of processes R, S1, S2, and S3, where S1, S2, and S3 have identical behaviors and R is parameterized by the number of S. In Fig. 2, we show Promela [8] code and state graphs of process R and S1. The state graphs are of CCS semantics[12], in which processes communicate by two-way rendezvous. Note that in CCS, paired communications are denoted by $\bar{a}$ and $\bar{a}$, but we use $a$ and $\bar{a}$ instead. In the example, process $R$ iteratively reads an id from channel in (where id is sent by some process which is not in the subsystem) and then uses id to do a sequence of synchronizations with process $S_i$ indexed by id. Process $S_i$, after activated by $R$, tries to send a message $ack$ via a lossy channel out and then return. The $ack$ message is sent to some process which is not in this subsystem. The internal action $\tau$ in $S_i$’s CCS state graph is to emulate losing message.

Figure 1: The communication structure of an example system.

Figure 2: Example process R and S1.

Suppose we want to compose $(R|S1|S2|S3)$ in one step. Let $a = \{\text{in\_id1}, \text{in\_id2}, \text{in\_id3}, \text{out\_ack}\}$ be the set of ports we must export in the composition. The number of states and transitions generated by parallel composition of $(R|S1|S2|S3)$ is 13 states and 18 transitions (see Table 1). After minimized by weak bisimulation, the size becomes 3 states/5 transitions. For larger systems, parallel composition with many processes in one step may suffer state explosion. So, we may try to divide the system and analyze it compositionally. Here, there are few choices to divide the example system. We show three possible subsystems in Table 1, where $b = \{\text{ch2\_start}, \text{ch2\_wait}, \text{ch2\_ni\_sh}\}$ and $c = \{\text{ch3\_start}, \text{ch3\_wait}, \text{ch3\_ni\_sh}\}$. Unfortunately, all the subsystems produce state space nearly large as or larger than $(R|S1|S2|S3)$. Furthermore, minimizations such as weak bisimulation are much less effective on the state space of these subsystems. Compositional techniques have no merit in this case and sometimes they can even produce worse results [7]. This explains why compositional analysis is thought as a promising approach for combating state explosion but has not yet been widely adopted. In a structure like Fig. 1, no effective subsystems or composition hierarchy can be drawn.

1The interface process can be automatically computed from minimizing or abstracting the subsystem state space.

2The meaning of exporting ports and restriction operation in CCS are contrary to each other. If a port is exported, it is not restricted in CCS, and vice versa.

3The results in Table 1 are computed by Fc2tool[11].
We say a subsystem is loosely coupled to its environment if its interface process contains simple and small state space. So, in a tractable hierarchy, every subsystem must possess such property. Unfortunately, the as-built architectures of many systems do not have this property. In this paper, we propose an approach called refactoring to transform a system from an architecture to another with equivalent behavior. For example, refactoring can transform the architecture in Fig. 1 into Fig. 3 by decomposing $R$ into $RS1, RS2$, and $RS3$. The behaviors highlighted by shaded region in Fig. 2 are wrapped into a new process $RS1$ and the rest is done for $RS2$ and $RS3$ in similar manner. In the transformation, refactoring creates new synchronizations such as "-lock" and "-release" to preserve behavioral equivalence and redirects some synchronizations to the new processes. For example, "-in_id1" is redirected to $RS1$. In next sections, we will explain the transformations in more detail.

The refactored, new structure of the example system has some good properties which the original structure does not have. For instance, the highlighted region in Fig. 3 becomes tightly coupled inside but loosely coupled outside. The state-space size of $(S1/RS1)$ is only 6 states/7 transitions (see last row of Table 1, where $d = \{-str\}$). Besides, the behaviors of the subsystem can be minimized more effectively because more rendezvous can be hidden inside the subsystem.

3. AN OVERVIEW OF REFACTORING

To refactor a process, the steps are to decompose its behaviors, make decomposed behaviors into new processes, and redirect communications to the new processes. In the meantime, behavioral equivalence must be preserved.

To explain how refactoring preserves behavioral equivalence, we introduce another process $P$ into the example system. $P$’s behavior is shown in Fig. 4, which invokes $in_id1, in_id2$, or $in_id3$ iteratively and nondeterministically. When $R$ is refactored, the shaded region $s1$ in Fig. 2 is removed from $R$ and wrapped into a new process $RS1$. The refactored behaviors and structure are shown in Fig. 5, where behaviors related to $S2$ and $S3$ are wrapped into $RS2$ and $RS3$ in similar manner but are not shown in the figure. After refactoring, $R$ becomes a process containing two new synchronizations -lock and -release. In $P$, the action labeled $in_id1$ is now replaced by two actions (lock, $in_id1$) and $in_id1$ is redirected to $RS1$. In $RS1$, the end of ch1 nish, a release is added to signal $R$ the end of an execution cycle in $RS1$.

In principle, the composite behaviors of $P, R$, and $RS1$ must precisely simulate the behaviors of $P$ and $R$. Let’s consider several cases which could happen before refactoring: Suppose $P$ invokes $in_id1$ and returns. If $P$ wants to invoke another $in_id1$, $P$ must wait until $R$’s nishes its sequence of synchronizations with $S1$. So, after refactoring, every $in_id1 (i=1 to 3)$ in $P$ is guarded by a new synchronization lock. With lock, the new $P$ is not able to invoke $in_id1 (i=1 to 3)$ continuously. Only after lock is granted, new $P$ can invoke $in_id1$, which is now redirected to $RS1$. In other words, $R$’s new behavior is like a binary semaphore. It makes sure only one $in_id1 (i=1 to 3)$ in $RS1$ is invoked at any time. Thus, the purpose of release is obvious. It is used by $RS1$ to notify $R$ that $RS1$ has finished its execution cycle. $R$ must be released to allow $P$ to invoke another $in_id1 (i=1 to 3)$. Mathematically, a behavioral equivalence is needed to justify the transformation. We resort to an equivalence that relates external behaviors of subsystems using weak bisimulation. For instance, we view original $(P, R)$ as a subsystem because it is changed by the transformation. So, its interfaces are $\{$ch1 start, ch1 wait, ch1 nish$\}, i=1 to 3$. Communications like in_id1, $i=1 to 3$, become internal actions of the subsystem and therefore should be restricted. After refactoring, $(P, R)$ becomes $(P, RS1/RS2/RS3)$. The external interfaces remain the same. The newly added synchro-

---

**Table 1: The state space sizes for different subsystems**

<table>
<thead>
<tr>
<th>export ports</th>
<th>states</th>
<th>minimized</th>
</tr>
</thead>
<tbody>
<tr>
<td>(R</td>
<td>S1</td>
<td>S2</td>
</tr>
<tr>
<td>(R</td>
<td>S1)</td>
<td>$\alpha \cup \delta \cup \epsilon$</td>
</tr>
<tr>
<td>(R</td>
<td>S1</td>
<td>S2)</td>
</tr>
<tr>
<td>(S2</td>
<td>S3)</td>
<td>$\delta \cup \epsilon$</td>
</tr>
<tr>
<td>(S1</td>
<td>RS1)</td>
<td>$d$</td>
</tr>
</tbody>
</table>

---

**Figure 3: The new structure of refactored example system.**

**Figure 4: Process P which iteratively invokes in id1, i=1 to 3.**

**Figure 5: The refactored R, P and the new process RS1.**
nizations, lock and release, are internal to the subsystem, therefore, should be restricted. So, in this example, the behavioral equivalence before and after the transformation can be formally expressed as

\[(P \cup R) \setminus \{in_{id}, i = 1 \text{ to } 3\} \approx \]

\[(P \cup R \cup S1 \cup S2 \cup S3) \setminus \{in_{id}, i = 1 \text{ to } 3, \text{release, lock}\},\]

where “\(\setminus\)” is the restriction operator and “\(\approx\)” is the weak bisimulation of CCS. This equivalence can be checked by tools if the correctness of transformations is ever doubted.

As present, we borrow weak bisimulation to justify the correctness of our transformations because it is well-known and supported by several verification tools. Nonetheless, weak bisimulation is not capable of relating two systems for some properties, such as liveness. So, we are working on a new equivalence relation which can precisely relate two systems before and after refactoring. In principle, refactoring does not lose properties like liveness.

Some readers may interest in knowing why we favor CCS over CSP in refactoring. We use the example to explain. It is known that CSP rendezvous is of multi-way rendezvous semantics, which can be formally described as:

\[P \overset{\Delta} \rightarrow P', Q \overset{\Delta} \rightarrow Q'.\]

Suppose there is a process waiting to synchronize with \(a\), it must wait for all other processes which can invoke \(a\). The number of processes participating in the rendezvous may be greater than two.

On the other hand, CCS rendezvous is of two-way rendezvous semantics, which can be formally described as

\[P \overset{\Delta} \rightarrow P', Q \overset{\Delta} \rightarrow Q'.\]

So, in CCS, if two processes with \(a\) want to rendezvous with a communication \(a\) at the same time, the two processes compete for it. Because of this competition style of rendezvous, \(R\) can be as simple as that in Fig. 5. That is, the behavior of \(R\) is independent of other processes. However, in CSP semantics, if we want to have processes compete for some resources, we must introduce more communications to do so. If we adopt CSP semantics, \(R\)’s behavior must be like Fig. 6(A). Its connection structure is shown in Fig. 6(B). The connections between \(R\) and other processes, unfortunately, grow as the number of \(S_t\) grows. The structure is not as effective for utilizing compositional techniques compared with the one of CCS semantics. In addiction, the structure is inapplicable to inductive verification in [2].

4. REFACTORIZING TRANSFORMATIONS AND TOOL SUPPORT

To automate refactoring, we adopt Promela as our front-end language and add refactoring commands to its syntax. Promela is a popular design language due to the popularity of SPIN. We select a subset of Promela’s syntax (e.g., excluding executable commands like printI()) and add some keywords for refactoring. The syntax is called rc-Promela, where “\(r\)” stands for “refactoring” and “\(c\)” stands for “ccs.” We build a parser in rc-Promela syntax to generate CCS state graphs for Promela codes. At present, these CCS state graphs are used as input for Fc2tool[11]. Fc2tool is a tool-suite which can explicitly or implicitly explore state space under CCS semantics. It also provides tools for minimizing and comparing state graphs by weak bisimulation, branch bisimulation, or strong bisimulation.

4.1 rc-Promela and segments

When rc-Promela parser is executed, it rst creates an abstract syntax tree (AST) for the Promela code. Next, we have an algorithm traverse the AST to generate CCS states and transitions repeatedly starting from an initial state. In the cases without refactoring, when we reach statement “in?id,” the possible values of variable id are “symbolically expanded” to produce three transitions with labels “in_id1”, “in_id2”, and “in_id3” and three new states. The new states are put into a queue which saves the unexplored new states. Next, from each new state, one symbolically expanded value of id is used to traverse AST. The traversal continues until no more new states are generated and the queue is empty. The CCS state graph in Fig. 2 is so generated from its Promela code in the left.

To activate refactoring, users can use command “refactorby { }” to enclose a block of codes. For example, we can refactor \(R\) by enclosing its Promela codes as follows:

```proctype R() {
    mtype id ;
    mtype waitmsg ;
    refactorby id {
        do
        : in?id ->
        if
            :: id == id1 -> ch1!start ;
            ch1?waitmsg ; ch1!finish ;
            :: id == id2 -> ch2!start ;
            ch2?waitmsg ; ch2!finish ;
            :: id == id3 -> ch3!start ;
            ch3?waitmsg ; ch3!finish ;
        fi
    od
}
```
state graphs in segments. A segment is defined as the states and transitions generated by one pass of an r-block via the AST traversal algorithm. For the example above, starting from the root statement of r-block, which is “in?id;” we use id1, one of the symbolically expanded values of id, to traverse the r-block in one pass and we obtain a segment in Fig. 7.

![Figure 7: Segment seg_id1.](image)

We call this segment Seg id1. If we use other symbolically expanded values, id2 and id3 to traverse the r-block in one pass, two similar segments Seg id2 and Seg id3 are generated for this r-block. We call the first transition of a segment as guard.

### 4.2 Grouping segments

Once segments are generated, the next step is to divide the segments into groups and wrap each group in a new process. For process R, we already know Seg id1, Seg id2, and Seg id3 are divided into 3 groups and each is made into a new process (see RS1 in Fig. 5). The grouping options are specified by the list behind the keyword refactorby. In this example, command refactorby is followed by a variable name id, which instructs the refactoring algorithm to group segments by every possible values of variable id (or conversely, divide the segments into groups by the values of id).

For example, segments whose transition labels contain id1 (which is symbolically expanded from id) are grouped together. Process R shows the simplest case of refactoring – one segment in one group. Section 3 already shows how it is transformed. In practice, process’s behaviors can be more complicated. After grouping, one group may contain more than one segment. A unified transformation (see section 4.3) is derived to deal with such general cases.

We call the list behind keyword refactorby as grouping options. Since the segments in a group will be wrapped in a new process, the options decide the number of new processes to be created by refactoring. One mostly used grouping option is variable name like “refactorby var1, var2.” This option rst divides the segments into groups using all possible values of var1 and next divides these groups again using all possible values of var2. Sometimes, for systems such as those in section 6 we need to use channel name and a variable name to divide the segments. The refactoring command is like “refactorby ch, var,” where ch is a channel name and var is a variable name. This option rst divides the segments into two groups, one containing segments with ch in their edge label and none in the other group. Next, refactoring uses all possible values of var to divide the two groups into smaller groups.

To allow flexible refactoring decisions to be made, the grouping options can be specified as expression, such as “refactorby chl and id == id1, waitmsg.” However, in practical applications we have encountered, most behavior patterns of processes are regular or patterned. So far, complicated options like that have never been used practically.

### 4.3 The unified decomposition transformation

In practice, behavior patterns to be refactored are often complicated by parameterization and the presence of data values. A variable with a finite range is typically “unrolled” in some state verification, i.e., each state s in a process may be replaced by s_1, s_2, ..., s_n for the n possible values of the variable (or the cross product of multiple variable values). On these states, same request may be responded differently. In Fig. 8, we introduce another process RR. RR receives an index from channel in and uses the index to address an element in array cv. Next, RR output the value of the element in the element’s value.

![Figure 8: The Promela code and state graph of process RR.](image)

When we begin traversing the Promela code to generate state graph, the initial state is set as a product of (cv[0], cv[1]), which is initialized as (0, 0). The easiest way to represent a state is using the product of all variables plus an address of current statement. There are three variables cv[0], cv[1], and id in this example but id can be excluded from the product because including it in the product is irrelevant for producing state graph. Whether a variable is relevant for producing state graph are checked statically by data ow analysis, but here we ignore the implementation details. Also, in the gure, the address information in the product is omitted.

The state graph in Fig. 8 shows that when id=0 is received from channel in at rst time, RR outputs “zero” and enters a new state (1, 0). Next time, when id=0 is received, RR outputs “one” and returns to (0, 0). So, when you send RR a zero, the outputs may vary depending on the state of cv[0]; that is, RR is a stateful process.

Suppose refactoring is activated. Using id=0, we begin the traversal of r-block. At the end of r-block, we produces a segment Seg0 in Fig. 9. Let the traversal continue from a new state (1, 0). We return to the beginning of r-block and use id=0 again to traverse the r-block. Another segment Seg1 in Fig. 10 is produced. Suppose the grouping option is “refactorby id.” The two segments belong to the same group.

![Figure 9: Segment Seg0.](image)

![Figure 10: Segment Seg1.](image)
Consider wrapping \textit{Seg0} and \textit{Seg1} into a new process, say \textit{RRS0}, and redirecting action \textit{in}_0 to it. One problem arises – should we redirect to \textit{Seg0} or \textit{Seg1}? We know it is determined by \textit{cv}[0]. To assist \textit{RRS0} making the choice, we introduce a new process called \textit{Value Process} (\textit{VP}). We use \textit{VP}(\textit{v}) to denote the value process of a variable \textit{v}. In Fig. 11 we show the value process of the variable \textit{cv}[0].

Constructing a \textit{VP}(\textit{v}) for a variable \textit{v} is straightforward. If there are \textit{n} possible values of variable \textit{v}, create \textit{n} states to represent each value. At each state, add a transition which returns to itself labeled “\textit{v}=#,” where # is the value of the state. Between states, if \textit{v} can change its value from \textit{i} to \textit{j}, add a transition labeled “\textit{v}==\textit{j}” between state \textit{i} and state \textit{j}. Next, search in segments the places where \textit{v} is updated and insert an edge labeled “\textit{v}=#,” where # is the new value \textit{v} is changed to. As of this example, we append “\textit{cv}[0] := 1” to segment \textit{Seg0} and “\textit{cv}[0] := 0” to segment \textit{Seg1}.

\begin{figure}[h]
\centering
\includegraphics[width=0.5\textwidth]{fig11.png}
\caption{The value process of \textit{cv}[0]}\label{fig11}
\end{figure}

Once \textit{VP}(\textit{cv}[0]) is constructed, we place \textit{Seg0} and \textit{Seg1} together to create a new process \textit{RRS0} (see Fig. 12). In the beginning, \textit{RRS0} must be enabled by a new synchronization “-\textit{startRRS0}.” This synchronization is to prevent \textit{RRS0} from rendezvousing with \textit{VP}(\textit{cv}[0]) privately. Next, either “\textit{cv}[0] == 0” or “\textit{cv}[0] == 1” is enabled by \textit{VP}(\textit{cv}[0]) to activate the correct segment. At the end of segment, \textit{release} is used to release \textit{RR}. Note that inside the caller of \textit{(in}_0\textit{)}, every \textit{(in}_0\textit{)} is now replaced by (\textit{lock}\textit{startRRS0}\textit{in}_0\textit{)}.

\begin{figure}[h]
\centering
\includegraphics[width=0.5\textwidth]{fig12.png}
\caption{The state graph and interface of \textit{RRS1}.} \label{fig12}
\end{figure}

In Algorithm 1, we list the algorithm of this unified transformation. The algorithm has other variants to deal with different kinds of guard in segments, such as \textit{\tau} or else. These variants are not listed in this paper.

Without loss of generality, we assume there is only one state variable \textit{v} which has \textit{n} possible values. So, there are \textit{n} self-loop transitions labeled “\textit{v}==\textit{v}” in \textit{VP}(\textit{v}). The algorithm assumes there are \textit{n} segment to be wrapped into a new process. Let the segments be collected in a set \alpha and each segment \alpha\textsubscript{i} is activated by transition “\textit{v}==\textit{v}.” Let \alpha be the guards of segments in \alpha. The algorithm also assume transitions labeled “\textit{v}==\textit{v}” have been inserted properly. The algorithm is quite straightforward. Its complexity is \textit{O}(\textit{N}), where \textit{N} is the number of segments.

\begin{algorithm}
\caption{The unified decomposition transformation} \label{alg1}
\begin{algorithmic}
\STATE \textbf{UnifiedDecomposition(\alpha,\alpha)}
\STATE \textbf{begin}
\STATE \textbf{Construct} \textit{VP}(\textit{v}) \textbf{for segment} in \alpha.
\STATE \textbf{Create} an empty state graph \textit{T} with an initial state \textit{s\textsubscript{0}}.
\STATE \textbf{Add} transition \textit{\langle s\textsubscript{0}, -\textit{start}\textit{RRS0}, \textit{s\textsubscript{1}} \rangle} to \textit{T}
\FOR {each segment \textit{\alpha\textsubscript{i}} in \alpha}
\STATE \textbf{copy} \textit{\alpha\textsubscript{i}} to \textit{T}.
\STATE \textbf{add} transition \textit{\langle s\textsubscript{i}, \textit{v}==i, t\textsubscript{i} \rangle} to \textit{T}, where \textit{t\textsubscript{i}} is the initial state of segment \textit{\alpha\textsubscript{i}}.
\FOR {every exited state \textit{s\textsubscript{e}} of \textit{\alpha\textsubscript{i}}}
\STATE \textbf{add} transition \textit{\langle s\textsubscript{e}, \textit{release}, \textit{s\textsubscript{0}} \rangle} to \textit{T}.
\ENDFOR
\ENDFOR
\STATE \textbf{update} other processes whose edges labeled “\alpha” into \textit{lock}\textit{start} \textit{\alpha}.
\STATE \textbf{end.}
\end{algorithmic}
\end{algorithm}

\subsection{4.4 Simplifying state graphs}
Although the processes in Fig. 12 look more complicated than the original, most synchronizations are internal between \textit{RRS0} and \textit{VP}(\textit{cv}[0]). This seemingly complicated synchronizations can be easily conquered by grouping them into subsystems. Fortunately, for many cases, we can transform them into a more compact form. For example, it is not difficult to determine that segments \textit{Seg0} and \textit{Seg1} are activated one after another regularly in a loop. Using this observation, we can delete \textit{VP}(\textit{cv}[0]) and reduce \textit{RRS0} into \textit{RRS0’} of Fig. 13.

\begin{figure}[h]
\centering
\includegraphics[width=0.5\textwidth]{fig13.png}
\caption{The simplified \textit{RRS0}} \label{fig13}
\end{figure}

\begin{figure}[h]
\centering
\includegraphics[width=0.5\textwidth]{fig14.png}
\caption{The directed graph of \textit{Seg0} and \textit{Seg1}.} \label{fig14}
\end{figure}

To simplify a new process in this way we need to know whether segments activate other segments in a regular and predictable way. The algorithm is listed in Algorithm 2. The algorithm attempts to construct a directed graph representing the activation relations among segments. Let each node represent a segment. If only a directed edge is established from a segment \textit{a} to a segment \textit{b}, it means
segment $b$ is activated for next time after segment $a$ is executed. If there are more than one outgoing edges from $a$ to other segments, it means one of those segments can be activated for next time. So, the directed graph of $Seg_0$ and $Seg_1$ can be constructed as Fig. 14. From $Seg_0$ to $Seg_1$ there is exactly one directed edge and vice versa. It means that $Seg_0$ and $Seg_1$ activate each other in a deterministic way and looped like the directed graph in Fig. 14. That is, they are eligible for simplification.

Let $\alpha$ be the set of segment from which the new process is constructed and $|\alpha| = n$. Let each segment $\alpha_i$ is activated by the transition labeled "$v==i$". Again, without loss of generality, we assume there is only one control variable $v$ which have $n$ possible values and each value $i$ can activate segment $\alpha_i$. Let $Pre(s)$ be the set of edges that start from some states and end at $s$. Let $Src(e)$ be a function which returns the source state of an edge $e$. Let $Exited(S)$ be the set of exited states of segment $S$.

Given a segment $\alpha_i$, we use dataflow analysis (procedure ComputeGotoSet) to compute the set of segments that could possibly be activated by $\alpha_i$ at every exited states. If a segment $\alpha_i$ can activate a segment $\alpha_j$, we add a directed edge between node $\alpha_i$ and $\alpha_j$. Initially, a segment activates itself. So, if $v$ is not updated in the segment, there is at least one outgoing edge back to itself. Once the directed graph is constructed, we check if every node has exactly one outgoing edge. If not, the segments in $\alpha$ are not suitable for the simplification. If yes, we follow the directed graph $G$ to connect the segments into a new process. The algorithm has a lower order polynomial complexity. For the procedure ComputeGotoSet, provided the number of edges into each state is bounded by a constant, the worst-case complexity is $O(S^2)$, where $S$ is the number of states in a segment. So, the worst-case complexity of Algorithm 2 is $O(NS^2)$, where $N$ is the number of segments.

Note that Algorithm 2 is always used to check segments first. If they are eligible for simplification, follow its directed graph to connect segments. If not, Algorithm 1 is used to wrap them into a new process.

5. TOOL SUPPORT FOR COMPOSITIONAL ANALYSIS

To facilitate compositional analysis, we build a set of tools on top of Fc2tool [11] to automate hierarchical composition. Although Fc2tool provides some support for compositional analysis, it is too tedious and difficult to use directly. For example, to create a hierarchy in Fc2tools, users must create, label, and connect every port by hand, which is error-prone and time consuming.

To use our tools to compose a system hierarchically, a user only needs to put the state-graph les (in a format for Fc2tools) in a directory and provide a hierarchy like the following:

```
T1 := P R
T2 := S1 S2 T1
@ T2 is the whole system
```

Our tools will compute the necessary information automatically. In the example, suppose there are four state-graph les, P, R, S1, and S2. When $P$ and $R$ is composed into $T1$, our tools examine the directory and know its environment is constituted by $S1$ and $S2$. Correct label restriction (or exportation) for $T1$ is computed automatically. Unless specified, weak bisimulation is the default method for minimizing the state space of subsystem. In next section, all the experiments are done in this environment with 128M of memory under Linux platform.

### Algorithm 2 The simplification transformation

#### Simplification($\alpha_i$)

begin
Initialize $G$ as an empty directed graph.
Create a new node $\alpha_i$ for segment $\alpha_i$ in $G$.
// construct directed graph $G$ from segments
For each segment $\alpha_i$ in $\alpha$ do
    goto := ComputeGotoSet($\alpha_i$);
    for each integer $k$ in goto do
        add a directed edge $t_i \rightarrow t_k$ in $G$
        if ($|\text{goto}| == 1$) then mark node $t_i$;
    end for;

      // check the directed graph to see if it is
      // eligible for reduction
    if (all the nodes in $G$ are marked) then
        // the case is eligible for reduction
        Follow $G$ to connect the segments into a new process.
        return "not eligible for reduction";
    end if;
end.

#### procedure ComputeGotoSet($\alpha_i$)

begin
Let $s_0$ be the initial state of $\alpha_i$;

$\text{goto}(s_0) = \{i\}$; // initially, a segment activates itself

// if $i$ is for next time.
Set $out(e) = \{}$ for all the edges of $\alpha_i$.
Repeat
    for each state $s$ in $\alpha_i$ do
        for each edge $e \in Pre(s)$ do
            if ($\text{label}(e) == "v==i"$) then
                $out(e) = \{i\}$;
            else
                $out(e) = \text{goto}($Src$(e))$;
            end if;
        end for;
    end for;
    $\text{goto}(s) := U_{e \in Pre(s)} out(e);$  
    end for;
    Until $\text{goto}(s)$ has no change for all $s$;
    return $U_{e \in \text{Exit}(\alpha_i)} \text{goto}(s)$;
end.

6. EXAMPLES

In this section we demonstrate the power of our approach by two examples. We choose the examples by two reasons. First, both examples have been used to gauge the scalability of verification tools. Second, when their system sizes increased, their as-built architectures make compositional techniques futile.

6.1 The elevator system

The model of elevator system is extracted from the elevator system of Richardson et al. [13]. Its implementation uses array of Ada tasks and is designed to be extended to arbitrary number of elevators. If the number of elevators is $n$, there are $n+3$ tasks, including $n$ elev_sim_task[2] which emulate the moving elevators for lifting customers, one controller task to command elevators to serve hall calls or car calls, one command dispatcher task (elevator), and one task (driver) to emulate customer pushing the hall call or car call button. In [5], Corbett analyzed (by global analysis) the system with maximum to 4 elevators. However, due to the difference in analysis tools used, memory capacity, and platform, we can only analyze up to 3 elevators in our environment.

We use elevator index and channel name as grouping options to refactor controller and elevator. In the model, they both are not stateful processes, so, no VP is created. The model is refactored in a way similar to the steps of refactoring the example in section.
The number of new tasks created by refactoring plus the original task is listed in Table 2. Fc2tools can enumerate reachable states explicitly and report the number of explored states and transitions. In a composition hierarchy, among all the subsystems analyzed, we pick the one which consumes most memory as the memory requirement to accomplish the compositional analysis. We compare three methods in Fig. 15. They are global analysis, compositional analysis without refactoring, and compositional analysis with refactoring. The hierarchy to compose the system without refactoring is \(((\text{controller}\mid\text{elevator})\mid\text{elevator_sim_task1})\mid\text{elevator_sim_task2})\mid\text{driver})\). This hierarchy is carefully chosen by experience and trial-and-error so that state explosion is at least not worse than global analysis.

In the experiment, both global and compositional analysis without refactoring exhaust memory rapidly. On the other hand, the refactored model shows mildly linear growth of memory usage and the ability to analyze hundreds of elevators. The hierarchy for composing the refactored elevator system is to compose a base system with one elevator rst and then gradually add other elevators. Weak bisimulation and context constraints [3] are used to reduce subsystems in the hierarchy. One of the reasons that it can be analyzed to hundreds of elevators is that its refactored structure is “near to” a structure that is suitable for inductive verification (see [2]). We only check for deadlocks in this experiment. Because we adopt weak bisimulation, we currently limit our approach to safety properties, where a safety property can be translated into a deadlock detection problem [4].

![Figure 15: The states generated for elevator system by (1) global analysis (2) compositional analysis (3) compositional analysis with refactored structure.](image)

### 6.2 Chiron user interface system

Chiron user interface system [10] is a moderate-size concurrent Ada program. It was built to address concerns of cost, maintainability, and sensitivity to changes in the development and maintenance of user interfaces for large applications. Chiron’s design philosophy is to separate application code from user interface code. So, there are user interface agents called artists attached to selected data abstract types (ADT) belonging to the applications. At runtime, each artist can register events of interests to dispatcher. Whenever there is an operation call on the ADT, the dispatcher intercepts the call and notifies each of the artists associated with that ADT with the event.

Chiron has been analyzed by Young et al. [16] and Avrunin et al. [1], both with 2 artists analyzed. Its Ada code and Promela code can be accessed via http://laser.cs.univ.lisbon/veri cation-examples. In [1], different analysis tools (INCA, SPIN, and FLAVERS) are stressed by increasing the event number of Chiron model. In that study, they decompose the dispatcher task into a subsystem with a separate task that maintains the array of each event, together with a single interface task that receives the requests for registration, unregistration, and the notify of events and passes them to the appropriate task for a particular event. Consequently, INCA shows better performance than SPIN and FLAVERS. The decomposition resembles our refactoring. However, it is done by rewriting design codes which requires human expertise and is difficult to automate and guarantee behavioral equivalence.

To demonstrate the power of refactoring, our tool is stressed by increasing the number of artists. A 2-artist Chiron consists of 6 tasks. So, for an n-artist Chiron, there are n + 4 tasks.

When we began refactoring dispatcher task, we begin to realize why the number of artists has been limited to two in the past. For each event, the dispatcher maintains an array for bookkeeping the registered artists. The array is implemented as a queue. For example, suppose there are 3 artists, \(a_1, a_2, a_3\), registering an event \(e\) consecutively. Let the event array be \(e[\ldots a_1, a_2, a_3 \ldots]\). If \(a_2\) unregisters the event \(e\), the content of \(e[\ldots a_1, a_3 \ldots]\) becomes \(<a_1, a_3>\); that is, the artists behind \(a_2\) are shifted left by one element. Assume there are \(n\) artists, all possible combinations of the array are

\[
1 + \sum_{i=1}^{n} \left( \begin{array}{c} n \\ i \end{array} \right) i!
\]

If there are \(m\) event array, the combinations are

\[
(1 + \sum_{i=1}^{n} \left( \begin{array}{c} n \\ i \end{array} \right) i!)^m
\]

So, task dispatcher grows at a prodigious rate as the number of artists increases. On the other hand, for a 2-artist dispatcher, it contains only 5 combinations. When event number is \(m\), the size of 2-artist dispatcher is proportional to \(5^m\) and the number of tasks remains unchanged.

In our rst attempt, the unified transformation constructs a V/P for each array element and wraps segments into new processes for different artists. The grouping options are channel name and artist id. Unfortunately, the refactored structure has little hope to scale well compositionally because V/Ps not only communicate with segments, but also with other V/Ps. This happens when an artist is unregistered. It starts a cascading changes of V/Ps because of shifting elements in the event array.

After a second look at the code, we discover that the event array, though implemented like a queue, is actually used only for keeping track of which artists are registered. The unregistration need not obey the FIFO rule. We are not sure why the event array is so implemented. Actually, a bit array of size \(n\) is adequate for the bookkeeping. For example, an event array \(e[\ldots 1, 0, 1 \ldots]\) means artists \(a_1\) and \(a_3\) have registered. If an artist wants to unregister the event, dispatcher simply sets its bit to zero. By replacing the queue with this bit array, the size of dispatcher becomes proportional to \(2^n\). Although \(2^n\) is still a formidable growth rate, refactoring can create V/Ps and new tasks which are loosely coupled to its environment.

We analyze the refactored Chiron with bit array compositionally. It can be analyzed up to 14 artists as in Fig. 16.

<table>
<thead>
<tr>
<th>task name</th>
<th>no. of states</th>
<th>the number of subtasks after refactoring</th>
</tr>
</thead>
<tbody>
<tr>
<td>controller</td>
<td>21n</td>
<td>2n + 1</td>
</tr>
<tr>
<td>elevator_sim_task1</td>
<td>8</td>
<td>no change</td>
</tr>
<tr>
<td>elevator</td>
<td>7n</td>
<td>n + 1</td>
</tr>
<tr>
<td>driver</td>
<td>8n</td>
<td>n + 1</td>
</tr>
</tbody>
</table>
The refactored structure of a two-artist Chiron is shown in Fig. 17. The dispatcher task is in the middle. The new tasks generated from decomposing dispatcher is named “dispatchersubaXeY,” where X is the index of artist and Y is the index of event. The structure may look complicated in the beginning. Searching a tractable composition hierarchy seems difficult. However, heuristics exist for searching the hierarchy. We can search in the components of first artist first. Like composing the elevator example, we start by composing all the components of artist \( a_1 \). Let \( A = (\text{notifye1} | \text{notifye1suba1}) \), \( B = (\text{notifye2} | \text{notifye2suba1}) \), \( C = (\text{dispatchersuba1e1} | \text{VPa1e1}) \), \( D = (\text{dispatchersuba1e2} | \text{VPa1e2}) \), \( E = (\text{adtwrapper} | \text{clientinit} | \text{artistmgr}) \). The composition hierarchy we use is \( (((C | a_1 | \text{dispatcher}) | D) | A) | B) | E \). After the base system is completed, we begin composing components of artist \( a_2 \) into the base system.

Composing the base system always generates maximum states and transitions, because there are transitions and states must be exported for rendezvousing with other artists later. The number of these exportations is strictly decreased when more artists are composed. In the experiment of 15 artists, the weak bisimulation of Fc2tool consumes too much time and disk space while composing the base system.

Although we consider the result a significant improvement, the extent of improvement is not as good as elevator system. The cause is that Chiron contains a FOR loop that makes rendezvous with all artists sequentially. This small part of behaviors can not be refactored perfectly and made into a semaphore independent of other processes. As a result, more exportations are inevitable. Since FOR loop like that can be common in practice, research to address the problem continues. We have found that if the order of making rendezvous in a FOR loop is irrelevant to property of interest, we may refactor the behavior into a better structure for compositional analysis. However, more works remain to be done for that, so we exclude the results from this paper.

7. RELATED WORK

Researches addressing systems that are not suitable for compositional, incremental analysis can be found in [15, 6]. Corbett and Avrunin [6] observe that in the analysis of large and complex programs, a module \( I \) may not be further decomposed into many loosely coupled units and the composition of its processes may yield intractable results. They assume the module interfacing with its environment is a specification process \( S \). The analysis of the module becomes a problem of proving the trace equivalence between \( S \) and \( I \) using integer programming techniques. Their approach, however, is limited to a restricted class of systems, requiring processes to be deterministic.

Yeh and Young [15] considered the problem of “design for analysis” with a goal of compositional analysis using process algebra. In that work, it was proposed that analyzability should be an important factor in structuring the design of actual implementations. Be that as it may, one is often in the position of trying to apply analysis post hoc to systems that are not structured as we would like. Even if one has the luxury of structuring a design with analysis in mind, there may be good reasons (performance, physical distribution, reuse of existing artifacts) for the “as built” system to differ from the structure needed for verification, and a way of reconciling the verified and as-built structures will still be needed.

8. DISCUSSIONS AND CONCLUSIONS

In [9], Holzmann has argued that blindly derived design models are unlikely to be amenable to analysis. That argument applies to other verification tools and may apply to refactoring on occasion as well. The array usage as a queue in Chiron is an example. That particular data structure may prevent refactoring from constructing suitable structures for compositional analysis. Fortunately, behaviors of most systems are regular or patterned. The growing popu-
larity in design patterns shall reduce the occurrence of those problematic behaviors. On the other hand, we will continue exploring new transformations for those problematic behaviors and data structures.

Automating the heuristic search of a tractable hierarchy is another problem worth pursuing. Further automation is important for producing refactoring tools that can be used routinely by software developers.

In summary, the refactoring transformations described here permit decomposing processes and recombining them in a structure that is more amenable to compositional analysis using process algebra, allowing larger versions of a model to be verified. We have described some important refactoring transformations and a refactoring tool that automates restructuring models in a subset of Promela.
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ABSTRACT
The past three decades have seen the creation of several tools that extract, visualize, and manipulate graph-structured representations of program information. To facilitate interconnection and exchange of information between these tools, and to support the prototyping and development of new tools, it is desirable to have some generic support for the specification of graph transformations and exchanges between them.

GENSET is a generic programmable tool for transformation of graph-structured data. The implementation of the GENSET system and the programming paradigm of its language are both based on the view of a directed graph as a binary relation. Rather than use traditional relational algebra to specify transformations, however, we opt instead for the more expressive class of flow equations. Flow equations—or, more generally, systems of simultaneous xpoint equations—have seen fruitful applications in several areas, including data and control flow analysis, formal verification, and logic programming. In GENSET, they provide the fundamental construct for the programmer to use in defining new transformations.
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1. INTRODUCTION

Many problems of software analysis can be usefully modelled by viewing the structure of the problem data as a directed, attributed graph and defining analyses and transformations on this structure. Consequently, the past three decades have seen the creation of several tools that extract, visualize, and manipulate graph-structured representations of program and design information, for applications spanning a broad range of elds. This includes, on the one hand, specialized programs such as data/control-flow analyzers for optimizing compilers and model checkers. On the other hand, it includes a number of tools designed for more general tasks of program analysis, such as reverse engineering, program comprehension, design, and visualization.

In reverse engineering, for instance, fact extractors generate raw information about a software system (call graphs, directory structure, etc.). These are ultimately displayed by visualization tools such as AT&T’s dotty, but only after considerable processing to elide detail, as well as transformation to the graph notation supported by the tool.

In a different, hypothetical domain (although the example is inspired by a real verification method of de Alfaro [5]), we might use a web crawler to traverse the pages of a web site, storing the results as a crawl-graph. If the crawler categorizes web pages according to, say, access control attributes, we can inspect the displayed crawl graph to look for security violations of private-data pages (in the form of paths from the home page to private pages that do not go through control pages). Ideally, we could use a tool that would transform the crawl graph so that insecure browsing paths were clearly displayed by a graph viewer.

Three themes run through these examples. First is the use of multiple graph-based tools in combination, for analyses ranging from established industrial practices to experimental techniques. With this comes the second theme: Each composition of tools is predicated on the ability of one tool’s input format to be compatible with the other’s output. The third theme is displayed in the web crawler example by the wish for an automatic display of security violations: the occasional need for rapid creation of a hitherto unconceived analysis. Taken together, these themes underscore the following: To support the prototyping and development of new tools, and facilitate the interconnection and exchange of information between existing tools, it is desirable to have some generic support for the specification of graph transformations and exchanges between them.

We believe that flow equations provide an attractive generic technique for programming such transformations. Viewing the typed
edges and attributes of a digraph as binary relations, we can define a system of simultaneous xpoint equations whose solution is a set of new relations corresponding to the edges and attributes of the desired transformed graph. This approach gives a nice combination of declarative programming character, expressive power, sound theoretical foundations, and modest implementation cost.

To explore this approach, we have created GENSET, a generic programmable tool for the transformation and exchange of graph-structured data using ow analysis. At the heart of GENSET is a special-purpose, declarative language designed specifically as a utility for programming transformations of edge-typed, directed, attributed graphs. Such graphs are the primary data value in GENSET, and the only kind of value a GENSET script produces.

Graphs in GENSET are defined over a single, finite universe of untyped nodes, called items. Items are denoted inductively as either atoms (roughly as in Lisp) or pairs of items. Edges may be thought of as ordered pairs (src, tgt) of items, directed from src to tgt. Every edge in a graph has a type T, out of a finite set of edge types. Equivalently, we can view each edge type T as a graph with label T.

As with graph transformation approaches based on relational algebra [9, 11], the graphs input to and constructed by a GENSET program are represented internally as a collection of relations, one for each edge or node attribute type. The edges of a graph T are then represented as pairs belonging to relation T. A node may also have a finite number of attributes, and every attribute may itself be understood as a relation. For example, a node n with Color attribute of red is represented by the edge (n, red) in the Color relation.

The basic programming construct in GENSET is a block of ow equations: simultaneous equations over a rst-order predicate calculus, extended with xpoint operators. Although syntactically similar to iteration in an imperative language, there are important conceptual differences.

The general form can be illustrated by the example:

\[
\begin{align*}
\text{for } x & \text{ in } \text{Iter Exp}_x, y \text{ in } \text{Iter Exp}_y \text{ do} \\
R(x) & := \text{least } E_R; \\
S(y) & := \text{most } E_S; \\
\text{od};
\end{align*}
\]

Each "statement" can be understood as an equation defining a new relation: the expression on the right-hand side is used to compute, for each item of the relation’s domain, the set of items in the relation’s image to which it maps. The domain from which a is drawn is the value of the corresponding Iter Exp expression in the initialization of the block. In the above example, the equation

\[
R(x) := \text{least } E_R; \text{ de nes the relation}
\]

\[
R = \{(a, b) \mid \forall c \in v_c, b \in v_R\}
\]

where \(v_c\) and \(v_R\) are the values that result from evaluating the expressions Iter Exp_x and Iter Exp_y, respectively.

The scope of an "iterator variable" such as x is limited to the right-hand sides of the equations in which it appears on the LHS. For example, x is in scope in the expression \(E_R\), while y is not.

On the other hand, the scope of identifiers denoting relations is the entire GENSET script.

Note that \(E(x)\) can occur recursively in the equation \(E_R\) that defines it, and that \(R\) and \(S\) can be mutually recursive. In contrast with ordinary iteration, this means that each "statement" in a for-block is evaluated at least once for each element in the value of its controlling iterator expression, but it may be re-evaluated as many times as necessary to reach a xed point. A xer point here is that for-blocks are themselves evaluated in source code order, and so forward references—references to relations that are de ned by blocks following the current one—are disallowed. This avoids the problem of mutually recursive de nitions inter-block, allowing each block of equations to be individually iterated to a solution.

Whether the least or greatest solution is calculated for an equation depends on which of the keywords, least or most, is given at the beginning of the RHS. All equations in GENSET are quali ed by one of these two xpoint operators, which extends over the entire RHS of an equation. If no operator is speci ed, the default choice is least. These keywords function like the \(\mu\) and \(\nu\) operators of the \(\mu\)-calculus [15], but, for simplicity, they are limited to one use per equation: each one quanti es its whole RHS and they cannot be nested. For the least xpoint of an equation, the value of the corresponding LHS is initialized to the empty set. For the greatest xpoint, the LHS is initialized to the "universe," a value that must be implemented with some care. See §3.3 for a discussion of this issue and some of the restrictions that it carries.

Genset expressions evaluate to sets of items. The syntax is given by seven general classes in Figure 1.

Direct set construction is limited to the empty and singleton sets, as well as some limited uses of the identi ers denoting relations (as filter or \(\varphi\) operands). When the single keyword is applied to a variable x, the value is the singleton set consisting of the node to which x is currently bound. If applied to the constant "x", the value is the set \{x\}. Node constants have global scope, and are created on-the- y if necessary.

The binary operations are set union, intersection, difference, and cross-product, each with the expected meaning.Unary operations are de ned only on an expression e whose value \(v_e\) is a set of pairs (i.e., a relation); they facilitate the extraction of a relation’s domain, image, or both. One can also select a subset of the pairs in a relation r, using a \(\text{iter}\) expression e on either the domain or image of r.

The two appr constructs are borrowed from relational algebra approaches (see [11], for example) for their utility: in the traversal of a graph r, we will often need to know the successors (resp. predecessors) of a node x. From the relational viewpoint, this corresponds to a projection of x through r (or vice-versa), an operation that we will term relation application (resp. inverse application). Relations can be applied either to variables or (by enclosing the identifier in "\*\") node constants.

The combination expressions are (very) loosely modeled on the syntax of the reduction operator / of APL, but are more similar in intent to the application in data ow analysis of a "combination operator" for combining the ow information collected along dif-
fferent paths. With either operator, the scope of variable \( x \) is the expression \( e_2 \).

Finally, GENSET includes a construct for conditional evaluation of an expression, based on the value of predicate \( p \). Support is available for predicates that test emptiness of a set and set containment/comparison, and predicates may be combined using the standard propositional boolean connectives (not, and, or).

To illustrate, suppose we have extracted from a program the control o w graph \( \text{Flow} \) along with suitable \( \text{Kill} \) and \( \text{Gen} \) relations. We can use these to construct, for example, the classical reaching de nitions analysis[2]:

```plaintext
for x in (base Flow) do
    RD(x) := /union w in _Flow(x):
        (RD(w) = Kill(w)) union Gen(w);
    od;
```

which is notation in GENSET for the familiar textbook o w equation

\[
RD(x) = \bigcup_{w \in \text{Flow}^{-1}(x)} (RD(w) \setminus \text{Kill}(w)) \cup \text{Gen}(w)
\]

Another example, using the most operator, is the computation of dominators. For any node \( n \) in the \( \text{Flow} \) graph, the dominators of \( n \) are those nodes which must be traversed on any path from the root of \( \text{Flow} \) to \( n \):

```plaintext
for x in (base Flow) do
    DomsOf(x) :=
        most (if (empty _Flow(x)))
        then single(x)
        else single(x) union
            (if /intersect y in _Flow(x): DomsOf(y))
        fi;
    od;
```

This example also demonstrates the use of an if-then-else expression. The standard dominators equation is de ned by a pair of simultaneous equations, the choice of which depends on whether \( x \) is the root node of \( \text{Flow} \).

3. IMPLEMENTATION

Implementation of an interpreter for the GENSET language involved several interesting challenges. We summarize the main features in this section.

3.1 Generic Worklist Algorithm

Interpretation of a GENSET program takes the form of an iterative data o w analysis [13], using a worklist algorithm:

```plaintext
while (Worklist not empty)
    (EQN, a) ← Worklist.extract() // R(a) := e;
    e ← EQN.getRHS();
    R ← EQN.getLHS();
    v ← eval(e, a);
    if (R(a) ≠ v) then
        \forall dependent (equation, item) pairs (Q, b)
            Worklist.add(Q, b)
        R(a) ← v
    fi;
```

Note that we perform a nonin ationary update, \( R(a) ← v \) (instead of \( R(a) ← v \bigcup R(a) \)) [1]. Furthermore, this update is performed on any change to \( R(a) \). As a consequence, the existence of a x ed point for any equation block, and hence termination of the worklist algorithm, can only be guaranteed by the equation itself.

The usual approach to ensuring termination is to guarantee that each equation is monotonic, from which the existence of a x point follows. Although there are ways to give a static guarantee of monotonicity, or to enforce it at runtime, the current implementation of GENSET does neither. Instead we lay the responsibility for
termination of evaluation in the programmer’s hands. The reason for this lies in the desire to provide as much flexibility to the programmer as possible. Divergence is not a desirable trait, of course, but a requirement of monotonicity placed on every equation would eliminate some analyses that nonetheless have xpoint solutions. One example of this is the partial dead code elimination of Knoop et al [14]. Their algorithm involves an analysis based on functions that individually are not themselves monotonic, but when considered as a family enjoy weaker properties sufficient to guarantee the existence of a xpoint solution [10].

3.1 Variable Dependencies

The other departure from the usual worklist algorithm lies in the determination of dependent (equation, item) pairs to requeue—i.e., those equations whose value might change because of the new value of . The intuition here is that when re-evaluation of an equation results in a new value, the change will affect every equation whose right-hand side depends on . More to the point, we do not need to re-evaluate anything else, and so can avoid a complete re-evaluation of the equation system. Although this optimization does not offer an improvement in worst-case complexity, in practice, it can produce significant performance increases.

When the set of equations is dependent syntactically (e.g., the μ-calculus), dependence consists of one or more occurrences of in the RHS of , and can be determined entirely from the source code. But in the case of data-o w equations (and also logic programming), we have the added challenge that the equations are parameterized over one or more variables, de ning a schema of equations. For example,

\[
\text{for } x \in E_1 \text{ do } R(x) := E_2; \ldots; od;
\]

denotes one equation for each element of the value of . Thus, when some changes value, we need to know not just that some of the equations depend by could be affected, but which ones. If this cannot be determined, we must adopt the conservative approach of re-evaluating on every node in the value of .

While this necessitates a dynamic component to dependency determination, in traditional bit-vector data o w analyses, the form of the analysis is always the same. When, for some node , the value of changes, the affected equations are those corresponding to the adjacent nodes (either successors or predecessors) in the program’s control o w graph, such as Flow, in the RD example above:

\[
\{ b \mid b \in \text{Flow}(a) \}.
\]

In imperative programs, this graph is e ed before analysis and remains static throughout.

A GENSET script, however, represents an even more general case. While the language can be used to formulate bit-vector analyses over data graphs, this is not a necessary assumption. An equation block’s iterator expression, for example, can be any legal GENSET expression, not just the nodes in the (pre-computed) Flow graph, and there is no requirement that the RHS of an equation combine information from successors or predecessors in Flow or any other single relation.

Our approach is based on a static analysis of the GENSET source code. During construction of the abstract syntax tree, we associate with each equation de nition , a list of (equation, expression) pairs, , one for each equation de nition in the same block as . As mentioned in §2 above, each block is independently iterated to a xpoint, so no equations need outside the block can be affected by a change to . Moreover, in the practice of equation de nitions in a block is likely small, so this overhead, although quadratic in the number of equations, is manageable.

The expression (not to be confused with a GENSET expression) represents the computation necessary to determine the items on which will need re-evaluation, when the value of changes for some item . Its construction is essentially a partial evaluation of the RHS of . For an equation de nition , the dependency expression for a de nition , where the inverse of domain , is the function

\[
d_R^G = \lambda x. \text{dep}(R, E_Q, x), \text{dep}(R, E_Q, x)\text{ is de ned inductively on the structure of } E_Q \text{ as in Fig. 2. Note that for the classical form}
\]

\[
A(x) := \langle <op> \rangle \text{ in } \_\text{Flow}(x);
\]

we have

\[
de\langle A, (A(w) - \text{Kill}(w)) \text{ union Gen}(w) \rangle\text{ union Gen}(w), x \rangle = \{x\}
\]

and so the dependency expression is the special case

\[
\lambda x. (\text{Flow}(x) \cup \text{dep}(A, \_\text{Flow}(x), x)) = \lambda x. (\text{Flow}(x) \cup \emptyset)
\]

3.2 Set and Relation Data Structures

As discussed above, the edges of each graph (or equivalently, the members of each edge type in a graph) are represented in GenSet as elements of a binary relation. Since relation application and inverse application are perhaps the most commonly used expressions in a GENSET script, it is important that these operations be as fast as possible. Internally, relations consist of two hash tables, one for the forward and one for the inverse image. Each entry in the forward (resp. inverse) table corresponds to an item in the domain (resp. image), and it is stored in the table with a set of the items in the image (domain) to which it is related.

Ordinary sets are implemented using the Java HashSet class, which maximizes the speed of insertion and retrieval of elements. One cost for this choice is that we are committed to the generic semantic view of nodes as being unordered. Except for equality, we cannot compare one node with another, nor can we easily choose any particular iteration order over elements (e.g. reverse postorder traversal).

3.3 “In nite” Sets

The speci cation of a greatest xpoint equation (using the most keyword) requires that we have some way to initialize the equation to the “universe” value and perform set operations (e.g., set difference) on this value. Unfortunately, it will not do simply to use the set of nodes contained in input graphs, nor even adding to this the set of named constants in the source code. On a pragmatic level, even if this top value could be determined in advance, it may be very large and hence impractical to use directly, if we can avoid it.

A more signi cant problem is that in many cases, it is the wrong value to use. The problem arises from the cross-product operator, as in this (silly but illustrative) example:

\[
\text{for } x \in \text{(single("a") union single("b")) do}
\]

\[
S(x) := \text{most } (S(x) \text{ intersect (single("c") cross single("d")))};
\]

\[
\text{od;}
\]

This should give the relation \{(a, c, d), (b, c, d)\}, but if we iterate from the universe \{a, b, c, d\}, we will instead get \(S = \emptyset\). The point here is that while the number of atoms is a bit by the graphs given as input, the number of items is not. As a consequence, the universe in general cannot be statically determined: it is finite but of indeterminate size.
Our approach is to treat the universe as if it were in nite. For such a value, we use a “symbolic in nity” by working instead with the co-enumeration (i.e. the complement) of an nite set. However, this itself raises another problem. Nontermination of expression evaluation is a separate consideration from the divergence that results when no solution exists for an equation. Unlike the absence of a xed point, divergence of the expression evaluator cannot be considered an acceptable possibility—it would be a bug in the interpreter itself, not the programmer’s code. In the case of a co nite set, this means that we must be careful about enumeration of any value. In particular, the termination of expression evaluation with co-enumerated in nite sets requires some restrictions on the possible forms of a relation: for every set, we must be able either to enumerate the set itself, or else its complement. Moreover, when evaluation of a for-block has been iterated to a xpoint, each relation de ned in the block must be nite. Further restrictions prevent the possibility of enumerating an in nite set (the initializations of all iterators must evaluate to nite sets), or of taking the cross product with an in nite set operand. As with all other typing properties in GENSET, these restrictions are checked dynamically.

4. APPLICATIONS

Although GENSET has enough expressive power to write equations for data o w analysis or CTL properties, it was designed for neither optimizing compilation nor model checking, and is not intended to compete with more specialized tools used in these areas (e.g., SUFI [25]). Indeed, as it lacks the optimizations that render tractable the storage and rapid traversal of enormous control o w or state space graphs, it is likely unsuitable for either domain.

GENSET is intended rather to ll a niche similar to the role that Awk plays in the world of Unix text streams: The use of o w equations as a speci cation medium enables the programmer to draw from a class of graph manipulations which are too complex for simpler, less xible tools, and with signi cantly less programming effort than would be required to write a special-purpose tool in, say, C or Java.

Hopefully, the near future will see the adoption of a standard graph exchange format for analysis and visualization tools; for example, the graph-based GXL format for XML [12]. In the presence of such a standard, we foresee a natural application for GENSET in the construction of “pipe- ting” components that facilitate the composition of o t-of-the-shelf tools. In support of this goal, we designed GENSET to be as xible as possible with respect to support of new exchange formats. The current implementation includes support for RSF (Rigi Standard Format) and AT&T “dot” format, as well as the early untyped form of GXL described in [12]. We are currently working to extend support to include the recent GXL changes.

5. EXAMPLE

Flow equations have traditionally been associated with problem domains in compilers and logic programming. To illustrate their utility as a basis for graph transformation tasks relevant to the analysis of programs and software systems, we apply our approach to a transformation known in the reverse engineering community as lifting.

As a basis for our analysis, we chose the Linux kernel example from the PBS Guinea Pig repository [18]. From this, we chose as an input graph the selection of edge types from the raw example: 3 relations used in the calculation (contain, funcdef, and sourcecall), and one that did not play a part. GENSET does not yet have a parameterization mechanism for input arguments, so these are read into a global symbol table, along the lines of external variables in C. Edges we actually used represented 8136 function de nitions, 2068 source calls, and 1149 containment edges (directory structure). There were edges included in the in e but not used in the transformation in the form of 6749 include edges.

A lifting transformation is used to produce a high-level view of a relation. This is done by lifting a relation between low-level entities (such as the original function to function call graph stored in the factbase by the sourcecalls relation) to a more abstract version of the relation, between higher-level entities (such as the directory to directory level). Those entities considered at the top level are represented as edges in the toplevel relation. The hierarchy is given here by the contain relation, which in the original factbase described containment of in es in directories as well as directory nesting.

In the usual form of lifting, the toplevel relation would consist of exactly those entities that are at or above some level in the

---

**Figure 2:** Static determination, for equation $Q(y) := E_Q$, of the nodes on which $E_Q$ must be re-evaluated

| $\text{dep}(R, \text{null}, x)$ | $\emptyset$ |
| $\text{dep}(R, \text{single}(\_), x)$ | $\emptyset$ |
| $\text{dep}(R, Q', x)$ | $\begin{cases} Y & \text{if } Q = Q' \\ \emptyset & \text{if } Q \neq Q' \end{cases}$ |
| $\text{dep}(R, u, p, e, x)$ | $\text{dep}(R, e, x)$ |
| $\text{dep}(R, e_1 \text{ and } e_2, x)$ | $\text{dep}(R, e_1, x) \cup \text{dep}(R, e_2, x)$ |
| $\text{dep}(R, e_1 \text{ filter } e_2, x)$ | $\text{dep}(R, e_1, x) \cup \text{dep}(R, e_2, x)$ |
| $\text{dep}(R, r'(y'), x)$ | $\begin{cases} \{ x \} & \text{if } r = R \\ \emptyset & \text{otherwise} \end{cases}$ |
| $\text{dep}(R, \text{if } \text{then } e_1 \text{ else } e_2, x)$ | $\begin{cases} R(x) \cup \{ \text{old value of } R(x) \} & \text{if } r = R \\ \emptyset & \text{otherwise} \end{cases}$ |
| $\text{dep}(R, \text{op } w \text{ in } e_1 : e_2, x)$ | $\begin{cases} \text{dep}(R, p, x) \cup \text{dep}(R, e_1, x) \cup \text{dep}(R, e_2, x) & \text{if } e_1 \equiv s(y) \text{ and } \text{dep}(R, e_2, x) = \emptyset \\ \text{dep}(R, s(y), x) & \text{if } e_1 \equiv s(y) \text{ and } \text{dep}(R, e_2, x) \neq \emptyset \\ \text{if } e_1 \equiv s(y) \text{ and } \text{dep}(R, e_2, x) = \emptyset \\ \text{otherwise} \end{cases}$ |

---

3This is under development. See the comments in §7.
contain hierarchy. If we are interested only in the calls between a few different subsystems regardless of their position in the hierarchy, this approach will give either too much information, too little, or both. To illustrate the flexibility of our approach here, we took a slight departure from the usual transformation, and defined the toplevel relation manually to consist of 9 edges between subsystems chosen at varying levels in the directory hierarchy. The resulting graph analyzed consisted of 9,059 nodes and 17,832 edges.

The analysis is specified in 21 lines of GENSET code as a set of three equation blocks:

```plaintext
for ss in (base contain) do
tlcontain(ss) := (/union child in contain(ss) : single(child) union inherit(child));
unmarkedChildren(ss) := contain(ss) - dom toplevel;
inherit(ss) := (/union unmarked in unmarkedChildren(ss) : tlcontain(unmarked));
od;

for func in (base sourcecall),
dir in (dom tlcontain) do
inDir(func) := /union file in _funcdef(func) :
   _tlcontain(file);
dirCalls(dir) :=
   /union file in tlcontain(dir) :
   (/union f in funcdef(file) :
      (/union g in sourcecall(f) : inDir(g))
   );
od;

for tldir in (base toplevel) do
tlcall(tldir) := dirCalls(tldir) intersect (dom toplevel);
od;
```

In the rst block, we collapse nodes corresponding to files into the nearest ancestor directory node which has been marked as (i.e. included in) toplevel: this is the tlcontain relation.

In the second block the sourcecall relation representing calls between functions is lifted to become the dirCalls relation, representing the presence of a call between two directories. This is computed for all directories, not just those marked as toplevel. The extraneous calls from non-toplevel directories are filtered out in the third block, leaving the tlcall relation from toplevel directory to toplevel directory.

Analysis was run on a Macintosh Quicksilver with 900 Mhz G4 and 1.2 GB of RAM. The resulting graph is given in Fig. 3. The slowest step was the 4 seconds required to read the input graph (in RSF format). After the graph was represented in memory, execution of the GENSET script completed in less than 2 seconds.

6. RELATED WORK

A variety of programmable graph transformation tools have been developed, with explicit application to problems of program and software system analysis.

The approach closest to our own is the speciation of transformations with relational algebra (RA). Given the tight mathematical correspondence between binary relations and directed graphs [22], it is unsurprising that the use of RA has very natural applications in graph transformation; we have borrowed a few of the operators ourselves.

A number of programmable graph transformation systems based on extensions of this algebra have been presented in the literature [3, 4, 9, 11, 16, 17, 19]. One of the common extensions is to augment RA with a transitive closure operator (this is used in all of the works cited here). With this extension, several important graph transformations have been implemented, notably in the area of software architecture. Holt, for example, shows in [11] how to implement six important architectural transformations using his Grok system, including the lifting transformation we demonstrated in this paper.

We do not yet know how the performance of GENSET compares with that of the extended relational algebra systems across the whole range of transformations expressible in RA (with or without transitive closure). Thus far, however, our experimental results (such as the example presented in this paper) suggest that the original equation approach embodied in GENSET will be competitive.
with RA approaches. (The question of greater programming convenience is still a matter of debate.)

The primary difference between a flow equation and relational algebra approach lies in the expressive power of the underlying languages. RA by itself cannot express any kind of recursion (hence the need to add transitive closure as a magic operator). Even with transitive closure, the GENSET language is strictly more expressive than RA languages. On the other hand, we will suffer from a worse worst-case, since some queries expressible in GENSET will be of a higher complexity—indeed, since one can write divergent analyses in GENSET, our worst case is unbounded.

The other major approach to graph transformation comes from the research in graph grammars, particularly systems for graph-rewriting-based transformations. One of the best known of these is the PROGRES project [20, 23]. In this system, transformations are specified with graph-rewriting rules which are using to generate C code for a stand-alone prototype. This approach offers greater expressive power than flow equations (it is computationally complete). However, it appears to suffer from the general complexity of graph rewriting—for example, the necessity of using subgraph isomorphism detection to implement generalized pattern matching. Using PROGRES to specify several common architectural transformations, Fahmy and Holt [6] report that the system, while effective at small prototypes, is impractical for transforming the large graphs associated with real software systems.

Generic iterative equation solvers have been developed primarily within the logic programming. Each of the approaches to the problem of dynamic determination of dependencies has been in advance in part by work presented in [8]. Another generic data flow analysis tool is the Fixpoint-Analysis Machine described by Steffen et al [24], which handles generic instances from several classes of flow analysis whose reductions to equivalent model checking problems are known.

Recently Rayside and Kontogiannis [21] have developed another generic worklist algorithm that, like ours, is designed for towards graph-based analyses. Their work is targeted towards and graph reachability problems, which leads towards three sign cant differences from our version. First of all, their test for re-evaluation is speci cally for a monotonic change, while we base re-evaluation on a test for any changes, allowing for the possibility of non-monotone functions to be evaluated. Further, the user of their algorithm must specify manually the lattice to be used, and in particular, must define the partial order relation between elements, which is necessary for detecting monotonic change. Even if we were to enforce monotonicity, we always use the same lattice—the power set of the set of possible nodes in the relation’s image, ordered by subset/superset inclusion. Finally, because their algorithm is targeted towards reachability analyses on a x ed graph, the determination of dependent equations is always done in the traditional static fashion: by taking the successors in the graph of the current node. As discussed in §3.1 above, this approach to dependency determination does not work in our more general setting.

An interesting alternative solution to the problem of representing in nite sets is Alfaro’s constructive μ-calculus [5] in which GFP equations are restricted by the requirement that the universe of discourse be both in nite and explicitly stated. We are still investigating a comparison of this approach with our own.

7. CONCLUSION AND FUTURE WORK

The expressiveness and relative efficiency of a flow analysis appears to be a useful point in the design space of graph transformation tools for program analysis. Meanwhile, there remain a number of opportunities for further development.

Two aspects of the existing implementation of GENSET need improvement. First, the requirement that equation blocks be evaluated in source code order avoids the mess of mutual recursion between blocks, but is a shortcoming in the declarative character of the language. The alternative is to add a “program-wide” iteration, along with the use of dependency graphs both within and between equation blocks to determine, if possible, a better evaluation order than that given by the source code. Second, the language lacks effective schemes for parameterization and library construction. Relations that are not explicitly defined by equations in a script are presumed to exist in a global symbol table before evaluation, with the symbol value assumed explicitly in the source code. We are currently developing a procedure-de nition facility for the reuse of commonly used equations (e.g. transitive closure) and will remove assumptions about the global symbols with a top-level “main” construct.

From a philosophical point of view, the paradigm of the GENSET language is compatible with relational algebra and it may bene t from the inclusion of many of the ordinary RA operators. As it stands, the language is strictly more expressive than RA, and such additions would therefore be “syntactic sugar,” but may offer more convenience for programmers.

More challenging is the possibility of developing a static type system to guarantee niteness and union-compatibility properties of relations, eliminating the need for many of the runtime checks that are performed in the present version. In addition to potential improvements in the runtime performance of interpretation, this would make the possibility of a compiler for the language more appealing.

Finally, it is important to understand the tradeoffs between expressiveness and efficiency among the variety of graph transformation approaches available for manipulating representations of programs and software systems. Fahmy et al [6, 7] have begun this task with a comparison of manipulation using relational algebra and graph rewriting. We expect that our ow analysis approach will fall somewhere between these two, but more benchmark analyses are needed with representative, practical examples. Widespread adoption of a single exchange format such as GXL may help; additionally, we are developing conversions among some of the more widely used graph representations to facilitate comparisons.
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ABSTRACT
We address the problem of refining and completing a partially specified high-level design model and a partially-defined mapping from source code to design model. This is related but not identical to tasks that have been automated with a variety of reverse engineering tools to support software modification tasks. We posited that set-based flow analysis algorithms would provide a convenient and powerful basis for refining an initial rough model and partial mapping, and in particular that the ability to compute fixed points of set equations would be useful in propagating constraints on the relations among the model, the mapping, and facts extracted from the implementation. Here we report our experience applying this approach to a modest but realistic example problem. We were successful in expressing a variety of useful transformations very succinctly as flow equations, and the propagation of recursively-defined constraints was indeed useful in refining the mapping from implementation to model. On the other hand, our experience highlights remaining challenges to make this an attractive approach for general use. Special measures are required to identify and remove inconsistent constraints before they propagate through a system. Also, while the required flow equations are succinct, they are also rather opaque; it is not obvious how their expressive power might be preserved in a more accessible notation.

Categories and Subject Descriptors
D.2.7 [Software Engineering]: Distribution, Maintenance, and Enhancement — Restructuring, reverse engineering, and reengineering; D.3.3 [Programming Languages]: Language Constructs and Features — Constraints; F.3.2 [Logics and Meansings of Programs]: Semantics of Programming Languages — Program analysis

General Terms
Algorithms, Design, Languages

Keywords
flow analysis, constraint propagation, architecture recovery

1. INTRODUCTION
When faced with a system re-structuring task and only a partial understanding of a system, an engineer needs both to refine an understanding of the overall system structure and to understand how individual parts fit in the whole. There exist a variety of reverse engineering techniques that attempt to infer overall system structure from detailed structure of an implementation, and also techniques for checking for conformance between a posited high-level structure and the detailed structure of an implementation. We address a related but somewhat different problem of completing and refining both an initial rough design model and an initially partially-defined mapping from implementation entities and relationships to the model.

The specification of equational constraints in the style of flow analysis is appealing both for the compactness of the equations and because simple, efficient solution algorithms are available. We posited that such specifications could be useful in refining a design model and the mapping from implementation structure to model. We had previously used a flow analysis tool-kit to perform “lifting” transformations to extract a high-level model from implementation-level relations in the Linux kernel [10], duplicating reverse engineering operations that others have achieved using relational algebra [7, 13] and other means. We expected that fixed-point set equations would provide additional power to use constraints on connection structure in refining the mapping between implementation-level “facts” extracted from source code and a high-level model.

In this paper we describe experience applying this approach in a small but realistic exercise. The GenSet tool-kit for set-based flow analysis has been constructed piecemeal over a period of years by several developers, most of whom are no longer present. Our situation was much like that described by Murphy et al [15]: We were able to sketch a rough and inexact architectural model of the system and...
of its relation to implementation entities and relations, but lacked the confidence and detail required to make desired changes. The first author, who was not among the developers of GenSet, set out to refine the model using GenSet itself. Implementation relations (facts in the terminology of the reverse engineering literature) were extracted from Java bytecode (.class files), and several manipulations of those facts and the initial rough model were programmed in the GenSet little language of flow equations. The initial model, partial mapping, and flow equations were iteratively refined until they produced a full mapping of implementation structures to model.

The primary novelty in this process, and the chief contribution of this paper, lies in the way a partial mapping of implementation structure to high-level model is extended to a more complete mapping by solving a system of simultaneous set equations. Although the equational specifications resemble those used in data flow analysis, they do not model the flow of data during program execution. Rather, these “flow equations” describe constraints imposed on the mapping by the high-level model, and the solution at a node in the implementation structure represents the set of model entities to which an implementation entity may be mapped, consistent with the model structure. This contrasts with prior work in reverse engineering, where the mapping of implementation entities to design entities is a distinct step providing input to the process of extracting high level structure [13] or checking conformance [15].

Our experience applying this technique was positive in that we were able to refine an initial model and extend an initial mapping quite effectively. The flow equations used in this process, most of which could be re-used in other applications, are quite succinct, and the actual process of writing and refining the model and writing scripts to express our equations was completed in a few hours. Balanced against this encouraging result are some obstacles, not all of which have been satisfactorily overcome. The effectiveness of flow analysis in propagating constraints becomes a liability when mistakes in the initial model or mapping, or violations of structuring rules in the implementation, produces an inconsistent (over-constrained) system. Moreover, while flow equations can specify this constraint propagation and a variety of other useful manipulations succinctly, they can be rather opaque; it is not obvious to us how to preserve their expressive power in a more accessible notation.

2. APPROACH

The observation on which our analysis rests is simple: If we are given a partial assignment of implementation entities to design entities (allowing many implementation entities to be grouped in a single design entity), then this mapping imposes certain constraints on the remaining (unmapped) entities. Although there may be several choices for completing the assignment, only some of them are consistent with the design; other ways of completing the assignment can be ruled out. For example, if the design does not permit calls from implementation entities in design entity L1 to implementation entities in design entity L2, and if implementation entity A is assigned to L1 and makes a call on entity B, then assigning B to entity L2 would be inconsistent with the design.

Multiple constraints from a design model can be combined and propagated to extend the mapping by finding additional (initially unmapped) implementation entities that must be mapped to particular model elements in order to satisfy the constraints. Consider the example in Figure 1. Here, the “uses” relation among design entities indicates that implementation entities assigned to L1 and implementation entities assigned to L2 are each permitted to make calls on implementation entities assigned to L3, but no such dependence between L1 and L2 is permitted. No restriction is placed on calls between implementation entities assigned to the same design entity. Implementation entities A, E, and D have been assigned to L1, L2, and L3, respectively, by some unspecified method, but no assignment has been given for B and C. A and E call B, B calls C, and C calls D; these calls should be consistent with the “uses” relation in the design model. Given this information, we can infer that the only consistent assignment of B and C is to L3. Thus, the initial mapping of implementation modules A, E, and D to design entities can be automatically extended with mappings of implementation entities B and C.

![Figure 1: A partially-completed mapping from implementation-level entities A–D to high-level design entities L1–L3. If the dependence among implementation entities must conform to the dependence (uses) relation among design entities, then the only consistent completion of the mapping assigns B and C to L3.](image)

Our analysis is designed to automate this inference, starting from a rough design model and facts extracted from an implementation, and propagating constraints to identify implementation entities whose place in the design can be determined. Since the initial design model is unlikely to be either complete or perfect, and since the implementation may violate some constraints imposed by the design, it is unlikely that the design mapping will be completed in a single analysis step. Rather, refining a model and mapping is an iterative, partially automated process in which inconsistencies are discovered and removed and some under-constrained implementation entities are manually assigned to design entities.

2.1 Initial model and mapping

We assume that engineers can provide at least a rough model of the overall system. We also assume that each implementation level entity is associated with (“belongs to”) a single entity in the design model, and that an engineer can provide at least a partial (albeit incomplete) version of
this mapping. Both the gross structure and the association of implementation to model are represented as relations between entities. In general we expect that a relation among implementation entities (e.g., “is a subclass of”) is permitted only if there is a corresponding relation (e.g., “depends on”) among the model entities that is consistent with the implementation-to-design mapping.

The correctness of our approach does not depend on a particular kind of high-level model. It does require that design entities (which we will henceforth call “modules”) can be viewed as aggregations of implementation entities, and that relationships between two modules can be interpreted as allowing corresponding relationships among their elements, without constraining relationships among elements of the same module. Relationships between modules must be asymmetric to provide useful constraints. Hierarchical relations, such as dependence in layered designs, have the required properties. While our approach can easily be extended to use several different relations among modules, corresponding to different relations among implementation entities, for simplicity here we consider a single dependence relation. This is consistent, for example, with the kind of high level model used by Murphy et al [15].

The initial system facts (input to our analysis) describe two sets of entities, MOD and IMP, which represent, respectively, the modules in the high-level model and the entities of the implementation level. They are:

- \( \text{use}_I \subseteq \text{IMP} \times \text{IMP} \) — a relation modeling dependence between entities in \( \text{IMP} \).
- \( \text{use}_M \subseteq \text{MOD} \times \text{MOD} \) — a dependence relation on the modules in \( \text{MOD} \).
- \( \text{belongs} \subseteq \text{IMP} \times \text{MOD} \) — a partial mapping of implementation entities in \( \text{IMP} \) to modules in the high-level model.

There are a number of ways these facts could be obtained. The \( \text{use}_I \) relation can be inferred from an extracted call graph, object references in the byte code, def/use chains, or any number of other ways. Reverse engineering tools such as Rigi [14] are available for such tasks, along with standard cross-reference or profiler tools, simple scripts, bytecode engineering tools (e.g., Apache BCET [4]), and so on. A first approximation of the high-level model (from which the \( \text{use}_M \) relation comes) may be available in system documentation, or can be supplied by a knowledgeable engineer [9]. The \( \text{belongs} \) relation, an assignment of a few implementation entities to seed the analysis, can be reasonable guesses with or without the aid of reverse engineering tools.

2.2 Analysis

Relations representing the initial facts of the system induce constraints on the way entities can be mapped in the model. We can propagate these constraints to extend the mapping by finding additional entities that can only satisfy the constraints if they are mapped to particular model entities. While we assume that the intended high-level design associates each entity with exactly one module, we cannot expect an exact inference of this association from initial facts that are incomplete, particularly if there are inaccuracies in the design model or inconsistencies between design and implementation. Each time we run the analysis, we obtain not a complete mapping of implementation entities to design modules, but a mapping of entities to sets of modules to which they could be mapped, given the current set of facts.

The result of the analysis is a new binary relation, \( \text{mbt} \) (“modules belonged to”), which defines for each implementation-level entity \( x \) an association with a set of modules in \( \text{MOD} \), \( \text{mbt}(x) \).\(^1\) The constraints solved by the analysis express the requirement that for every entity \( x \), we have \( m \in \text{mbt}(x) \) only if \( m \) is a module to which \( x \) may be mapped in a manner consistent with the rest of the implementation-level and high-level structure.

To aid in the definition of \( \text{mbt} \), we also introduce new auxiliary relations \( \text{mu} \), \( \text{mub} \subseteq \text{IMP} \times 2^\text{MOD} \). The first of these (“modules used”) associates with each \( x \) in \( \text{IMP} \) the set of modules on which \( x \) depends, while the latter (“modules used by”) gives the modules containing implementation-level entities that use the modules to which \( x \) might belong. The relation \( \text{mbt} \) is then defined to be the largest relation that satisfies for all \( x \in \text{IMP} \) the following system of simultaneous set equations:

\[
\text{mu}(x) = \begin{cases} 
\bigcup_{m \in \text{mbt}(x)} \text{use}_M(m), & \text{if} \ \text{belongs}(x) = \emptyset \\
\bigcup_{m \in \text{belongs}(x)} \text{use}_M(m), & \text{otherwise}
\end{cases}
\]

\[
\text{mub}(x) = \begin{cases} 
\bigcup_{m \in \text{mbt}(x)} \text{use}_M^{-1}(m), & \text{if} \ \text{belongs}(x) = \emptyset \\
\bigcup_{m \in \text{belongs}(x)} \text{use}_M^{-1}(m), & \text{otherwise}
\end{cases}
\]

\[
\text{mbt}(x) = \begin{cases} 
\bigcap_{w \in \text{use}_I^{-1}(x)} (\text{mbt}(w) \cup \text{mu}(w)) \\
\bigcap_{y \in \text{use}_I(x)} (\text{mbt}(y) \cup \text{mub}(y))
\end{cases}
\]

The intuition here is essentially the one given above: in order to be a candidate module for mapping of \( x \), the structural context of \( \text{mbt}(x) \) in the model (i.e., in the \( \text{use}_I \) relation) must be consistent with the structural context of \( x \). We assume, although we cannot guarantee, that the partial mappings already supplied by the user enjoy this property. The user-supplied partial mapping \( \text{belongs} \) overrides the computed relation \( \text{mbt} \).

The desired solution of \( \text{mbt} \) is the greatest fixed point of the constraint equation, while both \( \text{mu} \) and \( \text{mub} \) are least fixed points. Evaluation of all three equations is easily seen to be monotone, so these solutions exist and are computable by iteration.

To illustrate the constraint propagation, consider again the example in Figure 1. Here the given assignments of \( A \) to \( L_1 \), \( E \) to \( L_2 \), and \( D \) to \( L_3 \) are the initial \( \text{belongs} \) relation. The \( \text{use}_I \) edges (\( A, B \)) and (\( E, B \)) constrain \( \text{mbt}(B) \) to the set of modules used by both \( A \) and \( E \). Similarly, the edge from \( B \) to \( C \) constrains \( \text{mbt}(C) \) to the set of modules used by \( \text{mbt}(B) \). Combining constraints on nodes \( B \) and \( C \) gives the singleton sets \( \text{mbt}(B) = \text{mbt}(C) = \{ L_3 \} \).

\(^1\)For a binary relation \( R \), we let \( R(x) \) denote the set \( \{ y \mid (x, y) \in R \} \), while the “inverse” \( R^{-1}(x) \) denotes the set \( \{ w \mid (w, x) \in R \} \).
2.3 Using the results

In the ideal case, the user has made no mistakes in the initial model and has provided just enough of the partial implementation-to-module mapping to guarantee that analysis will map each unmapped entity to a unique module. If this is the case, then the mapping of implementation-level entities to modules is complete upon convergence of the constraint analysis, making our process fully automatic. Of course, this will almost never happen. Reliance on the initial model is unavoidable, but in doing so, we are vulnerable to the companion threats of incomplete and/or inconsistent information.

Put another way, after propagation has converged, there are three possible results for each node of the source model: it may be assigned to a single module, or a set of different modules, or the empty set. These possibilities correspond to the ideal or exactly-constrained case, under-constrained case and over-constrained case, respectively. We will explain the latter two in the remainder of this section, discussing ways to use the analysis results in refining both the model and mapping. In each case, we get some information about our high level model and the original assignment. We can use this information to modify the high level model or change the mapping and repeat the process until we get a consistent view of the high level model and a complete mapping to the source model.

2.3.1 Under-constraint

When the constraints on an entity produced by the initial system facts are not strong enough to narrow the mapping of the node to a single module, we say that the entity is under-constrained. There are a number of ways that could lead to this situation. Here we will describe two common cases.

The first case is an imprecise high level model. Since usually our understanding of the high level model is approximate and incomplete, it is very possible to have superfluous useM edges in the model.

Figure 2: An example of under-constraint. D can be mapped to any of the three modules.

Consider the example shown in Figure 2. If the useM edge (L1, L3) is not present, the constraint propagation will map D to the set \( \{L1, L2\} \cap \{L2, L3\} = \{L2\} \). But with the presence of (L1, L3), D is mapped to the set \( \{L1, L2, L3\} \). Whether this instance of under-constraint is a flaw in the high level model depends on the intent of the designer. A high level model whose dependence relation is not sufficiently sparse to provide useful constraints might suggest a need for refactoring.

A second cause of under-constraint arises from leaf nodes in the source model, a situation that is illustrated in Figure 3.

Figure 3: Another example of under-constraint. D can be mapped to either L1 or L2, although in many cases it will correspond to a helper component for A in the implementation.

A leaf node corresponds to an implementation-level entity that does not use other, distinct entities of the implementation. These are often helper functions, helper classes, etc. In most instances, they should probably belong to the same module as the entities using them, but this is a heuristic and not a part of the analysis itself. Consequently, these entities are often under-constrained. Although at times useful, incorporating such a heuristic in the analysis would not be correct in all situations. We prefer to show these nodes to the engineer, leaving the choice to her.

2.3.2 Over-constraint

When the constraints on a source node produced by the original assignment and the subsequent propagation conflict with each other, then we say the entity is over-constrained. Usually, an over-constrained entity will be assigned to an empty set of modules. A simple example is given in Figure 4.

Figure 4: An example of over-constraint. B cannot be mapped consistently to either module.

The consequences of over-constraint are more serious than under-constraint. Where under-constraint tends to result in mappings that require manual intervention to complete, the
rapid propagation of over-constraint may render the whole analysis useless. An over-constrained entity will tend to over-constrain all adjacent entities; over-constraint spreads like an infection.

As with under-constraint, an imprecise high-level model is a possible culprit. To consider again the example in Fig. 4: there is no \( \text{use}_M \) edge between module \( L_1 \) and \( L_3 \), and hence \( B \) cannot be mapped to either module. A system in which no module uses another is highly suspect, so in this case, the solution might be to modify the high-level model and add the edge \((L_1, L_3)\) to the \( \text{use}_M \) relation. In practice, however, this sort of flaw in the model may be hard to detect from the analysis result, since a mapping to \( \emptyset \) cannot give us much information for diagnosis.

As a debugging aid, we can use a modified form of the analysis in which we explicitly ignore an entity as soon as we find that it is over-constrained. One way to do this is to restrict the equation for \( \text{mbt} \) so that it is defined only on entities in the domain or codomain of the \( \text{use}_I \) relation that use or are used by entities already mapped to modules:

\[
\begin{align*}
\text{mu}(x) &= (\ldots) \\
\text{mub}(x) &= (\ldots) \\
R(x) &= \text{use}_I(x) \setminus \{x' \mid \text{mbt}(x') = \emptyset\} \\
R_1(x) &= \text{use}_I^{-1}(x) \setminus \{x'' \mid \text{mbt}^{-1}(x'') = \emptyset\} \\
\text{mbt}(x) &= \left( \bigcap_{w \in R(x)} (\text{mbt}(w) \cup \text{mu}(w)) \right) \\
&\quad \cap \left( \bigcup_{y \in R_1(x)} (\text{mub}(y) \cup \text{mu}(y)) \right)
\end{align*}
\]

However, this is only a heuristic for debugging and not a part of the modules analysis per se, as it destroys desirable properties of the constraint equations, especially monotonicity. Propagation will still terminate — only a finite number of entities can be thrown out — but the final result for \( \text{mbt} \) is not necessarily deterministic. In particular, by aborting evaluation on certain elements, we do not get a fixed point for \( \text{mbt} \), and hence the "solution" does not satisfy the constraints for all entities in \( \text{IMP} \). What this does give is the possibility of seeing "snapshots" of the propagation, which become frozen as the domain of \( \text{mbt} \) is truncated. Results will likely resemble under-constraint cases, and could perhaps be used by the designer to isolate the fault within the initial system facts.

### 2.3.3 Practical complications from cycles

If a layered architecture or other hierarchical design structure is used, there should be no circular dependencies in the high-level model. However, circular use is fairly common in the implementation; references in object-oriented programs, for example, especially in dynamic-linking languages such as Java. Further, the \( \text{use}_I \) relation may itself abstract lower-level dependencies, which can induce cycles in the relation. For instance, an implementation entity (e.g., a Java package) can contain multiple classes, and if we are extracting implementation dependency from class references and method calls, cycles are still possible at the package level even if there is no mutual reference at class level. Therefore we have to face the mismatch between the acyclic high-level model and the possibly cyclic low-level source model.

The effect of cycles can be subtle. As illustrated in Figure 5, the mismatch between the acyclic high-level model and cyclic implementation dependency can result in both under-constraint and over-constraint.

In the left side of Figure 5, \( B \) will be under-constrained and our analysis will map \( B \) to \( \{L_1, L_2\} \). If the direction of the \( \text{use}_M \) edge between \( L_1 \) and \( L_2 \) is inverted, as in the right side of Figure 5), then \( B \) will be over-constrained and our analysis cannot map it to any module. In either case, cycles may compromise the usefulness of the analysis results.

On the other hand, low-level cycles are not necessarily troublesome. Most cycles reside inside only one module and will not violate the acyclic nature of the high-level model. This case does not complicate the constraint propagation in our analysis. If one initially maps just one entity on the cycle to one module, then every other node on the cycle will be absorbed into the same module.

Therefore, we need only to be careful with cross-module cycles. However, this begs the question: If the mapping from the low-level source model to high-level moduleing model is not complete, how do we know that a cycle is a cross-module cycle? Our approach is the following: try to find all low-level cycles first and then try to break those that are likely cross-module cycles. For the other cycles, assume that all entities on the cycle belong to just one module.

It is worth noting that certain cross-module cycles do not really exist in the implementation-level dependencies, but are an artifact of imprecision in construction of the \( \text{use}_I \) relation. This is particularly true when this relation abstracts multiple lower-level dependencies. For instance, an upcall may introduce a \( \text{use}_I \) edge from a lower-module entity to higher-module one, and in turn induce a cross-module cycle.

In many cases, however, the lower module can run correctly without the callee at higher module in the upcall. In such cases, the \( \text{use}_I \) edge corresponding to the upcall is not a true dependency edge, and therefore a cycle caused by this edge is not a true dependency cycle.

By excluding the upcall edge from our analysis, we can eliminate this kind of cycle. However, the general problem of detecting false alarms in the cyclic dependencies is a bit harder. Harmless upcalls occur frequently in the form of callbacks, but many design idioms other than callback can also produce false dependency cycles.

In this paper, we will not try to provide a general and precise solution, instead focusing only on callback detection. For this project, we use an implementation-level pattern to detect callback cycles, although this is complicated by the fact that there is no common, formal definition of callback. Which function call is a callback seems to be heavily dependent on the programmer’s mental model. Further, there are many ways to implement callbacks in source code.

The implementation-level pattern illustrated by Figure 6 is one that is frequently used by programmers. In this pattern, class \( B \) implements an interface for the callback methods. Class \( A \) calls these methods indirectly through interface \( I \). Because of its flexibility, this pattern is often used in Java programming, including the event-listener mechanism in Swing, the visitor pattern, etc. While useful, this pattern,
Figure 5: Potential effects of cycles in the implementation-level dependencies.

Figure 6: A pattern common to many upcalls, including callbacks
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3. EXPERIENCE

To evaluate the approach explained in Section 2, we implemented the analysis using our GenSet tool, and then applied the analysis to the GenSet software itself. GenSet [10] is a generic programmable tool for flow equation-based transformation of graph-structured data, driven by a “little language” for transforming attributed digraphs.

Although, with just 196 Java classes, GenSet is comparatively small, the exercise was realistic in that the subject system was developed over a period of years, and most of the original developers are no longer available to us. As with many such projects, there has been considerable elaboration and deviation from the original system structure. We have an agenda of desirable modifications (e.g., a batch interface that is not part of the graphical user interface), but the original design documents can no longer be trusted to guide maintenance. Applying the analysis to GenSet itself was therefore attractive as it fit our assumptions of a system in which there is an initial, imperfect design model, and where at least a few initial assignments of implementation entities to high level model could be made. Knowing that our approach was unlikely to work perfectly also made a small and fairly familiar example attractive.

3.1 Steps in analysis

Refining and elaborating the design model and code-to-design mapping is an iterative, semi-automated process, beginning with (manual) construction of an initial design model and (automated) extraction of relations (“facts”) from the implementation. In each iteration, we applied the automated analysis in attempt to complete the mapping. Initially the mapping resulted in some code entities being under-constrained, while others were over-constrained and could not be mapped to any design entity. After diagnosis of these faults, the model and initial mapping were modified, and the process was repeated.

In addition to implementations of the mu, mub, and mbt equations, a number of GenSet scripts were used to diagnose the problems. Although these auxiliary scripts form an important part of the refinement process, they are peripheral to the basic technique, and space considerations prevent their inclusion in this paper. For the interested reader, they are available as an electronic appendix at [19].

An initial design model of the GenSet system was created by one of the original developers from his working knowledge of the system, together with some inferences from the directory structure of parts constructed by others. This model turned out to be nearly correct. Relations among Java classes and packages were extracted from Java byte code; class-level relations were “lifted” to package-level re-
lations, following a transformation described in [10].

Since cyclic dependence among packages is likely to cause over-constraint. Rather than wait to detect and debug the resulting unassignable nodes, we began with a GenSet script to detect all reference cycles in the (lifted) source code model. Where genuine cycles (i.e., those not resulting from harmless upcalls) were present, we assigned the entities in a cycle to a single model entity.

With both the high-level design model and the low-level source code model, we then proceeded to relate these two models by assigning some low-level nodes to the high-level nodes. The cues in the source code such as file or component names, directory structure and so on enabled us to make this first guess.

This first assignment produces constraints on the nodes that are related to the assigned nodes. After analysis to propagate those constraints, we may still have under-constrained nodes and over-constrained nodes. Then we can locate these nodes and diagnose problems by comparing the corresponding part of the high-level model and the source code model. Depending on the causes, we can either modify the high-level model or the assignment of low-level model nodes.

Since it is usually not possible to find all flaws in the assignment or in the high-level model in just one round, we may need to repeat the steps above several times (not including cycle detections). In the GenSet example, three rounds were enough for us to get a satisfactory mapping.

In the rest of this section, we will describe in turn the high-level model, the source code model, the cycle detection and how we refined the mapping in the GenSet example.

### 3.2 The high-level model

As shown in Fig 8, the high-level model we posited for GenSet consists of 6 layers.

![Figure 8: The high level model of the GenSet system](image)

The UI layer interprets user commands and drives the GenSet engine. The IO layer is in charge of reading digraph data and GenSet scripts and writing results. The results may be presented as text or piped to dotty [12] for graphical presentation as a directed graph. The Runtime layer, Static layer and Sets layer constitute the engine of GenSet. The Static layer includes parsing and static semantic analysis of scripts. The Runtime layer executes the scripts, producing output data that is forwarded to the IO layer for output and the UI layer for display. Set is the core data structure module used by the Static layer and Runtime layer. All GenSet-specific exceptions, including run time and (script) compile time exceptions are grouped in their own layer. These layers are intended to have an acyclic “uses” relation, following established principles for maintainable systems [16], and references among entities in these layers should be consistent with the “uses” relation.

### 3.3 The source code model

In our source code model the elements of IMP are Java packages, and the relation use is derived from references from classes in one package to classes in another package.

Since GenSet is implemented entirely in Java, it was straightforward to extract references from byte code (.class) files using a disassembler (Apache BCEL) and simple scripts for textual pattern matching. Field references, method references, inheritance from super-classes and implementation of interfaces were modeled; references to packages outside GenSet, like java.lang.*, were excluded. A GenSet script was used initially to lift all kinds of references to a single “REF” relation among Java packages; another relation “contains” represented package nesting. The remainder of the analysis was performed at the level of packages. After eliminating self-references, the IMP relation of references between packages was a graph of 24 nodes and 82 edges.

### 3.4 Cycle detection

Since the “uses” relation of the design model is acyclic, we know that cycles in references among packages are likely to lead to over-constraint. The core layers analysis algorithm effectively detects over-constraint but is not very useful for diagnosing it and suggesting repair, so we prefer to detect and treat cycles in a preparatory step. We wrote a very simple GenSet script which essentially computes the transitive closure of references from each node. Edges that lie on cycles become part of a new relation “sliced packageRef,” shown in Fig 9.

In Fig 9, the left strongly connected subgraph includes many small cycles. From the names of the packages, one can guess that all the packages in this subgraph should belong to the UI layer. Cycles within layers do not violate the design model, so we need not be concerned with this one. If we assign any source component from this cycle to the UI layer, the rest will automatically be assigned to the same layer by the layers analysis script.

The other strong-connected subgraph is not so easily disposed of, since it is not clear to which layer each package should belong. We first guessed that the cycle of references was an artifact of call-backs, through which a “calls” reference might be reversed with respect to a “uses” relation between layers. Another simple GenSet script was written to detect call-backs in the pattern shown in Figure 6. This script found 17 callback edges, almost all of which occur in an instance of the visitor pattern. Contrary to our guess, however, none of the call-backs was responsible for the cycles between packages: all of them had been implemented in the manner depicted by the lower diagram of Figure 7. We therefore concluded that this cycle represented a real violation of the design model.

We used another GenSet script to “drill down” and view the corresponding references among classes, shown in Fig-
Figure 9: Cycles in GenSet

We can see that if we move DASet to another package (we chose Set), then the cycle between Semant.static and Environment can be eliminated. Re-running the cycle detection script on the modified structure (modifying the fact base as a kind of “what if” analysis of proposed change to the implementation) showed that this change would not introduce any new cycles.

It was not so easy to see how the cycle between Tree and Semant.Static should be broken. Rather than resorting to detailed reading of source code, we elected to leave this cycle initially.

Figure 10: Drill down

3.5 Refining the mapping

After dealing with cycles, we manually assigned six nodes, one to each layer, using package names as a hint. The layering analysis script was then invoked to assign the other 18 nodes automatically. The mapping of most nodes was narrowed to one or two candidate layers. However, five leaf nodes were completely unconstrained, associated potentially with every layer, and two nodes were over-constrained (associated with no layers). We manually assigned the five completely unconstrained nodes to the layer belonging to their immediate parent, and re-ran the layers analysis. All nodes except the two over-constrained ones were then assigned to a single layer.

One of the two remaining nodes is Semant.Worklist. To diagnose the problem, we used another GenSet script to focus on it by extracting a subgraph containing just this node and edges to and from it. As shown in Fig 11, since there is no edge from the Runtime layer to the Static layer, Semant.Worklist can not be assigned to either of these two layers. We concluded that the original high-level model was not complete, and added an edge from layer Runtime to layer Static.

After this minor adjustment to the high-level model, re-running layers analysis assigns all nodes, and in almost every case, each to a single layer; one node is marked as potentially being mapped to either of two layers.

Figure 11: over-constrained node

4. SUMMARY AND DISCUSSION

After completion of the analysis, we have studied some of the source code where we had most uncertainty about the results, and have found them satisfactory. (We cannot really say “correct,” since there may be many valid ways to organize and represent the same set of implementation components.) It is reassuring that we did find one actual flaw in the design model (the missing dependence of the Runtime layer on the Static layer), in addition to one actual design violation in the source code (the cycle between packages Semant.Static and Tree).

The GenSet scripts and the approach for using them were developed over a period of weeks. To determine a lower bound on how long the exercise might take if all the scripts were already available at the outset and the general strategy for using them well-understood, we repeated the process from beginning to end, including extraction of facts from source code, computation and interactive display of each intermediate result, and all manual steps in creating and refining the model and mapping. This took somewhat less than two hours, and even if the approach were very routine this does not fully account for “think time” to understand intermediate results. On the other hand, mature tools could make the process less cumbersome than applying a generic tool like GenSet as we have done here.

Since engineers iteratively specify, compute and refine the code-design mapping, the performance and scalability of our
approach depends on both the algorithmic part and the required human reasoning. Happily, the constraint-based approach offers a strong separation of concerns between the two parts. With our choice to express all constraints in the style of flow equations, we can use for a solver simple algorithms of known effectiveness, and we have previously applied the flow analysis tool to more substantial examples including extraction of a high-level model from the Linux kernel, which required only a few seconds [10].

Our primary concern, then, is not performance and scalability of the tool, but rather whether the demand on human involvement can be prevented from growing excessively on much larger problems. Ultimately, while we might have read the source code involved in each of the over-constrained sub-problems in our small example, that would not be feasible in refining the design model of a large system. We have therefore focused on devising approaches in which a single pattern for resolving a problem in mapping (e.g., recognizing call-backs) can be applied to many instances of the problem. Experience with other and more complex systems is needed to determine whether such patterns can generally be developed with modest effort, and whether a few patterns are widely applicable.

5. RELATED WORK

The work described here is related to prior work in software system comprehension and reverse engineering (the problem domain we address) and to work in the application of set-valued constraint solvers (the technique we apply). Set constraints have previously been applied to express a variety of program analyses, including type inference, closure analysis, and classical data flow analysis [1]. Since we restrict our set constraints to the same form as data flow equations, we are able to use a version of the well-known workset solution algorithm [10], which in practice is more efficient than the standard chaotic iteration and resolution approaches necessary for more general constraint forms.

The completion of the high-level model in our approach resembles the basic task involved in constructing software reflection models [15]. Such models summarize the structural information collected from the implementation, in the context of a high-level model provided by the engineer. From this mapping, a comparison between high-level and implementation level structure can be made: the user can view high-level edges that agree with the implementation structure, edges in the implementation that are missing from the high-level model, and edges in the high-level model that have no corresponding edge in the implementation. However, in the form described by Murphy et al, the mapping between implementation and high-level structure must be completely specified by the engineer. If a partial mapping is provided, the implementation-level components not mapped are simply elided from the final model. The automation provided by our constraint propagation should prove a useful aid to this process.

Like our work, Sartipi and Kontogiannis [18] offer a top-down approach to the model-completion problem, in the sense that the architecture recovery process starts from a rough high level model, which is iteratively refined by automatic analysis and user intervention. Their approach also relies on an attributed digraph model of system and implementation and on a constraint-based specification. However, their constraints are mainly numerical ranges to restrict what can be mapped to high level entities. This is designed to facilitate the computation of “closest” solutions, in terms of empirically-derived metrics, which can provide useful information to the user in the case of over or under-constraint. Their constraint solving is based on graph pattern matching, the intractability of which has frustrated previous efforts [6]. Awareness of this issue, the authors (with some success) address it heuristically by breaking a problem into smaller parts and computing sub-optimal matches for each part.

The Rigi system [14] is a well-known tool for subsystem identification and composition, implementing a number of semi-automated techniques. Identification of potential abstraction in the system is based on various software metrics, which can be controlled by the engineer. The tool supports interactive construction and refinement of the high-level model, so that the engineer can determine by experiment the most appropriate structure.

Finally, a number of authors have developed approaches for automatic or semi-automatic recovery of high-level structure based on the use of relational algebra. Work along this line generally relies either on a domain-specific language to express queries in a binary relational algebra extended with a transitive closure operator [7, 8, 13] or on a deductive database language [3]. Others have implemented similar queries in logic programming languages [2, 5]. Our use of a purely relational model of system facts and the manipulations we apply are closely related, but rather than adding transitive closure to relational algebra, we obtain more expressive power (without surrendering decidability) by using iteration to least and greatest fixed points. This was crucial for finding the set of modules to which an implementation entity can be mapped.

6. CONCLUSIONS AND FUTURE WORK

Our experience in applying flow equation-style set constraints to refine a design model and the mapping of implementation models to that design model is mostly encouraging. Constraint propagation was effective in extending a handful of manual assignments to almost a complete mapping from source code to model. The completed model provided us valuable information on how to restructure the subject system to provide independent graphical and non-interactive batch user interfaces on a common core of functionality, as we intended. Also, some violations of intended and desirable structure were revealed.

A limitation of the exercise described here is that it involves only a single, small system, about which we had access to extensive (though not complete) design knowledge. We cannot conclude that a similar exercise on a much larger and less familiar system would have been as successful. We are concerned less with the performance and scalability of the purely mechanical part of the analysis, which is based on well-understood flow analysis algorithms, than with potential growth in the human effort required for larger and less familiar systems. We are currently repeating the exercise with the Apache Tomcat web server [11], a larger system and one with which we are much less familiar.

Our approach depends on provision of an initial model and partial mapping by the user, and it is vulnerable both to errors in the model (e.g., omission of dependence between high-level modules) and errors in the implementation (dependencies that violate the design model). Since small errors in mapping from code to design can have large effects,
practical use of the approach described here will depend critically on dealing with many such small errors together, rather than forcing the human engineer to trouble-shoot each one individually. Problems we have encountered so far were diagnosed with simple analyses. Evaluating and refining techniques for handling inconsistency effectively will be an important facet of future work. Since statistical and heuristic approaches to reverse engineering are more robust with respect to inconsistency, another avenue we will explore is whether and how they might be combined with manipulations based on flow analysis.

The flow equations required not only for the main mapping refinement but also for a variety of other transformations used in the exercise were quite succinct, but they are not easy to read and understand, particularly for someone who is not already well-versed in flow analysis. This may not be a large obstacle to their use in reverse engineering if the same flow equations can be reused to analyze many different systems. Nonetheless, we have become increasingly unhappy with the classic textbook form of flow equations as a means of expression, and we are seeking an alternative that will be less opaque while retaining the expressive power that allowed us to concisely describe these and other transformations.
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