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ABSTRACT

This technical report describes a method for assessing the performance of auto-
matic tracking systems against various metrics. These metrics are grouped in
the categories of track establishment, track maintenance, track error and false
tracks. A desired performance level is defined for each metric, and the prob-
ability that a particular track will meet this performance level is empirically
approximated from archived sensor data. The individual metric probabilities
are combined using a weighted average to produce an overall tracker rating.

An important feature of the approach is that absolute truth is assumed to be
unavailable, and output of the trackers under test is instead compared with
incomplete truth. The incomplete truth is produced by a manual inspection of
the data and through editing the output of the best available tracking algo-
rithm. This report also discusses an implementation of the assessment method
for Over-the-Horizon Radar. This software package is referred to as the Tracker
Assessment Tool, and is used to compare four alternative tracking algorithms.
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A Tracker Assessment Tool for Comparing Tracker
Performance

EXECUTIVE SUMMARY

This report describes a method that was developed for assessing the performance of
automatic tracking systems using recorded data as well as simulated data. An ability
to assess tracking performance is useful for testing and optimizing a new tracking filter,
comparing alternative tracking systems, and evaluating contract specification compliance.
A secondary role is to use tracking performance to test and optimize signal processing and

detection routines.

The initial ideas to solve the problem of measuring tracking performance came from
research and development of automatic detection and tracking systems for the Jindalee
Over-the-Horizon Radar (OTHR). The first approach was formulated in 1991 and this lead
to the start of work on a software package for tracker performance assessment, referred
to as the Tracker Assessment Tool (TAT). At the same time, a panel of international
specialists on Radar Data Processing (KTP-2) was investigating the characterisation of
tracker performance for Microwave radars. The KTP-2 panel operated under Sub Group
K (Radar) within The Technical Cooperation Program (TTCP). At the Panel's 1994
meeting, a brainstorm session that involved Colegrove resulted in a list of metrics to
describe tracking performance.

Further development of the assessment method and the TAT has occurred as a result
of lessons learned through using it. This paper defines the approach for measuring tracker
performance using the TAT. It includes a description of the performance metrics which
extend and refine the KTP-2 metrics, and provides a method for approximately quantifying
the precision of the results. In addition, the TAT has been extended to do assessment over
an arbitrary number of data sets. The procedures for obtaining truth track data from
experimental data are addressed with the solution that has evolved through extensive use
of the TAT. To illustrate the assessment process, the results are given from the comparison
of four competing tracking systems for the Jindalee OTHR.
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1 Introduction

An ability to assess the performance of a tracking system is primarily useful for: (1)
new tracking filter testing and optimization, (2) comparison of alternative tracking sys-
tems, and (3) evaluation of contract compliance. A secondary role is to use tracking
performance to test and optimize signal processing and detection routines. In general,
algorithm assessment requires the definition of two things: the ideal algorithm output
(truth) and comparison rules for quantifying the difference between the achieved output
and the ideal output. The definition of truth is trivial when simulated data are used;
however, algorithm performance on real sensor data is more important, since this reflects
system performance. Determining the truth for real sensor data is often very difficult.
For multi-target problems, the assessment process must also associate individual output
tracks with truth tracks, the result of which may be ambiguous. The second requirement
is the definition of comparison rules. For tracking, there are many different aspects of
performance that need to be compared, and each of these needs to be considered to obtain
an overall measure of performance. Each different comparison metric will generally lead
to a distribution of results. For example, the time to establish a track on a new target is a
random quantity with a different distribution for each tracker. Such data may need to be
summarised in order to decide which algorithm provides superior performance. In many
cases, the aim of assessment is to make a hard decision about which algorithm is preferred
for a particular situation. This is made difficult by the multiplicity of comparison metrics;
where one algorithm may excel in some metrics, another may be preferred under other
metrics. In order to make a hard decision, it is necessary to distil these possibly conflict-
ing and numerous metrics into a single performance measure that summarises all of the
results and objectively trades off good performance in one area against poor performance
in another. Each of these difficulties is addressed by the performance assessment method
described in this report, and implemented in the Tracker Assessment Tool (TAT).

In early work on tracker assessment, [Castella 1986] developed an automatic procedure for
assessing tracking systems by fitting a least squares quadratic curve to a track's input data
for each one minute interval. If the weighted sum of the squared deviations of the radar
measurements from this curve exceeds a threshold for 50% of intervals, the track is declared
false. This procedure avoids manual procedures for defining valid tracks and analyses only
those tracks produced by the tracking system. Castella's method characterises the false
track and accuracy performance of a tracker, but does not give other important aspects
such as the establishment and maintenance of a track. More recently, procedures have

been proposed for the performance evaluation of single and distributed sensor trackers in
[Rothrock & Drummond 2000] and [Mason & O'Kane 1992]. In [Rothrock & Drummond
2000], the tracking system output is compared with the true object state. The comparison
uses a unique assignment between each track and each object. That is, no object is
assigned to more than one track. Other tracks that are near to an object which is already
associated are defined as redundant tracks. A set of metrics are defined which cover track
output performance as well as network track number commonality and tracker processing
load. Each metric is measured in a different unit as time proceeds. No attempt is made
to give an overall measure of performance.

The alternative approach in [Mason & O'Kane 1992] classifies the tracks as 'clean', 'wild'
or 'other'. These are further subdivided to identify cases such as redundant and dropped
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tracks. This leads to a total of 17 track categories. An expression is given for an overall
performance which is based on the number of tracks in each category. These numbers
require an operator to manually determine the track categories. The authors do comment
that this process could be automated. Because this procedure deals only with categorizing
the track output, key parameters such as initiation delay and track overshoot cannot be
measured.

At DSTO, the research and development of automatic detection and tracking systems for
the Jindalee Over-the-Horizon Radar (OTHR) motivated investigation into developing a
method to measure tracking performance. An initial approach was formulated in 1991
[Colegrove & Mabbs 1991] and this lead to the creation of a software package, referred
to as the Tracker Assessment Tool (TAT) [Mabbs 1993]. At the same time, a panel of
international specialists on Radar Data Processing (KTP-2) investigated the characterisa-
tion of tracker performance for Microwave radars. The KTP-2 panel operated under Sub
Group K (Radar) within The Technical Cooperation Program (TTCP). At the Panel's
1994 meeting, a brainstorm session that involved Colegrove resulted in a list of 15 metrics
[ 1994] to describe tracking performance.

Since that time, further development of the TAT has occurred from lessons gained through
using it [Colegrove et al. 1996]. This paper defines the approach for measuring tracker
performance by the TAT. It includes a description of the metrics which extend and refine
the KTP-2 metrics. The main extension to that described in [Colegrove et al. 1996] is
the method for assessing performance over an arbitrary number of data sets [Colegrove
et al. 2003]. Also the procedures for obtaining truth track data from experimental data
are addressed with the solution that has evolved through extensive use of the TAT. To
illustrate the assessment process, an example is given of the displays and output from the
comparison of Australian OTHR trackers.

2
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2 Tracker Assessment

A valid source of truth tracks is essential for tracker assessment. Simulations allow truth
to be derived from the simulated track parameters, while recorded data can use secondary
radar tracks and GPS flight logs. In some cases, particularly with OTHR, it is impossible
to obtain track reports for all objects. Because of this, the following procedure can use
either known truth data or truth data derived from recorded data. Since the latter is
potentially error prone, the truth is referred to as incomplete truth. That is, there is not
complete object track knowledge.

TRACK DATA INCOMPLETE TRUTH DATA

YAssociation

Assessment

Figure 1: Tracker Assessment Functions

Figure 1 shows the data sources and basic processes required for tracker assessment. Here
the Track Data are abbreviated as TK tracks and the Incomplete Truth Data are abbrevi-
ated IT tracks. TK tracks are from the tracking system under test and IT tracks are the
best estimates of tracks for the real objects. The association process correlates TK and IT
data. The final process of assessment calculates the metric ratings from the associations
and the tracks in the TK and IT data. The TAT processes are based on a sequential pro-
gression through time-aligned TK and IT data with association performed at each time
step 'V. The primary intent of the TAT and its metrics is to assess the real-time output
of a tracking system.

If a tracking system alters its history as time advances, the measured performance is de-
pendent on what track history estimates are stored in the TK data at each time step.
When the TK data contains the stabilised history estimates, it will give different results
to TK data that contains the real-time track estimates. So for comparing tracking sys-
tems with differences such as track history modification, the TK data must be written to
minimise any bias in the results. For the case of tracking systems that don't alter history,
the TK track data is written on promotion of each track for display to an operator. It
ceases to be written when the track is deleted.

The tracker should log all tracks in the TK data, not only those that would be reported
to the user. In addition to state estimates, the track confidence (quality) of each track
is recorded. This is the internal measure used by the track maintenance functions for
deciding when to terminate tracks and when to report them to the user. For the Jindalee
OTHR, each track is given a confidence number expressed in the range 0,..., 100. For
trackers that do not provide such a measure, a constant value can be recorded in the

3
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TK data. The association process thresholds the tracks based on this confidence number,
allowing the threshold to be varied, and potentially adapted to optimize the overall rating.

The tracker assessment process involves the following three steps:

1. For each source data set for assessing the tracking system, perform the following
actions:

(a) Generate the IT data.

(b) Run the tracker being assessed on the data set.

(c) Perform association and assessment using the IT and TK data.

2. Combine the results from the association and assessment on each data set

3. Rate the tracking system using predefined performance criteria

When alternative trackers are compared or when a repeated assessment of a tracker after
parameter changes is done, there is no need to redo the IT data generation step given in
1(a). The rules for association and assessment are now given in more detail.

2.1 Association Rules

The association process cited in Figure 1 is now described with the aid of OTHR data
features. This association process can be modified for other sensors with different measure-
ment and tracking coordinates. The association rules use a normalised distance measure
to compare TK and IT tracks, given by

d -yTR-16y, (1)

where 6y is the difference vector in the relevant coordinates, and R is a matrix of co-
variances based on the sensor measurement noise. For association with OTHR data, two
distances are used. The first measures distance in range and azimuth and is denoted d2.
The second measures distance in range, azimuth and Doppler and is denoted d3 . Doppler
must be treated specially for OTHR because the observed Doppler is ambiguous. The
Doppler shift due to a moving object is proportional to its radial velocity. However, due
to the relatively low waveform repetition frequency of OTHR, this frequency shift is of-
ten aliased and the apparent radial velocity determined by scaling the observed Doppler
shift is different from the true radial velocity by a multiple of the ambiguous speed. The
ambiguous speed can be easily determined from the waveform parameters. A track that
has not correctly resolved the velocity ambiguity will be referred to as misclassified. In
order for misclassified tracks to be associated with IT tracks, the d3 distance uses the TK
radial velocity shifted by that multiple of the ambiguous speed that minimises the Doppler
component of 6y.

The following rules are used to label each track as either unassociated, associated or
divergent at each point in time.

A TK track is unassociated at time k if it is neither associated nor divergent (see below).

A TK track is associated at time k if it satisfies one of the following rules:

4
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1. If the TK track was associated with an IT track at the previous time, k - 1, and the
2D distance between the two is less than the divergence threshold, dD, then the TK
track remains associated with that IT track at time k.

2. If there is no association maintained from time k - 1 (either because this is the
first time point for the track, or the track was unassociated at k - 1 or because the
associated IT track no longer exists or has a corresponding d2 > dD) then the TK
track is associated with the IT track corresponding to the smallest d3 , provided that
this d3 is less than the association threshold, dA.

The association and divergence thresholds, dA and dD, are user defined parameters.

A TK track is divergent from an IT track at time k if it satisfies all of the following rules:

"* The TK track was associated with or divergent from the IT track at time k - 1.

"* The 2D distance, d2 , between the TK track and the IT track is greater than the
divergence threshold, dD.

"* There is no IT track with a 3D distance, d3 , less than the association threshold, dA.

A TK track is misclassified at time k if it is associated with or divergent from an IT track,
and the difference in the Doppler of the two is more than a threshold, di. If a TK track
was misclassified at time k - 1 and the corresponding IT track no longer exists, then it
remains misclassified.

Association and divergence are illustrated with two parallel IT tracks in the range versus
time display in Figure 2. The TK track is initially associated with the IT track at shorter
range. It moves away from that IT track and then becomes divergent. After a period, it
moves inside the association threshold of the longer range track and becomes associated
with it. A TK track that is associated with one IT track and then another, is said to have
swapped, as described in the next section.

Each TK track is associated with one IT track, at most, using these rules. More than one
TK track may associate with a particular IT track. Similarly, each IT track is associated

. Association Threshold

/'*'DiergnceThreshold

IT Track -

U TK Track Divergence
and Track Swap

.. ,.vt 7.-"•

Time

Figure 2: Track Association and Divergence
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with at most one TK track. If the IT track was associated with a TK track at time k - 1
and the TK track is still associated with the IT track (i.e. d2 < dD) then the association
is maintained at time k. Otherwise the IT track is associated with the TK track with the
lowest d3 that is associated with it (i.e. d3 < dA). If there are no TK tracks associated
with the IT track, then the IT track is unassociated at time k.

2.2 Categories and Metrics

The metrics identify the key imperfections that exist in tracking systems. They are
grouped into four track categories, namely: establishment, maintenance, error and false
tracks. The metrics are defined so that high values correspond to poor performance. The
previous association rule parameters provide the data for evaluating the metrics.

2.2.1 Track Establishment Category

The metrics for this category measure the timeliness and reliability of the tracker to start
valid tracks.

(i) Track Establishment Delay: Establishment delay is defined as the number of mea-
surements from the start of an IT track to the first time that it is associated with a
TK track. Establishment delay is quantified in terms of measurements rather than
units of time (e.g. seconds) because it is the authors' experience that track main-
tenance rules tend to be expressed in terms of measurements, for example an M of
N rule. Since the measurement rate may vary, especially for OTHR, time is not
the best measure of delay. Note that a misclassified TK track can provide a valid
association for determining establishment delay.

It is assumed that the IT track starts at the first detection from the corresponding
target. It is also assumed that TK tracks are only recorded in the database once they
have passed internal establishment tests, which will take at least a few measurements.
This means that if a TK track associates with the IT track on the first point, then
that TK track must have started on measurements not due to this target and then
swapped onto the IT track. Thus any IT track with an establishment delay of zero
is excluded from the analysis.

(ii) Omitted tracks: An omitted track is an IT track that has no associated TK track.
The total number of omitted tracks is expressed as a percentage of the total number
of IT tracks.

2.2.2 Track Maintenance Category

The metrics in this category measure how well a TK track maintains track on an IT track
after establishment.

(i) Track Overshoot: This is the number of track updates that an associated TK track
continues following the termination of the IT track without misclassification or as-
sociation with another IT track. Overshoot is not measured in units of time (e.g.

6
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seconds) for the same reason as establishment delay. Overshoot is not calculated for
IT tracks that exit the surveillance region, or continue to the end of the data set.

(ii) Missed Object History: This is the percentage of time steps where an IT track has
no associated TK track. The time period before the first association is not included,
since this is already accounted for in establishment delay. The missed history is
defined as the ratio of the number of time steps where there is no associated TK
track to the number of time steps between the establishment of the first association
and the termination of the IT track, expressed as a percentage. For the purposes
of this metric, it does not matter which TK track is associated with the IT track
at any point in time; track number changes are accounted for in other metrics.
Note that a TK track with low confidence may give a poor missed history result

because it becomes excluded from the analysis by the confidence threshold used
during association at various times.

Missed history is not calculated for omitted tracks.

(iii) Divergent Outbreaks: A divergent outbreak is defined as the event of a TK track
changing from associated to divergent. This metric counts the number of divergent
outbreaks for each TK track.

(iv) Divergence Length: This length is given by the number of track updates that a track
remains divergent after the track has been associated with an IT track. The time
step count is from one at the start of TK track divergence. Divergence length is only
counted for divergent tracks.

(v) Track Swap: This metric gives the number of times a TK track changes the IT track
with which it is associated. Track Swap is measured for all associated TK tracks.

(vi) Association Changes: This is the number of changes in the TK track number used to
report an IT track. For multiply associated TK tracks, the assumption is made that
only one number, the original number, is reported while that track remains associated
with the IT track. When this track stops and is replaced by another track, a track
number change occurs. The number of association changes is measured for all IT
tracks, except those that were omitted.

(vii) Number Associated: This is the total number of different TK tracks associated with
an IT track. This will be at least one more than the number of association changes,
and will be more if there are multiple TK tracks associated with the IT track at the
same time. As above, it is not calculated for omitted tracks.

2.2.3 Track Error Category

For each associated TK track t, the track error is the sample standard deviation of the
difference between TK track state -et(k) and the associated IT track state xt(k) over the
number of track updates where the object is not manoeuvring, Kt. This error is given by:

( t E k )lx ( k))2 (2)

7
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A true measure of error can only be obtained using ground truth for recorded data or, for
simulated data, the object parameters.

When IT tracks are derived from TK tracks produced from recorded data, an estimate of
the error may be found by altering the states xt(k) in equation (2). This is done using a
least squares fit of a straight line through the IT track points when the IT track is not
manoeuvring. This defines an initial starting position and the velocity over the length of
the track. To remove any offset between TK and IT tracks, their average position can be
found for the relevant interval. The difference between these averages for the TK and IT
tracks is added to the initial starting position for the least squares straight line.

The error metric is the sample standard deviation defined in equation (2) for the following
coordinates:

1. Track Position Error/Scatter

2. Track Speed and Heading Error/Scatter

2.2.4 False Track Category

Misclassified tracks are grouped under this category. Thus, a misclassified track is consid-
ered to be a falsified track. The metrics in this category are defined in terms of a number
or a corresponding length.

(i) False Track Rate: A false track is a TK track that is not associated with any IT
track. The rate is expressed as the number per hour of data duration.

(ii) False Track Length: The length of each false track is measured in time steps.

(iii) Misclassified Track: Some trackers with multiple models may allow the track to
switch between these models. This metric counts the number of track segments
for each TK track over which the track is misclassified, ie has the wrong velocity
ambiguity.

(iv) Misclassified Track Length: This is measured for each TK track that has a period of
misclassification and is the number of time steps that the track is misclassified.

2.3 Rating and Overall Performance

The previous section defined a collection of metrics to assess tracker performance over
a variety of areas. For most of these metrics, there is a value for each TK or IT track.
This means that the assessment provides a sample distribution for each metric. While this
information is useful, it may be desirable to provide a summary statistic for each metric
that rates the tracker performance as a single number. Further, where a hard decision
between trackers is to be made, it is desirable to provide an overall performance rating
that summarises all of the information contained in the various metrics. Whereas the
metrics are defined such that a low value indicates good performance 1 , it is more intuitive

1 This convention is necessary since some metrics, like establishment delay, are open ended.

8
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to represent a good rating with a high score. Thus, the metric ratings and the overall
rating will be expressed as a percentage score with 100% representing ideal performance.

The aim is to provide either relative or absolute performance. Relative performance is
useful for comparing tracking filters, whereas absolute performance is useful for contract
compliance. The measurement of absolute performance for contract compliance requires
"a large number of data sets over a range of object and clutter conditions. Also, there is
"a need for an error estimate of the measured performance. Usually tracker requirements
for a contract only cover a subset of the metrics listed here and performance requirements
are in terms of a specific metric such as the track establishment delay.

By contrast, tracker comparisons entail running different trackers on the same data, and
then evaluating the difference in performance. The metrics define what is currently seen as
the possible defects of a tracking system. For this reason they are more relevant to tracker
comparison. This role is facilitated by being able to combine the metrics to give a single
measure of performance. An approach that does this is described below. No attempt is
made to deal with absolute performance.

The metrics measure performance in different units, e.g. time steps and number per hour.
Also, some metrics are measured for each track while some are a single value over the
data set. The metrics are assumed to come from a nonparametric distribution. That is,
the metric values come from an unknown probability density function (pdf) which varies
between trackers and has unknown parameters.

The approach taken for rating the trackers against the metrics is to define performance
criteria for each metric and to determine the proportion of metric observations that meet
the criteria. This may be viewed as an approximation to the probability that a particular
instance of a specific metric will meet the relevant criterion. This process is now explained
in more detail.

A sample cumulative distribution function (cdf), Fm(s), is formed for each metric, where
m is a metric index. Note that the domain of s over which each cdf, Fm"(s), is defined
will be different since different metrics are defined over different units and intervals. Two
sample points are chosen to summarise each cdf. These are referred to as the baseline and
goal criteria and are denoted by sm and sm respectively. The baseline value in intended
to represent an acceptable performance level, whereas the goal is intended to represent a
preferred performance level. Since lower values of the metric represent better performance,
the goal criterion should be lower than the baseline, i.e. sm <S. The criteria represent
user requirements. Although the setting of these values is subjective, it should be done
before data are observed. Otherwise, the temptation is to adjust the criteria values in
order to amplify the effect of a particular distribution feature on the overall rating. This
damages the objectivity of the process and in the extreme provides a means for distorting
the results in order to provide the answer expected by the user's prejudice.

The value of the cdf at each criteria defines the corresponding rating. For example, Fm(sg)
is the goal rating for metric m. This value behaves in the desired fashion, where a value
of Fm(sg) close to unity indicates that almost all of the observed tracks meet the goal
criterion and a value close to zero indicates that almost none do. That is, higher ratings
correspond to superior performance. This process is illustrated in Figure 3.

Note that the cdf illustrated in Figure 3 is for a metric with a discrete domain (e.g.

9
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Figure 3: Sample cdf with example of baseline and goal criterion.

1 -------------------------

I I

- I I
I I
I I
I I
I I
I I
I I
I I
I I
I I
I I

CI I

Figure 4: Rating for single value metrics.

establishment delay is measured in terms of the number of measurements). The staircase

cdf is actually discontinous at these discrete points, and Fm•(s) is given by the greater

value. This means that the rating is the proportion of observations that meet the criterion

or do better.

Some metrics give only one value for a data set (the proportion of omitted tracks and

the false track rate). In this case, it is not appropriate to form a cdf as above, since this

will always give a rating of zero or 100%. If the observed metric value is less than the

criterion, then a rating of unity is given. Otherwise, a line joining the origin with the

observed metric value, 4,, at a height of unity is constructed. The intersection of this

line and a vertical at the criterion point gives the score, as shown in Figure 4. It is simple
to show that the intersection point is given by (s•, s•/4,) for the goal criterion, and

similarly for the baseline.

10
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The rating for single valued metrics is therefore defined as

Fm(S) {- otherwise. )

Note that this heuristic rating does not have any statistical interpretation, however it
behaves in manner consistent with the desired rating characteristics, and is simple to
calculate.

Each of the metrics has now been condensed to a baseline and a goal rating. However,
the stated purpose was to produce a single summary figure for each metric and for overall
performance. To this end, the mean metric rating is defined as

Fm /F_ (s4) Fm (sm). (4)

The individual metric performance values are then combined to give an overall performance
by a weighted summation process. Namely,

Fgoal ZWmFm(sg, (5)

Fbase WmFm(sb, (6)
m

Ftnean , Wm Fm, (7)

m

where wm is the normalised weight for metric m. These normalised weights are determined
from subjective importance scores. A category weight, W', is chosen for each of the
four categories (establishment, maintenance, error and false tracks) reflecting the relative
importance of each category. Then a metric weight is chosen for each metric within the
category Wm. The normalised metric weight is then given by

4 m(8)

Zwiw
j=1 kcWc

where c is the category to which metric m belongs, and Z•kcwc is a sum over all the metrics
in category c. This process allows the subjective importance weights to be specified in an
arbitrary range, and ensures proper normalisation. Any approach for defining weights is
applicable, provided that Z:m WM - 1.

As discussed with the selection of the criteria, it is important that these weights are chosen
before data are analysed. Altering the weights will change the relative influence of different
metrics on the overall rating.

The weights used in this report were determined by polling a number of target tracking
practitioners and averaging their responses. These values are shown in Table 1.
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Table 1: Metric and category weights.

Metric Category Metric
Category Weight Metric Weight

Establishment (updates) 10
Establishment Omitted tracks (%) 7.4

Overshoot (updates) 7.8

Missed object history (%) 9.4

Divergent outbreaks 6.4

Track 7.2 Divergence length (updates) 6.4
Maintenance

Track swaps 7

Association changes 6.4

No. Associated tracks 5.2

Track Error - Range 7.6

Track Error - Azimuth 7
Track 3.8
rack Error - Speed 6.6

Track Error - Heading 6.4

False track rate 9.2

False track length (updates) 7
False 6.8 No. misclassified tracks 8.6

Tracks N.mslsiidtak .

Misclassified length (updates) 6.8

12
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3 Variance of the Tracker Rating

The approach described in the previous section generates an overall rating for each tracker
under test that is based on the aggregation of ratings for various assessment metrics. Each
metric rating is derived from a finite amount of track data. This means that the metric
ratings are random quantities, as is the overall rating. It is important to quantify the
statistical variability in the tracker rating, otherwise it is impossible to discern whether
the ratings of two alternative algorithms are significantly different in a statistical sense.

It would be desirable to derive confidence intervals for the tracker rating; however, this is
difficult in practice. Instead, the variance of the tracker rating will be estimated. Since
the metric and tracker ratings can only take values from zero to unity, their distributions
must be compact, and are most likely asymmetric. This means that the common practice
of translating variance into a confidence interval is not meaningful. For example, if for a
mean of - 0.9 and a variance of 0.01, a two standard deviation interval is y + 2cr
0.9 + 0.2 [0.7, 1.1], which is outside the possible rating value range.

Most of the metric ratings are simply the fraction of tracks that meet the criterion for
that metric. These are relatively easy to deal with and will be addressed first. There are
two metric ratings that are calculated differently: the percentage of omitted tracks, and
the false track rate. These are treated individually.

Once a variance is determined for each metric, an overall variance is obtained by combining
them.

3.1 Properties of a Single Metric Rating

Most of the metrics produce a rating which is the fraction of observed tracks that meet
the particular criterion. This metric rating is the observed relative frequency of success,
and can be viewed as an estimate of the parameter of a binomial distribution. For clarity,
the track establishment metric will be discussed, and the same arguments can be applied
to each of the other metrics except as discussed.

Assume that each track is an independent realisation of an unknown pdf for establish-
ment delay. For any pdf, there is a certain probability that any particular track will be
established within the criterion time, denoted by 0. This is simply the integral of the pdf
from zero to the criterion point. If the tracks are now classed as either pass or fail, then
it is clear that the distribution of the number of passes is a binomial distribution with
parameter 0. This parameter is actually the true rating that would be assigned to the
tracker for the metric if the establishment delay pdf were known. Since it is not known, 0
is estimated by the relative frequency of passes, 0 , where Np is the number of tracks
which passed, and N is the total number of tracks.

Using a Bayesian strategy, a prior distribution for 0 can be assumed, and then the posterior
distribution for 0 given the tracks observed can be obtained. If the prior for 0 is assumed
to be a beta distribution, then the posterior is also a beta distribution, and they are given
by:

p(0) /3(0; a, /) (9)

p(OINp, N) (0;a+ N, + N-Np), (10)
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where

03(0; a, +) - F( ± /3) 0.-1 (1 - 0)13-1 (11)
F()(()

If a /3 1 is chosen, then the prior, p(0), is uniform, and the mode of the posterior,
p(0INp, N), is the relative frequency, Nv-. Thus the metric rating can be viewed as the
most likely true probability of success given the measurements, when the prior distribution
is uniform. The variance of this distribution is given by

var(INp, N) (a + Np)(/3 + N - Np)

(• + /3+ N) 2 (± +/3 + N + 1)

(1 + Np)(1 + N - Np) (12)
(N + 2) 2(N + ()

As mentioned earlier, the distribution p(OINp, N) is asymmetrical and compact on the
interval 0... 1, so care should be taken in the interpretation of the variance.

3.2 Omitted Tracks

As described in section 2.3, the rating for the omitted track metric is given by

Fm,(s) { 1s if Am < S,s-- otherwise,

where Am is the observed fraction of omitted tracks, i.e. Am4 NO/N, when No tracks are
omitted from a total of N IT tracks.

Again, the percentage of omitted tracks can be viewed as the result of a binomial process
with an unknown parameter 0, N realisations and No failures. The observed omitted track
rate is again the mode of the posterior for 0 using the same approach as in the previous
section. Thus the pdf for 0 is given by /3 (0; 1 + No, 1 + N - No).

The omitted track rating is implicitly dependent on the true probability of a track being
omitted, 0, since the observed proportion of omitted tracks, Am, depends on it. This
dependence is now recognised by denoting the rating as Fm(s; 0).

The omitted track rating is an ad hoc function that is not related to statistical measures
of the posterior of the percentage of omitted tracks. In particular, it is biased. So, rather
than measure its variability using the distribution's variance, we use the expected squared
deviation from the rating, namely

V(O) --E{ý(F(s, 0) - F(s,O)} (13)

If 0 1 then

V(O) E{(F(s,0)- 1)2},

E {F(s,0)2} - 2E{F(s,0)} + 1. (14)
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The expectations above are over the observed proportion of omitted tracks, for example

E{F (s, 0)} j /3(0; 1 + No, 1 + N - No) dO + s i 03 (0; 1- + No, 1 N-No) do,

(15)

which can be expressed as

s(N + 1)
E{F (s, 0)} B(s; 1 + No, 1 + N - No) + N [1 - B(s; No, 1 + N - No)], (16)

No

where the incomplete Beta function is defined as

B(x; a, 0) j- /(0; a, O)dO. (17)

Algorithms for evaluating the incomplete Beta function are provided as part of standard
high level mathematical programming environments.

An expression for E {F(s, 0)2} can be obtained in a similar fashion. The full expression
for V is quite long, and is not shown here. The details can be found in appendix A.

3.3 False Track Rate

The rating for false track rate is calculated in the same way as for the omitted tracks,
except that the estimated parameter, 0, is the observed rate of false tracks. This quantity
is the number of tracks per unit time, and cannot be viewed as an observation of a binomial
process. Instead, it can be modelled as a Poisson arrival process with an unknown rate
parameter. That is, the probability of observing N false tracks in a data set of duration
T is given by

P(N) -zexp {-AT} (AT)N (18)

N!

where A is the true (unknown) rate of false tracks.

Similarly to the omitted tracks, the expected squared deviation is used to quantify the
variability in the false track rate, and is defined in the same way. The expressions for the
required statistical quantities are lengthy, and are given in appendix B.

3.4 Properties of the Overall Aggregate Rating

The aggregate rating is found by taking the weighted sum of the metric ratings. If the
metrics were independent of each other, then the aggregate pdf would be the convolution
of the metric pdfs, and the variance of the aggregate rating would be the weighted sum of
the metric variances. However, the metrics are not independent; some of them are highly
dependent on each other. For some metrics it is possible to estimate the dependence
(or equivalently estimate the joint pdf) because they can be simultaneously observed.
For example, each TK track that is associated with an IT track provides a measurement

15



DSTO-TR 1694

of: track error metrics, divergent outbreaks, divergence length, number of swaps, and
misclassified track length. It is therefore possible to estimate the dependence between
these metrics using the joint measurements. However, track overshoot, divergence length,
and false track length are all measured in different ways. Intuitively, these ratings should
be highly dependent because each measures the persistence of the tracker with various
types of incorrect tracks. Since these metrics measure events that cannot be coincident,
it is not possible to make any joint observation of the quantities. Thus it is not possible
to infer the dependence between the ratings on these metrics.

In addition to the unobservable nature of the relationship between some metrics, other
observable combinations depend highly on the baseline and goal criteria values. For ex-
ample, if the goal criterion for the number of divergent outbreaks is zero, then a track
can only fail the divergence length metric if it has already failed the divergent outbreaks
metric. Conversely, if the goal criterion for the number of outbreaks were 10, then very
few tracks (if any) would ever fail this metric, and the divergence length metric would be
independent of the number of divergent outbreaks.

For the reasons described above, it is impractical to estimate the dependence between
metrics. Further, even if the dependence were known, it would be difficult to analytically
derive the aggregate rating pdf. This means that the pdf must be approximated. It is
assumed that the aggregate rating is the mean of the aggregate pdf (although this will
only be true in the limit for large data sets), and the statistical spread of the pdf can be
quantified by the approximate variance. It is not possible to determine the true variance
because the metric dependencies are not known.

The aggregate variance is given by

M M M

var(Fagg) - E W2 ar(Fm) + 2 > > WWnCOV(Fm, Fr) (19)
Mn1 m-I n 1,n•4m

where the cross term cov(Fm, Fn) is defined as

COV(Fm, Fn) E(FmFn) - E(Fm)E(Fn). (20)

When the metrics are independent, then the covariance cov(Fm, Fn) is zero. When two
metrics are completely dependent, then it is given by V/var(Fm)var(Fn). In order to
prevent presumptuous judgement, a conservative assumption for the covariance is used.
Thus, it is assumed that all metrics are completely correlated, which maximises the re-
sulting aggregate variance. Using this assumption, the aggregate variance can be written
as

M

ývar(Fagg) ýý Wm /v~a~r(Fm), (21)
mr 1

i.e. the aggregate standard deviation is the weighted sum of the metric standard deviations.
This provides a pessimistic variance estimate. The true variance will be less, but one can
be assured that if the difference between tracker ratings is significant when compared with
the pessimistic estimate, then it is truly significant.
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4 Tracker Comparison

The assessment method described in the previous sections has been implemented in the
Tracker Assessment Tool (TAT). The TAT software comprises two parts. The first is
written in C and uses an X Windows Motif user interface. The second part is written in
IDL and provides graphical displays for viewing assessment results. Graphical displays
for the data are available, together with three functional shells: IT Editor, Association
and Assessment. Track data and the processes for their association and assessment are
shown in Figure 5. For convenience, the data from the tracking system are identified by
a tracker identity trkid. The TAT Association process produces a trkid-date time.AS
file from the source TK and IT tracks, identified by a date and time then produces. IT
and TK tracks are displayed in a geographic display (see Figure 6(a)) and range versus
time display (see Figure 6(b)) format. An option is available to show the results of the
TAT Association process on these displays as a line joining the IT and TK track positions
at each time point. The TAT Assessment process uses the association file with the TK
and IT tracks to compute the metric data for each track. These results are stored in a
trk-id-datetime.RES file. The TAT results process computes and displays the sample
cdfs for all metrics as shown in Figure 7(a). From this display the assessment process is
invoked and the performance for each metric, and the overall performance for all metrics
are derived after applying the metric weights. This display is shown in Figure 7(b). The
rating variance is a new extension of the process and is not yet fully integrated into the
display software. The values are currently written to the ratings output file, but are not
shown on the graphical displays.

4.1 Forming IT Tracks from Recorded Data

The key to this assessment process is the formation of the IT track file. One approach
to forming IT tracks from recorded data is now described for the case of OTHR data.
Because the IT track data is in the same coordinate system and units as the TK track
data, the IT data can be derived from the TK data output by a tracking system.

TK File: Existing IT File:
trk id date time.TK date time.IT

TAT TATTAT
Association Displays Assessment Results

Association File: Results File:
trk id date time.AS trk id date time.RES

Figure 5: Organization of track data and processes for their assessment.
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(a) Coverage display (b) Range versus time display.

Figure 6: TAT track data displays with TK and IT tracks

z~1

--

M

(a) Cumulative Distributions (b) Results Display from Metric Criteria.

Figure '/: TAT Metric Results Displays
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TK File:
trk id datetirme.TK TK2if

Rcr Converter

track New IT Data
start/end &
false tracks,"-,

Signal

Processing & if
TrcigEdito Displays

Trckng Track& ýTracks

Displays

Existing IT File:
Radar Data track data.track dwells date time.IT

Figure 8: Steps to form an IT file.

Figure 8 shows the data and processes used to form the IT track
data. The TK file output from the Signal Processing and Track-
ing system is converted to a new IT file by the TK2IT process.
Editing of this IT file (or an existing IT file) may be performed
using the IT Editor. The IT Editor provides the options to copy,
join, delete, truncate and project tracks forward and backward
in time (see Figure 9). IT editing is performed based on informa-
tion collected from replaying the data with a manual inspection
of tracks overlayed on animated video data displays. This pro-
cess supplies the track number for false tracks. For valid tracks,
the track number is recorded with the start and end times from
the underlying detection data.

The data replay allows manual track initiation to start tracks not
detected by the tracking system. Where two tracking algorithms
detect different targets that are all manually verified, then both
TK files can be converted into IT files, and the IT editor can be
used to copy the missed tracks from one IT file to the other.

The IT file format allows for a classification tag to be added
to each IT track. Currently, this tag may be given the values: Figure 9: IT Editor
'standard', 'manoeuvring', 'decoupled' or 'fading'. The purpose Options

of these tags is to allow the user to preclude certain types of track
from the analysis. The standard and manoeuvring classes are
self explanatory. The decoupled class is used for transponders
and calibration signals that show an artificial Doppler shift even though they are stationary
targets. The fading class was specially created for problematic targets. There are some
targets that have very few detections, and some where it is difficult to decide whether there
really is a target at all. For such targets, the tracker should not be penalised for failing
to form a track (since the operator is uncertain). However, neither should the tracker be
penalised if it does form a track. The solution is to have an IT track classified as fading.
If there is a TK track, that associates with the fading IT track, it is not declared a false
track. The TAT is instructed not to include fading tracks for any metrics.

In practice, the formation of the IT data from recorded data is an iterative process.
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Even with these aids, achieving data integrity is a very time consuming manual exercise.
The time taken increases with the complexity of the target conditions and the authors'
experience is that it can take many hours to produce a reliable IT file for data sets of any
significant length. For track assessment over some hundreds of data sets, this time becomes
prohibitive and the process may be impractical. Nevertheless, recorded data does allow
tracking performance assessment under realistic conditions that cannot be satisfactorily
approximated by simulation.

4.2 Spawning IT Data

The process of forming IT data files is time consuming and prohibits the creation of a
large library of assessment data. IT data spawning is one approach proposed to improve
the efficiency of manual effort in the formation of IT files. The philosophy is to observe a
region of interest at a high revisit rate (often referred to as stare mode operation), and then
separate the data into interleaved data sets. The IT file is generated at the high sample
rate, and then it is down-sampled to produce interleaved IT files. In this way multiple
data sets are formed from a single IT gathering effort. This procedure was formulated
during a USA and Australian cooperative programme in the late 90s to compare OTHR
tracking systems [Allen et al. 1998]. The basic steps in this procedure are as follows:

1. Record data with a higher than usual measurement rate.

2. Replay the data and produce the IT file.

3. Form a down-sampled data set by selecting every nth time step from the input data
and the IT file, starting from the first time step

4. Form a second down-sampled data set by repeating step 3, but starting from the
second time step. Continue to form n down-sampled data sets

The above produces n data sets. Provided that the initial data was collected at n times
the usual revisit rate, these are now typical sensor data. Although the targets obviously
behave in the same way for each data set, the measurements are independent of each
other, so the data sets can be viewed as n realisations of a particular scenario. The down-
sampling could be done at different rates to produce partially correlated files. In the

results presented here, there has been no data spawning.

4.3 Combining the Results

The TAT software described so far performs tracker assessment on a single data set: the
input is a TK file and an IT file, the output is a results file. In practice, multiple data
sets are combined to give results more representative of the 'average' tracker performance.
The process for combining the results from several data sets is now described.

A separate results file is formed for each data set. These are combined into a single results
file so that an overall measure of performance can be obtained. The combination either
forms a single number for all the data or a separate measurement for each TK or IT track.
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The metrics for Omitted Tracks and False Tracks result in a single number for all the data.
For the overall percentage of omitted tracks, the data are combined by separately adding
the number of omitted tracks and the number of IT tracks in each data set.

In the case of the false track metric, this is expressed as the number per hour. To account
for possibly irregular time gaps in the data, the duration of the data is determined for
each data set and these are summed over the combined data set. The duration of each

data set is the product of the number of time steps and the duration of each time step.
For an OTHR, the duration of each time step is the sum of the coherent integration time
and the inter-dwell time.

The false track rate can then be found from the sum of the number of false tracks for each
data set divided by the sum of the durations of each data set. One problem with this
approach is that the clutter conditions vary between data sets. False track performance is
typically tested in 'severe' clutter conditions, whereas all trackers might give equally good
performance in 'benign' clutter conditions. If most of the data sets contain 'benign' data,
then the difference in false track performance under difficult conditions will be suppressed
by the quantity of less challenging data. In an attempt to normalize the clutter conditions,
a data set clutter density weight, Kd, where d is the data set index, is introduced. For the
Jindalee OTHR, this weight is the ratio of the number of peak detections in the clutter
area divided by the total number of peaks. This ratio is averaged over the length of the

data set. The modified false track rate is then:

Adjusted False Track Rate - d- 1 Kd No. False Tracksd (22)D
Zd-1 Kd Durationd

where D is the number of data sets to be combined. If all data sets have approximately
the same weight, the result is similar to that without scaling. When there is a large
variation in clutter density between data sets, the false tracks and duration for low clutter
densities are scaled down so that the rate for severe clutter dominates the assessment for
false tracks. This weighting approach is not applied to the false track duration metric.

All other metrics can give at least one value per TK track. Therefore, for these metrics,
the combined data set is formed by successively appending the TK track data from each

data set. No weighting is proposed as above for appending this track data.

4.4 Example Tracker Comparison

To illustrate the operation of the TAT, the results of assessing four tracking systems using
recorded OTHR data are now presented. The main difference between the four tracking
filters is the extent of past data retained after track update. The Probabilistic Data Associ-
ation Filter (PDAF) approach represents the past data as a single mean and covariance for
each object model. The PDAF filters that are assessed are the UPDAF [Colegrove 1999]
and the XJPDAF [Colegrove et al. 2004]. The UPDAF is the current tracking algorithm
run for the Alice Springs OTHR and has an adaptive clutter model, a multiple model fil-
ter for resolving radial velocity ambiguity, and a target visibility model for initiation and
termination of tracks. The XJPDAF is an extended version that includes joint probability
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Figure 10: TAT Results

calculations, peak curvature [Colegrove & Cheung 2002] and an approximate exclusion
model for to account for correlated measurements.

The third filter is a Generalized Pseudo-Bayes filter with 2 steps of past track history
retained. It also has all the extensions developed for the PDAF and is referred to as the
XJGPB2. The fourth filter has a variable length of retained history and is the Mixture
Reduction filter. It has all the features in the XJPDAF included and is referred to as the
XJMRF.

The test data consists of ten different data sets, containing mostly non-manoeuvring tar-
gets, although some manoeuvring targets are present. Some of the data sets contain
interference sources that challenge the trackers' ability to suppress false tracks. The IT
data is the result of an amalgamation of the output from the four tracking filters using

the approach described in Section 4.1.

Figure 10 is the output from the TAT results display for the four trackers. This figure
gives the sample cdfs for the metrics listed in Section 2.2 with the goal and baseline criteria
shown by vertical dashed lines. There are some metrics that only have one line visible
because the goal value coincides with the origin on the horizontal axis. The results display
includes a table in the lower left corner that contains the percentage of omitted tracks and
the adjusted false track rate.

These results illustrate the different distributions for each tracker's metric. The distribu-

tions show the metrics where each tracker differs in performance. The improvement from
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Table 2: Performance Results

UPDAF XJPDAF XJGPB2 XJMRF

Baseline 85 + 3.5 93 + 3.7 93 + 5.0 94 + 3.4

Mean 78 + 3.9 88 + 4.2 87 + 5.7 89 + 4.1

Goal 71±4.1 84±4.5 83±6.0 85+4A

using the joint probability calculations in all but the MM-UPDAF is seen in the cdf for
Number Associated and Association Changes. Noticeable differences are present in the
false track rate and length and the percentage of omitted tracks. XJMRF has the lowest
false track rate, which is 20 times lower than that of the UPDAF. The low false track
rate makes it difficult to have a meaningful False Track Length cdf for the XJMRF. The
TAT results display also provides the overall performance rating for the baseline and goal
criteria with the geometric mean value. These are given in Table 2.

The table lists ratings to the nearest integer percentage with the tolerance number cor-
responding to one standard deviation. The variability increases from the baseline to the
goal values because the goal ratings are lower, and are inherently more noisy. These
results also show that the MM-XJMRF is the best performer for the data sets used in
this test, although the differences between it, the MM-XJPDAF and the MM-XJGPB2
are well inside the tolerance levels. If the aggregate ratings are assumed to be Gaussian,
then the probability that the MM-XJMRF is the best filter is approximately 40%. The
MM-XJPDAF and the MM-XJGPB2 are each the best filter with a probability of approx-
imately 30%. Thus the MM-XJMRF is most likely the best filter, but the evidence is far
from conclusive. This difference is affected by the choice of baseline and goal criteria as
well as the metric weights. If the criteria were set to higher values, then the differences
between the trackers would be negligible.
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5 Conclusions

A formalized procedure that rates and compares the performance of tracking systems has
been developed and tested on recorded OTHR data. The sample distributions provided for
each metric give a graphical assessment of the performance, which is useful for identifying
performance deficiencies. However, these distributions depend on the data set and the
target scenarios. Thus the results of a comparison only apply to the data set and target
conditions used. The overall performance ratings summarise these results as a percentage.
The method used to give the overall rating leads to the performance being dependent
on the goal and baseline values as well as the metric weights. Thus, the rating between

trackers depends on the data sets, object scenarios, metric weights, baseline and goal
performance requirements. Because of this, the overall performance rating is primarily
useful for comparing tracking systems on test data sets. The performance assessment
procedure was demonstrated in an example application.
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Appendix A Variability of Omitted Track Rating

The omitted track rating is given by

!,, otherwise,

where 0 is observed omitted track percentage, N, is the number of omitted tracks,
N is the total number of tracks, and s is the goal or baseline criterion.

The expected squared deviation of the omitted track rating is given by

If 0 _ s then F(s, 0) 1 and

V(0) E{f(s,0)- 1)2

E {F(s, 0) 2} - 2E {F(s, 0)} + 1. (AM)

The expectations above can be written in terms of incomplete Beta functions.

/1
E{F (s, 0)} - F(s, O)p(O)dO (A4)

fj0S !3(0;a do + is 0 (0; ,j3)d0 (A5)

B(s; a, o/3) + 1 j(a + 0-1_ (1 - 0)'3-1 dO (A6)B~s;•,/) + o (a)F(!3)

B(s; a,/3) +

F(oa + )F(ao - 1) J F(a - 1) 0F-_2 (1 - 0)/3-1 dO. (A7)Sp(a)P(c +/3 - 1) is P(ca -- I)F-(

A property of the Gamma function is that

F(X) (X - 1)F(x - 1), (A8)

so
F(a + 3)F(a - 1) a +a 3 - A

F(a)F(a+ -1) a-i(A9)

Thus

E{F(s,O )} B(s;a,/3) +s j3(0; a - 1,/3) dO (A10)

- B(s;a'-i -j/3 (0;a - 1,/3)dO] (All)

a+f-1-l
B(s;a•,/3) + as [1 - B(s;a• - 1,13)]. (A12)
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Substituting a 1 + N, and I3 1 + N - No gives

s(N + 1)E{F(s,O)} B(s; 1-+N o , 1-+N-No) + N [1 -B(s;N o ,1+N-No)]. (A13)

No

Using the same process, it can be shown that

E{F (s,0)21 B(s; 1 + No, 1 + N - NO) SN(N 1) [1 - B(s; No - 1, 1 + N- No)].
No (No - 1)

(A14)

Thus V(l) is given by

V(1) s 2N(N + 1) [1 - B(s; No - 1, 1 + N- No)]
No(No - 1)

2s(N + 1) [1 - B(s; No, 1 + N - No)]

No
- B(s; 1 + No, 1 + N - No) + 1. (A15)

If 0> s then F(s,O) - and
s

_2s s 2

- {F(s,O)2} - {E F(s, O)} + -=-. (A16)0 02

Using the expressions above, this becomes

V(O) s2N(N + 1) [1 - B(s; No - 1, 1 + N - No)]
No(No - 1)

2s 2N(N + 1)- N 2  [1 - B(s; No, 1 + N - No)]

+ B(s;I + No, I + N- No) (I- 2sN) sN (A17)
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Appendix B Variability of False Track Rate
Rating

As with the percentage of omitted tracks in Appendix A, the quantity of interest is

where 0 is now the estimated false track rate NF/T for NF false tracks over duration T.
As before, F takes either the value of unity or 1 and the corresponding variability is

V(1) E {F(s, 0) 2} - 2E {F(s, 0)} + 1,
0)1_2s S2 (2

V(O) E {F(s, 0)2}- E {F(s, 0)} 1 . (B2)0 02

The expectations are given by

00

E{F(s,0)} ZF(s,)P(n) (B3)
Tn-0

ksTj 00
P(n) + • •P(n), (B4)

n-0 n LsTJ+1

and

E{IF(s, 0)2 1 ZF (S,, ) 2P(r) (B5)
n-0

LsTj 0 s 2 T 2

- P(n) + n 2 P(n), (B6)
n-0 n LsTJ+1

where P(n) is assumed to follow a Poisson distribution

P(n) exp(-AT) (AT)n (B7)

and A is the true false track rate.

These expressions are calculated using the observed false track rate in place of the true A.
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