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Abstract
The Power Aware Real-Time Scheduling (PARTS) project is based on attacking the power management problem for real-time systems at the system level. This includes both modifications to the applications, to the operating system as well as compiler modifications to insert so-called power management points. Most of the power management research is based on reducing the CPU voltage and thus obtaining a quadratic gain in energy savings with linear increase in time. The PARTS project started with scheduling independent tasks in a single CPU and has expanded to multiple CPUs as well as tasks with dependencies. We approached the power management problem from three different angles. The first is the minimization of energy consumption for given timing constraints. The second is the maximization of the system’s reward (utility) for specific timing and energy restrictions (including rechargeable systems). The third is the tradeoff between energy consumption and reliability for specific timing and performance restrictions. Further, we validated the theory developed by carrying out implementations on the Power Aware Multiprocessor Architecture platform (PAMA), which consists of four rad-hard PowerPC 750 processors running actual space applications.
1. Introduction

The goal of this project was to develop and implement techniques for power management in real-time systems, where applications have to adhere to strict deadlines. During the course of this project, the PIs and their students studied the tradeoffs involved when the slack that exists, or becomes available dynamically, in the system is used for one of three goals: (a) reducing the energy consumption, (b) improving the system’s performance, and (c) increasing the reliability. The schemes we devised rely on different management techniques including scheduling algorithms, speed control of CPUs, and dynamic power monitoring and mode changes. We integrated our new schemes into the appropriate components of the system (e.g., the kernel scheduler or a library). We developed such schemes for single and multiprocessor systems, for tasks with and without precedence constraints and for deadline-driven as well as rate-based systems. We applied these schemes to the PAMA subscale demonstration which is a multiprocessor platform being built by BAE Systems and ISI East, and we evaluated the resulting energy savings. Our scheduling schemes were also tested on real-life software, which came from our industrial partners in Phase I and II of the Power Aware Computing and Communication program (PAC/C). These applications are Automated Target Recognition (ATR), Event Extraction (EE), and Complex Ambiguity Function (CAF).

As part of our project, we also created a cycle-accurate and power-accurate emulator for the PowerPC 405LP and the PowerPC 750 to measure power consumption of each of the resources; the focus was mainly in the CPU at the lowest-possible level (i.e., instruction level). This new power-aware emulator provides an interface to the higher layers of our proposed architecture for querying and changing specific power parameters of the system; it is also possible to boot the Linux operating system on top of the emulator, allowing for multiple processes to be run and studied.

In the remainder of this report, we describe, in some details, the accomplishments achieved during the course of the project.

2. Power Management Points (PMP)

We developed a theoretical formulation to estimate the granularity of the frequency of invoking power management points (PMPs)[31]. A PMP is essentially a piece of code that carries out speed (voltage and frequency) changes. This estimation takes into consideration the tradeoff between the need of frequent speed changes for better slack (idle time) management and the overhead of speed changes. We introduced a collaborative approach between the compiler and the operating system (OS) that uses fine-grained information about the execution times of a real-time application to reduce energy consumption [21]. Specifically, the compiler annotates an application’s source code with path-dependent information called power management hints (PMHs)[20]. This information captures the temporal behavior of the application, which varies when executing different paths. During program execution, the OS periodically changes the processor’s frequency and voltage based on the temporal information provided by the PMHs. We evaluated our scheme using four embedded applications: a video decoder, automatic target recognition, audio encoder, and subband filter event extraction. Our scheme shows an energy reduction of up to 90% over no power management and up to 50% over static power management schemes. As an example, our scheme, when tested on the ATR code obtained from Northrop Grumman, shows that energy reduction ranges from 10% to 90% over no-power-management for the ATR benchmark provided, depending on the required frame processing frequency (mode of operation) and the number of detected potential targets.
3. Dynamic Voltage Scaling (DVS) in single and multiple processors

One of the open areas that we provided solutions for is DVS for periodic hard real-time tasks. Our solution includes three parts: (a) a static, off-line solution to compute the optimal speed, assuming worst-case workload for each arrival, (b) an on-line speed adjustment mechanism to reclaim energy not used by tasks that complete early, and (c) an on-line, adaptive and speculative speed adjustment mechanism to anticipate early completions of future executions. The speculative scheme makes use of the average-case workload information to save energy, while still guaranteeing all deadlines. Our results show that the reclaiming algorithm saves a striking 50% of the energy over the static algorithm. Further, we experimented with more aggressive speculative techniques and showed that up to an additional 20% savings can be obtained over non-aggressive reclaiming algorithms.

We have also studied power management for rate-based soft real-time systems, in which there is a rate requirement but no hard deadlines to be obeyed (e.g., Webservers, EE and CAF). By analyzing the effect of the static power on the power management scheme, we have devised several methods for determining when voltage scaling is applicable and when turning servers ON/OFF is more appropriate, with respect to energy savings, or the combination thereof. We have also devised a scheme for determining the optimal system speed to minimize the energy consumption for any application while respecting the application’s timing constraints; this scheme is based on the static/dynamic power ratio of the system, which can be determined \textit{a priori}\cite{15}.

Power management in single-processors was extended to parallel and distributed system. As a basis for the power management in parallel systems, we developed a novel scheduling algorithm called \textit{boundary fair scheduling} for periodic hard real-time tasks executing on multiprocessor systems\cite{19}. This algorithm is optimal in the sense of achieving full system utilization and can be modified to manage power for periodic tasks on parallel systems. We have also developed static power management schemes for parallel and distributed frame-based systems. These schemes consider the degree of parallelism of the applications when allocating global static slack. In addition to static power management, a dynamic power management scheme was introduced for distributed systems, in which we not only take into account the communication between tasks, but also optimize the schedules based on the gaps that are created due to communication and precedence constraints\cite{22}. A detailed study of power management for shared memory multiprocessor systems were conducted assuming a general and/or processor graph model and different slack sharing techniques were designed to guarantee correctness and efficiency of execution\cite{7,11,27,29}. Power savings of up to 65% over non-slack sharing schemes were obtained in simulation studies for the ATR, EE and CAF benchmarks.

4. Reward-Based Scheduling

In addition to systems that have to execute specific sets of tasks, we considered more general systems in which a tradeoff exists between the cost (with respect to resources) and the benefit (with respect to utility) of executing each application for a specific amount of time\cite{1,12,16}. In such systems, different applications have different rewards/values and within a single application there might be different levels of accuracy (depending on how much time the application uses the CPU). Our work combines three dimensions, namely—timeliness, energy, and rewards—with the goal of maximizing the system reward for energy-constrained real-time systems. We developed algorithms to solve a number of optimization problems involving the above tradeoffs\cite{6,13}. To our knowledge, ours is the first solution that combines the three constraints mentioned above. We formalized the problem of maximizing the rewards while meeting the deadline without exceeding a given energy budget. We showed that if the power functions of all the tasks have the same form
(for example, they are all quadratic or cubic on the processor speed), then reward is maximized when the processor power is the same for all tasks and we devised a closed-form solution to the problem, which had been an open problem until then.

For the more general case of power functions with different forms, we have proposed an iterative algorithm that proved to be extremely fast and accurate[24]. The algorithm is based on repeatedly trading reward for energy, within the timing constraints, until the energy constraints are satisfied. These algorithms run in only a few microseconds even for tens of tasks, and thus are suitable for real-time and embedded systems.

After laying the ground work with the tri-valued approach above, we have extended our schemes to systems in which each application may have multiple versions, adding yet another degree of freedom[23]. We have further included in the model the requirement that devices may harvest energy from the environment (typically there is a cycle of discharging and recharging). Our results again show that most of the algorithms are extremely fast (run in few microseconds) and accurate (within 1-2% of the optimal performance).

5. Fault Tolerance

We obtained results related to the issue of reliability in power aware real-time systems. We have compared Duplex and Triple Modular Redundancy (TMR) systems, both from an analytical modeling perspective, as well as quantitative perspective, and we were able to characterize the system parameters in which each technique is superior to the others[10,25]. Our characterization allows the user and designer to focus on other aspects in the system design, such as fault coverage, degree of reliability required, volume, or cost.

In our analysis we designed a new type of systems, namely optimistic TMR systems, in which we turn off one component of the TMR system whenever possible. Should a failure be detected by the two remaining components, the third system is brought out from hibernation and is allowed to execute as fast as possible to produce the tie-breaking vote before the deadline[15,25]. Optimistic TMR systems are more efficient, in terms of energy consumption, than power-aware Duplex and TMR systems. The analysis of optimistic-TMR shows up to 20% saving in energy over simple TMR without any deterioration in reliability.

Our analysis technique allows systems integrators to determine the most energy-efficient fault-tolerant structures to be used in a system/application for a given system configuration (including load, applications, hardware, etc). The system integrator can choose from duplex, TMR, Optimistic TMR, checkpointing, and a hybrid checkpointing-redundancy schemes. We extended the analysis for parallel real-time applications running on a system consisting of a fixed number of processing units, taking into account several parallel recovery schemes. For example, we have combined modular redundancy with check-pointing, and developed a methodology to find the most energy efficient configuration to tolerate a certain number of transient faults.

6. Power Management beyond the CPU

We extended our study to investigate the effect of combining CPU power management schemes with other energy management techniques, such as those used to manage the power in the wireless communication system, memory and hard disks, with the goal of improving the overall consumption of the entire system. Energy savings can be achieved in memory by setting unused memory banks to a lower power level to consume less energy and in hard disks by stop spinning during idle times.
Beyond wired distributed systems, we started analyzing the next natural extension of the power management schemes, namely wireless networks. One of the constraints for building an efficient adhoc network is finite battery supply. Some previous work proposed the idea of minimizing the transmission power by sending the data in a multi-hop fashion to the destination by relaying the packets at intermediate closer nodes. We devised a unified model that considers the energy wasted in collisions and the interference level of neighboring nodes together (the interference/collision combination has been largely ignored in the past). From this model we derived the total network throughput and the total energy consumption in the network and proved that it is not always optimal to use the minimum transmission power. We reported a throughput increase of 30% with the correct choice of transmission power over the minimum transmission power without a significant increase in the total network energy consumption[18]. We have also developed a model of rate/energy comparison, to determine the energy-efficient bandwidth at which wireless nodes should send data packets. This scheme takes into account the battery levels of nodes in a path and determines the rate at which nodes in a path should send and receive data packets. We are currently using dynamic source routing (DSR) as our routing algorithm, but the scheme is general enough to be readily extended to other routing algorithms[17].

We also worked on the problem of designing a new energy-efficient MAC protocol for adhoc networks; we were able to reduce the network energy consumption and to extend the network lifetime by decreasing the number of collisions faced in the network. This is done through a dynamic priority scheme that is based on the node’s current residual energy. Our new MAC protocol achieves a 40% increase in the network lifetime and is also backward compatible with the widely deployed 802.11 DCF protocol.

For memory, we wired the Pecan prototype (an evaluation system based on the 405GP with 9 power planes, for power measurement of portions of the system) to allow the placement of memory banks in self-refresh mode through software control. When placed in this mode, the memory subsystem consumes approximately 3% of active power. We also modified the Linux operating system to subdivide memory into two regions. One region operates normally, while the second one operates as a RAM disk. The RAM disk is put in self-refresh mode most of the time, except when the operating system reads or writes into the RAM disk under software control. The resulting savings were on the order of 3W (about 50% of the total power consumed by the board). This experiment shows that intelligent memory management can result in significant power savings for ultra-low power systems.

We developed a new simulator, MemSim, to model joint power-performance characteristics of main memory systems; the simulator allows us to model the multiple datapaths, frequency domains, complex memory organizations, modern server memory (SDRAM DDR) page and power modes accurately. In addition, we developed the MEMPOWER toolset for memory power analysis. MEMPOWER takes as input memory reference traces and calculates the memory’s power, energy and additional delay, if any, under various power management policies. It also provides a detailed analysis of the inter-arrival patterns and spatial distribution of references in the trace. Since most policies for memory power management are threshold based, MEMPOWER includes a set of programs that compute the optimal threshold value for the reference pattern found in the trace.

7. Implementation and Simulation

A major part of our simulations were performed on SimpleScalar, which is a low-level simulator for RISC architectures, and on Wattch, which extends SimpleScalar to estimate the CPU power consumption. The variable-speed SimpleScalar allows us to test the performance of a variable-voltage architecture and to adjust the CPU speed to meet a certain quality of service. This
variable-voltage enhanced SimpleScalar was initially the primary tool used by our group in evaluating architectural changes needed in the processors for improving the energy consumption of systems.

We conducted a series of power measurements for various workloads and synthetic benchmarks, using a range of processors, including the Transmeta Crusoe TM5400 chip, the PowerPC 750, and a conventional Intel 700MHz system. Results show that it will be important to implement our work on processors that have aggressive power management features such as the Crusoe[37].

During the project, instead of relying on the inaccuracies of Wattch, we developed an event and execution-driven simulator, called CycleSim, which is part of the MAMBO simulation environment at IBM. CycleSim models an IBM PowerPC 405GP system-on-a-chip and includes a cycle-accurate, event-based power model of the processor core and enough system details to boot an operating system[39]. We created the event-based power model for the 405 core by measuring the cost of various architectural events such as cache hits or misses, table lookaside buffer (TLB) hits or misses, various instruction types, etc. These measurements were performed on the Pecan board (an evaluation system based on the 405GP with 9 power planes, for power measurement of portions of the system) that was designed and implemented with DARPA support. When the simulator was completed, we performed timing and power validation of the simulator against the actual hardware using 42 EEMBC (Embedded Microprocessor Benchmark Conclusitons) applications. Preliminary results using four applications (text, iDCT, matrix, and Viterbi) show that our timing simulation is within 1% (with an standard deviation of 2.5%) and the average error in power prediction was less than 5% (with an standard deviation of 5.1%) compared with the actual hardware.

We extended MAMBO (and then the design of the 405GP) to implement the voltage and frequency scaling capabilities of the PPC 405LP. Specifically, IBM provided a source-level license agreement to the University of Pittsburgh, and supported a Pitt student as a summer intern to make power measurements on the PowerPC 405LP processor. We then used those measurements to upgrade the CycleSim simulator to support dynamic voltage and frequency scaling. Moreover, we augmented MAMBO with support for file system calls to read and write multiple files, and with the capability of handling on-line, real-time input, memory banks with power consumption model, and standby/sleep modes for memory banks. Finally, we also created software tools to aid in the analysis of the results provided by the MAMBO emulator.

**Porting Linux to MAMBO**

Our work with MAMBO had initially been done without any operating systems, and in the past we have ported the SimOS emulator to an x86/Linux based platform. We have integrated Linux with the MAMBO simulator, to realize a flexible simulation environment that offers a tradeoff between accuracy and speed of execution. This work allowed fine-grained processor measurements and emulation of power consumption to be integrated with a system-wide power measurement tool.

**Enhancing Linux with DVS**

We also worked at the kernel level, implementing all the necessary system calls and supporting libraries to enable applications and schedulers to be DVS-aware. This entailed simple kernel modifications that can be easily ported to Linux systems through kernel patches. We demonstrated such capability in 2002 during a PI meeting, with a GUI that allowed a console root user to change the speed of specific tasks.
Singularity Board

We developed a prototype power-aware dense storage cache blade, dubbed Singularity. We have completed board verification, poweron-self-test and bring-up of both the back-end NPe405L sub-systems and the front-end network processor. The Linux kernel now boots on the back-end processors and the IBM Advanced Software Offering (Layer 4 Switching) boots on the Network Processor.

In addition to the verification and bring-up process, we have been doing background research into payload caching, alternative storage network protocols, and collaborative page caching. This enabling research will allow IBM to get baseline benchmarks on the platform and to begin implementing various power management, request distribution, and collaborative caching schemes using the Singularity board.

8. Technology Transition and Community Activities

We worked extensively with BAE Systems to apply our voltage scaling schemes to space applications, in general, and to the Subband Tuner (EE) and Complex Ambiguity Function (CAF) applications, in particular. Upon a request from BAE Systems, we designed a simple power management interface that can be used by application developers to allow them to benefit from power-management technology. This interface was well received, enhancing the PAMA application interface, in the form of a library of calls that can be used by any application.

We will continue to work with BAE Systems in Phase II of the PAC/C program. In addition to transferring our power management technology to the AMPS prototype, we are developing a cycle-accurate model of the PowerPC-based RAD750 microprocessor. We also created a power model for the processor using our event-based methodology and delivered the simulator to BAE Systems in support of their efforts. We are collaborating with other research groups to enhance our power simulation infrastructure and use it to perform research on power-aware operating systems, compilers, and memory subsystem design.

We added support to Linux for throttling features present in the PowerPC 970 and characterized the performance and power behavior of these features. We enhanced Linux power measurement for the PowerMac G5 and we characterized the behavior of the PowerMac’s built-in power measurement capabilities.

Following up on our work to prototype support for turning off portions of the main memory on the Pecan board, we contacted several organizations in IBM on how to build power-aware memory controllers that can use the firmware and software that we distributed. IBM has decided to showcase this work in the Embedded Systems Conference in March 2004 to boost the marketability of the work.

We busily promoted the use of the MAMBO simulator and our power modeling techniques in both industry and academia. Towards this goal, IBM has signed a MAMBO license agreement with Vanderbilt University (also funded by PAC/C) and assisted their efforts in supporting MAMBO in their MILAN simulation environment. In addition, we presented a MAMBO tutorial during ISPASS (The IEEE International Symposium on Performance Analysis of Systems and Software) in March 2003 that included details on the design and validation of our power modeling efforts. The tutorial was well attended and received. More recently, the MemSim simulator was licensed to Penn. State University to help with memory power related research.

The PARTS team members are well-known players in the power management community, participating in many of the organization committees of well-recognized conferences throughout the USA and the world. This enhances the visibility of the project's accomplishments and allows
these to be transitioned to industry. In the real-time research community, power-management sessions have become a feature in all conferences, whereas three years ago (before the start of the PAC/C program) no paper was presented on this issue.

The PIs have been involved in the dissemination of power-aware technologies, through organizing special sessions and workshops on power aware computing in real-time conferences and the publication of a book "Power Aware Computing", edited by Rami Melhem and Robert Graybill, and published by Kluwer/Plenum, mostly with PAC/C researchers as authors. In the real-time research community, it is surprising to realize that a full 10-12% of the papers submitted to RTSS and RTAS, the premier real-time conferences, deal with power-aware systems.

In the same vein, we organized the ACEED (Austin Conference for Energy Efficient Design) conference, which brought together presentations from all power-management efforts within IBM. Several external speakers were invited, including Dr. Graybill. The conference has been held annually since 2002. Multiple members of ARL attended and/or presented work at this conference.
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