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13. ABSTRACT (Maximum 200 Words)

Early detection of breast cancer is of significant interest to our society. Mammographic screening is gradually moving toward a “distributed acquisition – centralized review” approach. Unfortunately, a relatively high recall rate using this approach increases patient anxiety as well as the cost and complexity of the diagnostic process. The purpose of this project is to evaluate in a multi-phase project the possible impact of a unique telemammography system that utilizes common carriers with wavelet-based data compression for image transmission, on the recall rate in remote locations where physicians are not available during mammographic procedures. The initial phases of the project encompasses the design, assembly, and technical testing of a multisite tele-mammography system that enables the digitization, transmission, and display of wavelet compressed images, as well as associated text documents of a case combined with CAD results in less than 15 minutes. The possible impact of such a system is being evaluated during a step-by-step assessment in a multi-site study.
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Introduction and Background:

Please note that this section of the report remains largely the same as reported in previous years. Periodic mass screening of asymptomatic women is rapidly gaining approval and acceptance, and the population segment recommended for screening is increasing due to both longer life expectancy as well as earlier recommended age for initial examination [1-3]. The large variability in a number of important aspects related to mammography, as practiced in the U.S., resulted in the enactment of the Mammography Quality Standards Act, which mandates accreditation of each program (facility, technical, and professional) [4,5]. Shortages of expert mammographers in many locations, combined with the desire to make it convenient for the patient to undergo the procedure, suggest that there may be a need for high-quality tele-mammography systems that enable a distributed acquisition-centralized expert review type solution to the problem, particularly in underserved areas [6, 7]. The relatively high recall rates (5-15%) of screened women to supplement information that was not ascertained during the initial visit (e.g. magnification views, ultrasound) also made it desirable to enable physician “monitoring” and “management” of remote underserved locations so that some patient-management decisions can be made while the patient remains in the clinic [8-11]. In addition, a technologist who observes a possible abnormality during the performance of the study could benefit from the ability to communicate her/his suspicion, and an expert mammographer could review the specific case, together with the technologist’s observation, resulting in an improved and perhaps a more timely diagnosis. Current practices result in increased patient anxiety and added practice complexity and cost. Early attempts to develop and implement a practical tele-mammography solution to this problem failed due to several significant technical problems associated with acquisition, transmission, management, and display of the images and other related information [12-14]. Many of these technical issues have been resolved in recent years, but some remain [14-18]. Although an adequate communication infrastructure for high-quality tele-mammography is available within some urban regions, the fact remains that where it may be needed most (i.e. remote, non-urban locations), enabling (two-way) communication systems remain limited to lower level communication capabilities. Other communication technologies, such as satellites, are being evaluated for this purpose, but it is not likely that these will displace lower level communication technologies in many underserved areas for quite some time [19-23]. Hence, the problem of cost effective, timely remote patient monitoring and management in many underserved areas is not a simple one.

As a part of this project, we are assembling and evaluating a unique tele-mammography system that enables improved communication between remote sites where physicians are not always available during the mammographic acquisition process and a central location where experts can review the acquired images shortly after acquisition and assess whether or not additional procedures (e.g., spot compression views) are needed [24, 25]. The system we are assembling and testing is based on prior preliminary experience acquired in our group during ten years of research in this general area. It includes the use of a common carrier for communication (Plain Old Telephone System, POTS) and other “low level” communication capabilities, wavelet-based image compression for data reduction, and the optional incorporation of other text information, location information, and CAD results into the transmitted information. The main goal is to assess in a step-by-step approach whether the use of such a system could substantially reduce recall rates in the remote sites. Other objectives regarding ways to improve communication between the technologist at the
remote site and a radiologist at the central site, as well as creating an environment for “more active” participation of the technologist in the diagnostic process, are also being explored.

Body:

Since the initiation of the project on September 1, 2000, we have been progressing methodologically step by step on the tasks listed in the Statement of Work (page 5 of the proposal), as originally submitted. As will be explained in the body of this annual report, our initial findings resulted in the addition of several technical tasks that were successfully performed in order to maximize our ability to learn about the applications being investigated in this project. During year four of the project, work was performed in three different areas listed under Task 1 (Redesign and Assemble System), Task 3 (Clinical System’s Evaluation), and Task 4 (Evaluation of CAD Results) in the original proposal. We have also begun planning for Task 5. As we explain in the body of the report, a significant new addition (capability) was added to the system as a result of our operational and preliminary clinically simulated evaluation tasks. This required a substantial technical effort and ultimately resulted in a major software upgrade of the system. The task was recently completed and the system has been tested using the new software. We recently requested a one year no-cost extension to the project to complete all tasks, including Task 5 (High Volume Demonstration). Following the recommendations of the reviewer of our latest annual report, we focus here on work performed during the period in question (September 1, 2003 to August 31, 2004).

Under Task 1, we performed the following:

Since our last progress report, and based on the results from our observer performance studies, we decided to incorporate into the system in an integrated, easy to use fashion: 1) text messaging (namely, two way “chat” between the remote technologist and central radiologists), 2) marking of suspicious locations (namely, the technologist marks suspicious regions on an image overlay), 3) CAD results, and 4) prior mammography reports. The reason for the additional tools (in particular item #2) is to provide the radiologist at the central location with all of the tools to enable better assessment of the examinations being sent for review (obviously, this is all done in addition to the actual mammographic images). Therefore, these technical tasks were planned for and implemented before we performed a “high-volume” simulated study (Task #5 in our original proposal). The driving force behind this additional work was the result of clear indications from our radiologists during a prior observer performance study that any additional information we can provide during the remote review of examinations would be of great help. Since the technologists at the remote sites send examinations that they already believe would require a follow-up procedure, it was felt that it would be important to communicate the specific (known) location of the “suspected” region on the images which the technologists identified as the reason for sending the case for a central review. The interfacing to enable these capabilities required substantial modifications of our software (in particular item #2), and we decided to perform an additional retrospective observer performance study to assess the ability to integrate this information in an easy to use manner, and evaluate potential (projected) reduction in recall rates when we add this function to the communication capabilities of the system.
We completed the development and technical testing of the new software (a major upgrade was installed and tested during the third week of May, 2004). Technical testing of the system was completed and an observer performance study was carried out (see Task 3).

Under Task 3, we performed the following:

1) Retrospective observer performance studies to assess performance without and with CAD results and without and with the location of suspected regions:

After the software upgrade was completed and tested (Task #1), a study management software routine for the retrospective reading experiment was written and tested during the third and fourth weeks of May, 2004. All data entry for a retrospective observer performance study (including selecting cases and related information) was completed in early June, 2004.

A synopsis of the three observer performance studies in this area follows: Registered mammography technologists from three remote imaging sites transmitted 245 screening mammography exams to a central site (radiologists), which they (the technologists) believed needed additional procedures. Four data components are transmitted from the remote site: (1) image data - current exam mammography films digitized at 50 μm pixel dimensions; (2) text and graphic communication between the technologist and the radiologist via a "chat" box in which the technologist can describe and mark suspicious regions on integrated generic images; (3) prior patient reports when available; and (4) computer aided detection (CAD) results. At the central site images are displayed on a workstation consisting of three high-resolution, portrait monitors. The image data with the CAD results overlaid are displayed on two monitors and the chat box and prior reports on the third monitor. Seven radiologists reviewed and rated the exams on the tele-mammography workstation and indicated: (1) if additional procedures were recommended, (2) when appropriate, which breast was involved, and (3) when appropriate, the specific recommended procedures. The performance of the radiologists on the workstation was compared with the clinical interpretation of the same examinations in three studies. Study 1 had two interpretation modes: (1) images only and (2) images and technologist's text message. Study 2 had two modes: (1) images and technologist's text message and (2) images, text message, and prior report. Study 3 had three modes: (1) images, technologist's text message, and prior report; (2) images, text message, prior report, and technologist's graphic location marks; and (3) images, text message, prior report, graphic marks (location), and CAD results. We are currently in the process of completing the analyses of the third study. Amongst other analyses, we will compute the potential improvements in terms of projected reduction in recall rates at the remote sites.

Preliminary Results: Technologists were able to identify suspicious examinations that may require additional procedures, but their "recommended" examinations amounted to a substantially larger number compared with that of a clinical interpretation by a radiologist. The 245 screening exams were successfully transmitted, processed, reviewed, and rated. The percent of exams recalled for recommended additional procedures (termed "recall") during the actual clinical interpretation for Studies 1 (n = 130), 2 (n = 99, a subset of Study 1), and 3 (n = 115) were 39.2%, 38.4%, and 42.2%, respectively. Tele-mammography Study 1; modes 1 and 2 had mean recall rates of 73.3% (+/- 17.9) and 82.5% (+/- 16.2), respectively, and mean agreements of 51.7% (+/- 5.5) and 48.7% (+/- 6.3), respectively. Study 2; modes 1 and 2 had mean recall rates of 79.6% (+/- 12.3) and 77.5% (+/- 13.8), respectively, and mean
agreements of 52.3% (+/- 6.7) and 52.8% (+/- 7.0), respectively. Study 3; modes 1, 2 and 3 had mean recall rates of 72.3% (+/- 9.3), 72.3% (+/- 9.3), and 72.7% (+/- 9.2), respectively, and mean agreements of 57.4% (+/- 4.6), 57.1% (+/- 3.9), and 56.7% (+/- 3.9), respectively. However, it should be remembered that without radiologists’ reviews 100 percent of these women would have been recommended for additional procedures by the technologists; hence, approximately 30 percent reduction could be achieved utilizing our proposed approach. These results are preliminary and we hope to complete our analyses before September 30, 2004.

2) Clinical assessment of traditional performance levels:

A substantial fraction of the effort during the last year was carried out under Task 3. We are “breaking ground” in several respects that include but are not limited to the involvement of technologists in the decision-making process (namely, which cases to send over to the central site and why?), and possibly the increased “reliance” of the radiologists on the technologists’ judgments. As a part of this investigation we assessed our clinical performance levels in the traditional practice (without tele-mammography).

We analyzed data available in our databases concerning patient distributions and process-related information. This includes the recall rate by physician, site, type, and reason for recall. We also reviewed records concerning the cycle time from the initial examination to a definitive diagnosis for cases that were not being recalled, as well as cases that were. This effort constitutes the reference information for comparison purposes. One of the more interesting (and relevant) findings in this regard is the long delays in scheduling (average > 20 days) between the patient’s call for an appointment due to recall and the actual date of examination, underlying the potential benefit of the use of tele-mammography to reduce recall rates. During the last year, we completed a large study to assess the effect of the introduction of CAD into our clinical environment and the relationship between recall rates and detection rates for our ten highest volume radiologists. One of the issues that was raised in our group was the issue of correlations (if any) between the recall and detection rates of radiologists. This is an important point since there is a significant pressure on radiologists to reduce their individual recall rates to below ten percent. While we recognize the tremendous value of reducing recall rates without a substantial degradation in detection rates (sensitivity), the question arises as to whether or not higher recall rates are also generally associated with higher detection rates. These studies involved the reviews of over 115,000 records and resulted in important observations that were published in JNCI and Cancer (see publications list). We strongly believe that the use of CAD will ultimately be used as an integral part of the diagnostic process and some of our efforts to develop and improve CAD schemes were supported (only to a very minimal level) by this project. Several important observations were made, all of which were published (see publications list).

Under Task 4, Evaluations of CAD Results:

We continue to improve our own CAD schemes, and as we progress in this area we also change the performance level of the scheme used in the tele-mammography system. Most of the CAD development efforts are performed under separate projects, but limited effort related to the assessment of performance is relevant to this project (see publications list). As of a recent progress review and planning meeting (August 24, 2004), we determined
and fixed the operating point of the scheme (sensitivity and false positive rate) to be used in the system during the demonstration task (Task #5).

**Under Task 5, Clinically simulated almost real time transmission and reporting:**

There is only one significant effort under this category; namely, the performance of an “almost real time - high volume” demonstration of the transmission of suspected cases at the remote sites and a clinically simulated response from the central site. This task is planned for execution during our proposed no cost extension year, since we needed to upgrade the system and perform two additional observer performance studies. We already had two planning meetings regarding this task and we anticipate that once the management software for the study is completed it will be carried out in an “almost real time” simulated clinical environment. During this study, we anticipate that each site will transmit approximately 6-12 studies per day to the central site. We continue to test the system’s and radiologists’ ability to handle the workflow and review of this reasonably high volume of cases.

**Key (Research) Accomplishments:**

During the last year of the project, we have been progressing according to the original plan and addressed a large number of the technical tasks and operational issues associated with the design, implementation, technical, and clinically simulated testing of the multi-site tele-mammography system. The key accomplishments for the last year were:

- We carried out a comprehensive review of the performance of our radiologists in terms of performance without and with CAD, as well as the relationship between recall rates and detection rates.
- We upgraded the system with a major software revision in response to radiologists’ preferences during the performance of the task the tele-mammography system was designed for.
- We successfully and reliably transmitted approximately 530 cases from three remote sites to the central site (our total to date exceeds 2000 cases).
- We successfully reviewed a large number of cases on the workstation and generated a clinically simulated response to the remote sites.
- We completed two observer performance studies to assess agreement levels between the technologists and radiologists on suspicious cases. The analyses of these studies are currently being performed and will be reported in the 2005 SPIE meeting.
- We are increasing the communication level between technologists and physicians in regard to decision-making processes, and we are engaged in discussions concerning a more extensive use of technologists as physician extenders in several areas.
- We demonstrated that in principle one can achieve a significant reduction in actual recall rates for a second visit, albeit at this time, at the cost of a substantial increase in the number of women who would receive additional procedures during their initial screening visit. We continue to focus on ways to reduce this number.
Reportable Outcomes:

The nature of this project is such that some of the technical work performed to date does not result in a large number of significant reportable outcomes. However, as we developed and tested the system, several reportable tasks have been performed. For example, our comprehensive assessment of the actual performance in our clinical operations as it relates to the use of CAD and to recall and detection rates was reported. These efforts have led to important developments and observations that may have a significant impact on this field. Therefore, several of our new publications which had not been reported in our last progress report, are listed below. Since our last report these include:


Conclusions:

There are several technical, clinical, and assessment tasks listed in the Statement of Work of this project. During the first four years, we undertook a large number of technical and application-based tasks associated with the design, implementation, and preliminary evaluation of a multi-site tele-mammography system. We overcame many of the technical problems and assembled a multi-site system that exceeds several of the performance goals we originally proposed. The system has been undergoing a comprehensive step-by-step evaluation (and major upgrades as deemed appropriate). Our main observation to date is that the general concept was verified and the actual implementation resulted in an appreciation for the importance of the "comfort level" of the team (physicians and technologists) in
operating and using such a system for the stated purpose. Most important perhaps is the
demonstration that in principle, one could achieve a significant reduction in actual recall rates
for a second visit. At this time, it can be done at the cost of a substantial increase in the
number of women who would receive additional procedures (e.g., views) during their initial
screening visit, and we currently focus on investigating different ways to reduce this number.
In addition, we have improved substantially our understanding of several extremely
important issues related to screening mammography, in general, and the use of CAD, in
particular. These may have far reaching implications on this field.

So What?

The main goal of this project is to evaluate how the use of an “almost real-time” tele-
mammography system (with or without the use of CAD results and other relevant
information) may impact the diagnostic process in terms of complete cycle time and patients’
recall rate. Task 5 (a high volume clinically simulated study) is planned as the last major
effort for this project. Success of this project will enable a comprehensive demonstration of
different ways to increase communication between remote (and potentially underserved) sites
and a central site. Our hope is that by using this approach, one may be able to provide better,
more timely and cost-effective service at these sites, and in the process substantially reduce
actual recall rates in these remote facilities. Despite significant advances in our
understanding of the many issues and alternatives surrounding the “optimal” screening
mammography, many of our current clinical practice guidelines are based on limited
subjective assessments and anecdotal experiences, and a significant fraction is related to
operational matters in busy urban environments that are staffed by experienced radiologists.
The area of optimizing remote, underserved practices has been studied only in a cursory
manner. Our project is but one attempt to improve our understanding of the technical,
operational, and clinical issues facing these facilities and implementing technology-based
solutions that may help them provide a better service to the populations they serve.
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Subjective assessment of high-level image compression of digitized mammograms
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ABSTRACT

This study was designed to evaluate radiologists’ ability to identify highly-compressed, digitized mammographic images displayed on high-resolution monitors. Mammography films were digitized at 50 micron pixel dimensions using a high-resolution laser film digitizer. Image data were compressed using the irreversible (lossy), wavelet-based JPEG 2000 method. Twenty images were randomly presented in pairs (one image per monitor) in three modes: mode 1, non-compressed versus 50:1 compression; mode 2, non-compressed versus 75:1 compression; and mode 3, 50:1 versus 75:1 compression with 20 random pairs presented twice (80 pairs total). Six radiologists were forced to choose which image had the lower level of data compression in a two-alternative forced choice paradigm. The average percent correct across the six radiologists for modes 1, 2 and 3 were 52.5% (+/-11.3), 58.3% (+/-14.7), and 58.3% (+/-7.5), respectively. Intra-reader agreement ranged from 10 to 50% and Kappa from -0.78 to -0.19. Kappa for inter-reader agreement ranged from -0.47 to 0.37. The ‘monitor effect’ (left/right) was of the same order of magnitude as the radiologists’ ability to identify the lower level of image compression. In this controlled evaluation, radiologists did not accurately discriminate non-compressed and highly-compressed images. Therefore, 75:1 image compression should be acceptable for review of digitized mammograms in a telemammography system.

Keywords: Image compression, data compression, JPEG 2000, telemammography

1. INTRODUCTION

Breast cancer screening mammography is widely practiced and increasingly challenging to manage in the clinical environment, but there is potential for improvement.1-7 Teleradiology is an approach that may provide more timely patient management. Image compression,8-13 image cropping,12-14 and image selection15 are commonly used in teleradiology to facilitate the timely transmission of data. The high-spatial resolution required for mammography complicates the design and implementation of a telemammography system. The large mammographic image file size (33-55 MBytes per image) is one obstacle to timely transmission of data, especially across low-level data connections. High-level image compression may assist in overcoming this obstacle and can only be realized with lossy image compression techniques, which necessitates the loss of some image information and a degree of image degradation.

The use of high-level image compression in medical applications is frequently met with skepticism because of the potential degradation of the depiction of objects under investigation. Human observer performance studies designed to evaluate wavelet compression of medical images for clinical applications have reported acceptable compression levels ranging from 8:1 to 100:1.15-26 Wavelet-based compression, the trend in medical image compression, is reported to be superior to the original JPEG compression based on the direct cosine transform in terms of image quality at high-levels of image compression.16,17

* jklst3@pitt.edu; phone (412) 641-2572; fax (412) 641-2582, University of Pittsburgh, Magee-Womens Hospital, 300 Halket Street, Suite 4200, Pittsburgh, PA 15213
From our perspective the effect of image degradation from lossy compression of medical image interpretation remains unresolved, particularly regarding mammography. Observer studies reported that 8:1\textsuperscript{22} and 10:1\textsuperscript{27} compression ratios are acceptable for mammography applications using both wavelet and the original JPEG compression methods. Visualization of calcifications depicted on digitized mammograms was subjectively rated as excellent for wavelet compression ratios as high as 56:1.\textsuperscript{19} Uncompressed digitized mammographic images were rated to be comparable to images compressed at 30:1 using wavelet compression.\textsuperscript{20} These studies are indeed promising, and high-levels of image compression may be ultimately clinically acceptable in mammography.

Powell et al.\textsuperscript{22} (2000) conducted a clinical trial that compared film mammography to digitized images compressed at 8:1 using wavelet based compression. The accuracy for detecting malignancy was not statistically different when depicted on film or digitized images in a receiver operating characteristics (ROC) study. The false positive rate at a fixed sensitivity of 0.90 was significantly lower (better) using digitized images as compared with film. Compressed digitized images were also slightly better (though not statistically) than film in terms of recall rate for negative mammograms and those depicting benign findings. The recall rate for mammograms depicting malignant abnormalities was slightly better (though not statistically) when original films were used as compared with digitized images.

The objective of this study was to determine an acceptable level of image compression in a telemammography application. The ability of radiologists to discriminate high-levels of image compression as applied to digitized mammograms was evaluated. Image pairs of different compression levels were randomly presented and viewed side-by-side on two high-resolution monitors. Six radiologists were forced to choose the lower level of image compression and rate the relative utility of the images for use in a screening mammography environment.

2. METHODS

2.1 Case selection
This study used twenty breast cancer screening examinations randomly selected from a larger telemammography project, which was designed to evaluate the ability telemammography to reduce the number of patients being recalled for additional imaging procedures. One image view from each case (i.e., twenty images total) was selected to represent each examination. The verified findings depicted in these examinations included masses and calcification clusters (Table 1). The dataset for this retrospective study was assembled and analyzed under University of Pittsburgh Institutional Review Board approved protocol, and the image data was anonymized.

<table>
<thead>
<tr>
<th>Table 1</th>
<th>Image views and depicted abnormalities</th>
</tr>
</thead>
<tbody>
<tr>
<td>View</td>
<td>Abnormality depicted on image</td>
</tr>
<tr>
<td></td>
<td>Mass</td>
</tr>
<tr>
<td>MLO</td>
<td>3</td>
</tr>
<tr>
<td>CC</td>
<td>3</td>
</tr>
</tbody>
</table>

MLO - mediolateral oblique
CC - craniocaudal

2.2 Image processing
Mammographic films were digitized at 50 micron pixel dimensions and 12-bit grayscale using a high-resolution, laser film digitizer (Lumiscan 85, Eastman Kodak, Rochester, NY, USA). Each digitized mammographic image was automatically cropped to decrease the non-tissue area surrounding the breast. The cropped image data were compressed using the irreversible (lossy), 9/7 transform, wavelet-based JPEG 2000 method at compression ratios of 50:1 and 75:1 and subsequently decompressed prior to display. A total of sixty images were generated for the study, the twenty original digitized images plus two compressed images at 50:1 and 75:1 ratios for each of these (or a total of sixty images).
2.3 Image display
The images were displayed on two calibrated, high-resolution (2048 x 2560), 8-bit grayscale, portrait monitors at a nominal setting of 80 ftL (DS5100P, Clinton Electronics, Rockford, IL, USA). Typically, when a single image displayed on the monitor the display scale was approximately 100 micron per pixel. Minimal unsharp masking was employed. In short, image data were first smoothed with a 2-D 129 mean kernel, and subsequently the weighted (0.10) smoothed image was subtracted from the original image. Finally, the resulting pixel values were re-scaled from 0 to 4095. Image magnification and window/level adjustments were not permitted during the study.

Fixed look-up table (LUT) values are automatically calculated based on the pixel value distribution (histogram). In short, the typical pixel value distribution of digitized mammographic images is bimodal. The center between the two modes was set as the level value (brightness), and the span of the two modes was set as the window value (contrast). Additionally, the cropped images were padded (filled) prior to display to restore the full height of the image.

2.4 Study protocol
Six experienced radiologists participated in the study. They were presented image pairs (one image per monitor) that consisted of the same image at different levels of compression (Fig. 1). The images were paired in three modes: mode 1, non-compressed versus 50:1 compression; mode 2, non-compressed versus 75:1 compression; and mode 3, 50:1 versus 75:1 compression. The sixty image pairs were randomly presented with 20 randomly selected pairs presented a second time to evaluate intra-observer variability (or a total of eighty pairs). Compression levels were also randomly assigned between the two monitors for counterbalancing.

Fig. 1. Telemammography workstation used for the study.

In a 2-AFC paradigm the radiologists were forced to choose the image (i.e., right or left monitor) that had the lower level of data compression. In addition, they compared and rated the clinical utility between the two images presented in each pair. After image review, two questions were presented on a computer scoring form and answered using the computer mouse (Fig. 2). The radiologists were given written instructions regarding the protocol:
You will be presented with 80 pairs of images, one image on each monitor. The window and level values for the monitor display will be fixed. Magnification features will not be available during this study. One image will contain less information than the other as a result of data compression. The monitor that displays the less compressed image will be randomly selected. The same image pairs will appear multiple times throughout the study. After you have reviewed the images, the “eval case” button on the bottom task bar will bring up two questions to be answered.

![Computerized scoring form completed for each image pair.](image)

2.5 Data analysis
The average percent correct decisions across the six readers for discriminating the lower level of image compression was compared with a random (chance) selection using a one-sample T-test for each mode and each monitor. Friedman Two-Way Analysis of Variances by Ranks was used to test if there was a difference between modes. Kappa was used to evaluate intra-reader agreement for the twenty repeated pairs of images and inter-reader agreement for each mode. To determine if a learning effect was present the percent correct decision for the first, second, and third presentations of pairs of images was tested for trend using the Page Test for Ordered Alternatives. All images were presented a minimum of three times with the twenty repeated pairs randomly selected. The percent of image pairs rated as clinically equivalent for both the correct or incorrect decisions for identifying the lower level of image compression were compared to random (chance) selection using a one-sample T-test for each mode and each monitor.

3. RESULTS
The subjective appearance of the compressed images was extremely similar to the original uncompressed image. The task of discriminating the more compressed image in each pair was reported to be difficult by all readers. The smoothing effect of wavelet compression did not produce distinguishable image features such as blocking artifacts characteristic of high-level original JPEG compression.

Readers’ ability to correctly discriminate the lower level of image compression was only slightly better than chance and was of the same order of magnitude as the “monitor effect” (Table 2). Readers’ performance levels were not significantly different across the three presentation modes (p > 0.05). However, the readers correctly identified images compressed at 50:1 ratio as lower than 75:1 image compression at a rate significantly greater than chance (p < 0.05). On average the readers performed better when the lower level of compression was presented on the left monitor for all three modes, but the “monitor effect” (left versus right) was not significant.
Table 2
Average percent correct for discriminating the lower compression level for all image pairs when the correct image was on the right monitor and the left monitor

<table>
<thead>
<tr>
<th></th>
<th>mode 1^a</th>
<th>mode 2^b</th>
<th>mode 3^c</th>
</tr>
</thead>
<tbody>
<tr>
<td>All images</td>
<td>52.5 (11.3)</td>
<td>58.3 (14.7)</td>
<td>58.3 (7.5)^e</td>
</tr>
<tr>
<td>Images on right monitor</td>
<td>45.7 (25.3)</td>
<td>43.2 (25.8)</td>
<td>47.8 (26.5)</td>
</tr>
<tr>
<td>Images on left monitor</td>
<td>62.5 (14.1)</td>
<td>73.2 (25.3)</td>
<td>69.0 (23.1)</td>
</tr>
</tbody>
</table>

^a mode 1 - non-compressed & 50:1 compression
^b mode 2 - non-compressed & 75:1 compression
^c mode 3 - 50:1 & 75:1 compression
d group mean and standard deviation in ()
e p < 0.05 one sample T-test

Intra- and inter-reader agreements for discriminating the lower level of data compression were poor for the individual as well as between readers (Tables 3 and 4). Kappa for intra-reader agreement for readers 1, 2, 3, 4, 5, and 6 were -0.25, -0.39, -0.30, -0.19, -0.78, and -0.30, respectively. No two readers consistently agreed across the three presentation modes. Inter-reader Kappa for discriminating the lower level of image compression for the six readers ranged from -0.47 to 0.26, -0.36 to 0.37, and -0.30 to 0.30 for modes 1, 2, and 3, respectively (Table 4).

Table 3
Comparison between the first and second reads of the twenty repeated image pairs

<table>
<thead>
<tr>
<th>reader</th>
<th>first read</th>
<th>correct</th>
<th>incorrect</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>correct</td>
<td>10 (2)</td>
<td>30 (6)</td>
</tr>
<tr>
<td></td>
<td>incorrect</td>
<td>30 (6)</td>
<td>30 (6)</td>
</tr>
<tr>
<td>2</td>
<td>correct</td>
<td>15 (3)</td>
<td>30 (6)</td>
</tr>
<tr>
<td></td>
<td>incorrect</td>
<td>40 (8)</td>
<td>15 (3)</td>
</tr>
<tr>
<td>3</td>
<td>correct</td>
<td>20 (4)</td>
<td>30 (6)</td>
</tr>
<tr>
<td></td>
<td>incorrect</td>
<td>35 (7)</td>
<td>15 (3)</td>
</tr>
<tr>
<td>4</td>
<td>correct</td>
<td>5 (1)</td>
<td>25 (5)</td>
</tr>
<tr>
<td></td>
<td>incorrect</td>
<td>25 (5)</td>
<td>45 (9)</td>
</tr>
<tr>
<td>4</td>
<td>correct</td>
<td>5 (1)</td>
<td>40 (8)</td>
</tr>
<tr>
<td></td>
<td>incorrect</td>
<td>50 (10)</td>
<td>5 (1)</td>
</tr>
<tr>
<td>5</td>
<td>correct</td>
<td>10 (2)</td>
<td>50 (10)</td>
</tr>
<tr>
<td></td>
<td>incorrect</td>
<td>20 (4)</td>
<td>20 (4)</td>
</tr>
</tbody>
</table>

^a percentage and number in ()

Table 4
Kappa for inter-reader agreement for the six readers and the three presentation modes

<table>
<thead>
<tr>
<th>mode</th>
<th>reader</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
</tr>
</thead>
<tbody>
<tr>
<td>1^a</td>
<td>1</td>
<td>-0.471</td>
<td>-0.042</td>
<td>0.043</td>
<td>-0.200</td>
<td>-0.038</td>
</tr>
<tr>
<td></td>
<td>2</td>
<td>0.118</td>
<td>0.223</td>
<td>-0.100</td>
<td>-0.237</td>
<td></td>
</tr>
<tr>
<td></td>
<td>3</td>
<td>0.255</td>
<td>-0.200</td>
<td>0.151</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>4</td>
<td>-0.100</td>
<td>-0.101</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>5</td>
<td></td>
<td>-0.300</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>2^b</td>
<td>1</td>
<td>0.175</td>
<td>-0.359</td>
<td>-0.354</td>
<td>-0.300</td>
<td>0.368</td>
</tr>
<tr>
<td></td>
<td>2</td>
<td>-0.284</td>
<td>-0.023</td>
<td>0.100</td>
<td>-0.177</td>
<td></td>
</tr>
<tr>
<td></td>
<td>3</td>
<td></td>
<td>0.018</td>
<td>0.100</td>
<td>-0.217</td>
<td></td>
</tr>
<tr>
<td></td>
<td>4</td>
<td></td>
<td>-0.200</td>
<td>0.125</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>5</td>
<td></td>
<td></td>
<td>-0.300</td>
<td></td>
<td></td>
</tr>
<tr>
<td>3^c</td>
<td>1</td>
<td>-0.099</td>
<td>-0.300</td>
<td>0.121</td>
<td>0.100</td>
<td>-0.237</td>
</tr>
<tr>
<td></td>
<td>2</td>
<td>-0.100</td>
<td>-0.099</td>
<td>0.100</td>
<td>0.175</td>
<td></td>
</tr>
<tr>
<td></td>
<td>3</td>
<td></td>
<td>0.100</td>
<td>-0.200</td>
<td>0.100</td>
<td></td>
</tr>
<tr>
<td></td>
<td>4</td>
<td></td>
<td>0.300</td>
<td>-0.031</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>5</td>
<td></td>
<td></td>
<td>-0.100</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

^a mode 1 - non-compressed & 50:1 compression
^b mode 2 - non-compressed & 75:1 compression
^c mode 3 - 50:1 & 75:1 compression

A slight learning effect was observed in the average reader's ability to select the lower level of image compression during the first three presentations (Table 5). The mean percent for correctly discriminating the lower level of image compression showed an increasing trend across the three presentations that was not significant (p > 0.05). Reader 6 was an outlier, and, although the trend was not significant, excluding this reader from the analysis removed the increasing trend across the three presentations.
### Table 5
Percent correct for selecting the less compressed image during the first, second, and third presentations

<table>
<thead>
<tr>
<th>reader</th>
<th>first (n = 20)</th>
<th>second (n = 20)</th>
<th>third (n = 20)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>65.0</td>
<td>50.0</td>
<td>60.0</td>
</tr>
<tr>
<td>2</td>
<td>55.0</td>
<td>55.0</td>
<td>60.0</td>
</tr>
<tr>
<td>3</td>
<td>50.0</td>
<td>50.0</td>
<td>55.0</td>
</tr>
<tr>
<td>4</td>
<td>60.0</td>
<td>65.0</td>
<td>70.0</td>
</tr>
<tr>
<td>5</td>
<td>50.0</td>
<td>50.0</td>
<td>50.0</td>
</tr>
<tr>
<td>6</td>
<td>35.0</td>
<td>80.0</td>
<td>65.0</td>
</tr>
<tr>
<td>mean</td>
<td>52.5</td>
<td>58.3</td>
<td>60.0*</td>
</tr>
<tr>
<td>std</td>
<td>10.4</td>
<td>12.1</td>
<td>7.1</td>
</tr>
</tbody>
</table>

*p > 0.05

Images correctly identified as less compressed by the readers were rated as “clinically equivalent” at relatively the same rate as images incorrectly identified (Table 6). However, on the left monitor the readers rated correctly selected images as “clinically equivalent” more often than random selection (p < 0.05). The average number of image pairs rated as clinically equivalent by the six radiologist were 14.2 (± 4.8), 14.2 (± 4.1), and 13.3 (± 5.5) out of the twenty possible pairs for modes 1, 2, and 3, respectively.

### Table 6
Percent of image pairs rated “clinically equivalent” for correct and incorrect selection of lower compression level for either monitor, the right monitor, and the left monitor

<table>
<thead>
<tr>
<th>mode</th>
<th>correct choice of lower compression level</th>
<th>incorrect choice of lower compression level</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>either monitor</td>
<td>right monitor</td>
</tr>
<tr>
<td>1*</td>
<td>48.3 (20.1)</td>
<td>24.0 (13.6)</td>
</tr>
<tr>
<td>2*</td>
<td>62.3 (19.2)</td>
<td>18.9 (15.6)</td>
</tr>
<tr>
<td>3*</td>
<td>53.1 (18.6)</td>
<td>19.2 (15.4)</td>
</tr>
</tbody>
</table>

\*mode 1 - non-compressed & 50:1 compression
\*mode 2 - non-compressed & 75:1 compression
\*mode 3 - 50:1 & 75:1 compression
\*group mean and standard deviation in ( )
\*p < 0.05 one sample T-test

### 4. DISCUSSION

In this controlled evaluation, image compression achieved with wavelet-based JPEG 2000 was not reliably discriminated and rated by radiologists and, therefore, could be considered applicable for telemammography applications. Radiologists did not accurately or reliably select the lower level of image compression between image pairs when presented side-by-side with non-compressed images and those compressed at 50:1 and 75:1 compression levels. Interestingly, the “monitor effect” (left versus right) was of the same order of magnitude as the radiologists’ ability to discriminate the lower level of image compression. As a group the readers’ ability to identify the lower level of data compression slightly improved across the readings, but not significantly. The majority of image pairs, which were compressed at different ratios, were rated as “clinically equivalent” for use in a screening environment independent of whether the readers selected correctly or incorrectly the less compressed image.

The images in our study were presented on separate, side-by-side monitors with magnification, pan zoom, and window/level features disabled. Permitting magnification and window/level may (or may not) have improved discrimination. A similar 2-AFC study by Slone et al.\(^7\) (2000) evaluated wavelet and original JPEG compression of...
posteroanterior chest digital radiographs and reported that image degradation was detected at compression levels greater than 11:1 for both compression methods. At a compression level of 75:1 the lower compressed image was correctly identified approximately 95% of the time for both the wavelet and the JPEG compression methods. The images were presented on a single monitor, and the readers were permitted to magnify and toggle between images, which they acknowledged was conservative and tested the reader’s temporal sensitivity.

Since radiologists could not accurately or reliably discriminate non-compressed and highly-compressed mammographic images, their interpretation using either non-compressed or highly-compressed images is not likely to differ substantially. We also note that diligent monitor calibration may be critical to image fidelity.

ACKNOWLEDGEMENTS

This work is supported in part by the US Army Medical Research Acquisition Center, 820 Chandler Street, Fort Detrick, MD 21702-5014 under contract DAMD17-00-1-0410. The content of the information contained herein does not necessarily reflect the position or the policy of the government, and no official endorsement should be inferred.

REFERENCES


Computer-Aided Detection Schemes: The Effect of Limiting the Number of Cued Regions in Each Case

Bin Zheng
Joseph K. Leader
Gordon Abrams
Betty Shindel
Victor Catullo
Walter F. Good
David Gur

OBJECTIVE. We assessed performance changes of a mammographic computer-aided detection scheme when we restricted the maximum number of regions that could be identified (cued) as showing positive findings in each case.

MATERIALS AND METHODS. A computer-aided detection scheme was applied to 500 cases (or 2,000 images), including 300 cases in which mammograms showed verified malignant masses. We evaluated the overall case-based performance of the scheme using a free-response receiver operating characteristic approach, and we measured detection sensitivity at a fixed false-positive detection rate of 0.4 per image after gradually reducing the maximum number of cued regions allowed for each case from seven to one.

RESULTS. The original computer-aided detection scheme achieved a maximum case-based sensitivity of 97% at 3.3 false-positive detected regions per image. For a detection decision score set at 0.565, the scheme had a 79% (237/300) case-based sensitivity, with 0.4 false-positive detected regions per image. After limiting the number of maximum allowed cued regions per case, the false-positive rates decreased faster than the true-positive rates. At a maximum of two cued regions per case, the false-positive rate decreased from 0.4 to 0.21 per image, whereas detection sensitivity decreased from 237 to 220 masses. To maintain sensitivity at 79%, we reduced the detection decision score to as low as 0.36, which resulted in a reduction of false-positive detected regions from 0.4 to 0.3 per image and a reduction in region-based sensitivity from 66.1% to 61.4%.

CONCLUSION. Limiting the maximum number of cued regions per case can improve the overall case-based performance of computer-aided detection schemes in mammography.

Computer-aided detection systems are routinely used in a number of medical institutions around the world to assist radiologists in the detection of abnormalities depicted on mammograms. The number of mammograms scanned through commercial computer-detection systems has been rapidly increasing. Although no general agreement has been reached on how computer-aided detection affects radiologists' performance in terms of sensitivity and specificity [1-4], there are indications that the performance of the computer-aided detection scheme itself has an impact on radiologists' performance in detecting abnormalities [5, 6], and observer confidence levels in accepting the cues generated by these systems increases with higher performance levels of the scheme [7, 8]. Several commercial computer-aided detection systems have been approved by the United States Food and Drug Administration, and the relative performance levels of such systems have been compared [9, 10]. All commercial computer-aided detection systems use specific threshold values to determine whether an identified suspicious region is ultimately cued as a positive finding, and the performance of these systems is frequently evaluated on the basis of the case-based sensitivity achieved at a given false-positive detection rate. In a case-based (or a breast-based) analysis, sensitivity is based on the correct detection of at least one true-positive region on either the craniocaudal or mediolateral oblique mammographic view or on both [1].

Evaluation of computer-aided detection performance is not a simple matter. Previous studies have shown that performance can vary widely depending on which scoring method is used, and there is no general agreement on which scoring method should be used for this purpose [11, 12]. One study showed that at approximately the same false-positive rate (e.g., 1.5 per image), the
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measured sensitivity for the detection of microcalcification clusters ranged between 45% and 85% depending on which of three different assessment methods were used [11].

In addition, computer-aided detection performance depends on the composition of the image database used [13]. In general, computer-aided detection schemes may identify a large number of suspicious regions on some images (e.g., images depicting dense tissue patterns), but only a few suspicious regions on other images (e.g., images dominated by fatty tissue) [14]. Therefore, limiting the maximum number of suspicious regions allowed to be cued for one case could potentially reduce the false-positive rate with a relatively small decrease in sensitivity. This approach is used in commercially available systems, but to the best of our knowledge, the effect of implementing the approach on image- and case-based sensitivity and false-positive detection rates has not been described in detail. This study was performed to assess this issue.

Materials and Methods

We selected 500 cases (or 2,000 digitized mammograms) from a large image database available in our laboratory. Among these cases, verified malignant masses were depicted in 300 cases, and the remaining 200 were negative findings. In all cases with positive findings, a panel of radiologists identified the locations of the mass regions on the images using the original diagnostic and biopsy reports. The central coordinates (x and y) of each mass region were visually identified, marked, and saved in a "truth file." In this data set, mass regions were visible on both the cranio-caudal and mediolateral oblique mammographic views in 270 cases and were only visible on one of the two views in 30 cases. Thus, 570 mass regions were identified on the images in this study. Figure 1 shows the size distribution of the 300 masses in the data set.

A computer program determined the size of each mass region by counting the total number of pixels inside the identified boundary contour of the region (multiplied by 0.0016 cm² per pixel). The size of a mass was represented by a large computed area on either the cranio-caudal or mediolateral oblique mammogram. For each identified mass region, the panel of radiologists assigned a subjective rating of subtilty using a 5-point rating scale that ranged from 1 (very easily visible) to 5 (very subtly visible). Figure 2 shows the distribution of assigned subtlety ratings in this data set. Subtlety of a mass was represented by the lower rating assigned to either the cranio-caudal or mediolateral oblique mammographic view. We verified all cases with negative (or benign) findings by reviewing the available diagnostic information and the data from a follow-up examination with negative results, confirming a minimum of one disease-free year.

A computer-aided detection scheme developed previously in our laboratory [15] was applied to the 2,000 images in the data set. Because we only examined computer-aided detection performance for mass detection in this study, each image was first reduced by pixel averaging (a factor of 8 in both x and y directions), increasing the effective pixel size from 50 × 50 µm in the original digitized image to 400 × 400 µm. The mass detection scheme then identified between 10 and 30 suspicious regions in each image depending on the regional tissue patterns. For each identified region, a multilayer regional growth algorithm [16] was applied to define the contours of the region as depicted in the image. If the region met simple growth criteria, a set of features from the interior and surrounding background of the region was computed by the scheme. Otherwise, the region was considered to have negative findings and was deleted. Finally, a feature-based artificial neural network classified each suspicious region as showing positive or negative findings by assigning a detection (or probability) score. In a manner similar to the commercial computer-aided detection products, our detection scheme identified a region as having a positive finding if the detection score exceeded a predetermined threshold. If the detection score did not exceed the threshold, the region was not cued and was considered to be a negative finding.

After processing all images, we compared the regions with detected positive findings with the results saved in the truth file. To determine whether a detected region was considered a true-positive finding, we applied the following criterion: If the distance between the computed center of a detected region and the visually marked coordinate on a mammogram was shorter than the effective radius (the average radial length computed by the computer-aided detection scheme), the region was considered to be a match to a true-positive mass. Otherwise, the region was considered a false-positive case.

To show the original performance of the computer-aided detection scheme when applied to this data set, we plotted free-response receiver operating characteristic curves for both case-based and region-based scores. In the case-based performance curve, sensitivity was assessed on the basis of the correct marking of at least one true-positive region in either (or both) of the two mammographic views, and if two regions were detected, the higher score was se-

---

Fig. 1.—Bar graph shows size distribution of 300 masses depicted in data set. Mass size is represented by larger depicted area on either cranio-caudal or mediolateral oblique mammographic view.

Fig. 2.—Bar graph shows distribution of subjectively rated subtlety of 300 masses depicted in data set. Subtlety of each identified mass was rated on 5-point scale, ranging from 1 (very easily visible) to 5 (very subtly visible). Mass subtlety is represented by lower-rated depiction on either cranio-caudal or mediolateral oblique mammographic view.
lected to represent the mass. In the region-based performance curve, if the same mass was depicted on both cranio-caudal and mediolateral oblique views, we considered these two images to represent two independent regions.

We applied a threshold score to the artificial neural network results to evaluate the sensitivity of the scheme at different false-positive rates. We also adjusted the threshold value to produce a false-positive rate comparable to that of the leading commercial computer-aided detection systems (e.g., a false-positive rate of 0.4 regions per image [2]). By changing the total number of cued regions permitted in each case to anywhere from seven to one, we compared the change in performance levels (including both sensitivity and false-positive rate). The scores generated by the artificial neural networks for all detected regions were sorted by value from the highest to the lowest, and the regions with higher scores were selected sequentially until the predetermined limit of cued regions per case was reached. In addition, we kept the case-based sensitivity constant by reducing the detection threshold and assessed the changes in false-positive rates and image-based sensitivity as the total number of allowed cues per case was reduced from seven to two.

**Results**

Figure 3 shows two computed free-response receiver operating characteristic curves after the application of our computer-aided detection scheme to this data set. One is a case-based free-response receiver operating characteristic performance curve; the other is a region-based curve. Setting the threshold value of the artificial neural network detection scores at 0.565 generated a decision threshold line, as shown in Figure 3. At this level, the computer-aided detection scheme identified 79% of the malignant masses with 0.4 false-positive regions per image being cued. At this threshold, the scheme did not detect any false-positive regions in 33.2% (165/500) of the cases.

Table 1 provides the performance levels of the computer-aided detection scheme when we limited the maximum number of cued regions allowed in one case at this threshold level (0.565). The false-positive detection rate decreased substantially faster than the case-based sensitivity. For example, when we limited the maximum number of cued regions to two per case, the detection sensitivity decreased by 7.2% (from 237/300 to 220/300 cases), whereas the false-positive detection rate decreased by 47.3% (from 0.40 to 0.21 per image). In 65% of the true-positive cases, the region with the highest artificial neural network score was the malignant mass region (Table 1).

Figure 4 shows five free-response receiver operating characteristic curves generated when the maximum allowed number of cues per case was limited to between seven and two. As the maximum number of allowed cues was reduced, the free-response receiver operating characteristic curves tended to become steeper. Table 2 summarizes the results after limiting the maximum number of cued regions and changing the threshold value of the artificial neural network detection scores to maintain a 79% case-based sensitivity. The table shows that we were able to reduce the false-positive rates while maintaining a constant sensitivity. For example, by limiting the maximum allowed number of cues to two per case and adjusting the artificial neural network threshold to 0.36, we reduced the false-positive rate from 0.4 to 0.3 regions per image.

One interesting finding was that the 17 (of the 237) masses detected using these two scoring methods were not identical. When the maximum number of cued regions was limited to two per case, 17 masses with artificial neural network scores higher than 0.565 (range, 0.37–0.77) were eliminated. Reducing the

---

**Table 1:** Performance Levels of Computer-Aided Detection as a Function of the Maximum Number of Cued Regions Allowed per Case

<table>
<thead>
<tr>
<th>Maximum No. of Cued Regions Allowed per Case</th>
<th>Sensitivity&lt;sup&gt;a&lt;/sup&gt;</th>
<th>False-Positive Regions&lt;sup&gt;b&lt;/sup&gt;</th>
</tr>
</thead>
<tbody>
<tr>
<td>Case-Based</td>
<td>Region-Based</td>
<td>No.&lt;sup&gt;c&lt;/sup&gt;</td>
</tr>
<tr>
<td>No limit</td>
<td>237</td>
<td>79.0</td>
</tr>
<tr>
<td>7</td>
<td>237</td>
<td>79.0</td>
</tr>
<tr>
<td>5</td>
<td>236</td>
<td>78.7</td>
</tr>
<tr>
<td>4</td>
<td>233</td>
<td>77.7</td>
</tr>
<tr>
<td>3</td>
<td>227</td>
<td>75.7</td>
</tr>
<tr>
<td>2</td>
<td>220</td>
<td>73.3</td>
</tr>
<tr>
<td>1</td>
<td>195</td>
<td>65.0</td>
</tr>
</tbody>
</table>

Note.—Artificial neural network threshold value was set at 0.565.

<sup>a</sup>Detected true-positive cases.

<sup>b</sup>Detected false-positive regions.

<sup>c</sup>Cases.

<sup>d</sup>Regions.
threshold score to 0.36 resulted in the identification of 17 different masses with artificial neural network scores in the range between 0.36 and 0.51. Figure 5 shows the distribution of mass sizes and subtlety ratings of the 34 masses missed by both scoring methods. The results suggest that the 17 masses that were detected only when the number of allowed cues was limited to two per case and the threshold was lowered tended to be somewhat small. All 34 masses were actually positive findings. At this time, the follow-up period on these patients has not been long enough to assess the difference (if any) in clinical impact of the two approaches.

Discussion
Case distributions and rating methods could have a significant effect on the evaluation of computer-aided detection performance levels [11–13]. In this study, we tested a simple scoring method that alters measured performance. The method of limiting the maximum number of cued regions allowed per case is commonly used in commercial computer-aided detection products. However, the actual scores for each region are not available to users. Therefore, several related issues—such as the effect of this approach on overall performance and on the detection (or the missed detection) of specific masses—have not, to our knowledge, been described in the past.

Our study showed that by limiting the maximum number of allowed regions to be cued in each case, a substantial fraction of false-positive regions can be eliminated with only a small decrease in sensitivity. If one wishes to maintain sensitivity, threshold values can be appropriately adjusted for this purpose. Because most masses were visible on both the cranio-caudal and mediolateral oblique mammograms and because the detection performance of computer-aided detection systems is commonly evaluated using case-based sensitivity, our results are quite encouraging. It appears that this approach could reduce the false-positive detection rate of the scheme and possibly eliminate some true-positive region-based detections while retaining the initial (unrestricted number of cues) case-based sensitivity. Although the sensitivity can be maintained using this approach (changing the threshold levels for detection), one does not detect exactly the same true-positive masses. We found that limiting the maximum number of cues allowed per case and adjusting the thresh-

<table>
<thead>
<tr>
<th>Maximum No. of Cued Regions Allowed per Case</th>
<th>Region-Based Sensitivity</th>
<th>False-Positive Rate</th>
<th>Detection Decision Value of Artificial Neural Network Scores</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>No.</td>
<td>%</td>
<td>No.</td>
</tr>
<tr>
<td>No limit</td>
<td>377</td>
<td>66.1</td>
<td>803</td>
</tr>
<tr>
<td>5</td>
<td>371</td>
<td>65.1</td>
<td>773</td>
</tr>
<tr>
<td>4</td>
<td>378</td>
<td>66.3</td>
<td>902</td>
</tr>
<tr>
<td>3</td>
<td>375</td>
<td>65.8</td>
<td>781</td>
</tr>
<tr>
<td>2</td>
<td>350</td>
<td>61.4</td>
<td>604</td>
</tr>
</tbody>
</table>

*Detected true-positive cases.
*Detected false-positive regions.
*Regions.
old appropriately increased computer-aided detection sensitivity in the subset of smaller masses. In general, this effect is desirable in that it could reduce the number of regions that have to be ruled out by the radiologist. We caution that the use of this approach may not yield improvements of similar magnitude in the clinical environment with a substantially different distribution of truly positive and truly negative cases.

It should be noted that the size and subtlety ratings of masses in the data set were somewhat conservative. In Figures 1 and 2, we used the larger of the sizes computed for a mass from the two mammographic views and presented the less subtle rating for the same mass. Hence, distribution based on image or region would show a somewhat smaller average mass size and a more subtle data set.

Only malignant masses were considered true-positive identifications in this study. In visually assessing the false-positive regions with higher scores (e.g., > 0.7), we found that 19% (40/213) of these regions represented well-defined benign masses (i.e., round benign masses with high contrast and relatively sharp margins). Considering the detection of benign masses as either true-positive or false-positive may have a substantial impact on the evaluation of computer-aided detection performance levels. Because of the approach we used to reduce the number of cued regions per case and because of the size and diversity of the data set used, we believe that our results are not unique to our own computer-aided detection scheme.
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Mammography with Computer-aided Detection: Reproducibility Assessment—Initial Experience

PURPOSE: To examine the performance and reproducibility of a commercially available computer-aided detection (CAD) system with a set of mammograms obtained in 100 patients who had undergone biopsy after positive findings at mammography.

MATERIALS AND METHODS: One hundred positive mammographic examinations (four views each), depicting 96 masses and 50 microcalcification clusters, were scanned and analyzed three times by the CAD system. Reproducibility of detection sensitivity and the individual CAD-generated cues in the three images were examined. Both abnormality- and region-based detection sensitivities were compared.

RESULTS: Forty-eight (96.0%) of 50 microcalcification clusters were marked on all three images in the abnormality-based analysis. Of the remaining two clusters, one was marked in two images and one was marked in only one. The abnormality-based sensitivity for mass detection ranged from 66.7% (64 of 96) to 70.8% (68 of 96). The system generated identical patterns (including images with and those without cues) for all three images in 53.3% (213 of 400) of images. For true-positive cluster regions, 88.9% (80 of 90) were marked at the same location in all images. For true-positive mass regions, 69.5% (82 of 118) were marked at the same locations in all images. In false-negative detections, only 44.0% (81 of 184) of false-positive mass regions and 31.9% (38 of 119) of false-positive cluster regions were marked at the same locations on all three images.

CONCLUSION: Reproducibility of marked regions generated by the CAD system is improved from that reported previously, largely as a result of the substantial reduction in the false-positive detection rates. Reproducibility of true-positive identification of masses remains an important issue that may have methodologic and clinical practice implications.

Mammography is a common and effective method with which to screen for early detection of breast cancer, to interpret mammograms, and particularly to identify subtle masses and microcalcification clusters surrounded by complex breast tissue patterns, but it is a difficult and time-consuming task. Findings in studies show that from 10% to 30% of breast cancers that are visible on mammograms during retrospective readings are missed during the original interpretations for various reasons (1-3). One well-documented method to reduce false-negative rates in mammography is the use of an independent double-reading approach (4,5). However, this approach is both inefficient and costly. As a result, after intensive research and substantial improvements in the past 2 decades, computer-aided detection (CAD) systems have been developed to provide radiologists with a “second opinion” when they identify suspicious regions for masses or microcalcification clusters. In the current study, we used one of three commercially available CAD systems that have been approved by the U.S. Food and Drug Administration and are used for this purpose.

Because of the potential importance of CAD systems in the clinical environment, several studies (6-10) have been conducted recently to evaluate the performance of CAD systems...
alone and their possible effect on diagnostic performance of radiologists under a variety of clinical conditions. In one recent study involving 12,860 patients in a community breast center, use of CAD resulted in a 19.5% increase in the number of cancers detected without undue effect on the recall rate (from 6.5% to 7.7%) (6). In another large retrospective study, a false-negative rate of 21% was found when 14 radiologists interpreted mammograms, and the CAD system correctly marked 77% of these missed cases (7). Thus, researchers claim that CAD cueing could potentially reduce this false-negative rate by as much as 77% without an increase in the recall rate (8). On the other hand, findings in a different study showed that despite high (and clinically viable) sensitivity, the CAD system had no effect on radiologist performance (including sensitivity and specificity) (9). These researchers suggested that perhaps the many false-negative markings influenced the radiologists not to have sufficient confidence in the CAD results to alter their original interpretations (9). Results in another retrospective study demonstrated that the performance of a CAD system could affect the performance of radiologists in the detection of masses and microcalcifications. Stratically, performing CAD schemes with high sensitivity and a low false-negative rate could improve radiologists’ performance significantly, while poorly performing CAD schemes could significantly (P < .01) decrease readers’ performance (10).

An important issue related to the use of CAD is the reproducibility of results. In one study, an early version of ImageChecker (R2 Technology, Los Altos, Calif) was evaluated, and the authors suggested that its reproducibility may be insufficient for the routine clinical environment (11). Recently, a new version of the software was used, which improves the detection sensitivity and specificity (12). In the version used in the current study (ImageChecker, version 2.0), the stated detection sensitivity for the cancer cases was increased from 83.7% to 90.4% (including an increase in mass detection from 74.7% to 85.7%) and an essentially unchanged performance for microcalcification detection of more than 98%). At the same time, the false-positive rate was reduced substantially from approximately 1.0 per image to 0.5 per image (or 4.1–2.06 false-positive cues per four views in true-negative cases) (12). The purpose of our study was to examine the performance and reproducibility of a commercially available CAD system by using a set of mammograms acquired in 100 patients who had undergone biopsy after positive findings at mammography.

**MATERIALS AND METHODS**

**Cases**

During the past several years, a large database (>1,000 cases) of digitized images and associated diagnostic results has been established and managed in our laboratory under an approved institutional review board protocol (informed consent was waived). For the purpose of third-party, we asked a staff member not otherwise related to this current investigation to randomly select 100 mammographic cases (four views each) from the biopsy records of our institution during the years 1999–2001. We requested that 25 of the cases depict microcalcification clusters and 75 cases depict masses as a primary detection finding. At least two-thirds of the cases were to be selected from those proven to be malignant. With the exception of these conditions, cases were selected solely by the staff member from the biopsy records. The selection process did not involve a previous review of any of the images. Therefore, there was no preselection (and potentially biasing) process as related to the average tissue density or the subtlety of the abnormalities depicted in the images.

Each case could involve one or more abnormalities (mass, microcalcification cluster, or both). In these 100 cases, 51 depicted only masses (43 depicted one mass and eight depicted two masses), 12 depicted only microcalcification clusters (11 depicted one cluster and one depicted two clusters), and 37 depicted both masses and clusters (one mass and one cluster). There were no cases with more than three abnormalities depicted. The data set involved 96 verified masses and 50 verified microcalcification clusters. Sixty-five of the 96 masses were malignant, and 31 were benign. Thirty-one of the 50 microcalcification clusters were associated with malignancy, and 19 were benign. By examining all source documents (including pathology reports), the locations of all abnormalities were specified by radiologists.

**CAD Evaluation**

These 400 images were scanned through the CAD system three times within a period of 3 weeks. After digitization and computation, suspicious masses and microcalcification clusters identified by the CAD system were marked on the output paper images by using the standard identification scheme. The CAD system does not outline the entire mass region or individual microcalcifications in a cluster, only a small star or a triangle is superimposed on the image to indicate the presence of a suspicious region for a mass or a cluster, respectively. The boundaries of masses and clusters were identified visually on the images by a researcher (B.Z.), who consulted with radiologists in cases of ambiguity. If the star was located anywhere inside a true-positive mass region in the image, this mass was considered to be identified correctly by the CAD system. Similarly, as long as a triangle was overlapping any of the microcalcification areas, the mark was considered to represent a true-positive detection. Otherwise, the cue was considered to identify a false-positive region. The processing of each case resulted in three sets of output images.

**Data Analysis**

The sensitivity, false-positive rate, and reproducibility of the CAD system with these 100 cases (or 400 images) were analyzed for abnormality- and region-based values. In the abnormality-based analysis, the sensitivity is assessed on the basis of the correct marking of at least one true-positive region in either view (cranio-caudal, mediolateral oblique, or both), which included 96 masses (65 malignant) and 50 calcifications (31 malignant) in the 100 cases. In cases with more than one abnormality, each was considered to be independent of the others. In the region-based analysis, the abnormality depicted in each view (either cranio-caudal or mediolateral oblique) was considered an independent true-positive finding. Sensitivity was then computed on the basis of the number of correctly detected true-positive regions (rather than abnormalities). This approach included 292 positive findings—namely, 96 masses and 50 clusters, each visible on two views. To compare the differences in proportions of correctly detected abnormalities among replicated images, the pairwise McNemar test was applied to the data set.

**RESULTS**

Tables 1 and 2 summarize the performance of the CAD system with respect to mass and microcalcification cluster detection in each of the three scans. Abnormality-based sensitivity for mass detection ranged from 66.7% (64 of 96) to 70.8% (68 of 96). Although scan 2 yielded highest sensitivity for mass detection (68 of 96), scan 1 depicted the highest number of malignant masses (47 of 65). For microcalcification cluster detection, 48 of 50 clusters were
detected by the CAD system on all three images. Two malignant clusters were missed in two of three scans (scans 1 and 2), and one of these clusters was missed in scan 2. With the pairwise McNemar test, no significant ($P > .3$) differences were found in the detection results between any pair of the three scans.

### TABLE 1
**Mass Detection Performance of CAD System during Each Scan**

<table>
<thead>
<tr>
<th>Scan No.</th>
<th>Abnormality Based (%)</th>
<th>Region Based (%)</th>
<th>Abnormality Based (%)</th>
<th>Region Based (%)</th>
<th>False-Positive Rate per Image</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>69.8</td>
<td>52.1</td>
<td>72.3</td>
<td>54.6</td>
<td>0.33</td>
</tr>
<tr>
<td></td>
<td>(67 of 96)</td>
<td>(100 of 192)</td>
<td>(47 of 65)</td>
<td>(71 of 130)</td>
<td>(130 of 400)</td>
</tr>
<tr>
<td>2</td>
<td>70.8</td>
<td>52.6</td>
<td>70.8</td>
<td>52.3</td>
<td>0.33</td>
</tr>
<tr>
<td></td>
<td>(68 of 96)</td>
<td>(101 of 192)</td>
<td>(46 of 65)</td>
<td>(68 of 130)</td>
<td>(131 of 400)</td>
</tr>
<tr>
<td>3</td>
<td>66.7</td>
<td>51.0</td>
<td>69.2</td>
<td>51.5</td>
<td>0.31</td>
</tr>
<tr>
<td></td>
<td>(64 of 96)</td>
<td>(98 of 192)</td>
<td>(45 of 65)</td>
<td>(67 of 130)</td>
<td>(125 of 400)</td>
</tr>
</tbody>
</table>

### TABLE 2
**Microcalcification Cluster Detection Performance of CAD System during Each Scan**

<table>
<thead>
<tr>
<th>Scan No.</th>
<th>Abnormality Based (%)</th>
<th>Region Based (%)</th>
<th>Abnormality Based (%)</th>
<th>Region Based (%)</th>
<th>False-Positive Rate per Image</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>96.0</td>
<td>85.0</td>
<td>93.5</td>
<td>85.5</td>
<td>0.17</td>
</tr>
<tr>
<td></td>
<td>(48 of 50)</td>
<td>(85 of 100)</td>
<td>(29 of 31)</td>
<td>(53 of 62)</td>
<td>(69 of 400)</td>
</tr>
<tr>
<td>2</td>
<td>98.0</td>
<td>87.0</td>
<td>96.8</td>
<td>87.1</td>
<td>0.19</td>
</tr>
<tr>
<td></td>
<td>(49 of 50)</td>
<td>(87 of 100)</td>
<td>(30 of 31)</td>
<td>(54 of 62)</td>
<td>(77 of 400)</td>
</tr>
<tr>
<td>3</td>
<td>100</td>
<td>86.0</td>
<td>100</td>
<td>87.1</td>
<td>0.20</td>
</tr>
<tr>
<td></td>
<td>(50 of 50)</td>
<td>(86 of 100)</td>
<td>(31 of 31)</td>
<td>(54 of 62)</td>
<td>(79 of 400)</td>
</tr>
</tbody>
</table>

### TABLE 3
**Number of Times a Mass (or a Region) was Detected**

<table>
<thead>
<tr>
<th>No. of Times Detected</th>
<th>True-Positive Masses</th>
<th>Malignant Masses</th>
<th>True-Positive Mass Regions</th>
<th>Malignant Mass Regions</th>
<th>False-Positive Mass Regions</th>
<th>Total Marked Mass Regions</th>
</tr>
</thead>
<tbody>
<tr>
<td>3 (%)</td>
<td>58</td>
<td>41</td>
<td>82</td>
<td>58</td>
<td>81</td>
<td>163</td>
</tr>
<tr>
<td></td>
<td>(77.3)</td>
<td>(78.8)</td>
<td>(69.5)</td>
<td>(71.6)</td>
<td>(44.0)</td>
<td>(54.0)</td>
</tr>
<tr>
<td>2 (%)</td>
<td>8</td>
<td>4</td>
<td>17</td>
<td>8</td>
<td>40</td>
<td>57</td>
</tr>
<tr>
<td></td>
<td>(10.7)</td>
<td>(7.7)</td>
<td>(14.4)</td>
<td>(9.9)</td>
<td>(21.7)</td>
<td>(18.9)</td>
</tr>
<tr>
<td>1 (%)</td>
<td>9</td>
<td>7</td>
<td>19</td>
<td>14</td>
<td>63</td>
<td>82</td>
</tr>
<tr>
<td></td>
<td>(12.0)</td>
<td>(13.5)</td>
<td>(16.1)</td>
<td>(17.3)</td>
<td>(34.3)</td>
<td>(27.1)</td>
</tr>
<tr>
<td>Total</td>
<td>75</td>
<td>52</td>
<td>118</td>
<td>81</td>
<td>184</td>
<td>302</td>
</tr>
</tbody>
</table>

### TABLE 4
**Number of Times a Microcalcification Cluster (or a Region) was Detected**

<table>
<thead>
<tr>
<th>No. of Times Detected</th>
<th>True-Positive Clusters</th>
<th>Malignant Clusters</th>
<th>True-Positive Cluster Regions</th>
<th>Malignant Cluster Regions</th>
<th>False-Positive Cluster Regions</th>
<th>Total Marked Cluster Regions</th>
</tr>
</thead>
<tbody>
<tr>
<td>3 (%)</td>
<td>48</td>
<td>29</td>
<td>80</td>
<td>50</td>
<td>38</td>
<td>118</td>
</tr>
<tr>
<td></td>
<td>(96.0)</td>
<td>(93.5)</td>
<td>(88.9)</td>
<td>(89.3)</td>
<td>(31.9)</td>
<td>(56.5)</td>
</tr>
<tr>
<td>2 (%)</td>
<td>1</td>
<td>1</td>
<td>8</td>
<td>5</td>
<td>30</td>
<td>38</td>
</tr>
<tr>
<td></td>
<td>(2.0)</td>
<td>(3.2)</td>
<td>(8.9)</td>
<td>(8.9)</td>
<td>(25.2)</td>
<td>(18.2)</td>
</tr>
<tr>
<td>1 (%)</td>
<td>1</td>
<td>1</td>
<td>2</td>
<td>1</td>
<td>51</td>
<td>53</td>
</tr>
<tr>
<td></td>
<td>(2.0)</td>
<td>(3.2)</td>
<td>(2.2)</td>
<td>(1.8)</td>
<td>(42.9)</td>
<td>(25.3)</td>
</tr>
<tr>
<td>Total</td>
<td>50</td>
<td>31</td>
<td>90</td>
<td>56</td>
<td>119</td>
<td>209</td>
</tr>
</tbody>
</table>

For region-based sensitivity, mass detection ranged from 51.0% (98 of 192) to 52.6% (101 of 192). The total number of masses detected ranged from 98 to 101 in each of the three scans. However, the actual difference in the individual mass regions detected was larger. For example, scan 1 depicted 100 regions and scan 2 depicted 101 regions. However, only 88 of these regions were detected in both images. For the detection of microcalcification clusters, the region-based sensitivity ranged from 85.0% (85 of 100) to 87.0% (87 of 100) for individual cluster regions and from 85.5% (53 of 62) to 87.1% (54 of 62) for malignant clusters.

Although Tables 1 and 2 show that the total number of regions detected in this set of images is relatively constant with all three scans, the locations of the regions detected (in particular, false-positive regions) could differ from scan to scan. In 213 of 400 images, the output results for all three scans were identical, which represents an overall reproducibility of 53.3%.

Tables 3 and 4 summarize the number of true-positive and false-positive masses and microcalcification clusters (including both abnormalities and regions) that were identified in all three scans, two scans, or only one scan. The results show that the reproducibility for the true-positive regions (those identified in all three scans) is substantially higher than that for the false-positive regions. For the true-positive mass regions, the CAD system generated 118 cues in three scans, and 82 (69.5%) of them were marked at the same locations. For the true-positive cued cluster regions, 88.9% (80 of 90) of cues were in the same locations for all three scans. On the other hand, the reproducibility of the false-positive cues was much lower, with a higher fraction of different cues being generated in each scan. Only 44.0% (81 of 184) of the false-positive mass regions and 31.9% (38 of 119) of the false-positive microcalcification cluster regions were marked at the same locations in all three scans.
DISCUSSION

In a previous study, 38.5% (77 of 200) of images had CAD cues that were located congruently in all three scans (11). In the current study, the CAD system generated identical results on 53.0% (213 of 400) of the images. The improvement in reproducibility may be largely a result of the substantial decrease in the false-positive detection rate (from approximately 1.0 to 0.5 per image) (12). When we exclude 80 images that had no CAD cues, the reproducibility in the remaining 320 images was reduced to 41.6% (133 of 320). However, the reproducibility in detecting specific true-positive masses and microcalcification clusters is perhaps more important than the more general image-based reproducibility. It is generally difficult to directly compare the detection performance in two experiments, because different image databases were used and the results depend heavily on the difficulty of the selected cases (13). However, some comparative information can be ascertained. In a previous report, the CAD system performed better for mass detection (86.9% abnormality-based sensitivity) than for microcalcification cluster detection (76.6%) (11), while in the current study, sensitivity for the detection of microcalcification clusters was higher than 96%, and the sensitivity for mass detection was in the range of 70%. These results may indicate that the microcalcification clusters depicted in our data set were easier to detect, and masses depicted in our database were more subtle. The case selection protocol we used should have reduced biases; however, the results presented herein with a small database may not represent the actual performance of the system in a clinical setting. Findings in the current study demonstrated clearly that the issue of reproducibility of image-based CAD systems needed to be investigated further.

It should be noted that we obtained somewhat different results in absolute terms for the benign and malignant cases, but the pattern for the two groups remained similar. All cases in our study were sufficiently suspicious to ultimately warrant a recommendation for biopsy. We believe that at this stage, CAD schemes should be designed and optimized to identify this group of cases, including those that ultimately prove to be benign. It is well known that repeated scanning of the same image results in a slightly different digital value matrix for a variety of technical reasons. In current CAD systems, a binary threshold is typically used to generate detection marks. Each marked region has a computed score that is above a predetermined threshold; hence, lesions with computed scores that are near the threshold are vulnerable to small changes and may be detected in one image and missed in another. Findings in the present study show that the reproducibility of false-positive cues was much lower than that of true-positive cues (Tables 3 and 4), because the detection scores may be close to the threshold. We did not perform a complete long-term follow-up to confirm that all false-positive cues actually represented negative regions. Should any false-positive detection prove to be a true abnormality, the computed reproducibility level would be lower than that reported herein.

Note that the databases used in this and a previous (11) study were small; hence, the results may not represent the actual reproducibility of CAD systems in the screening environment. Despite this limitation, findings in the two studies highlight an important finding. Current CAD schemes are sensitive to small variations in the digital value matrices that result from repeated scanning of the same images. This may have methodological and clinical practice implications that need to be addressed. The fact that all abnormalities depicted in the present study were visible on both views indicates that the cases were not particularly subtle and that the findings we report herein, including possible implications, may be magnified in cases that are more difficult to identify visually or when the abnormality is visible only on one view. We suspect that this sensitivity to minor changes in the matrices is not unique to the CAD system evaluated in the current study. Full-field digital mammography systems are rapidly becoming available (14,15). By definition, once an image is acquired, the CAD detection result will be 100% reproducible when the same CAD scheme is applied repeatedly to such an image. To be optimal, however, current CAD schemes may have to be reengineered and reoptimized by using digitally acquired images before these schemes can be applied optimally to full-field digital mammography systems. An investigation on possible effects of repeated image acquisition of the same breast on CAD results is beyond the scope of the present study.

Findings in our preliminary study suggest that sensitivity for the detection of microcalcification clusters is high; as a result, reproducibility is also high. These results are achieved at a low false-positive detection rate; hence, it is a useful tool during the diagnostic process. Our results raise the important question about the possible need to maintain records of CAD cues as available during the interpretation of the individual cases. This may become an even more important issue as cancer detection continues to progress toward an earlier stage (hence, a more subtle appearance) on the average. Detailed documentation of all available information at the time of diagnosis is not always done, particularly since information is often provided verbally. In the case of screening mammographic interpretation, however, the presence of a malignancy that was visible (in retrospect) on a previous mammogram and in which a follow-up scan of the original images in a CAD system may produce a true-positive identification, could present a medical problem. It will be difficult to argue that the abnormality in question was not identified as suspicious on the original image. Findings in our preliminary study suggest that this may be the case in a noticeable fraction of mass cases (approximately 20%, as shown in Table 3).

The current practice associated with the use of CAD in the mammographic environment is not clear on whether a record of the CAD results used during the case interpretation should be retained. Until mass detection is substantially improved, results in our study suggest that such a practice should be considered. Interestingly, although largely impractical, our study findings clearly suggest that at this level of performance, multiple repeated scans of each case could be acquired to improve the performance of CAD schemes.
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Integrated density of a lesion: A quantitative, mammographically derived, invariable measure
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A method for quantitatively estimating lesion “size” from mammographic images was developed and evaluated. The main idea behind the measure, termed “integrated density” (ID), is that the total x-ray attenuation attributable to an object is theoretically invariant with respect to the projected view and object deformation. Because it is possible to estimate x-ray attenuation of a lesion from relative film densities, after appropriate corrections for background, the invariant property of the measure is expected to result in an objective method for evaluating the “sizes” of breast lesions. ID was calculated as the integral of the estimated image density attributable to a lesion, relative to surrounding background, over the area of the lesion and after corrections for the nonlinearity of the film characteristic curve. This effectively provides a measure proportional to lesion volume. We computed ID and more traditional measures of size (such as “mass diameter” and “effective size”) for 100 pairs of ipsilateral mammographic views, each containing a lesion that was relatively visible in both views. The correlation between values calculated for each measure from corresponding pairs of ipsilateral views were computed and compared. All three size-related measures (mass diameter, effective size, and ID) exhibited reasonable linear relationship between paired views ($r^2>0.7, P<0.001$). Specifically, the ID measures for the 100 masses were found to be highly correlated ($r^2=0.9, P<0.001$) between ipsilateral views of the same mass. The correlation increased substantially ($r^2=0.95$), when a measure with linear dimensions of length was defined as the cube root of ID. There is a high degree of correlation between ID-based measures obtained from different views of the same mass. ID-based measures showed a higher degree of invariance than mass diameter or effective size. © 2003 American Association of Physicists in Medicine. [DOI: 10.1118/1.1582571]

I. INTRODUCTION

Mammography has been frequently recommended as a routine screening tool to detect breast cancers at an earlier stage.1 While it has been shown that mammographic screening can substantially reduce cancer-related mortality and morbidity,2-4 identifying breast cancers in the screening environment with high sensitivity and specificity is a difficult task due to the low expected cancers detected in a large volume of cases and the complex patterns as depicted on mammograms.4,5 Detection and diagnostic accuracy of breast cancers using mammograms can be improved using quantitative analysis of masses.6-8 Studies of cases with prior examinations demonstrated that a change in the density or contour of a mass over time can be an indicative sign of malignancy.10 Other studies showed that the change in mass size was one of the dominant factors in determining breast cancer prognosis.11,12 However, inter- and intra-observer variability, when visually and subjectively describing a mass or its change over time between consecutive examinations, makes this assessment quite difficult and often unreliable.13,14

Quantitative measurements and analyses of masses have been widely used in computer-aided detection and characterization (discrimination) schemes.15,16 A large number of features (including morphologic, texture, and density based17,18) have been investigated in an attempt to quantitatively and objectively represent masses. Currently, there is no standard that defines a mass and its surrounding background. Without such a standard, studies have shown that measured contrast values of a mass region could change substantially if the definition of the surrounding background of a mass was varied.19 Therefore, measurements of mass contrast and other related features are frequently scheme dependent. In addition, due to the wide variation of tissue presentation resulting from breast compression, image projection, and field nonuniformity, a large number of computed image-based features of a mass, as measured from different images, is not a constant.20,21 Therefore, it would be desirable to define a measure of a mass that is invariant to tissue deformation and the projection view. It has been theoretically shown that under a few conditions, the total attenuation (termed here integrated density or ID) of an object is an invariant quantity with respect to geometrical deformation of an object in two-dimensional projected images (such as mammograms).22 There is no experimental validation that in fact ID is an invariant measure.22 In this study, we experimentally evalu-
ate integrated density (ID) as an invariant measure representing masses depicted on mammograms. After correcting for film nonlinearity, and estimating the density of underlying tissue, we assess whether ID as computed for the same 100 masses depicted during the same examination on both CC and MLO views is invariant. The purpose of this preliminary study is intended only to assess the degree of ID invariance with respect to breast compression and projection views, and not changes over time.

II. MATERIALS AND METHODS

A. Defining integrated density

Assuming a monoenergetic x-ray source, for a mass present in a breast, the quantity

$$\int \int \int_{V} \mu_{M} \, dV,$$

where $V$ is the volume occupied by the mass and $\mu_{M}$ is its local x-ray attenuation coefficient, is invariant, but it cannot be measured directly from the image. However, if it is assumed that the attenuation coefficient of the breast tissue surrounding the mass ($\mu_{N}$) can be estimated with reasonable accuracy, then the quantity

$$\int \int \int_{V} (\mu_{M} - \mu_{N}) \, dV = \int \int \Delta \mu \, dV,$$

remains essentially invariant and can be approximated from an image.

To demonstrate this, consider the density of a single pixel within the image projection of the mass. In the case of a mammographic film image, for which the digitized density values have been adjusted for the film’s characteristic curve, the corrected density at an image pixel, $D(u,v)$, can be calculated as

$$D(u,v) = \text{Const} + \gamma \log \left( E \cdot \exp \left[ - \int_{L} \mu_{N} \, dx \right] \right)$$

$$- \int_{L} (\mu_{M} - \mu_{N}) \, dx \right)$$

$$= \text{Const} + \gamma \log E - \gamma \int_{L} \mu_{N} \, dx$$

$$- \gamma \int_{L} (\mu_{M} - \mu_{N}) \, dx,$$

where $E$ is the overall exposure, $\gamma$ is the film’s gamma, the first integral is taken over the whole breast tissue ($L$) as projected onto the image, and the second integral is taken over the mass region ($L_{M}$) as projected onto the image. The first two terms on the left of the expanded expression correspond to background density, $D_{BKG}$, of the film (i.e., film base plus nonattenuated exposure including scatter contribution). The third term is the reduction in density resulting from surrounding tissues, $D_{NORMAL}$, and the final term is the reduction in density attributed to the presence of the mass. This pixel density can be rewritten as

$$D(u,v) = D_{BKG} - D_{NORMAL} - \gamma \int_{L_{M}} \Delta \mu \, dx,$$

or, rearranging this equation,

$$\gamma \int_{L_{M}} \Delta \mu \, dx = D_{BKG} - D_{NORMAL} - D(u,v).$$

If we integrate this over the region, $R$, defined by the projection of the mass, we obtain

$$\int \int \left( \gamma \int_{L_{M}} \Delta \mu \, dx \right) \, du \, dv$$

$$= \int \int (D_{BKG} - D_{NORMAL}) \, du \, dv - \int \int D(u,v) \, du \, dv,$$

and simplifying the left-hand side,

$$\gamma \int \int \int \Delta \mu \, dV = \int \int (D_{BKG} - D_{NORMAL}) \, du \, dv$$

$$- \int \int D(u,v) \, du \, dv.$$

The left-hand side of this expression is the film’s $\gamma$ times a quantity that is expected to be essentially invariant; hence, it should be invariant for a particular type of film (in the "linear" range). Thus, we define ID as

$$ID = \gamma \int \int \int \Delta \mu \, dV,$$

which can be approximated as

$$ID \approx (D_{BKG} - D_{NORMAL} - D_{MASS}) A_{R} = C \cdot A_{R},$$

Therefore, ID is represented by the area of the mass, $A_{R}$, multiplied by the average contrast difference between the mass and the surrounding tissue, where the mass area is defined to be the projected area associated with the interior of the mass and the average mass contrast, $C$, is defined as the average difference in linearized densities between the underlying tissue background and the mass itself.19 It should be emphasized that x-ray beam hardening is ignored in this simplification and scatter radiation is assumed to contribute a relatively uniform distribution in both the mass and background areas. Hence, it can be represented as a constant in the background term. Determining the relative change in log-exposure, from film density in mammograms, involves approximating the density due to the combination of background (including scatter) and normal tissues (i.e., $D_{BKG} - D_{NORMAL}$), which would be present if the lesion did not exist. This can be estimated as the mean pixel value of the area outside the lesion. It should be noted that such estima-
tion is based on the assumption that the "normal" tissue is distributed "uniformly" over the area of a projected lesion and the surrounding area. Therefore, measurement of the surrounding area would closely resemble the measurement of the underlying tissue if the lesion was absent. Because of the assumptions mentioned above, it was the intent of this study to assess the extent to which ID as simply computed from the image remains invariant to deformation or projection view.

*Film characteristic curve linearization*: Digitized film density values were corrected for the characteristic curve to produce values that were linearly proportional to log-exposure (in the linear range). First, the laser film digitizer was routinely calibrated to assure that film optical density (OD) was linearly translated into digitized pixel values in the density range of interest. Second, film OD values were corrected so that they were linearly proportional to log-exposure units. A generic curve was used for this purpose using the data for the specific mammography film used in our facility (Eastman Kodak Min-R 2000 film). For computational ease, the generic curve was represented by a spline function. To define ID in terms of more familiar "density" units, rather than log-exposure units, we converted back exposure values to linearized density values by fitting a straight line to this curve. As a result, for each OD value, we computed the corresponding log-exposure unit using the spline function and then converted it to a "linearized" OD value using the "fitted" line.

**Delineating mass regions**: For each mass, the corresponding pair of mammographic views was reviewed by experienced mammographers who initially identified a central point in the projection of the mass as depicted in two projections. A semi-automatic delineation of mass boundaries was then performed using a region growing routine similar to the technique described by Matsumoto et al. For each projection, the location representing the central point (pixel) of the mass was first identified on digitized mammograms. Based on the initial location, the algorithm automatically determined a "transition layer," where a substantial change in region growth and margin irregularity was observed. All pixels within the identified region boundary were considered to be in the region (R) depicting the mass. Mass delineation could affect the results since both the area of the mass (A_R) and the average density within the mass (D_Mass) are used to compute ID.

**Measuring mass background**: Once a mass region (R) had been delineated, the geometric center-of-mass of the lesion was computed, and the maximum distance of this point to the lesion boundary was determined. For background density estimation, a region was defined as all tissue regions outside the lesion, within a circle centered at the center of mass (R'), with a radius difference (Δ radius) longer than the maximum distance to the lesion’s boundary. Linearized density values within the background region (R') were averaged.

To estimate the density of normal tissue in the areas where the mass overlaps in the projection image, we used the average density value of the surrounding area outside the mass. The radius difference was initially chosen as Δ radius = 1 cm for the background estimation. However, since the definition of the background region can affect the computed ID, we investigated this issue in the following manner. Based on the distribution of mass diameters in our database, we selected four values for the radius differences (Δ radius = 5 mm, 7.5 mm, 10 mm, or 12.5 mm) to be considered as the background area. IDs were estimated from the CC and MLO views using the different background definitions, and the correlations between computed ID values for the corresponding views were computed.

**ID computation for each mass**: The area of the mass, A_R, was obtained by counting the number of pixels inside the region R and converting it to an area (one pixel represented an area of 100×100 μm² or 0.01 mm²). Average mass contrast, C, was computed as the difference in average density values within the regions R and R'. Finally, ID is the product of the mass area and the average mass contrast (i.e., ID = C · A_R). This process was performed independently for each mammographic view.

Figure 1 demonstrates an example of the regions analyzed in one case. The mass was clearly visible in both the CC view and MLO views. In each view, an irregular boundary marks the mass region as automatically determined by the software. The background region of surrounding tissue that was used in the analysis is also shown.

**B. Other relevant measures**

In addition to the computed ID, two mammographically based measures were derived for each projection of a mass, as follows: (1) Mass diameter was defined as the maximum diameter (or longest axis) of the mass as depicted in the image (in mm); and (2) effective size was defined as the squared root of the product of maximum and minimum di-
ameters (longest axis and shortest axis) and was also measured in mm. These measures were used for comparison with ID, as these are frequently used in the clinical environment and in CAD assessments.

C. Dataset

A total of 100 verified cases were selected from our database of patients who have undergone screening mammography in one of our clinical facilities. Each case included an ipsilateral pair of cranio-caudal (CC) and mediolateral oblique (MLO) mammographic images. CC and MLO views of the same breast from the same examination were used. Cases were selected only if a well-defined mass was depicted on both views. Of the 100 selected masses, 64 were malignant and 36 benign. All films were digitized using a laser film digitizer (Lumisys, Eastman Kodak Co., Rochester, NY) at 100×100 μm² pixel size and 12-bit contrast resolution. The laser film digitizer was routinely calibrated to assure that film optical density (OD) is linearly translated into digital pixel values in the range of 0.2 to 3.8 OD (1 pixel value = 0.001 OD). The three measures (ID, diameter, and effective size) were estimated for both views of each of the 100 masses in the dataset.

D. Evaluation

In this study we compared the results of the three measures as computed independently for each of the two views. For each measure, we computed the correlation (Pearson's $r^2$) between values computed from the CC views and those from the MLO views. The results for each measure were also plotted in corresponding scattergrams.

Because of the units associated with these measures, it is suboptimal to compare directly the correlations for ID with those computed for the other two measures. ID is proportional to volume, while the other two measures are defined in units of lengths. Therefore, we defined a cube root of ID as a more appropriate measure for comparisons (which is given in unit of length) and report the results of this measure, as well.

To evaluate size-dependent differences between paired measurements obtained from the two views for each of the 100 masses, we divided the database into three subsets (<10 mm, 10–20 mm, and >20 mm). The absolute values of the differences and the range were evaluated for each of the subsets.

Geometric eccentricity of a mass is one factor that could affect the results. Therefore, we categorized masses into two groups by their eccentricity, and repeated the analyses for each of the subgroups. We classified cases into the subgroups using the two diameters $d_{CC}$ and $d_{MLO}$, obtained from the two views, and computed a ratio $\hat{e}$ for each mass as: $\hat{e} = \max(d_{CC}/d_{MLO}, d_{MLO}/d_{CC})$. All masses for which $\hat{e} \leq 1.1$ were assigned to one group (more “spherical”) and the remaining masses (more “eccentric”) were assigned to the other group. Masses with substantially different diameters as depicted on the CC and MLO views typically exhibit high eccentricity. Thus, a relatively low correlation for diameter or effective size was expected in this group.

III. RESULTS

Figure 2 shows the distribution of mass sizes. The size of each mass was determined by averaging the two maximum diameters obtained from the two views (CC and MLO). As can be seen from the figure, the 100 selected masses ranged in sizes from relatively small (<10 mm) to quite large (>25 mm).

Table I shows the linear correlation coefficients (Pearson's $r^2$) between matched pairs of measures (i.e., mass diameter, effective size, mass area, mass contrast, and ID) from the two views. Figure 3 shows the corresponding scattergrams for (a) mass diameter, (b) effective size, (c) ID, and (d) cube root of ID. The size-related measures (mass diameter and effective size) were found to follow a reasonable linear relationship ($P < 0.001$). Despite the relatively weaker correlation exhibited by the mass contrast ($r^2 = 0.45$), the ID measure, which is the product of mass area and relative contrast, highly correlated between paired measurements ($r^2 = 0.9, P < 0.001$). Figure 3 also demonstrates the scattergram of the cube root of ID ($\sqrt[3]{\text{mass area} \cdot \Delta \text{OD}}$), which allows for a more valid comparison with the mass diameter and effective size.

![Graph showing distribution of mass sizes](image-url)

**Table I.** Linear correlation coefficients (Pearson's $r^2$) of various mass size-related measures (mass diameter, effective size, mass area, mass contrast, and ID) as measured from the CC and MLO view using 100 masses for the assessment.

<table>
<thead>
<tr>
<th>Mass diameter</th>
<th>Effective size</th>
<th>Mass area</th>
<th>Mass contrast</th>
<th>ID</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.74</td>
<td>0.79</td>
<td>0.83</td>
<td>0.45</td>
<td>0.90</td>
</tr>
</tbody>
</table>
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since it is represented by a similar dimension. The correlation coefficient for the data shown for this measure is substantially higher \( r^2 = 0.95 \).

Table II shows the ranges of the absolute differences between paired measures obtained from the two views for the different subsets of mass sizes. Three subsets (mass diameter < 10 mm, 10–20 mm, and >20 mm) are shown. Differences for all measures increase as the mass diameter increase. Measured eccentricity values were 1.14 ± 0.12, 1.17±0.16, and 1.19±0.15 for the three groups, respectively.

Table III shows the linear correlation coefficients of the measures, for each of the subgroups of masses based on eccentricity. As can be seen from this table, both ID and cube root of ID correlated well for the different types of masses, those with low or high eccentricity. The other two measures

**TABLE II.** Absolute values of differences between paired measures obtained from two corresponding views for the three subsets of masses segmented by mass size.

<table>
<thead>
<tr>
<th>Mass diameter</th>
<th>&lt;10 mm</th>
<th>10–20 mm</th>
<th>&gt;20 mm</th>
</tr>
</thead>
<tbody>
<tr>
<td>Number of masses</td>
<td>23</td>
<td>64</td>
<td>13</td>
</tr>
<tr>
<td>Difference in mass diameter (( \Delta mm ))</td>
<td>1.1±0.8</td>
<td>2.2±1.9</td>
<td>4.0±2.9</td>
</tr>
<tr>
<td>Difference in effective size (( \Delta mm ))</td>
<td>1.1±0.7</td>
<td>1.6±1.0</td>
<td>2.6±1.8</td>
</tr>
<tr>
<td>Difference in ID (( \Delta mm^2 \cdot \Delta OD ))</td>
<td>2.2±1.5</td>
<td>5.1±5.7</td>
<td>20.2±26.9</td>
</tr>
<tr>
<td>Difference in cube root of ID (( \Delta (\sqrt{mm^2} \cdot \Delta OD) ))</td>
<td>0.13±0.1</td>
<td>0.14±0.07</td>
<td>0.21±0.22</td>
</tr>
</tbody>
</table>

**TABLE III.** Linear correlation coefficients (Pearson’s \( r^2 \)) between corresponding paired views of the same masses for the two groups of cases segmented by eccentricity.

<table>
<thead>
<tr>
<th>Eccentricity (( \hat{e} ))</th>
<th>(&lt;1.1)</th>
<th>(&gt;1.1)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Number of masses</td>
<td>44</td>
<td>56</td>
</tr>
<tr>
<td>Mass diameter (( r^2 ))</td>
<td>0.98</td>
<td>0.58</td>
</tr>
<tr>
<td>Effective size (( r^2 ))</td>
<td>0.85</td>
<td>0.74</td>
</tr>
<tr>
<td>ID (( r^2 ))</td>
<td>0.92</td>
<td>0.90</td>
</tr>
<tr>
<td>Cube root of ID (( r^2 ))</td>
<td>0.95</td>
<td>0.95</td>
</tr>
</tbody>
</table>
Table IV: Linear correlation coefficients (Pearson's $r^2$) between corresponding paired views for the malignant and benign masses.

<table>
<thead>
<tr>
<th></th>
<th>Malignant masses</th>
<th>Benign masses</th>
</tr>
</thead>
<tbody>
<tr>
<td>Number of masses</td>
<td>64</td>
<td>36</td>
</tr>
<tr>
<td>ID ($r^2$)</td>
<td>0.90</td>
<td>0.92</td>
</tr>
</tbody>
</table>

exhibited lower correlations for the subset of masses with high eccentricity ($e$).

Table IV shows the correlation of ID values between CC and MLO views for malignant (64) and benign (36) cases, respectively. While malignant masses generally exhibit more irregular boundary, our experimental results showed in this group of well-defined masses that the ID correlations were similar (0.90 and 0.92 for malignant and benign masses, respectively).

Table V shows the range of averaged ID values and correlation coefficients between paired CC and MLO views when different areas were used for background definition (i.e., $\Delta$ radius = 5 mm, 7.5 mm, 10 mm, or 12.5 mm, respectively). Although the range of ID measurements varied with respect to background definitions, ID values were well correlated between the paired views in all measurements.

IV. DISCUSSION

We evaluated a quantitative measure for estimating the “sizes” of masses as depicted in mammograms. For 100 verified masses, ID was “estimated” as the product of its area and average linearized contrast. ID was found to be relatively “invariant” between the two views (CC and MLO). It was shown to be a better measure than the others tested in this study, and in particular it is better than the other measures for the subset of masses that are more eccentric. When ID was transformed to a measure with a unit comparable to length (by taking the cube root), its performance increased substantially, resulting in a correlation coefficient of $r^2 = 0.95$.

Computed ID values are dependent on the segmentation method and the definition of the surrounding background region used. Therefore, ID remains scheme dependent. However, despite a reasonably wide distribution of mass sizes and shapes and the background areas evaluated, our results suggest that ID is reasonably invariant with respect to the image projection (view).

Table V: Range of averaged measured ID values and the correlation coefficients between paired views for different background definitions. $\Delta$ radius = 5 mm, 7.5 mm, 10 mm, and 12.5 mm were used.

<table>
<thead>
<tr>
<th>Radius difference ($\Delta$ radius) for background definition</th>
<th>5 mm</th>
<th>7.5 mm</th>
<th>10 mm</th>
<th>12.5 mm</th>
</tr>
</thead>
<tbody>
<tr>
<td>Range of averaged IDs ($mm^2 \cdot \Delta OD$)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Correlation (Pearson’s $r^2$)</td>
<td>0.92</td>
<td>0.91</td>
<td>0.90</td>
<td>0.88</td>
</tr>
</tbody>
</table>

Because of the presence of the mass, one can only approximate the measurement from the surrounding area using the assumption that the normal tissue in the area of the projected mass and surrounding area are the same. This assumption is but one source of error in the computed ID value that could affect its invariance properties. This preliminary study was intended mainly to assess the performance of ID as an invariant measure of mass size. Hence, we included only cases with relatively well-defined masses that were clearly visible on both views. As a result, the reported correlation coefficients for all measures applied to our dataset are likely to overstate the performance of such a measure in a dataset that includes more subtle or somewhat ill-defined cases.

The assumptions that the measure will not be significantly affected by scatter, film gamma, and exposure factors (e.g., geometry, kVp, filtration, and field uniformity) seem to be reasonable for this purpose, but the desired characteristic (invariance) will have to be experimentally confirmed for different experimental conditions.

Our findings suggest that it may be possible to achieve a relatively reproducible measure for a given mass over a rather wide range of conditions and different mammographic views. We appreciate the fact that the definition of some of the measurements of interest in this work were simplified and could be more accurately described. However, the intent was to develop a relatively easy measure to compute, perhaps at the cost of being somewhat less rigorous and precise.

V. CONCLUSION

We have developed a method for deriving a quantitative measure of lesion “size,” termed integrated density or ID, that was found to be reasonably invariant between paired projection views of the same breast. Our experimental results in a set of 100 well-defined masses demonstrated a high degree of correlation between ID-based measures obtained from ipsilateral paired views of the same breast. ID-based measures showed a higher degree of correlation when compared with other traditional size-related measures, such as mass diameter or effective size.
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Performance Change of Mammographic CAD Schemes Optimized with Most-Recent and Prior Image Databases¹
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**Rationale and Objectives.** The authors evaluated performance changes in the detection of masses on “current” (latest) and "prior" images by computer-aided diagnosis (CAD) schemes that had been optimized with databases of current and prior mammograms.

**Materials and Methods.** The authors selected 260 pairs of matched consecutive mammograms. Each current image depicted one or two verified masses. All prior images had been interpreted originally as negative or probably benign. A CAD scheme initially detected 261 mass regions and 465 false-positive regions on the current images, and 252 corresponding mass regions (early signs) and 471 false-positive regions on prior images. These regions were divided into two training and two testing databases. The current and prior training databases were used to optimize two CAD schemes with a genetic algorithm. These schemes were evaluated with two independent testing databases.

**Results.** The scheme optimized with current images produced areas under the receiver operating characteristic curve of 0.89 ± 0.01 and 0.65 ± 0.02 when tested with current images and prior images, respectively. The scheme optimized with prior images produced areas under the receiver operating characteristic curve of 0.81 ± 0.02 and 0.71 ± 0.02 when tested with current images and prior images, respectively. Performance changes for both current and prior testing databases were significant (P < .01) for the two schemes.

**Conclusion.** CAD schemes trained with current images do not perform optimally in detecting masses depicted on prior images. To optimize CAD schemes for early detection, it may be important to include in the training database a large fraction of prior images originally reported as negative and later proven to be positive.

**Key Words.** Breast neoplasms, diagnosis; breast radiography; computers, diagnostic aid.

Mammography is considered the most reliable and cost-effective screening method for the early detection of breast cancers, which could lead to early treatment and substantially reduce associated mortality and morbidity (1,2). The large volume of mammograms obtained and the low cancer detection rates in a mammographic screening environment could result in radiologists missing as many as 10%-30% of cancers rated "visible" during retrospective reviews (3,4). To assist radiologists in detecting more cancers at screening, computer-aided detection (CAD) systems are being used in many medical institutions around the world (5,6). A number of studies have been conducted to assess their possible effect on radiologists’ performance. Although there is no general agreement on whether and how CAD systems help radiologists
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improve their diagnostic accuracy (7,8), a number of studies have demonstrated that the performance of the particular CAD scheme (including sensitivity, false-positive rate, and reproducibility) could be important in this regard (9–11).

Current guidelines recommend periodic mammographic screening for women over age 40 years (12). As compliance increases in the general population, a large fraction of patients will have undergone a series of mammographic examinations. As more of the most easily detected cancers are identified during the initial examination with the incorporation of CAD into the diagnostic process, detected breast cancers will be shifted, on average, toward an earlier stage. In other words, more subtle cancers will be considered visible or detectable on routine mammograms. This will occur also in part because of the availability of previous images for comparison, which could help radiologists detect more subtle cancers (13,14). In this changing environment, it is not clear whether current CAD schemes optimized with a large number of easily detected cancers are best suited for the detection of earlier or more subtle cancers. This may become an important issue in developing and evaluating new CAD schemes. In our experiment, an artificial neural network (ANN) previously used in our own CAD scheme for mass detection was reoptimized separately by means of mass regions depicted on “current” images (from the most recent examination, at which the mass was actually reported, leading to biopsy) and those depicted on the corresponding “prior” images (originally interpreted as negative). Hence, two different schemes were used. The changes in their performance were then evaluated when they were applied to independent sets of cases with masses depicted on both current and prior images.

As a result, 134 cases were selected for this study. The mass was visible on both views (cranio-caudal and medio-lateral oblique) in 126 cases and on only one view in eight cases. Hence, 260 pairs of images, with each pair consisting of one current image and one prior image, were included in the study. On these images 270 distinct mass regions were identified (10 images depicted two mass regions), 220 of which were associated with biopsy-proved malignancy (50 were benign). The locations of all masses depicted on current images and the corresponding regions on prior images were visually identified as confirmed by the diagnostic reports and pathology results. The centerpoint (x,y coordinate) of each verified mass region was marked manually and saved in a reference (or “truth”) file.

All 520 images (260 current and 260 prior) were processed by a CAD scheme developed previously in our laboratory to identify and classify suspicious regions (15). The scheme includes three stages. First, it uses image subtraction and threshold results after processing by two Gaussian filters with a large difference in kernel sizes (7 pixels and 51 pixels) to search for the initial set of suspicious regions, a process that usually results in the identification of 10–30 suspicious regions per image. In the second stage, on the basis of local contrast measurement, the scheme uses an adaptive region growth algorithm to define three topographic layers for each region. Through the imposition of threshold conditions of growth ratio and shape factor for each layer in the regions identified as potential lesions, this stage eliminates approximately 85% of identified regions from consideration, while maintaining high sensitivity. A set of features is computed for each detected region. During the third stage, the remaining regions are classified according to scores generated by a nonlinear multilayer feature-based classifier, defining the likelihood of there being true-positive findings in those regions (16).

In this experiment, all remaining regions identified as suspicious mass regions after the second stage of the CAD scheme were selected for further consideration (the classification scores in the third stage were ignored). As a result, 726 suspicious regions on the 260 current images and 723 suspicious regions on the 260 prior images were selected. If the location of a selected region matched that of a verified mass, the region identification was considered true-positive. Specifically, the distance between the center of gravity of a region, as detected automatically by the CAD scheme, and the center of the mass, as recorded in the reference file, had to be shorter than the radius of
the longest axis of the detected region. Otherwise, the region was considered a false-positive identification.

The locations of 261 of the 726 selected regions on current images matched those of verified masses, compared with 252 of the 723 regions on the prior images. All true-positive and false-positive regions were then randomly divided into four mutually exclusive data sets, two for current images and two for prior images. To minimize potential bias, true-positive regions of the same mass (depicted on craniocaudal and mediolateral oblique views) were assigned to the same data set (either training or testing), and when a mass region was assigned to the training (or testing) subset in current images, its corresponding regions as depicted on prior images were also assigned to the training (or testing) subset. The Table summarizes the number and distribution of true-positive regions and false-positive regions in each of the four data sets.

Training data sets from the current and prior images were used to optimize two feature-based ANNs independently as substitutes for the third stage in our CAD scheme (16). Previous studies have demonstrated that the feature distributions were different for mass regions depicted on current images and those depicted on prior images and that different feature sets should be used for optimal classification results (17,18). Therefore, we applied a genetic algorithm to search separately for optimal sets of features on current images and on prior images, using the genetic algorithm software and optimization protocol that had been used in our previous studies to optimize both Bayesian belief networks (19) and ANNs (20).

In brief, a binary coding method is applied to create a chromosome used in the genetic algorithm. Each extracted feature corresponds to a gene (that is, either to 0 or to 1). To determine the optimal number of neurons in the second (hidden) layer of the ANN, we include four additional genes in the chromosome. Hence, the chromosome has a fixed length of 40 genes, of which the first 36 represent extracted image features and the last four indicate the binary-coded number of hidden neurons (eg, 0101 is the code for five hidden neurons) (20). To set up initial parameters in the genetic algorithm software, we included a population size of 100 and assigned the crossover rate, the mutation rate, and the generation gap to 0.6, 0.001, and 1.0, respectively. To minimize overfitting and increase robustness of the ANN performance, we adopted a limited number of training iterations (1,000), as well as a large ratio between the momentum (0.8) and learning rate (0.01) in the ANN. The output of the ROCFIT software program (University of Chicago, III) (21) was interfaced with the fitness function of the genetic algorithm, and $A_z$ values computed by the program were defined as fitness criteria in the genetic algorithm. The genetic algorithm was terminated when it either converged to the “highest” $A_z$ value (with no further improvement accomplished in the new generation) or reached a predetermined number of generations (eg, 100).

Using this approach, we generated two optimal ANNs, each using a different training data set. ANN-1 was trained with the suspicious mass regions extracted solely from the current images, and ANN-2 was trained with regions extracted solely from the prior images. Then we applied each of the ANNs to the two mutually exclusive testing data sets of regions extracted from both current and prior images. The classification scores in each test were used to generate four receiver operating characteristic (ROC) curves. The four $A_z$ values were compared. We defined the threshold as a false-positive detection rate similar to that of the leading commercial CAD products—approximately 0.4 false-positive mass regions per image (7). At this level, we found the corresponding detection sensitivity levels and computed the expected number of detected true-positive regions (130 in the data set of current images, and 126 in that of prior images). Thus, we compared the change in expected true-positive detection levels with the use of ANN-1 and ANN-2 for current and prior images at an operating point currently accepted in clinical CAD.

**RESULTS**

From the genetic algorithm and training data sets of current images and of prior images, two optimal ANNs were generated. ANN-1 included 13 features, and ANN-2 included 11 (Fig 1); four features were common to both. Many of the features are not orthogonal, which is not unique to our scheme. The highest $A_z$ values achieved for the training data sets were $0.92 \pm 0.01$ for ANN-1 and
0.76 ± 0.02 for ANN-2. When ANN-1 was applied to the testing data sets, the A_{r} values were 0.89 ± 0.01 and 0.65 ± 0.02 for current and prior images, respectively. Figure 2 shows three ROC curves for training and two testing results. When ANN-2 was applied to the same data sets, the A_{r} values were 0.81 ± 0.02 for current and 0.71 ± 0.02 for prior images. Figure 3 shows the corresponding ROC curves for ANN-2.

The test results differed significantly (P < .01) between ANN-1 and ANN-2 for both the current and prior image testing data sets. As shown in Figure 4, A_{r} values were reduced by 9.0% (from 0.89 with ANN-1 to 0.81 with ANN-2) for the current testing data set and increased by 9.2% (from 0.65 to 0.71) for the prior testing data set. In addition, at an operating point of 0.4 false-positive detections per image, the sensitivity levels represented by the two ROC curves in Figure 2 are 0.82 and 0.40. In Figure 3, the corresponding sensitivity levels are 0.68 and 0.52. If we convert these levels to an expected number of detected true-positive mass regions, ANN-1 would detect 18 additional mass regions in the current testing data set, while ANN-2 would detect 15 additional mass regions in the prior testing data set.

The results are not substantially different when benign masses are excluded from the analysis. ANN-1 yielded performance levels (A_{r}) of 0.88 ± 0.02 and 0.63 ± 0.02 for current and prior images, respectively; the comparable values for ANN-2 were 0.81 ± 0.02 and 0.70 ± 0.03.
Figure 3. ROC curves showing the performance of ANN-2 during training with the prior image data set (○) and during testing with the current image data set (△) and the prior image data set (■).

DISCUSSION

Feature-based machine learning classifiers, such as ANNs, are widely used in CAD schemes as a final stage in identifying and classifying abnormalities. Since these classifiers are trained to generate a "global" function to cover the entire instance space (22), their performance depends heavily on the training databases. This is particularly true in mammography, for which the size and diversity of training data sets are often limited (23,24). Optimal feature sets such as those selected by the genetic algorithm could differ for different limited-size training databases. Hence, the features selected in this study for the current images were very similar but not identical to those selected in our previous studies (16,18). A single CAD scheme that achieves high sensitivity for both subtle and relatively easy-to-detect masses at an acceptable false-positive rate can be developed if a large and diverse image database is available. However, the creation of such a database is very difficult, because image features (including texture- and morphology-based features) are substantially different for suspicious mass regions extracted from current and prior images, as previous studies have demonstrated (17,18).

The CAD scheme trained with the current image data set did not perform optimally when tested with the prior image data set, and vice versa. On the one hand, it is important for a CAD scheme to detect more subtle masses, because most radiologists can identify the easily detected ones. On the other hand, users may lose confidence in a scheme if it frequently misses masses that should be easy to detect. Without such confidence, radiologists will most likely be reluctant to accept CAD cuing on subtle masses or make any changes in their initial interpretation (8), preventing the full benefit of CAD schemes from being realized in clinical environments. When ANN-2, which had been trained with the prior image data set, was tested with the current image data set, the testing results were better (higher A_{r}) than the training results, demonstrating the general robustness of the scheme (Fig 3).

Like most commercially available CAD systems, our CAD scheme was designed to detect, not classify, suspicious abnormalities. Therefore, we believe that the scheme should be highly sensitive to all suspicious mass regions considered "actionable" by radiologists (eg, recommended for follow-up or biopsy), even if some regions later prove benign. One of our previous studies suggested that radiologists’ performance in classifying abnormalities as benign or malignant was not affected by the performance of CAD cuing for detection purposes (11). In any event, the inclusion of the benign mass regions as true-positive cases in this experiment did not affect our results and conclusions.

With improvements in diagnostic technology and increasing compliance with screening recommendations among women generally, radiologists have to detect increasingly subtle abnormalities depicted on mammograms.
As a result, the performance of a CAD system that initially provided satisfactory cuing results when optimized could deteriorate substantially over time. Therefore, it may be beneficial to update training data sets periodically and reoptimize the schemes by using a large fraction of new cases originally rated negative and later found positive. An alternative approach could be to provide two types of cues, one trained with current and one with prior images (‘early signs’). We believe that our experimental results are not unique to our own image database, our CAD scheme, or ANN-based CAD schemes but should apply to all types of CAD schemes in which feature-based machine learning classifiers are used.
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Background. The authors investigated the correlation between recall and detection rates in a group of 10 radiologists who had read a high volume of screening mammograms in an academic institution.

Methods. Practice-related and outcome-related databases of verified cases were used to compute recall rates and tumor detection rates for a group of 10 Mammography Quality Standard Act (MQSA)-certified radiologists who interpreted a total of 98,668 screening mammograms during the years 2000, 2001, and 2002. The relation between recall and detection rates for these individuals was investigated using parametric Pearson (r) and nonparametric Spearman (rho) correlation coefficients. The effect of the volume of mammograms interpreted by individual radiologists was assessed using partial correlations controlling for total reading volumes.

Results. A wide variability of recall rates (range, 7.7–17.2%) and detection rates (range, 2.6–5.4 per 1000 mammograms) was observed in the current study. A statistically significant correlation (P < 0.05) between recall and detection rates was observed in this group of 10 experienced radiologists. The results remained significant (P < 0.05) after accounting for the volume of mammograms interpreted by each radiologist.

Conclusions. Optimal performance in screening mammography should be evaluated quantitatively. The general pressure to reduce recall rates through "practice guidelines" to below a fixed level for all radiologists should be assessed carefully.
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As periodic mammographic screening is rapidly gaining acceptance, our understanding of many strategic, operational, and financial issues related to this practice is improving as well. Several performance indices have been used to define "optimal" practice parameters in screening mammography. These include, but are not limited to, sensitivity, specificity, positive predictive value (PPV), and cost per detected tumor.1,2 Clearly, the focus of screening for early detection should primarily be on improved sensitivity. At the same time, the large number of patients being recalled for additional procedures as a result of an initial review is a recognized problem for the very same reasons (operational and financial), with the added concern of the well-documented increase of anxiety levels in women who are recalled.3,4 Therefore, there is a belief that through a variety of actions including but not limited to specific and targeted training, one can augment observer performance levels, including the reduction of recall rates in screening mammography.5,6 Although not specifically
regulated, there is a publicly stated goal to reduce recall levels to < 10%.5,7 The question of what effect, if any, does a forced reduction in recall rates have on detection rates remains somewhat controversial. Some studies suggest that recall and detection rates are not highly correlated (particularly at high recall rates); hence, a reduction in the former does not necessarily affect the latter." Other researchers believe that, after appropriate training, highly experienced radiologists individually operate largely along a single receiver operating characteristic curve; hence, pressuring them to reduce their recall rate may result in a corresponding reduction in the detection rates as well.5,9 Because of the well documented variability among radiologists, the latter effect and its possible magnitude have to our knowledge been investigated only recently.10–13 This type of an investigation is not easy to perform, because the expected yield (detection of actually positive cases that result from the screening) has been reported to be quite low in a population of women who already have been screened in the past.14,15 Therefore, one generally needs to evaluate detection rates from the data of large groups of individual radiologists pooled together or have access to sufficient data from radiologists who each have interpreted a large number of mammograms. In this article, we present an analysis of the latter type of investigation.

MATERIALS AND METHODS

Screening mammography examinations performed in the study facilities at Magee-Womens Hospital (of the University of Pittsburgh Medical Center) and its five satellite breast imaging clinics during the years 2000, 2001, and 2002 were reviewed under an Institutional Review Board-approved protocol. Mammograms that had been interpreted by the 10 highest volume mammographers at the study institution during this period were included in the current study.

The data sources used in the current analysis were databases of procedure scheduling, procedure completion, radiology reporting, and procedure-related outcomes as determined from pathology reports. These databases have been assembled from original reports for several reasons, including quality assurance purposes that are required by the Mammography Quality Standard Act (MQSA).16,17 The computerized reporting system and data entry protocols used in our practice remained the same throughout the study period. Because the number of positive findings leading to the detection of tumors by each individual were low, the records of all mammograms read by each of the participating radiologists “with” and “without” the availability of results from a commercial Computer-Assisted Detection (CAD) system were pooled for the purpose of this analysis. Our clinical practice for screening mammography during this period was film based, and most screening mammograms were read at the main facility in a batch mode. We included in the current analysis the results from the interpretations of the 10 highest volume radiologists in our practice, most of whom were with the study institution throughout much of the period in question. Each has performed > 3500 interpretations of screening mammography examinations.

Recall rates for each radiologist were computed directly from mammography interpretation records (Breast Imaging Reporting and Data System Atlas [BI-RADS® Atlas; American College of Radiology, Reston, VA] rating of 0). We excluded recommendations for recall due to technical reasons (“technical recalls”). These account for approximately 1% of cases. However, recalls resulting from palpable findings during clinical breast examinations were included because the majority of these findings also were depicted in the mammograms. These findings amount to < 1% of examinations; therefore, the underlying rates attributable to mammography interpretations alone are accordingly somewhat lower than those reported in the current study. The effect of “palpable” findings on individual radiologists is expected to be distributed proportionally to their overall volume.

In our practice, the interpretation of some examinations (< 4%) is delayed because of missing comparison films during the initial interpretation. These generally are distributed proportionally to the volume read by each radiologist and are included in the recall rates because it is not clear how many of these cases would have been actually recalled in any case.

Tumor detection rates were computed as follows. We identified the latest screening examination for each detected tumor that resulted in a diagnostic follow-up (recall) and ultimately resulted in pathologically verified carcinoma. The radiologist who interpreted the screening mammogram that led to the detection of breast carcinoma was credited with the finding for the purposes of the current analysis. Cases were excluded from the analysis if the latest screening mammogram prior to biopsy had been performed > 180 days earlier. In our experience, these women generally are "lost" to follow-up at other institutions or ignore the recommendations for a diagnostic workup (recall) altogether. Cancer patients who were referred to us from other facilities and for whom the diagnosis did not originate from a screening examination in one of our facilities were excluded. Women who originally were presented as screening procedures but were diagnosed using additional radio-
graphic procedures or other modalities (e.g., ultrasound) during the same visit ("conversion" cases from screening to diagnostic) were accounted for and were included in the current analysis. However, because a substantial number of these may originally have been identified as "potentially abnormal" by a technologist (who personally shows the case to a radiologist) during a quality assurance review of the images, we repeated the analysis after excluding this group of cases. For the purpose of these analyses, we assume that any effect due to the performance level of the radiologists who were performing and interpreting the diagnostic procedures during the follow-up visit are distributed in a manner that does not affect the study conclusions. The radiologists could not select the examinations they interpreted in our practice.

The correlation between recall and detection rates was evaluated using both the parametric Pearson (r) and the nonparametric Spearman (rho) correlation coefficients. We also examined the results after partial correction for the total volume of mammograms interpreted by each radiologist during the period in question.

RESULTS
Recall and detection rates for the 10 radiologists whose data were analyzed in the current study were computed. Each performed > 3500 interpretations (range, 3605–16,128 interpretations) during the period in question. We were unable to publish detailed information for individual radiologists without providing individually traceable data because each staff radiologist is aware of the approximate volume of screening examinations they interpreted and their approximate recall rate. These 10 radiologists interpreted a total of 98,668 cases during this time and detected 368 cases of carcinoma. Twenty-six "conversion" cases were included in the analysis. These cases originally were presented as a screening procedure but the patients underwent "follow-up" procedures (e.g., ultrasound) during the same visit (because of a physician being present on site at the time of the visit). A wide range of recall rates (range, 7.7–17.2%) and detection rates (range, 2.6–5.4 per 1000 mammograms) was observed. Despite the low number of radiologists (10), when recall and detection rates were compared using the parametric Pearson (r) correlation coefficient, the correlation between the recall and detection rates was significant (r = 0.76; P = 0.01). Similarly, a significant correlation was observed in the group of radiologists using the nonparametric Spearman correlation coefficient (rho = 0.72; P = 0.02). A linear least square fit between the recall and detection rates for the group in which each radiologist represents a single "operating point" is presented in Figure 1. Despite significant interreader variability, the slope indicates an average of 0.22 additional detections per 1% increase in recall rates (95% confidence interval on the slope is +0.068 to +0.378). The correlation between recall and detection rates remained significant (P < 0.05) after accounting for the total volume read by each radiologist using partial correlations. Repeated analyses after the exclusion of the 26 "conversion" cases indicated no substantial difference in the correlations reported herein. The correlations remained significant when the analysis was repeated for the 7 (P = 0.05), 8 (P < 0.05), and 9 (P < 0.05) highest volume radiologists. These results demonstrate that, in general, in our practice, the higher the recall rates, the higher the detection rates. This increase in detection rate was found to persist over the range of observed recall rates and extended beyond the currently recommended practice guideline of 10%.

DISCUSSION
There is little doubt that continuing education and training are important factors in the ability of radiologists to be consistent in interpreting mammograms and to improve their overall performance. However, to our knowledge, there are no conclusive data published to date regarding to what extent improvement continues beyond a certain level of training or experience. Although there are questions with regard to whether volume and experience affect performance, the general belief has been that one can reduce recall rates relatively easily without a significant impact on detection rates. As a result, there is an ongoing significant effort to do so, particularly in practices similar to ours with recall...
rates that are in the higher range (\(\geq 10\%\)). PPV as a result of screening has been of great interest as one of the indicators of the performance level of radiologists in this area.\(^8\) However, if sensitivity is affected by recall rates, particularly in a group of well-trained, high-volume radiologists whose recall rates are relatively high, the fundamental question of whether to continually pressure them to reduce their recall rates following currently accepted practice guidelines remains. This stems from the fact that the detection of “earlier tumors” with higher recall rates may be as or perhaps more important than actually reducing the recall rates or improving the PPV somewhat. It is interesting to note that an important review of several related issues suggested observations that were similar to those of the current study.\(^{10}\) Unfortunately, to our knowledge the radiology community has not objectively addressed this potentially important matter to date.

Similar to the findings reported by Yankaskas et al.\(^8\), the results of the current study suggest that detection rates generally are affected by recall rates in the lower range. However, unlike the observations of Yankaskas et al.,\(^8\) the effect in our group of 10 highly trained radiologists, who individually read a reasonably high volume of mammograms, persisted over the entire range of observed recall rates (as high as 17%). In the higher range of recall rates (\(\geq 7\%\)), Yankaskas et al.\(^8\) showed no correlation between the recall and detection rates. Therefore, their results could suggest that, in this critical range, a reduction in recall rates should not affect the detection rates. It is possible that this difference arises from the fact that the current study took place in a “reasonably stable” screening population in whom the majority of “prevalence (or “baseline”) carcinomas” had been detected already. Another possible explanation may be the number of mammograms interpreted by individual radiologists in the two studies. Clearly, more data are needed in this regard.

The total number of mammography screening interpretations by the radiologist with the lowest screening volume reported herein over a 3-year period was relatively low. However, our regionwide referral base was found to result in a large number of other diagnostic and interventional breast-imaging procedures that typically amount to approximately 50\% of the screening examinations. Hence, our radiologists should be considered as “specialists” in breast imaging.

It should be noted that in our practice the average recall rates (\(\geq 11\%\)) are generally relatively high compared with some reports,\(^{18,19}\) and they are in better agreement with, and in some cases lower than, others.\(^{15,20,21}\) We have no simple explanation for this observation. The results of the current study are in agreement with the findings of Beam et al.\(^{12}\) and others in that there is a large variability in the performance of the radiologists in this area. We did not detect a significant correlation between the volume read by the individual radiologists during the period in question and their performance level, although the radiologists in the current study all can be considered high volume, “well-trained” readers with significant experience. There are several arguments one can raise with regard to why the estimated recall and detection rates in the current study may not be precise in terms of absolute values. These include but are not limited to the inclusion of palpable cases and incomplete follow-up of cancer patients who may be lost to other institutions. The fact that our primary area of interest is the relative performance levels of the radiologists (rather than absolute) makes the results valid despite these limitations, as long as one does not bias the interpretation process by selectively assigning a specific subset to be interpreted by one radiologist or another (e.g., all “high-risk” women or all examinations of women with dense breasts are assigned to “conservative” or “high-volume” radiologists). This was clearly not the case in our practice. Therefore, one would expect that any related corrections as a result of these limitations would be largely proportional to the volume of cases interpreted by each radiologist in the course of their routine clinical practice. The correlation between detection rates and outcome or even “average stage of disease” at the time of detection is beyond the scope of this project because the number of tumors detected by an individual radiologist was too small and the follow-up time after detection too short to meaningfully assess differences, if any, in outcome.

The results of the current study suggest that before we unilaterally pressure radiologists to reduce their recall rates because of a notion that this will improve our practices (and reduce overall management costs), we need to carefully evaluate the impact such an effort may have on early (and perhaps even “earlier”) detection. If we believe that screening should focus primarily on maximizing early detection, and the earlier the better, one has to consider whether there may be an individualized optimal operating level that should be considered, rather than a “globally” recommended practice guideline of a maximum “acceptable” recall rate that applies to all screening mammographers. This view may be supported by women who appear to strongly prefer a small increase in detection rates, even at the expense of higher recall rates and the associated impact in terms of cost and added
anxiety. The current limited study included a group of 10 academic radiologists practicing at 1 institution under 1 set of practice conditions. Clearly, more data are required before one can generalize the findings reported herein to the population of radiologists who interpret screening mammography in this country. At the same time, the number and type of examinations used in the current analysis may be generalizable to the screening population in a large number of academic practices around the U.S.

Conclusions
The performance level of a radiologist in the screening environment is a complex, multifactorial issue that cannot and should not be simplified. Reducing recall rates by "decrees" (through the enforcement of recommended practice guidelines) may result in a corresponding reduction in the detection rates, hence the associated delays. The impact of external pressure on individual radiologists to reduce their recall rates should be evaluated carefully.
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Background: Computer-aided mammography is rapidly gaining clinical acceptance, but few data demonstrate its actual benefit in the clinical environment. We assessed changes in mammography recall and cancer detection rates after the introduction of a computer-aided detection system into a clinical radiology practice in an academic setting.

Methods: We used verified practice- and outcome-related databases to compute recall rates and cancer detection rates for 24 Mammography Quality Standards Act–certified academic radiologists in our practice who interpreted 115,571 screening mammograms with (n = 59,139) or without (n = 56,432) the use of a computer-aided detection system. All statistical tests were two-sided. Results: For the entire group of 24 radiologists, recall rates were similar for mammograms interpreted without and with computer-aided detection (11.39% versus 11.40%; percent difference = 0.09, 95% confidence interval [CI] = −11 to 11; P = .96) as were the breast cancer detection rates for mammograms interpreted without and with computer-aided detection (3.49% versus 3.55% per 1000 screening examinations; percent difference = 1.7, 95% CI = −11 to 19; P = .68). For the seven high-volume radiologists (i.e., those who interpreted more than 8000 screening mammograms each over a 3-year period), the recall rates were similar for mammograms interpreted without and with computer-aided detection (11.62% versus 11.05%; percent difference = −4.9, 95% CI = −21 to 4; P = .16), as were the breast cancer detection rates for mammograms interpreted without and with computer-aided detection (3.61% versus 3.49% per 1000 screening examinations; percent difference = −3.2, 95% CI = −15 to 9; P = .54).

Conclusion: The introduction of computer-aided detection into this practice was not associated with statistically significant changes in recall and breast cancer detection rates, both for the entire group of radiologists and for the subset of radiologists who interpreted high volumes of mammograms.

A mounting body of evidence suggests that early detection of breast cancer through periodic mammography screening reduces the morbidity and mortality associated with this disease (1,2). Mammography screening is rapidly gaining acceptance worldwide, and the number of mammography procedures performed continues to increase (3,4). However, mammography screening has a relatively low cancer detection rate of only two to six cancers per 1000 mammograms after the first 2 years of screening (5).

The performance levels among radiologists who read and interpret mammograms vary widely. Several factors may account for this variability. These include, but are not limited to, the low incidence of breast cancer, the difficulty in identifying suspicious (i.e., potentially malignant) regions in the surrounding breast tissue, and the tedious and somewhat repetitive nature of the task of reading mammograms (5–7).

In recent years, a major effort has been expended to develop computer-aided detection systems to assist radiologists with the diagnostic process. The hope is that these computer-aided detection systems will improve the sensitivity of mammography without substantially increasing mammography recall rates, in addition to possibly decreasing inter-reader variability. These systems are intended for the early detection of breast cancer and, accordingly, are designed to assist the radiologist in the identification (i.e., detection) of suspicious regions (i.e., findings), such as clustered microcalcifications and masses (8–10). Computer-aided diagnosis (discrimination) systems are currently being developed to help radiologists determine whether an identified suspicious region is likely to represent a benign or a malignant finding (11–13).

The U.S. Food and Drug Administration (FDA) has approved several computer-aided detection systems for clinical use, and Medicare and many insurance companies have approved reimbursement for the use of these systems in clinical practice. The initial FDA approval process for these systems included retrospective interpretations of select groups of cases in a laboratory environment (9,14,15). Results of these studies (9,15) suggest that the use of computer-aided detection systems can potentially increase cancer detection rates by approximately 20% without substantially increasing recall rates. However, there are only limited data on the impact of such systems when used prospectively in a clinical environment (16–19). We used large, prospectively ascertained databases to evaluate the recall and cancer detection rates in our clinical breast imaging practice in an
academic setting for a 3-year period during which a computer-
aided diagnosis system was introduced.

METHODS

Subjects and General Procedures

All screening mammography examinations performed in our
facilities at Magee-Womens Hospital of the University of Pitts-
burgh Medical Center (Pittsburgh, PA) and its five satellite
breast imaging clinics during 2000, 2001, and 2002 were
included in this study. Our study was carried out under an insti-
tutional review board–approved protocol.

The data sources for our analysis were databases that con-
tained information on procedure scheduling, procedure comple-
tion, radiology reporting, and procedure-related outcomes as
determined from relevant pathology reports. These databases
were assembled from the original reports for quality assurance
purposes, as required by the Mammography Quality Standards
Act (MQSA) (20), among other reasons. The same computerized
reporting system was in use throughout the study period.

In the second quarter of 2001, we introduced a computer-
aided detection system (R2 Technologies, Los Altos, CA) into
our clinical practice at the main facility, where most of the
screening mammograms in our practice were read in batch
mode. By the third quarter of 2001, more than 70% of the
screening mammograms were interpreted with use of the
computer-aided detection system. By the fourth quarter of 2001,
more than 80% of the screening mammograms were interpreted
with the assistance of the computer-aided detection system. The
radiologists in our practice could not select which mammograms
would be interpreted with or without the computer-aided detec-
tion system. After training on the computer-aided detection
system was completed (June 2001), all screening mammograms
interpreted in our main facility were processed by and inter-
preted with the assistance of the computer-aided detection sys-
tem. Radiologists at the five satellite clinics sometimes reviewed
screening mammograms if time allowed, but the number of these
cases was small, and there was no selection process that could
bias the analyses performed in this study. Knowing the schedule
for radiologists’ presence at the remote sites, we assembled a
batch of serially acquired mammograms for them to read in the
same way they would be read at the central facility, and those
mammograms were interpreted and reported in the same manner
(with the exception of the use of computer-aided detection). This
set of mammograms was not specifically selected because of
suspicious findings by the technologists. To reduce possible
biases, an individual not involved in this investigation was asked
to examine summaries of time-dependent recall rates for all
radiologists in our practice for the study period. A different team
examined all cancers detected throughout our practice as a result
of screening mammography during the same period.

During the study period, our practice performed a total of
115,571 screening examinations that were interpreted by 24
radiologists, 18 of whom interpreted more than 1000 mammo-
grams each. All radiologists were members of the Breast Imagi-
ing Section of the Department of Radiology and would be
considered breast imaging specialists in an academic practice.
We also repeated our analysis by using only data for the seven
highest volume radiologists, all of whom read more than 8000
mammograms each over a 3-year period. These seven radiolo-
gists, who were with our institution throughout the study period,
performed the most readings, both with and without computer-
aided detection assistance.

For the purpose of computing recall rates, mammograms
were considered to be positive if recall for additional imaging
evaluation was recommended (i.e., mammograms classified as
Breast Imaging Reporting and Data System [BI-RADS] cate-
gory 0) and negative if a 1-year follow-up was recommended
(i.e., mammograms classified as either BI-RADS category 1 or
2) (21). Radiologists at these facilities did not use BI-RADS
assessment categories 3, 4, or 5 for screening examinations.
Positive outcome was defined as breast cancer detected as a
result of the diagnostic work-up initiated by a positive screening
mammogram.

Computation of Mammography Recall Rates

Recall rates for each radiologist and for the group of 24
radiologists were computed directly from mammographic inter-
pretation records. In all of our analyses, we excluded recom-
mandations for recall that were due to technical reasons, such as
image artifacts (<1%). Recalls due to palpable findings identi-
fied during clinical breast examinations performed on all women
by the technologist were included in our analyses because the
majority of these findings were also marked on the mammo-
grams. Such recalls amounted to approximately 1% of the
screening examinations; hence, the underlying rates attributable
to mammography interpretations alone are approximately 1%
lower than those reported here. The women in this group of
recalls are not the same as the group of women with palpable
findings discovered by the woman herself or by a physician
during a breast physical examination. Women in the latter group
were scheduled for diagnostic examinations and were not in-
cluded in our study. In our practice, palpable findings that are
discovered by the technologists are noted during the physical
examination and the procedure continues as a screening exami-
nation (including the use of computer-aided detection). The
interpreting radiologists are aware of the technologists’ findings
and recall the women for additional procedures as needed. We
recognize that this practice may not be a common one. We
assumed that the effects of recalling this group of women due to
palpable findings, if any, on the recall rates of individual
radiologists would be proportional to the overall volume of
mammograms read by each radiologist; hence, it should not
substantially affect the results.

A small percentage (<4%) of the examinations in our prac-
tice classified as BI-RADS category 0 were scheduled for an
interpretation at a later date because the needed comparison
films were missing during the originally scheduled interpreta-
tion. Those cases were distributed proportionally to the volume
of mammograms read by each radiologist and were included in
the recall rates because it was not clear how many of them would
have been recalled anyway.

Each mammography examination was identified in our data-
base as to whether computer-aided detection was used during the
interpretation. We therefore analyzed the data according to
whether cases were interpreted with computer-aided detection.

Computation of Breast Cancer Detection Rates

Breast cancer detection rates were computed as follows: For
every breast cancer detected, we found the most recent screening
mammogram that identified a finding that led to a diagnostic follow-up and ultimately resulted in a biopsy that was positive for cancer. Only the interpreter of the original screening mammogram that led to the detection of breast cancer was credited with the finding (i.e., invasive ductal carcinoma in situ). Findings of lobular carcinoma in situ were not attributed to the interpreting radiologist as a cancer detected in the analyses. If a woman was recommended for a biopsy directly as a result of the screening examination, the interpreter was credited with the finding as well. Cases were excluded from the analysis if the most recent screening mammogram prior to biopsy had been performed more than 180 days before the biopsy or if the original interpreter had not recommended a recall (i.e., false-negative cases). We chose a cutoff of 180 days because we have found that, in the vast majority of cases, women are lost to follow-up or ignore the recall recommendation altogether if the recommended follow-up diagnostic procedure is not scheduled within 90 days or performed within 180 days of the original mammogram. We attributed any subsequent findings with recalls for diagnostic work-ups that did not take place within 180 days of the original mammogram to the subsequent examination. We included all examinations that had been originally scheduled as screening procedures but were diagnosed during the same visit and during which a diagnosis was made that resulted in a positive outcome (i.e., converted into a diagnostic procedure that led to a finding of cancer). However, these cancer cases (n = 30) were excluded from the computed breast cancer detection rates in our analysis (both nominator and denominator) because they were all diagnosed by a radiologist without the use of computer-aided detection, and we therefore could not determine whether these cases would have been detected had they undergone routine interpretation (with or without computer-aided detection) as a routine screening procedure. In addition, all breast cancer patients who were referred to us from other facilities and for whom the diagnosis did not originate from a screening examination done at one of our facilities were excluded from the analysis.

**Statistical Methods**

Recall and detection rates with and without computer-aided detection were compared by using a generalized estimating equations (GEE) logistic regression model that accounts for clustering of findings within each reader (22). In addition, we asked an independent team of investigators to evaluate the numbers of cancer cases that were detected with and without computer-aided detection by the type of abnormality(s) noted in the original report. Those findings were assigned to one of the following categories: 1) mass(es) only; 2) clustered microcalcifications only; 3) mass(es) and clustered microcalcifications; and 4) other findings. Because the performance levels of computer-aided detection systems are generally outstanding for detecting microcalcifications (16), we used the GEE model to analyze our findings with respect to possible changes in the percentage of cancer detections attributable to microcalcification clusters associated with the use of computer-aided detection. In addition, all analyses were repeated using a mixed-effect logistic regression model in which readers were considered a random effect, and modality (i.e., with or without computer-aided detection) was considered a fixed effect (23). We also examined data from the seven high-volume radiologists (i.e., those who interpreted more than 8000 mammograms each during the study period). Because of the serial nature of the analysis (namely, this was not a randomized study), we repeated the analyses with respect to the timing of the major use of computer-aided detection in our practice by comparing the results for all cases interpreted without computer-aided detection from January 1, 2000, through June 30, 2001, when computer-aided diagnosis was used in only a small percentage of cases (<0.2%) at our facilities, with results for all cases interpreted with computer-aided detection from October 1, 2001, through December 31, 2002, when most (>93%) of the cases at our facilities were interpreted with computer-aided detection. All statistical tests were two-sided.

**RESULTS**

The mean age of the screened population (n = 115,571) during the study period was 50.05 years (standard deviation = 11.17 years). During the study period, the percentage of women who were screened for the first time gradually decreased from approximately 40% in 2000 to 30% in the last quarter of 2002, whereas the percentage of women who had repeated screenings gradually increased.

Table 1 summarizes our data for the 24 radiologists who interpreted screening mammograms at our facility with and without the use of a computer-aided detection system. Among the 115,571 examinations in our database, 56,432 (48.8%) were interpreted without the use of the computer-aided detection system and 59,139 (51.2%) were interpreted with the use of the computer-aided detection system. Recall rates for the entire group of 24 radiologists were 11.39% for mammograms interpreted without computer-aided detection and 11.40% for mammograms interpreted with it (percent difference = 0.09, 95% confidence interval [CI] = -0.11 to 1.11; P = .96). Recall rates for the 18 radiologists who interpreted more than 1000 mammograms each during the study period ranged from 7.7% to 17.2% (data not shown). Recall rates for the seven high-volume radiologists who interpreted more than 8000 mammograms each during the study period ranged from 7.7% to 14.9% (data not shown). Among this latter group of radiologists, there was no

<table>
<thead>
<tr>
<th>Type of interpretation</th>
<th>No. of mammograms read</th>
<th>No. of recalls</th>
<th>No. of breast cancers detected</th>
<th>Recall rate, %</th>
<th>Breast cancer detection rate per 1000 mammograms read</th>
</tr>
</thead>
<tbody>
<tr>
<td>Without computer-aided detection</td>
<td>56,432</td>
<td>64,300</td>
<td>197</td>
<td>11.39</td>
<td>3.49</td>
</tr>
<tr>
<td>With computer-aided detection</td>
<td>59,139</td>
<td>67,411</td>
<td>210</td>
<td>11.40</td>
<td>3.55</td>
</tr>
<tr>
<td>Total</td>
<td>115,571</td>
<td>131,711</td>
<td>407</td>
<td>11.40</td>
<td>3.52</td>
</tr>
</tbody>
</table>

The analysis excluded 30 conversion (screening to diagnostic) cancer cases, all of which were interpreted without computer-aided detection.
statistically significant correlation (\(\rho = -0.21, P = .64\)) between recall rate and the total number of screening mammograms interpreted by individual radiologists. In our practice, approximately 3.0% of the cases recommended for recall are typically lost to follow-up because the woman either undergoes rescreening at another institution or ignores our recommendations. This group remained relatively constant as a percentage of recalled women over the period in question.

Table 2 summarizes our data for the seven high-volume radiologists who interpreted more than 8000 screening mammograms each with and without the use of a computer-aided detection system. During the study period, these radiologists interpreted a total of 82,129 screening mammograms and were credited with the detection of 292 breast cancers as a result of these screening procedures. In this group, the recall rates decreased from 11.62% for mammograms interpreted without computer-aided detection to 11.05% for mammograms interpreted with computer-aided detection (percent difference \(= -4.9\), 95% CI \(= -21\) to 4; \(P = .16\)).

Breast cancer detection rates for the entire group of 24 radiologists were 3.49 per 1000 screening examinations for mammograms interpreted without computer-aided detection and 3.55 per 1000 screening examinations for mammograms interpreted with it (percent difference \(= 1.7\), 95% CI \(= -11\) to 19; \(P = .68\)) (Table 1). Breast cancer detection rates for the seven high-volume radiologists were 3.61 per 1000 screening examinations for mammograms interpreted without computer-aided detection and 3.49 per 1000 screening examinations for mammograms interpreted with computer-aided detection (percent difference \(= -3.2\), 95% CI \(= -15\) to 9; \(P = .54\)) (Table 2).

The cancer detection rates associated with recalls due to the detection of clustered microcalcifications alone were 1.35 per 1000 mammograms interpreted without computer-aided detection and 1.44 per 1000 mammograms interpreted with computer-aided detection (\(P = .66\)) (data not shown). We observed no trend in breast cancer detection rates over time when we reviewed average detection rates for all 24 radiologists by calendar quarter (data not shown). We repeated our analyses using a random-effects logistic regression model and found that there were no statistically significant changes in recall rates or detection rates for all measurements presented above. Our results were not substantially affected when we compared only mammograms interpreted without computer-aided detection prior to July 1, 2001, with only those interpreted with computer-aided detection after October 1, 2001.

**DISCUSSION**

The introduction of computer-aided detection into our practice was not associated with statistically significant changes in recall and breast cancer detection rates for the entire group of radiologists as well as for the subset of seven radiologists who interpreted high volumes of mammograms. The magnitudes of the improvements we observed were substantially less than those reported in the literature as the range of possible improvements based on retrospective analyses and limited prospective data (9,17,18). The improvements we observed may be attributable to the better detection of clustered microcalcifications associated with malignancy. Our findings are consistent with the range of improvement in detection rates estimated and reported by others (9,16–18). However, our large confidence intervals reflect the relatively low number of breast cancers detected with and without computer-aided detection and the large inter-reader variability among the radiologists in our practice. Because there were no repeat measures in this database—that is, each of the examinations was interpreted only once by one radiologist—we could not assess intra-reader variability.

It should be noted that we could not provide detailed information for individual radiologists without providing individually traceable data because each staff radiologist knows his or her reading volume and approximate recall rate. Our data are not adjusted for any learning effect: namely, the majority of interpretations made without computer-aided detection occurred chronologically prior to those made with computer-aided detection. We also did not account for any effect that may have resulted from a continuous effort to improve performance (in particular, sensitivity) by group reviews of all false-negative cases or from the steps undertaken to reduce recall rates through various actions, such as monthly performance reviews and direct consultation with interpreters who had higher-than-average recall rates.

Although one could argue that some or all of the reduction in recall rates we observed for the high-volume radiologists may be attributable to the use of computer-aided detection, the corresponding decrease in cancer detection rates we observed among the radiologists in this group is not easily explained by expected practice variations. An assessment of whether the small improvement we observed in cancer detection is due to learning effects—namely, that our radiologists had substantially more overall experience interpreting mammograms without computer-aided detection than with computer-aided detection—is beyond the scope of this investigation.

This investigation covered a period during which conventional film mammography was performed in all of our screening procedures. Hence, we cannot comment on the possible effect of computer-aided detection in a digital mammography environment. In our study, we did not account for women who had decided to follow up on our recommendations elsewhere. However, because compliance in patient follow-up was relatively constant during the study period, any bias in the results due to changes in patient loss to follow-up is likely to be small.

There are limited reported data concerning the actual effect of computer-aided detection on breast cancer detection and mammograms.

<table>
<thead>
<tr>
<th>Type of interpretation</th>
<th>No. of mammograms read</th>
<th>No. of recalls</th>
<th>No. of breast cancers detected</th>
<th>Recall rate, %</th>
<th>Breast cancer detection rate per 1000 mammograms read</th>
</tr>
</thead>
<tbody>
<tr>
<td>Without computer-aided detection</td>
<td>44,629</td>
<td>5,188</td>
<td>161</td>
<td>11.62</td>
<td>3.61</td>
</tr>
<tr>
<td>With computer-aided detection</td>
<td>37,500</td>
<td>4,145</td>
<td>131</td>
<td>11.05</td>
<td>3.49</td>
</tr>
<tr>
<td>Total</td>
<td>82,129</td>
<td>9,333</td>
<td>292</td>
<td>11.36</td>
<td>3.56</td>
</tr>
</tbody>
</table>

**Table 2. Mammography recall rates and breast cancer detection rates for the seven high-volume radiologists performing screening mammograms without and with computer-aided detection**
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mography recall rates. The prospective data reported by Freer and Ullsey (16), which suggested a substantial improvement (19.5%) in breast cancer detection rates associated with the use of computer-aided detection systems, may have been affected by the fact that the results of mammographic interpretations without and with computer-aided detection were reported on the same cases (i.e., mammograms were read in one sitting, first without computer-aided detection then immediately afterward with the use of a computer-aided detection system). Another prospective study performed in a similar manner reported a 12% improvement in detection rates associated with the use of a computer-aided detection system (18). This type of protocol, namely reading mammograms without computer-aided detection followed immediately by readings of the same mammograms with the use of a computer-aided detection system and a reassessment of the original finding without computer-aided detection, may have introduced a lower level of vigilance among radiologists during the initial interpretation without computer-aided detection, because they knew that computer-aided detection would be available to them for the final recommendation and that the final interpretation did not constitute a formal clinical recommendation.

Results of the only study similar to ours, albeit on a substantially smaller group of patients and under a different set of circumstances, suggested that computer-aided detection was associated with a 13% improvement in breast cancer detection rates (17). One of the advantages of the approach taken in our investigation is that the radiologists' interpretations were performed and recorded prospectively in a clinical setting and data were collected primarily for quality-assurance purposes (24).

Our results for the interpretations made with computer-aided detection may be marginally biased because the outcomes of as many as nine recommendations for recalls and three recommendations for biopsies during the last quarter of 2002 are not yet available. Although some of these follow-up procedures or biopsies may ultimately be performed at our institution, we assume that the women who underwent the original mammograms have been lost to follow-up. However, on the basis of our typical recall-to-cancer-detection ratios (approximately 1 of 32 cases) and biopsy-to-confirmed cancer ratios (approximately 1 of 5 cases), we suspect that this bias would not substantially affect our findings or conclusions. It is possible that the gradually increasing fraction of women who had prior screening examinations created a bias in our results. Repeat screening examinations have a slightly lower number of cancers present as more are detected during the first screen, and on average, cancers detected on repeat mammograms may be more “difficult” to detect because more of the “easier” (e.g., larger) cancers are detected during the initial screen. Repeat mammograms have a lower recall rate, as the radiologists have prior films for comparison, to help inform their decision. The availability of prior examinations for comparison (in the repeat examinations) should have aided in the interpretation of these mammograms and offset the possible effect (if any) on the interpretations due to an increase in the “average case difficulty.” The fact that our recall rates and detection rates remained virtually constant over time suggests that the possible bias due to a gradual increase in repeat examinations is not a statistically significant factor. We suspect that this increasing availability of prior examinations for comparison is a general phenomenon that is observed by most mammography screening practices and that there is not a simple way to account for it in an analysis such as the one we performed. When we included the 30 examinations that had been originally scheduled as screening procedures but were diagnosed during the same visit and resulted in a positive outcome in the estimation, our actual cancer detection rate attributable to screening was 3.8 per 1000 examinations, which is reasonable for a population in which the majority of women had undergone several screening procedures prior to the study period (19).

On the basis of published performance levels of other computer-aided detection systems (25), we believe that our results are not unique to the specific computer-aided detection system that is used at our institution. It is possible, however, that in clinical practices with substantially lower recall rates than ours, computer-aided detection would have larger effects on mammography recall rates and detection rates than what we observed. Such an improvement in detection rates would be consistent with results of a study (17) that reported lower recall rates without computer-aided detection (8.02%) than with computer-aided detection (8.43%).

The financial implications of our findings are beyond the scope of this work. However, a simple assessment of the additional estimated cost of using computer-aided detection per additional cancer detected in our practice (approximately $150,000 per additional detected cancer, assuming a reimbursement rate of $10 per case for professional and technical components combined) clearly indicates that more rigorous evaluations of the cost effectiveness of this practice are needed.

Our observations with respect to recall and detection rates may be exceptions (stemming from large inter-practice variations) that highlight the need for additional recall and detection rate data from multiple clinical practices and different reading environments. However, until such data clearly demonstrate that our experience is indeed an exception, these results represent an important first step.

This analysis of our practice was designed to assess the changes, if any, that occurred in recall and breast cancer detection rates with the introduction of computer-aided detection. Our results suggest that, in our practice, neither recall rates nor breast cancer detection rates changed with the introduction of this technology at its current level of performance, particularly as related to the detection of abnormalities other than clustered microcalcifications. Due to large confidence intervals, our results are statistically consistent with the possibility of large improvements in cancer detection rates with computer-aided detection. Yet, actually observed changes in our practice were substantially lower than expected. This is not to say that the use of computer-aided detection would not be beneficial or cost-effective in other practices. Rather, we suggest that, at its current level of performance, computer-aided detection may not improve mammography recall or breast cancer detection rates (especially as related to the detection of masses) in academic practices similar to ours that employ specialists for interpreting screening mammograms.
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