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**Introduction**

The diseases that are commonly referred to as ovarian cancer in the vast majority of cases develop from the malignant transformation of a single cell type, the surface epithelium. However, the biological mechanisms leading to transformation remain unclear. The goal of this project is to elucidate some of the genetic and biological determinants of ovarian cancer, focusing on an *in vitro* model for ovarian cancer that we have developed (1-3). We have initiated primary human ovarian surface epithelial (HOSE) cell cultures and have successfully derived HOSE cell lines that have undergone immortalization and spontaneous transformation *in vitro* and can form tumors *in vivo*. Furthermore, we found that immortalization and transformation of HOSE cells can differ in the pathway used for telomere length maintenance (4), a phenomenon that we have also observed in the clinical disease. Maintenance of telomeric repeats is required for immortalization and is commonly associated with activity of telomerase [reviewed in (5)]. However, a number of tumors and tumor cell lines have been described that do not have telomerase activity in which the telomere length dependent limitation on cell division is circumvented by a mechanism called Alternative Lengthening of Telomeres (ALT) (6, 7). We have recently found that 30% of advanced stage ovarian adenocarcinomas lack telomerase activity and thus would be refractory to treatment with telomerase inhibitors. The ALT pathway also represents a salvage pathway that may be activated in tumors in response to short telomeres arising as a consequence of telomerase inhibition. We have found that the majority of our HOSE cell cultures use the ALT pathway for telomere maintenance (4), thereby providing an *in vitro* model to characterize the underlying basis of the ALT pathway in ovarian cancer. The mechanism(s) leading to ALT is unknown yet is clearly important in tumorigenesis. Using our HOSE tissue culture model and powerful molecular genetic screening tools we propose to uncover genes of relevance to ALT and malignant transformation of the ovarian surface epithelial cells.

**Body**

**Task 1:** Identifying genes that are differentially expressed in ALT HOSE cells and determining the expression pattern of candidate ALT-causing genes in a panel of immortal cell lines and ovarian tumor samples that lack telomerase expression. We have completed the research initially proposed in this aim. Progress made here has led to ongoing research efforts to continue to identify factors essential for telomere maintenance by ALT.

In this study, eight SSH libraries were derived. Specifically, RNA was pooled from three telomerase negative/ALT positive HOSE cells (*i.e.*, HIO-107, 118, and 135) and from two telomerase positive/ALT negative HOSE cells (*i.e.*, HIO-80 and 114). The first library was generated to identify genes that should be overexpressed in the ALT-positive versus ALT-negative cells. The second library was generated to uncover genes that should be overexpressed in ALT-negative versus ALT-positive cells. Libraries 3 and 4 were generated by pooling RNA from telomerase negative/ALT positive HOSE cells (*i.e.*, HIO-107, 118, and 135) and from their mortal counterparts (telomerase negative/ALT negative). Libraries 5 and six were generated by pooling RNA from telomerase positive/ALT negative HOSE cells (*i.e.*, HIO-80 and 114) and from their mortal counterparts (telomerase negative). Finally, libraries 7 and 8 were generated by pooling RNA from two HIO-118 clonal cell lines in which hTERT had been reintroduced and from their parental HIO-118 line. The cDNAs generated from each subtraction were subcloned into plasmids and the plasmids were then transfected into bacteria. Bacterial clones were selected and arrayed into 96 well microtiter plates. The bacterial arrays were duplicated and the cDNA inserts were amplified by polymerase chain reaction (PCR). The PCR fragments were evaluated by gel electrophoresis and the DNA purified and arrayed into 96 well microtiter plates. The cDNA clones were then doubly spotted onto glass slides. RNA from mortal and immortalized HOSE cells was hybridized to our custom cDNA microarray slides.

To expand our screening possibilities, we have also created glass array containing 10,000 "named" genes. We have also interrogated glass slides containing 40,000-element cDNA microarrays.
For these experiments we utilized clones from a Research Genetics sequence verified cDNA library. RNA samples are being used in parallel to evaluate both our custom cDNA and "named" cDNA microarrays. We have isolated several dozen genes with distinctive and consistent patterns of expression (e.g., either lost or gained upon immortalization, expressed in ALT versus telomerase positive). These genes are currently being evaluated in clinical samples by Northern blotting and RTPCR approaches.

We have completed characterization of an additional 50 ovarian tumors for telomerase activity versus ALT. Of the 50 tumors characterized, 28 contained detectable telomerase activity using 0.5 µg of extract. The remaining tumor extracts did not exhibit telomerase activity. To confirm whether these tumors were in fact telomerase negative, additional TRAP assays using a range of extract (from 0.05 µg to 5 µg) were carried out. In addition, telomerase negative tumors were reassessed following preparation of a second extract. Upon completion of this analysis an additional 9 tumors were determined to contain telomerase activity. Therefore, 36 out of 50 ovarian tumors analyzed (72%) were found to be telomerase positive. Southern blot analysis was carried out to determine telomere length in 9 of the 14 telomerase negative tumors where sufficient DNA was available. In addition, telomere length was determined for 16 of the telomerase positive tumors. This analysis yielded two tumors with the ultra-long telomeres (>20Kb) that are characteristic of the ALT pathway (6). The remaining 7 telomerase negative tumors had telomere lengths similar to those seen in telomerase positive tumors.

Cell lines that utilize the ALT pathway for telomere maintenance contain large multiprotein complexes in which telomeric proteins and DNA co-localize with the PML nuclear body, called ALT-associated PML nuclear bodies (APBs) (8). To determine if the tumors with telomere lengths within the size range typically seen of telomerase positive tumors were also using the ALT pathway for telomere maintenance, we are analyzing these tumors for the presence of APBs. This analysis required optimization of the ability to detect these structures in paraffin embedded tissue sections. This technical optimization has been carried out and we are able to detect APBs in paraffin embedded sections. However, we have not detected APBs in the limited subset of ovarian tumors tested. ALT has recently been reported to be activated frequently in sarcomas (9, 10) and to that end we have begun an analysis of ALT in these tumors using the technologies developed through DOD funding. Rapid progress has been made and we can definitively demonstrate ALT in approximately 20% of the liposarcomas tested to date.

Finally, we have improved our ability to profile the RNA expression patterns of tumors. First, we have derived oligonucleotides microarray. We have found that oligonucleotides microarrays give superior quality of hybridization signal relative to cDNA arrays by reducing non-specific binding and thus general background. These arrays contain 29,952 oligonucleotides that have been spotted onto polylysine coated microscopic glass slides. Each oligo in the set is 50 bp in length, correspond to HPSF® (High Purity Salt Free) quality standard and was designed to a coding region of a unique gene. Arrays have been spotted using a GeneMachine Omnigrid arrayer (GeneMachine, San Carlos, CA). From each batch of slides, one undergoes strict quality control for spot morphology and DNA abundance. Secondly, we have refined methods to amplify the RNA from microdissected tumor cells. We have recently evaluated RNA from ~10,000 microdissected cells.

We will extend our analysis of factors involved in activation and maintenance of the ALT pathway using the sarcoma samples and the techniques developed under the auspices of DOD funding. Importantly, it has recently been demonstrated that ALT is activated in cell culture model systems following telomerase inhibition. These data indicate that understanding the basis of ALT is of critical importance as telomerase inhibitors are currently being tested in clinical trials.

**Task 2:** To determine the telomere dynamics in ALT positive HOSE cells following exogenous expression of hTERT and identify genes that are differentially expressed in ALT HOSE cells following expression of hTERT. Over the course of funding from the DOD we have completed this task entirely
and have identified two telomeric factors whose expression is altered following forced expression of telomerase in ALT positive cells.

The catalytic subunit of telomerase, hTERT, was introduced into two cell lines derived from human ovarian surface epithelium (HOSE), HIO118 and HIO107, by transfection to induce telomerase activity. These cell lines have previously been characterized and demonstrated to use the ALT pathway for telomere maintenance (4). Three cell lines, HIO118A5, HIO118D6 and HIO107C6, were identified that contained telomerase activity. Two cell lines, HIO118A6 and HIO107B5, that were hygromycin resistant but did not exhibit detectable telomerase activity were also isolated. These lines provided internal controls for alterations observed in the telomerase positive clones isolated from the same transfection. The level of telomerase activity present in the HIO118A5, HIO118D6 and HIO107C6 cell lines was quantitated relative to the levels of telomerase activity in HeLa cells. The HIO118A5 and HIO107C6 cell lines had relatively stable levels of telomerase activity over the time course of these experiments. For the HIO118A5 cell line telomerase activity ranged from 1.2 to 1.5 times that present in HeLa cell extract, while for the HIO107C6 cell line telomerase activity ranged from 0.5 to 0.8 times that present in HeLa cell extract. In contrast, the HIO118D6 cell line initially had almost 1.8 times the level of telomerase activity as is present in HeLa cells; this activity gradually decreased over time in culture until it was completely absent by PD80.

Telomere length in each clonal line was analyzed by Southern blot analysis at various times during culture. At the earliest possible point for analysis, PD 16, telomere length in both HIO118 telomerase positive subclones, HIO118A5 and HIO118D6, had altered from that in the parental HIO118 cell line exhibiting an increased hybridization intensity of lower molecular weight DNA fragments. These data indicate that the presence of telomerase activity alters the telomere size distribution in ALT cells.

Cell lines that utilize the ALT pathway for telomere maintenance contain large multiprotein complexes in which telomeric proteins and DNA co-localize with the PML nuclear body, called ALT-associated PML nuclear bodies (APBs) (8). To determine if forced expression of telomerase in ALT cell lines resulted in inhibition of this marker of the ALT pathway, we carried out indirect immunofluorescence and determined the frequency of these structures in logarithmically growing cells. All of the clonal cell lines generated here contained APBs, irrespective of whether or not they had detectable telomerase activity.

Telomeres serve the essential function of providing stability to ends of linear chromosomes. One phenotype exhibited by cells that have lost telomere end-protection function is the end-to-end fusion of chromosomes (11). During anaphase, these fusions are manifested as bridges of unresolved DNA between the separating daughter nuclei. To determine if expression of telomerase resulted in increased telomere stability, we analyzed the frequency of anaphase cells that exhibited fusions in the parental HIO118 and HIO107 cell lines, all hTERT derivative cell lines, and an independently derived cell line, HIO114, that activated telomerase spontaneously upon immortalization. The parental ALT cell lines have a higher frequency of anaphase bridges than does HIO114, consistent with there being a higher level of telomere malfunction in these cell lines. The frequency of anaphase bridges in the clonal lines analyzed here was similar regardless of the presence of telomerase activity. The lowest frequency of bridges (reduced by almost 2 fold from that in the parental cells) was present in the HIO118A5 cell line, which maintained the highest consistent level of telomerase activity during the course of these experiments. However, the HIO118A5 cell line still had a higher frequency of anaphase bridges than did the telomerase positive HIO114 cell line. In the HIO118D6 cell line anaphase bridges occurred at a frequency similar to that in the parental cell line, although this cell line also had relatively high levels of telomerase activity (0.8 times of that present in HeLa cells at the time of analysis). The HIO107C6 cell line did not exhibit an alteration in the frequency of anaphase bridges relative to the HIO107 parental cell line or to the telomerase negative HIO107B5 cell line.
To identify genes potentially involved in ALT- or telomerase-dependent mechanisms of telomere maintenance, we compared gene expression profiles of parental ALT and derived telomerase-expressing HIO cell lines. Using 40,000-element cDNA microarrays we compared gene expression profiles of HIO118 A6 parental ALT versus HIO118 A5 and HIO118 D6 derived hTERT expressing cell lines. Within the subset of 250 genes (~0.6%) with expression level differences ranging from 3 to 67-fold, were those encoding hTRF2 and tankyrase 2, both telomeric-binding proteins involved in telomere protection and maintenance (11-14). Both genes were upregulated in telomerase-reconstituted cell lines suggesting that the differences in telomere structure in telomerase positive cells require increased levels of these proteins. Characterization of the role of these up-regulated telomeric genes in ALT is ongoing.

Task 3: To establish whether exogenous expression of a subset of these genes can lead to telomerase independent immortalization of primary HOSE cells. While completing identification of differentially expressed genes, we also initiated a candidate factor approach to characterize the role of tumor suppressor proteins in ALT. This line of investigation has been fruitful with respect to two tumor suppressor proteins important in ovarian cancer, p53 and BRCA1.

Current data suggest that abrogation or mutation of p53 facilitates activation of the ALT pathway (6, 16-18). In addition to its functions responding to DNA damage, p53 also acts to suppress recombination (19-21), independent of transactivation activity (22, 23), raising the possibility that p53 might regulate ALT via its role as a regulator of recombination. To test the role of p53 in ALT we utilized inducible alleles of human p53 (15, 24-26). We found that expression of transactivation incompetent p53 inhibits DNA synthesis in ALT cell lines, but does not affect telomerase positive cell lines (27). Conditional expression of p53 in clonal cell lines resulted in ALT-specific, transactivation-independent growth inhibition, due in part to perturbation of S phase (27). Utilizing chromatin immunoprecipitation (ChIP) assays, we demonstrate that p53 is associated with the telomeric complex in ALT cells (27). Furthermore, inhibition of DNA synthesis in ALT cells by p53 requires an intact ability to bind to telomeric DNA (27). We propose that p53 causes transactivation-independent growth inhibition of ALT cells by suppressing telomeric recombination. Thus, tumors containing p53 mutation may be more likely to activate ALT when challenged with telomerase inhibition. Current efforts in the lab are aimed at testing this hypothesis.

ALT cells are characterized by a specialized version of the promyelocytic leukemia nuclear body, ALT-associated PML bodies (APBs) (8). BRCA1 co-localizes with and is required for DNA replication within APBs (28). We found using chromatin immunoprecipitation that BRCA1 is associated with a complex that contains telomeric DNA in cells that use ALT. The amino terminal 1100 amino acids of BRCA1, spanning the RAD50 interacting domain and the DNA binding domain, are sufficient to permit BRCA1 focus formation and to target BRCA1 to sub-nuclear domains that contain APBs. However, co-localization of BRCA1 with APBs requires the carboxy-terminus of BRCA1. A domain of BRCA1 containing phosphorylation sites for checkpoint kinases enhanced BRCA1 focus formation, but did not affect the frequency of targeting to APBs. Using phospho-specific antibodies we found that BRCA1 associated with APBs is phosphorylated on serine residues 1457 and 1524, targeted by the ATR and ATM checkpoint kinases (29). We are currently determining the role these checkpoint pathways play in formation and maintenance of APBs.

**Key Research Accomplishments**

- Completed SSH and fabrication of all custom arrays proposed.
• Developed high density oligonucleotide microarrays to establish expression profiles in ALT and telomerase positive cells.
• Characterized 50 clinical ovarian tumors for mechanism of telomere maintenance.
• Created and characterized ALT cell lines in which telomerase has been reconstituted.
• Carried out hybridization and analysis of array data.
• Identified a panel of genes that were differentially expressed in HOSE cells upon immortalization and telomere stabilization.
• Identified a subset of these genes that were differentially expressed in ALT HOSE cells versus telomerase positive HOSE cells.
• Initiated validation of differentially expressed genes by RT-PCR and real time PCR.
• Completed characterization of 50 clinical ovarian tumors for telomerase activity.
• Completed characterization of 50 clinical ovarian tumors for telomere length.
• Developed technique to detect APBs in tumor sections.
• Developed techniques to microdissect tumor tissue from frozen sections and isolated RNA.
• Developed techniques to amplify RNA from microdissected tissues for microarrays and real time PCR.
• Derived human ovarian surface epithelium (HOSE) cells that stably express hTERT.
• Demonstrated that hTERT expression in a ALT cells did not revert their ALT phenotype.
• Reported that BRCA1 co-localizes with and is required for DNA replication within APBs.
• Found that BRCA1 is associated with a complex that contains telomeric DNA in cells that use ALT.
• Demonstrated for the first time that p53 is associated with the telomeric complex in ALT cells.
• Demonstrated that p53 negatively regulates telomere maintenance by the ALT pathway.
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Conclusions
The presence of telomerase activity in the majority of tumors and the absence of activity in most human somatic cells has made telomerase an attractive target for cancer therapeutics. Telomerase inhibition can arrest the growth of tumor cells both in vivo and in vitro. Although these approaches deserve close attention, the presence of telomerase-independent mechanisms for telomere maintenance should not be ignored. Tumors using a telomerase independent mechanism, i.e., ALT (Alternative Lengthening of Telomeres), to maintain telomeric arrays would most likely be refractory to treatment with telomerase inhibitors. Likewise, the ALT pathway represents a salvage pathway that may be activated in tumors in order to overcome therapeutic effects of telomerase inhibitors. It is our hypothesis that identification of the genes that contribute to telomerase independent telomere maintenance in human cells would allow for the development of strategies to combat growth of a significant percentage of ovarian tumors and/or may suggest strategies for prevention. We have made substantial progress towards identifying gene expression changes relevant to ALT and malignant transformation of the ovarian surface epithelial cells. Functional validation of the role of these candidates in malignant transformation of ovarian surface epithelial cells and/or ALT is ongoing. Those genes that are determined to be important in these processes will represent new targets for diagnosis and therapy.
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Telomere Length Changes in Human Cancer

Dominique Broccoli and Andrew K. Godwin

1. Introduction

Telomere length is now known to be directly responsible for limiting the capacity of cellular division in a number of human cell types (1,2). Comparison of telomere length in tumors and matched normal tissue from the same individual has indicated that the telomere repeat array is often shorter in tumors than in adjacent untransformed tissue (3–5) (Fig. 1). Changes in telomere length during human tumorigenesis are believed to reflect loss of terminal sequences resulting from the end replication problem during the cell divisions required for tumor formation. Although telomerizes are often shorter in tumors than in matched normal tissue from the same individual, these telomerizes are usually stabilized at a new length setting by the activation of the telomere maintenance enzyme, telomerase (6,7).

Telomere length is usually determined by Southern analysis of terminal restriction fragments (TRFs). This is technically the most simple protocol for visualizing telomere arrays. However, difficulties in interpreting the telomere length data generated from this technique arise owing to the heterogeneity in the number of telomeric repeats present at individual chromosome ends. In contrast to the discrete bands usually resulting from Southern analysis, telomeric signals appear as a smear of hybridization. The intensity of the signal is biased toward the larger telomeric fragments because these fragments contain a greater number of target sequences for hybridization. In addition, the TRFs being visualized via this method represent not only the canonical TTAGGG repeats but a variable amount of subtelomeric sequences (Fig. 2).

Recently, two additional methods for ascertaining telomere length have been developed. First, hybridization of TRFs can be done in solution with an oligonucleotide probe complementary to the single-stranded protrusion present at
Fig. 1. Analysis of telomere length changes in breast tumors. TRFs are from normal (N) and tumor (T) tissue from five individuals. Genomic DNA was digested with HinfI and visualized following Southern hybridization with the telomeric oligonucleotides (TTAGGG)$_4$ and (CCCTAA)$_4$. Note that TRFs are usually shorter in tumors than in adjacent normal tissue from the same individual.

Fig. 2. Telomeric arrays appear as a smear rather than as discrete bands following Southern analysis owing to heterogeneity in the amount of subtelomeric sequences (1 vs 2 and 3 vs 4) and in the number of TTAGGG repeats present at each chromosome end (1 vs 4 and 2 vs 3).

the 3' ends of chromosomes (8,9). This method reduces heterogeneity in signal intensity owing to variable amounts of target sequence, allowing quantitation of telomere length to be somewhat simplified. However, there are several of problems associated with this technique, including the necessity of running hot
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gels and the care to determine that one's DNA samples do not become denatured. Second, telomere length can be determined by in situ hybridization using peptide nucleic acid-based probes (10). This technique permits accurate determination of telomere length based on signal intensity and allows investigation of telomere length on an individual chromosome basis. However, this technique requires the generation of metaphase spreads from actively growing cultures, and data collection is onerous. Thus, peptide nucleic acid-based in situ hybridization is not yet suitable for analysis of telomere length in large numbers of human tumor samples.

This chapter describes the analysis of human telomere length in human tumors using Southern hybridization of TRFs. This is the technique that is most widely used in the field of telomere dynamics, and where possible, we have optimized the use of commercially available reagents and kits to minimize interlaboratory variation.

2. Materials

2.1. Preparation of Genomic DNA

1. Matched samples from tumor and normal tissue.
2. 10X PBSA: 1.37 M NaCl, 26.8 mM KCl, 106 mM Na2HPO4, 14.7 mM K2HPO4.
3. TNE lysis Buffer: 0.5 M Tris-HCl, pH 8.9, 10 mM NaCl, 15 mM EDTA.
4. Proteinase K (10 mg/mL).
5. Phenol (saturated with 0.1 M Tris/0.2% β-mercaptoethanol, pH 8.0).
6. 3 M Sodium acetate, pH 5.7.
7. Absolute and 70% ethanol.
8. T10E20: 10 mM Tris-HCl/20 mM EDTA, pH 7.5.
9. RnaseA (10 mg/mL).
10. 10% Sodium dodecyl sulfate (SDS).
12. T10E1: 10 mM Tris-HCl/1 mM EDTA, pH 8.0.
13. Centrifuge.
14. Polypropylene tubes (15 and 50 mL).
15. Rotator.

2.2. Digestion and Quantitation of DNA Samples

2. Incubator.
3. Fluorometer (Bio-Rad, Hercules, CA).
4. DNA quantitation kit (Bio-Rad) containing 10X TEN (100 mM Tris-HCl, 2 M NaCl, 10 mM EDTA, pH7.4), 1 mg/mL of calf thymus DNA, and 10 mg/mL of Hoechst 33258 (bisbenzamide). Alternatively, components for quantitation can be purchased separately.
5. Cuvets.
2.3. Southern Blotting

1. Agarose.
2. Ethidium bromide (10 mg/mL).
3. 5X Tris-borate EDTA (TBE) buffer.
5. Agarose gel electrophoresis chamber and power supply.
6. 0.25 N HCl.
7. Denaturing solution: 0.5 M NaOH, 1.5 M NaCl.
8. Neutralizing solution: 1 M Tris-HCl, pH 7.5, 1.5 M NaCl.
10. Stratalinker (Stratagene).
11. Transfer apparatus (capillary or electroblot).

2.4. Probe Preparation and Hybridization

1. Hybridization mix: 0.5 M NaH₂PO₄, 10% BSA, 7% SDS.
2. Filter unit (500-mL, 0.45-μm) (Nalgene).
3. Hybridization setup (water bath, oven, and so on).
4. ProbeQuant G-50 microcolumns (Pharmacia).
5. T4 kinase and 5X Forward Reaction Buffer (Gibco-BRL).
6. γ²P-ATP (3000 Ci/mmol).
7. (TTAGGG)₄ and (CCCTAA)₄ oligonucleotides (100 ng/μL).
8. TES: 10 mM Tris-HCl, pH 7.4, 1 mM EDTA, pH 8.0, 0.1% SDS.
9. Pyrex dish or tupperware.
10. 4X Saline sodium citrate (SSC), 0.1% SDS.
11. Autoradiographic film or Phosphorimagery cassette.

3. Methods

3.1. Preparation of Genomic DNA (see Note 1)

It is essential that tissue samples are pathologically evaluated to minimize cross contamination of tumor tissue with normal tissue. Tissues should be flash frozen and stored at −70°C until use.

1. Rinse approx 1 g (1 cm³) of frozen tissue with 1X PBSA.
2. Decant the wash and finely mince the specimen (~1 g or 1 cm³) with a razor or scalpel blade.
3. Place the minced tissue into a 50-mL polypropylene tube and add 10 mL of TNE lysis buffer supplemented with 500 μg/mL of proteinase K and 1% SDS.
4. Parafilm the cap and incubate overnight at 37°C with constant rocking.
5. Add an equal volume of phenol saturated with 0.1 M Tris/0.2% β-mercapto-ethanol (pH 8.0), and mix gently at room temperature for 10–15 min.
6. Centrifuge at 1400g for 10 min.
7. Remove the aqueous phase (upper layer) with a wide-bored pipet (e.g., 25-mL disposable pipet), and transfer to a fresh 50-mL polypropylene tube. Repeat the
phenol extraction as described previously until the interphase between the aqueous and organic layers is clear.

8. Transfer the final aqueous phase to a fresh tube. This solution will be very viscous, and care should be taken to slowly and gently remove the aqueous phase to limit the contamination with the phenol solution.

9. Add 0.1 vol of 3 M sodium acetate (pH 5.7) and 2 vol of cold absolute ethanol.

10. Precipitate the DNA by rotating gently for 5–10 min. The genomic DNA will precipitate into a white stringy clump. Loosely spool strands of DNA around a glass pipet or a yellow pipet tip and transfer to a fresh 50-mL tube.

11. Wash the spooled DNA by rotating the DNA in 25–35 mL of 70% EtOH for 5–10 min at room temperature.

12. Air-dry the DNA and place in a 15-mL polypropylene tube (Falcon 2059). Resuspend the DNA in 3 mL of T<sub>10E<sub>20</sub>, by rotating overnight at 4°C.

13. Add 100 μg/mL of RNase A (10 mg/mL stock) and incubate at 37°C for 30 min.

14. Add proteinase K and SDS to final concentrations of 200 μg/mL and 1%, respectively. Incubate for 1 h at 48°C.

15. Extract twice with equal volumes of phenol/chloroform/isoamyl alcohol (25:24:1) as described in steps 5–8.

16. Add 0.1 vol of 3 M sodium acetate, 2 vol of cold absolute EtOH to the aqueous phase, and spool the DNA as before.

17. Wash the DNA with 70% ethanol.

18. Air-dry the DNA and then vacuum dry the pellet.

19. Resuspend the dried DNA in 1 to 2 mL of T<sub>10E</sub> by rotating overnight at 4°C.

20. Store the DNA samples at 4°C. The concentration of the sample may be determined using a spectrophotometer at this time, but because the viscosity of the solution makes accurate pipetting difficult, these measurements are not very reliable.

3.2. Digestion and Quantitation of DNA Samples

1. Digest 5–10 μL of the DNA sample (no more than 5 μg) in a 50-μL reaction overnight at 37°C with 25U of H<sub>inf</sub>1. The DNA should be pipeted using sawed-off tips to minimize shearing and facilitate pipetting. Incubation should be carried out in an incubator rather than a water bath to minimize condensation of the reaction on the lid of the Eppendorf tube.

2. Briefly spin the tubes to collect the reaction volumes at the bottom of the tube.

3. Quantitate the amount of DNA in each reaction using the Bio-Rad fluorometer (or similar equipment) and the DNA quantitation kit (Bio-Rad).

4. Prepare sufficient 1X TEN (2 mL/sample to be quantitated).

5. Add Hoechst 33258 to a final concentration of 1 μg/mL.

6. Zero the fluorometer using 2 mL of the TEN/dye solution.

7. Calibrate the fluorometer by adding 5 μL of 100 μg/mL calf thymus DNA (equivalent to a total of 500 ng of DNA).

8. Check the calibration by adding 10 μL of 10 μg/mL calf thymus DNA to 2 mL of TEN/dye solution.
9. Determine the concentration of DNA in each digest by adding 2 µL of the reaction to 2 mL of TEN/dye solution.
10. Calculate the volumes required to load 1 µg to 2.5 µg of DNA/lane on an agarose gel.

3.3. Southern Blotting

1. Pour a 20 × 20 cm² agarose gel. The agarose mix is composed of 0.7% agarose in 0.5X TBE buffer supplemented with 1 µg/mL of ethidium bromide.
2. Load equal amounts of each DNA sample on the gel. We add 0.1 vol of loading dye to each sample. Also include molecular weight markers (see Note 2).
3. Run the gel at 30 V until the dye front has entered the gel. The gel can then be turned up to 80 V or continued running at 30 V. The gel should be run for a total of 700–1000 Vh.
4. Check the gel by observing on an ultraviolet light box. The gel should run until the 2-kb molecular weight marker is at the bottom. The majority of the genomic DNA should have run off the gel since HindIII is a frequent cutter in bulk genomic DNA with resulting average sized fragments <2 kb. The intensity of ethidium bromide staining should appear equal for all lanes.
5. Take a picture of the gel with a ruler next to the molecular weight markers.
6. Incubate the gel for 15 min at room temperature with 0.25 N HCl on a rotator. The volume should be sufficient to cover the gel completely.
7. Treat the gel twice for 20 min each in denaturing solution on a rotator.
8. Treat the gel twice for 30 min each in neutralizing solution on a rotator.
9. Rinse the gel with ddH₂O.
10. Transfer the DNA to a Hybond N membrane by capillary transfer or using an electroblot apparatus. After transfer is complete, mark the location of the wells.
11. Crosslink the DNA to the membrane by treating in a Statalinker (Stratagene) at 1200 mJ (the “autocrosslink” setting). The membrane can be stored for an unlimited time or immediately be hybridized to detect the TRFs.

3.4. Probe Preparation and Hybridization

The hybridization mix is made in 500-mL aliquots and will last for months at room temperature. The solution should be incubated at 50°C overnight to ensure complete dissolution of the SDS and BSA. The following morning, the hybridization mix is filtered through a 0.45-µm filter unit. This step eliminates “speckling” appearing on the films. Where possible, the procedures below utilize commercially available reagents to eliminate variation from experiment to experiment.

1. Prehybridize the filter at 55°C in 10 mL hybridization mix for at least 30 min at 55°C.
2. While the filter is prehybridizing, label the oligonucleotides. We use a 1:1 mixture of the two oligonucleotides (a total of 200 ng of oligonucleotide) (see Note 3).
3. End label the oligonucleotides using T4 kinase and 20 pmol (12 µL of 3000 Ci/mmol) of γ³²P-ATP for 45 min to 1 h at 37°C in a final volume of 20 µL (4 µL of 5X forward reaction buffer, 1 µL of each oligonucleotide [100 ng/µL], 2 µL of T4 kinase, 12 µL of γ³²P-ATP).
4. Stop the reaction by adding 30 µL of TES to the reaction to achieve a final volume of 50 µL.
5. Remove the unincorporated radionuclide from the reaction using ProbeQuant G-50 microcolumns (Pharmacia).
6. Determine the efficiency of labeling in a crude manner using a Geiger counter. The probe should be labeled such that the counter is saturated on the most sensitive setting when the monitor is held approx 1 in. from the tube.
7. Add the probe to 7 mL of hybridization mix. Replace the prehybridization solution with the hybridization solution and incubate at 55°C overnight.
8. Wash the filter twice for 20 min each in 4X SSC/0.1% SDS at room temperature. Use a Geiger counter to monitor the filter. There should be very few counts remaining in the center of the filter and background levels of radiation at the top and bottom of the filter. If necessary, wash the filter an additional time in 4X SSC/0.1% SDS at 55°C.
9. Wrap the filter in plastic wrap and expose to autoradiographic film or a Phosphorimager cassette. The exposure time and use of intensifying screens varies with experiments and efficiency of hybridization and can range from 2 h with two screens at −70°C to 3 d with two screens at −70°C.

4. Notes
1. Genomic DNA can be prepared using a number of commercially available kits. We have had mixed results using kits and recommend determining the quality of DNA prepared in this manner by running 1 µL of the sample on a gel prior to digestion. Up to 50% of the genomic DNA isolated using kits may be degraded and therefore unsuitable for this type of analysis.
2. Internal telomeric fragments of approx 2 and 2.3 kb act as internal controls for loading and the integrity of DNA.
3. Because of the highly repetitive nature of telomeres, hybridization to these sequences is occasionally uneven. This is owing to insufficient quantities of probe sequence relative to target sequence, i.e., unsaturated conditions. The amount of oligonucleotide suggested in the protocol is usually sufficient to prevent this problem. However, in the event of uneven hybridization patterns, 100–200 ng of unlabeled oligonucleotides should be added to the hybridization mix.
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Zaine R. Abdul Razak,1 Robert J. Varkonyi,1 Michelle Kulp-McEliece,1† Corrado Caslini,1 Joseph R. Testa,2 Maureen E. Murphy,2 and Dominique Broccoli*1

Department of Medical Oncology,1 Human Genetics Program,2 and Department of Pharmacology,3 Fox Chase Cancer Center, Philadelphia, Pennsylvania 19111

Received 2 October 2003/Returned for modification 27 November 2003/Accepted 26 March 2004

Telomere stabilization is critical for tumorigenesis. A number of tumors and cell lines use a recombination-based mechanism, alternative lengthening of telomeres (ALT), to maintain telomere repeat arrays. Current data suggest that the mutation of p53 facilitates the activation of this pathway. In addition to its functions in response to DNA damage, p53 also acts to suppress recombination, independent of transactivation activity, raising the possibility that p53 might regulate the ALT mechanism via its role as a regulator of recombination. To test the role of p53 in ALT we utilized inducible alleles of human p53. We show that expression of transactivation-incompetent p53 inhibits DNA synthesis in ALT cell lines but does not affect telomerase-positive cell lines. The expression of temperature-sensitive p53 in clonal cell lines results in ALT-specific, transactivation-independent growth inhibition, due in part to the perturbation of S phase. Utilizing chromatin immunoprecipitation assays, we demonstrate that p53 is associated with the telomeric complex in ALT cells. Furthermore, the inhibition of DNA synthesis in ALT cells by p53 requires intact specific DNA binding and suppression of recombination functions. We propose that p53 causes transactivation-independent growth inhibition of ALT cells by perturbing telomeric recombination.

Telomeres are specialized structures that confer stability to naturally occurring ends of DNA molecules. Telomere stabilization is critical for the unlimited cellular proliferation that is necessary for tumor formation. While most tumors achieve telomere stabilization through the activation of telomerase (48), a subset of tumors utilize a telomerase-independent mechanism termed alternative lengthening of telomeres (ALT) to maintain chromosome termini (7, 8). Telomere length in ALT-positive cell lines is highly heterogeneous, with repeats ranging in size from <5 kb to >20 kb (8). A subset of cells in ALT-positive cell lines also contain large multigene complexes in which the telomere binding proteins TRF1 and TRF2 and telomeric DNA colocalize with the promyelocytic leukemia (PML) nuclear body, termed ALT-associated PML bodies (APBs) (65). The PML nuclear body is a multiprotein nuclear structure that has been implicated in the control of a number of cellular processes including apoptosis (41, 47), leading to the suggestion that cells containing APBs might be targeted to undergo apoptosis. However, APB-positive cells incorporate bromodeoxyuridine (BrdU) and, thus, are able to carry out DNA replication (22). In addition, the frequency of cells containing APBs is increased when cultures are enriched for cells in the late S phase or G2/M phase of the cell cycle (22, 62), suggesting that the formation of APBs is coordinately regulated with the cell cycle.

Studies carried out with Saccharomyces cerevisiae indicate that telomerase-independent telomere maintenance occurs via a recombination-based mechanism (12, 32, 55). Telomere elongation is RAD52 dependent and may occur through a recombination of either telomeric or subtelomeric repeats. It is likely that a recombination-based mechanism also underlies ALT in mammalian cells. Consistent with this hypothesis, immunohistochemical analysis demonstrated that RAD51, RAD52, and the RAD50/MRE11/NBS1 complex colocalize with APBs (65). Studies investigating the fate of a single marked telomere in an ALT-positive cell line also support a recombination-based mechanism (42). In these experiments, rapid changes in the length of the telomere repeat array were observed rather than the gradual changes in size more commonly associated with telomerase activity or telomere loss associated with cell divisions. Furthermore, it has been demonstrated that a unique tag embedded in a single telomere will spread to other telomeres in ALT cell lines, leading to the proposal that telomere elongation occurs through intertelomeric gene conversion (17). However, this only occurs when the tag is flanked by telomeric sequences, suggesting that the recombination event occurs within the TTAGGG repeat array. In contrast, the characterization of the telomeric structure in mouse embryonic stem cells deficient in telomerase suggests that recombination may occur within subtelomeric repeats (38).

The mutation of the tumor suppressor protein p53 has been implicated as a contributing factor for ALT activation. Over 80% of the cell lines that use ALT for telomere maintenance are impaired in the p53 pathway, either due to the expression of viral oncoproteins or through a p53 mutation (26). In one study, all 10 of the cell lines derived from breast fibroblasts of an individual with Li Fraumeni syndrome, carrying a germ line mutation in p53, used ALT for telomere maintenance (8). Similarly, the expression of dominant-negative p53 in conjunc-
tion with the overexpression of cyclin D1 yielded an ALT-positive immortal cell line (39). Finally, it has recently been reported that ovarian tumors harboring p53 null mutations are more likely to be telomerase negative (50), although it was not established in this study how many of these tumors exhibited the ultralong telomeres and APBs that are characteristic of ALT. While these data suggest that p53 mutation provides a permissive environment for the activation of the ALT pathway of telomere maintenance, it must be pointed out that the majority of p53-compromised cell lines and tumors use telomerase to achieve telomere stabilization. Thus, mutation of the p53 pathway is not sufficient for ALT activation but may be one of several required changes.

Interestingly, from the standpoint of recombination at telomeres, p53 has been found to suppress recombination in vivo. For example, cell lines expressing mutant p53 have increased rates of homologous recombination (3, 34, 58). Likewise, the expression of p53 can inhibit the generation of a recombinant chromosome derived from related simian virus 40 (SV40) chromosomes in cell culture (16, 57), p53 also interacts physically with RAD51 and RecA, inhibiting their function (53), and has been found to bind to Holliday junctions and facilitate cleavage of these structures by the Holliday junction resolvases T4 endonuclease VII and T7 endonuclease I in vitro (29). The suppression of recombination by p53 does not require its transcription activation function (4, 15, 59), suggesting that p53 exerts its effect on recombination independent of changes in gene expression. Because present evidence indicates that ALT involves telomeric recombination, that loss of p53 function is correlated with activation of ALT, and that p53 is involved in suppressing recombination, we sought to determine the role of p53 in the regulation of ALT.

**MATERIALS AND METHODS**

**Cell lines, constructs, and transfection conditions.** HIO107, HIO80, HIO120, and HIO114 human ovarian surface epithelial cell lines (1), derived from four different individuals, were maintained in a 1:1 mixture of Media 199 and MCDB-105 medium supplemented with 4% fetal bovine serum and 0.2 IU of porcine insulin (Lilly) per ml. The mesotheloma 6 (Mes6) colorectal cell line (19) was maintained in RPMI medium with 10% fetal bovine serum. The Wi38VA13/RA2 embryonic lung fibroblast cell line was maintained in Dulbecco's modified Eagle's medium with 10% fetal bovine serum. Temperature-sensitive alleles of p53 (tp53) have been described in detail previously. Temperature sensitivity is conferred by a well-characterized mutation of alanine to valine at position 138 (33, 35). The loss of transactivation function was achieved by mutating amino acid 22 from leucine to serine and amino acid 23 from tryptophan to glutamine, resulting in p53(22/23) (31). Both alleles of p53 are inactive when cells are cultured at 39°C and are active when cells are cultured at 32°C. The R273H, R248Q, and R175H mutations were introduced into the p53(22/23) allele by using the QuickChange XL site-directed mutagenesis kit (Stratagene) and the primer pairs R273H-F, 5′-CA GTCTTGGACTGATTTGCTGCTGTC-3′ and R248Q-R, 5′-GGGAAGTGGCTCAGCTCC-3′, respectively, recommended by the manufacturer. The incorporation of the point mutation was confirmed by sequencing. To generate stable lines that express temperature-sensitive wild-type or transactivation-incompetent p53 in HIO107 and HIO114, cells were transfected by electroporation by using a Gene Pulser II apparatus (Bio-Rad) at 280 V and 975 μF. For transient transfections, all of the above cell lines were treated with FUGENE 6 reagent (Roche) as recommended by the manufacturer. The cells were subcultured directly onto coverslips 24 h posttransfection and allowed to recover overnight at 39°C. For BrdU analysis, cultures were grown at 39 or 32°C for 48 h prior to pulsing with 10 μM BrdU for either 40 min or 24 h.

**Indirect immunofluorescence.** Cells were grown directly on coverslips and processed for immunofluorescence as described previously (22). The detection of APBs was carried out by using an affinity-purified rabbit polyclonal antibody (FC-08 [22]) raised against a peptide contained in the amino terminal domain of hTRF2 diluted 1:200 and a goat polyclonal antibody against the N terminus of PML (N-19; Santa Cruz) diluted 1:5,000.

Detection of BrdU incorporation was carried out by using a BrdU labeling and detection kit I (Roche) according to the recommendations of the manufacturer. The cells were harvested immediately after BrdU exposure. p53 was detected by using a rabbit polyclonal antibody (FL-393; Santa Cruz) diluted 1:20,000. BrdU was detected by using a mouse monoclonal antibody (diluted 1:50) provided by the manufacturer (Roche). For each cell line, at least 50 cells were scored.

Primary antibodies were detected by using tetramethyl rhodamine isothiocyanate-conjugated donkey anti-rabbit immunoglobulin G (IgG), fluorescein isothiocyanate (FITC)-conjugated donkey anti-goat IgG and FITC-conjugated donkey anti-mouse IgG (Jackson ImmunoResearch). The secondary antibodies did not cross-react. Following incubation with secondary antibodies, the DNA was stained with 0.2 μg of DAPI (4′,6-diamidino-2-phenylindole) per ml.

**Western blot analysis.** Protein lysates were prepared by solubilizing 5 × 10⁵ cells in Laemmli sample buffer (Bio-Rad) per ml. Protein from 2 × 10⁶ cells were applied on sodium dodecyl sulfate (SDS)-10% polyacrylamide gel electrophoresis (PAGE) gels per lane. Proteins were detected by using the following primary antibodies: rabbit polyclonal antibody against p53 (FL-393; Santa Cruz), mouse monoclonal antibody against p21 (wAF1-P'; P; Santa Cruz), and mouse monoclonal antibody against SV40 large T antigen (T-Ag) (Pab108; Santa Cruz). Secondary antibodies used were horseradish peroxidase-linked whole antibody reagent detected by rabbit IgG and sheep against mouse IgG (Amersham Pharmacia) and were detected by either an ECL kit (Amersham Pharmacia) or SuperSignal West Dura (Pierce).

**Viability and apoptosis assay.** Viable and apoptotic cells were quantitated by using a Guava personal cytometer and the Guava ViaCount Reagent or the Guava Nexin Kit, respectively, following the manufacturer’s specifications. Cells were incubated at 39 or 32°C and harvested every 24 h for up to 96 h. For viability, cells were stained with the ViaCount Reagent. Apoptotic cells were detected by staining with annexin V and 7-aminoactinomycin D (7-AAD) by using the Guava Nexin kit. Both early apoptotic (annexin V-positive, propidium iodide-negative) and late apoptotic (annexin V- and 7-AAD-positive) cells were included in the analysis.

**FACS analysis.** For hydroxyurea (HU) arrests, cells were exposed to 1 mM HU for 22 h prior to harvesting for fluorescence-activated cell sorter (FACS) analysis. For BrdU analysis, cells were pulsed with 10 μM BrdU for 40 min just prior to harvest. Cells were collected by trypsinization, washed twice with 1× phosphate buffered saline (PBS)–2 mM EDTA and fixed in 70% ethanol. Following fixation, the DNA was denatured by exposure to 2 M HCl-0.5% Triton X-100 for 30 min at room temperature. The acid was then neutralized with 0.1 M sodium borate, and BrdU was detected by incubating for 30 min at room temperature with FITC-conjugated mouse anti-BrdU (Becton Dickinson). DNA was detected by staining with propidium iodide (50 μg/ml). For dual analysis of BrdU and CD19, the cells were transiently cotransfected with CD19 (37) and an immunoblot or t-PCRSTTA by using a FITC-conjugated mouse anti-CD19 reagent, subcultured 24 h posttransfection, and allowed to recover for 4 to 5 h at 39°C. The cells were then shifted to 32°C for an additional 48 h prior to pulsing with 10 μM BrdU for 40 min. Cells were harvested by trypsinization, washed twice with 1× PBS-0.1% bovine serum albumin-0.02% sodium azide, incubated with phycoerythrin-conjugated anti-CD19 (Becton Dickinson) for 1 h at 4°C, and fixed in 70% ethanol. After at least 12 h of fixation at 4°C in the dark, the cells were incubated with 1% paraformaldehyde-0.01% Tween 20 in PBS for 30 min, followed by treatment with DNase I for 10 min at room temperature. BrdU was detected by incubating the cells for 30 min at room temperature with FITC-conjugated mouse anti-BrdU (Becton Dickinson). For all analyses, the cells were analyzed by using a Becton-Dickinson FACScan and FlowJo Software.

**Chromatin immunoprecipitation assay.** Chromatin immunoprecipitation (ChIP) was carried out using the ChIP assay reagents (Upstate Biotechnology Laboratories) essentially as described by the manufacturer. Briefly, 1 × 10⁶ cells were cross-linked for 10 min at room temperature by the addition of formaldehyde to a final concentration of 1%. The reaction was stopped by adding glycine to a final concentration of 0.125 M. Nuclei were isolated, and the chromatin was sonicated 10 times for 10 s each time by using a 2-mm tip and 60% power to generate fragments averaging 1 to 2 kb. GammaBind Plus Sepharose beads (Amersham) were incubated with the chromatin for 1 h at 4°C to preclar the chromatin. The preclarred chromatin was incubated overnight at 4°C with the following primary antibodies: goat polyclonal human TRF2 (Ingenez), goat polyclonal p53 (C-19; Santa Cruz), or goat serum IgG (Santa Cruz). Immune complexes were collected on GammaBind Plus Sepharose beads for 2 h at 4°C.
p53 inhibits DNA replication in cell lines that use ALT for telomere maintenance. To determine if p53 inhibits the growth of ALT cells, we made use of four ALT cell lines. Three of these were derived from human ovarian surface epithelium from independent individuals (HIO107, HIO120) and the fourth cell line, WI38-VA13/2RA, was derived from fetal human lung fibroblasts. In addition, three telomerase-positive cell lines were used. The first is from a human ovarian surface epithelium cell line derived from a fourth individual (HIO114), the second is derived from a mesothelioma (Mes06[19]), and the third is a HeLa cell line. All the HIO cell lines and WI38-VA13 were immortalized with SV40 and contain large T-Ag. Large T-Ag binds to and sequesters p53, preventing it from responding to DNA damage and rendering cells containing this viral oncoprotein null for the p53 pathway. The Mes06 cell line is derived from a malignant mesothelioma and also contains SV40 (19). Finally, in HeLa cells p53 is inactivated by human papillomavirus E6/E7.

The cell lines were transiently transfected with a temperature-sensitive allele of human p53 (ts-p53) containing a mutation in the transactivation domain that impairs the ability of p53 to confer growth arrest or apoptosis in response to DNA damage (27, 31, 44). At 39°C, this transactivation-incompetent allele (ts-p53TA) is in mutant conformation and unable to bind specifically to DNA (33, 35). At 32°C, ts-p53TA is in a wild-type conformation and is able to bind to p53 target sequences. It should be noted that at both 39 and 32°C ts-p53 alleles retain nonspecific DNA binding activity (30, 63), and so phenotypes observed only at 32°C require the specific DNA binding activity of p53.

To quantitate the level of proliferation, the nucleotide analog BrdU was added to transfected cells for the final 40 min of culture in order to label cells in S phase. Indirect immunofluorescence was carried out to detect p53 and BrdU (Fig. 1A). Due to the presence of large T-Ag, all the cells in each culture contain stabilized p53. However, under the staining conditions used here, only the transfected cells overexpressing p53 were positive and were scored (Fig. 1A). Because p53 is overexpressed, the protein is often present in both the cytoplasm and the nucleus. The frequency of cells with high levels of p53 (i.e., that were expressing the exogenous p53 allele) that were also BrdU positive was determined for each cell line at 39°C and at 32°C (Fig 1B, ts-p53TA+). The effect of the different culture temperatures was controlled by scoring the difference in the frequency of BrdU-positive cells transfected with empty vector at the two temperatures (Fig. 1B, vector). A ratio of BrdU-positive cells at the two temperatures was then generated, where a value of 1 indicates no difference in the amount of BrdU incorporation when cells are cultured at the two temperatures. The ratio of BrdU incorporation at the two temperatures in cells transfected with the empty vector ranged from 0.4 in the Mes06 cell line (telomerase positive) to 0.9 in the HIO120 cell line (ALT positive), indicating that cell growth was inhibited at 32°C to various extents in the different cell backgrounds (Fig. 1B). The expression of ts-p53TA at the active temperature of 32°C reduced the frequency of BrdU-positive cells in all ALT cell lines tested relative to the ratio generated from cells transfected with empty vector (Fig. 1B), indicating that the expression of ts-p53TA inhibits DNA replication beyond the effects induced by culturing at a lower temperature. In contrast, the expression of ts-p53TA did not have an inhibitory effect on BrdU incorporation in the telomerase-positive cell lines. There was either a similar ratio of BrdU incorporation in cells transfected with ts-p53TA compared to the vector or a higher frequency of BrdU-positive cells when ts-p53TA was expressed.

To assess the inhibition of DNA replication in an independent assay, cells were cotransfected with ts-p53TA and the cell surface marker CD19 (37). Following culture as above, cells were harvested for FACS analysis and stained for BrdU incorporation and CD19 expression. Transfected cells were identified based upon being CD19 positive, and the frequency of BrdU-positive cells in this population at either 39 or 32°C was determined (Fig. 1C and 1D). Again, the cell lines were variably sensitive to growth at 32°C as demonstrated by transfection with empty vector, and the expression of ts-p53TA inhibited DNA replication specifically in the ALT cell lines. Together, these data indicate that p53 inhibits cellular proliferation, as measured by decreased DNA replication, in a transactivation-independent manner specifically in ALT cell lines. Transactivation-incompetent p53 inhibits growth of cell lines that use ALT for telomere maintenance. To further define the growth inhibitory role of p53 in ALT cells, we generated clonal cell lines that express similar levels of temperaturesensitive human p53 protein (ts-p53WT) or ts-p53TA protein in the HIO107 ALT and HIO114 telomerase-positive parental backgrounds. Both the HIO107 and HIO114 cell lines retain wild-type p53 (A.K. Godwin, unpublished data) which is inactivated by the presence of large T-Ag. The expression levels of p53 are increased in the p53 clonal cell lines relative to the parental cell lines (Fig. 2A and data not shown). This increase in the expression of p53 is sufficient to activate cellular responses, because cells expressing ts-p53WT accumulate p21WAF1 protein, a p53-responsive gene, when cultured at 32°C (Fig. 2A). In contrast, p21WAF1 does not accumulate in the cell lines expressing ts-p53TA, despite a similar increase in the level of p53 protein relative to the parental cell lines. None of the cell lines accumulated significant levels of p21WAF1 at 39°C, when both p53 proteins are in mutant conformation. The lack of p21WAF1 accumulation in the cell lines expressing the ts-p53TA allele also indicates that significant levels of the endogenous wild-type p53 are not released from large T-Ag in the presence of the exogenously expressed p53. As expected, expression of ts-p53WT at 32°C resulted in increased levels of
apoptosis over 72 h (Fig. 2B). The difference in the relative levels of apoptosis following the expression of ts-p53WT in the HIO107 and HIO114 cell lines is due to an approximate two-fold higher level of background apoptosis in the HIO114 cells. The increased apoptosis that occurs following the expression of ts-p53WT at 32°C can be attributed to p53 as it is not observed when either cell line is grown at 39°C and is not observed at either temperature in the parental cell lines. Consistent with previous reports (43, 44), apoptosis is impaired in both the HIO107-T and HIO114-T cell lines relative to the cell lines expressing ts-p53WT (Fig. 2B).

The effects of p53 expression on cell growth were assessed. The HIO107 ALT and HIO114 telomerase-positive parental cell lines proliferate at both temperatures, although growth is slower at 32 than at 39°C. As expected, the expression of ts-p53WT in either the HIO107 or the HIO114 cell line causes cell death (Fig. 2C). The HIO107-T ALT cell line also exhibited growth inhibition at 32°C (Fig. 2C), while the HIO114-T telomerase-positive cell line continued to proliferate. Similar results were obtained with other independent clones of HIO107 and HIO114 expressing ts-p53WT and ts-p53TA (data not shown). These data suggest that p53 specifically inhibits the growth of ALT cells through a transactivation-independent mechanism.

The inhibition of DNA replication occurs rapidly after the expression of ts-p53TA at 32°C. Thus, this phenotype is unlikely to rely upon the gradual telomere attrition that is associated with cellular division in the absence of a mechanism to replicate chromosome termini. However, to establish if expression of the p53 alleles induced rapid alterations in telomeric
FIG. 2. Characterization of ALT-positive HIO107 or telomerase-positive HIO114 cell lines expressing either wild-type (WT) or transactivation-incompetent (TA) p53. (A) Western blot analysis of whole-cell extracts from the indicated cell lines prepared after 48 h of growth at 39 or 32°C probed to detect p53, p21SaP1, and T-Ag as a loading control. p53-TA does not result in accumulation of p21SaP1 protein. P, parental cell line. (B) Frequency of apoptotic cells, detected by 7 AAD and annexin V staining, in the indicated cell lines. Results are shown as the increase (n-fold) in apoptosis when cells are cultured at 32°C compared to the level of background apoptosis in the culture at 39°C. Relative to ts-p53WT, the ts-p53TA allele is impaired in its ability to induce apoptosis at the permissive temperature of 32°C. (C) Growth curves of the HIO107 ALT (squares) or HIO114 telomerase-positive (circles) derived cell lines at 39°C (open symbols; solid line) or 32°C (filled symbols; dashed line). Expression of p53-TA causes growth inhibition in the HIO107 ALT background. The results are the summary of experiments done in triplicate. Where they are not visible, the standard error bars are below the resolution of the graph.

structure, we carried out an analysis of terminal restriction fragments. No change in telomere length or in the G-strand overhang was detectable in the HIO107-TA cell line when cultured at 32°C compared to results at 39°C (data not shown). These data indicate that the growth inhibition caused by the ts-p53TA allele is also not due to rapidly occurring global alterations in telomere structure. However, because cellular responses may be triggered by a few dysfunctional telomeres (14, 25), it is unlikely that changes involving a minority of telomeres would be detected.

p53 increases the frequency of ALT-associated PML nuclear bodies. To determine if the expression of p53 had an effect on the ALT pathway, we analyzed the frequency of APBs in which telomeric DNA and proteins colocalize with the PML nuclear body (65). APB-positive cells increase in frequency in both the HIO107-WT and HIO107-TA cell lines when cells are cultured at 32°C, relative to the frequency of APB-positive cells at 39°C (Fig. 3A). In contrast, in the parental HIO107 cell line, cells containing APBs are slightly more frequent at 39°C, suggesting that the increased frequency of APB-containing cells at 32°C is
FIG. 3. Expression of ts-p53TA perturbs APB frequency and causes an S phase delay in HIO107 ALT cells. (A) The frequency of APB-positive cells is increased two- to threefold when cell lines expressing either ts-p53WT or ts-p53TA are cultured at 32°C. APBs were detected by co-staining the cells with a goat polyclonal antibody against PML and a rabbit polyclonal antibody (FC-08) against TRF2. (B) The HIO107-TA ALT cell line incorporates BrdU, but the cells accumulate in early S phase after 72 h at 32°C, while the HIO114 cell line is unaffected by growth at 32°C. The left panel shows a FACs analysis of BrdU intensity (y axis) versus DNA content (x axis). The right panel shows the cell cycle profiles generated from the data on the left of the figure (y axis, number of events; x axis, DNA content). (C) The parental HIO107 and the HIO107-TA cell lines were arrested by exposure to HU and, following release, cultured at either 32 or 39°C for the indicated time prior to harvest. The presence of active ts-p53TA prevents cells from progressing through S phase following the removal of HU. y axis, number of events; x axis, DNA content. (D) Quantification of the cell cycle distribution of the populations shown in panel C. HIO107-TA cells accumulate in S phase for up to 24 h, suggesting that S phase is delayed when ts-p53TA is expressed. (E) Quantification of the pattern of BrdU incorporation in HIO107-TA cells after 72 h of growth at 32°C. The majority of the cells are BrdU positive at 39°C, while at 32°C many of the cells are either BrdU negative or have punctate BrdU staining. (F) At 32°C, some HIO107-TA cells exhibit punctate BrdU staining which colocalizes with the telomeric protein TRF2 (arrow). The other two staining patterns also shown are diffuse nuclear staining or no BrdU incorporation.
a consequence of the introduced p53 alleles. Further, these results indicate that the increase in APB-positive cells does not require the transactivation activity of p53. It has previously been demonstrated that APBs are cell cycle regulated, accumulating in cells in the late S and G2/M phases of the cell cycle (22, 62). The increase in APB-positive cells at 32°C suggests that the expression of ts-p53TA may perturb the cell cycle in cells that use ALT for telomere maintenance.

p53 causes an S phase delay in cells that use ALT for telomere maintenance. To determine if the expression of p53-TA altered cell cycle progression in ALT cells relative to telomerase-positive cells, asynchronous cultures of the HIO107-TA and the HIO114-TA cell lines were pulsed with BrdU after 72 h of growth at either 32 or 39°C, followed by simultaneous detection of BrdU and DNA content and FACS analysis. Both the HIO107-TA ALT and the HIO114-TA telomerase-positive cell lines incorporated BrdU throughout S phase at 39°C (Fig. 3B), consistent with their normal growth at this temperature (Fig. 2C). The expression of active p53-TA, i.e., when cells are grown at 32°C, had no effect on BrdU incorporation in the HIO114-TA cell line, which is consistent with the continued incorporation in transiently transfected populations (Fig. 1) and with the continued proliferation at 32°C in clonal cell lines that stably express this allele (Fig. 2C). In contrast, the BrdU-positive cells in the HIO107-TA cell line at 32°C are concentrated in early S phase (Fig. 3B), suggesting that p53 causes a transactivation-independent delay of normal S phase progression specifically in ALT cells.

To further investigate this ALT-specific effect on S phase, the HIO107-TA cell line was arrested in early S phase with HU and then cultured at either 32 or 39°C following the removal of drug. Because the expression of ts-p53TA does not perturb cell cycle progression in the telomerase-positive HIO114 cells (Fig. 3B), they were not assessed here. The HIO107 parental cell line progresses through the cell cycle at both temperatures following the removal of HU (Fig. 3C). Likewise, HIO107-TA cells arrest efficiently and at 39°C, when ts-p53TA is inactive, progress through the cell cycle normally after the removal of HU. In contrast, HIO107-TA cells do not progress through the cell cycle at 32°C following the removal of HU and instead appear to be trapped in early S phase (Fig. 3C). A similar S phase delay is observed in the HIO107-WT cell line (data not shown). Quantitation of the FACS data indicates that HIO107-TA cells cultured at 32°C continue to accumulate in S phase for at least 24 h following the removal of HU (Fig. 3D). BrdU labeling for 40 min prior to harvest indicates that HIO107-TA cells are replicating DNA at 32°C at every time point, albeit to a much reduced extent (data not shown). Thus, the HIO107-TA cells are not arrested in S phase but instead exhibit a delayed progression with reduced DNA replication as measured by BrdU incorporation. These data confirm that p53 causes a transactivation-independent S phase delay in ALT cells.

To directly visualize the DNA replication that occurs during the S phase delay in HIO107-TA cells, cultures were grown for 48 h at either 39 or 32°C and then for an additional 24 h in the presence of BrdU. The frequency of cells that incorporated BrdU was scored in at least 100 cells for each culture. At 39°C, >90% of the cells incorporated high levels of BrdU, defined as total nuclear staining (Fig. 3E). In contrast, at 32°C approximately 65% of the HIO107-TA cells incorporated high levels of BrdU (Fig. 3E). A large fraction of cells at 32°C, approximately 30%, did not incorporate any BrdU. In addition, in approximately 5% of the cells cultured at 32°C, BrdU incorporation was punctate with the BrdU colocalizing with TRF2 and TRF1 at APBs (Fig. 3E and F and data not shown). This pattern was extremely rare at 39°C, occurring in <1% of the cells. BrdU incorporation at APBs has been noted previously and has been suggested to represent replication of ALT telomeres (61). These data suggest that some of the continued BrdU incorporation observed in the S phase-delayed populations is occurring at, or near, telomeric DNA.

p53 associates with the telomeric complex in cells that use ALT for telomere maintenance. It has been reported that p53 binds to telomeric DNA in vitro (51). If the ts-p53TA allele used here is exerting its growth inhibitory effect by preventing telomeric recombination, then we might predict an association between p53 and the telomeric complex. To determine if p53 is able to directly interact with telomeres, we utilized ChIP assays. As a positive control, ChIP assays were carried out by using the constitutive telomeric binding protein TRF2 (6) (Fig. 4A). Immunoprecipitation is dependent upon TRF2 antibody and requires protein-DNA cross-linking with formaldehyde. Similar results were obtained with an antibody against the telomeric binding protein TRF1 (data not shown). Furthermore, immunoprecipitation is specific for telomeric DNA because there is no detectable hybridization when the same filter is hybridized with probes directed against centromeric alpha-satellite sequences (Fig. 4A). We found that p53 is associated with the telomeric complex in the HIO107-TA cell line but only when p53 is in an active conformation, i.e., when the cells are cultured at 32°C (Fig. 4A). The enrichment in telomeric DNA precipitated at 32°C by antibodies against p53 is paralleled by a similar level of enrichment in alpha-satellite sequences (4.6% of input), suggesting that when p53 is competent to bind to DNA, it is located at numerous sites in the genome. Quantitation of the amount of telomeric DNA precipitated is shown in Fig. 4B.

To confirm that the antibody against p53 was precipitating known p53-associated DNA sequences, a proportion of the immunoprecipitated DNA was interrogated by PCR for the presence of the p21(WAF1) promoter. As expected, the region of the p21(WAF1) promoter encompassing the p53 binding site at position −1.4 kb (18) was precipitated by the antibody against p53 in both cell lines at 32°C (Fig. 4D), but not by nontypical rabbit IgG, goat IgG, or anti-TRF2.

Growth suppression of ALT cells by p53 requires intact suppression of recombination function. p53 is able to bind to Holliday junctions (29) in vitro and, through interactions with the BLM and WRN proteins, may contribute to the suppression of inappropriate recombination (64). To directly test if the transactivation-independent, ALT-specific growth inhibition is due to interference with recombination-based telomere maintenance, we introduced into the ts-p53TA plasmid the R175H, R248Q, and R273H mutations, which compromise the specific DNA binding and suppression of recombination functions of p53 (3, 13, 15, 45, 60). While some p53 mutations have been reported to have gain-of-function activities, a functional transactivation domain appears to be essential for this phenotype (9, 49) and, thus, would be eliminated in the ts-p53TA mutant background. Because the mutations that impair suppression of
FIG. 4. ChIP analysis. (A) Telomeric DNA is precipitated by antibodies against the telomeric binding proteins TRF2 but not by nonspecific goat IgG, irrespective of culture conditions. Immunoprecipitation requires formaldehyde cross-linking of proteins to DNA. p53 is also associated with telomeric DNA in the HIO107-TA cell line but only at the permissive temperature of 32°C. Antibodies against TRF2 do not immunoprecipitate centromeric α-satellite sequences. (B) Quantitation of the data shown in panel A. Percent input precipitated (qipt) = [(signal strength of telomeric DNA precipitated with the indicated specific antibody − background signal obtained with nonspecific IgG)/input signal] × 100. (C) Agarose gel of PCR products using primers to amplify the p53 binding site at position −1.4 kb within the p21(WAF1) promoter. The template DNAs are identical to those interrogated for the experiment shown in panel C. The predicted product of 131 bp is only detected in DNA from the ChIP assay carried out with an antibody against p53 at 32°C. MW, PhiX HaeIII markers. Antibodies used for all panels are as follows: GT TRF2, goat polyclonal antibody against TRF2 (Imgenex); GT p53, goat polyclonal antibody against the carboxyl terminus of human p53 (C-19; Santa Cruz); GT IgG, goat IgG (Santa Cruz).

the recombination function fall within the DNA binding domain of p53; these mutants are unable to associate with p53 target sequences (13, 60). HIO107 ALT and HIO114 telomerase-positive cells were transiently transfected with these compound mutant alleles and analyzed as shown in Fig. 1. Again, only those cells with high levels of p53c, therefore expressing the ectopic allele, were scored (Fig. 5A, top). Furthermore, Western blot analysis indicated that all mutant proteins are stable (Fig. 5A, bottom). As shown previously, the expression of ts-p53TA inhibits BrdU incorporation at 32°C in the HIO107 and WI38-VA13/2RA ALT cell lines but not in the telomerase-positive HIO114 cell line. The introduction of any of the compound mutants had no effect in the telomerase-positive HIO114 cell line, with BrdU incorporation occurring at a level similar to that seen with the ts-p53TA allele. However, the expression of the ts-p53TA-R175H, ts-p53TA-R248Q, or ts-p53TA-R273 allele in either the HIO107 or the WI38-VA13/2RA ALT cell lines suppressed the inhibition of BrdU incorporation (Fig. 5B). These data indicate that the transactivation-independent, ALT-specific inhibition of DNA replication caused by p53 requires the specific DNA binding and suppression of the recombination functions of p53.

FIG. 5. Expression of p53 mutant alleles that compromise the ability of p53 to suppress recombination does not inhibit DNA replication in ALT cell lines. (A) Immunofluorescent staining of the indicated p53 compound mutant protein (top). DNA was stained with DAPI. Western analysis of each p53 compound mutant allele is shown (bottom). (B) Ratio of BrdU incorporation in transfected cells at 39 versus 32°C for the HIO107 and WI38-VA13/2RA ALT-positive and HIO114 telomerase-positive cell lines transfected with empty vector or the indicated p53 allele. All ratios were normalized to the frequency of BrdU incorporation at the two temperatures in control cells transfected with empty vector in parallel.

DISCUSSION

Present evidence suggests that ALT is a recombination-based mechanism (17) and that the mutation of p53 provides a permissive environment for the activation of this telomere maintenance pathway (8, 39, 50). Because p53 inhibits homologous recombination (3, 34, 58), we hypothesized that p53 might regulate the activation of ALT via its role in regulating inappropriate recombination. Here we demonstrate that transactivation-incompetent p53 causes growth inhibition in ALT but not in telomerase-positive cells. Growth inhibition is associated with a specific early S phase delay in ALT cells. In addition, we demonstrate that p53 may associate with telomeric DNA in vivo. As expected for a DNA binding protein, p53 is also associated with other sequences in the genome, such
as α-satellite DNA and the p21WAF1 promoter. However, our data indicate that p53 may also associate with the telomere, making it possible that the growth inhibition seen in ALT cells, at least in part, is a result of p53 acting directly at the telomere. Finally, we show that p53 alleles defective in specific DNA binding and recombination suppression no longer inhibit DNA replication in ALT cells. These data are consistent with a model whereby p53 differentially inhibits growth of ALT cells by perturbing recombination between telomeres in a mechanism that requires a direct interaction of p53 with the telomeric complex. Alternatively, the processes underlying ALT might be detrimental to cellular survival, for example, by being associated with high levels of genome instability. In this scenario, the growth inhibition of ALT cells would not require either a direct inhibition of telomere maintenance by p53 or direct activation by dysfunctional telomeres of a p53-dependent pathway. Instead, elimination of this pathway would be necessary to allow cells to circumvent constitutive DNA damage checkpoint signaling. Because the p53 alleles used here have no transactivation activity, growth arrest induced by such a constitutive DNA damage signal would be elicited via some other activity of p53, such as transcriptional repression (46).

It has been demonstrated that p53 associates with the T loop in vitro (51), and thus p53 may be an integral component of the telomere, normally acting to prevent extension of telomere sequences from this partial Holliday junction. Regardless of whether p53 associates specifically with telomeres in ALT cells or is a constitutive component of all telomeres, in the model proposed above it would only act to limit growth in cells that are dependent upon recombination to maintain telomeres. Less telomeric DNA is reproducibly precipitated by anti-TRF2 from cells cultured at 32 than at 39°C. Although TRF2 is present on telomeres throughout the cell cycle (6), it is possible that there is a transient dissociation of TRF2 from the telomere when telomeres are elongated by ALT, which might become detectable due to the p53-induced enrichment of cells in S phase. In light of the potentially dynamic association of TRF2 with telomeres, it is intriguing to note the recent reports that dysfunctional telomeres actively engage other components of the DNA damage checkpoint machinery (14, 54). The direct demonstration of p53 association with telomeres in primary cells or telomerase-positive cells in vivo and the conditions under which such an association might occur have yet to be established and are topics worthy of further study.

All the ALT cell lines used here contain SV40 large T-Ag, which itself has been shown to have recombination promoting activity (52). Because ALT is a recombination-based mechanism, the presence of large T-Ag might affect this pathway. However, because both the telomerase-positive HIO114 and Mes6 cell lines analyzed here also contain SV40 (1, 19), any differences observed between the telomerase-positive and ALT cell lines cannot be attributable simply to the presence of large T-Ag. In addition, the results obtained here might have been confounded by the presence of endogenous p53, which in the case of the HIO107 and HIO114 cell lines has been determined to remain wild type (A.K. Godwin, unpublished results), in that overexpression of the exogenous p53 alleles might result in the release of endogenous p53 from large T-Ag. However, it is apparent that very little, if any, endogenous p53 is active in the cell lines expressing the p53TA allele because the p53-responsive p21WAF1 protein does not accumulate even after 48 h. Furthermore, the exogenous p53WT allele does not induce a phenotype at 39°C, indicating that the inactive protein does not compete with the endogenous p53 for binding to large T-Ag. This is consistent with observations that many mutant p53 proteins do not bind to large T-Ag (66). Thus, the phenotypes observed are most likely the result of the expression of the exogenous p53 alleles rather than a nonspecific effect of large T-Ag or the result of the endogenous p53 protein. Because these experiments were carried out using overexpressed protein, it is possible that endogenous p53 levels may not accumulate to sufficient levels to generate the growth inhibition phenotype. However, this is unlikely, given that the stabilization and accumulation of protein levels in response to DNA damage are a central regulatory mechanism for p53 (9).

Willers and coworkers (59) investigated various alleles of p53 with respect to their ability to suppress homologous recombination in mice. The homologous marine ts-p53 allele, V135A, exhibited a severely impaired DNA damage response at 37°C, indicating that a large proportion of the protein is in mutant conformation at this temperature. While the ts-p53 allele was still able to suppress recombination at 37°C, the activity was impaired relative to wild-type protein. Because these experiments were carried out at 37°C, the protein may retain some wild-type activity. In contrast to the study cited above, our analysis was carried out with human cells. In addition, the cultures used here were maintained at 39°C to ensure that the protein was in mutant conformation and unable to bind to DNA. Finally, p53 recognizes and binds to three-stranded DNA substrates in vitro, and its ability to suppress recombination in vivo requires both an intact core domain and an oligomerization domain (15). Thus, specific DNA binding by p53 is essential for the suppression of recombination. This is consistent with our ability to isolate clonal cell lines expressing ts-p53 alleles at 39°C when DNA binding and the suppression of recombination function are impaired (59). Taken together, the data indicate that ts-p53 is impaired in its ability to suppress recombination.

The suppression of recombination by p53 may occur through the recognition of altered DNA structures, such as single-stranded regions or cruciforms, and the targeting of cells containing these structures for apoptosis. However, the suppression of recombination by p53 does not require the transactivation function (15, 59), suggesting that p53 exerts its effect on recombination independent of gene expression. p53 is stabilized in S phase in response to replication blocks (21) or hypoxia (24). Although the stabilized protein is incompetent to induce many target genes (21), these observations suggest that p53 may have transactivation-independent functions in S phase, which in turn may be responsible for the delay of the normal S phase progression observed here. We propose one model in which the growth inhibition observed in the HIO107-TA cell lines is due to the perturbation of ALT-dependent telomere maintenance by p53. Although ALT cells contain many extremely long telomeres, growth inhibition occurs rapidly, within 48 h of ts-p53TA expression. We were unable to detect a global, catastrophic loss of telomeric sequences to account for this rapid induction of growth inhibition. This may be because ALT cells also contain a few chromosomes with extremely short telomeres (10, 40) that may
activate telomere length-based checkpoints (14, 54) if not elongated. An analysis of telomeric end protection function, assayed by quantitating the frequency of anaphase bridges in mitosis, is precluded due to the growth inhibition occurring in S phase. In addition, because the growth defect seen here is different from the p53-dependent apoptotic response observed when telomere dysfunction is forced through the expression of dominant-negative TRF2 (28), the S phase delay is likely activated through a different pathway. Reintroduction of telomerase into ALT cell lines causes the preferential elongation of the short telomeres present in ALT cells (10, 23, 40) but, except in rare cases (20), does not result in the suppression of ALT (10, 23, 40). These cell lines provide a means of differentiating which of these two signals, critically short telomeres versus illegitimate recombination intermediates, is actually responsible for the observed growth inhibition. The identification of the initiating signal and downstream pathway generating the S phase delay seen here is worthy of future study.

We and others have previously demonstrated that APB-positive cells accumulate in the late S and G2/M phases of the cell cycle (22, 62) and suggested that these structures are coordinately regulated with the cell cycle. However, in the experiments conducted here, the presence of p53 causes both an accumulation of APB-positive cells and an accumulation of cells in early S phase. These results suggest that the monitoring of telomeres and/or the recombination reaction underlying telomere extension in ALT cells occurs in early S phase. The difference in the timing of the accumulation of APB-positive cells may be due to the absence of p53 in the cell lines previously studied, resulting in a delayed cellular response. In this scenario, APBs would be sites of telomeric recombination, which are stalled early in S phase by p53. BrdU incorporation at APBs has been reported previously and suggested to be a consequence of telomere replication by the ALT pathway (61). If so, then the BrdU incorporation at foci observed in the H10107-TA cells at 32°C may consist of cells that have overcome the p53-dependent stall in S phase. Alternatively, APBs may form as a downstream response to a checkpoint signal, the timing of which is p53 dependent.

While loss of p53 has been correlated with a predilection for the activation of ALT rather than telomerase for telomere maintenance, the experiments described here are the first to directly test the role of p53 in ALT. Our data support a model whereby p53 plays a role in the regulation of ALT by perturbing telomeric recombination. Although this model provides one regulatory mechanism for the activation of ALT, it may not be the only one. ALT tumors derived from telomerase-deficient mice retain active p53, as judged by a robust DNA damage response (11). However, because the DNA damage response and suppression of recombination functions of p53 are separable (15, 59), it is not clear if these tumors are compromised for recombination suppression. Furthermore, tumors arising in mice deficient in both poly(ADP-ribose) polymerase and p53 undergo telomere maintenance by ALT (56). This only occurs in the absence of p53, suggesting that p53 may also suppress activation of ALT in mice under the appropriate conditions. The data presented here suggest that p53-compromised cells may be more likely to activate ALT in response to telomere inhibition than cells containing wild-type p53, clearly an important issue with respect to the therapeutic value of telomerase inhibitors in the clinic.
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INTRODUCTION

Cancer is an important public health concern in the United States and around the world. After heart disease, it is the second leading cause of death, accounting for 23.0% of deaths in the U.S. (1). In the year 2003, it is estimated that about 1,334,100 new cases of invasive cancer will be diagnosed in the U.S. (2) and that this number will double by the year 2050 (3). In addition, over one million cases of breast and squamous cell skin cancer will be diagnosed annually (1,2). It is estimated that 556,500 Americans will die from cancer in 2003, corresponding to 1,500 deaths per day. Among men, the most common cancers are cancers of the prostate (33%), lung and bronchus (14%), and colon and rectum (11%) (2). Among women, the three most commonly diagnosed cancers are cancers of the breast (32%), lung and bronchus (12%), and colon and rectum (11%) (2). In 1987, lung cancer surpassed breast cancer as the leading cause of cancer death in women and is expected to account for at least 25% of all female cancer deaths in the coming years. The good news is that following more than 70 years of increases, the recorded number of total cancer deaths among men and women in the U.S. has declined for the first time. For all cancer types and races combined, cancer death rates declined by 1.5% per year in males and by 0.6% per year in females from 1992 to 1999. These somewhat encouraging trends are primarily associated with improved screening techniques and the subsequent increase in diagnosis at an early stage when most, but not all cancers are more successfully treated. Unfortunately, most current cancer therapies have limited efficacy in curing late-stage disease. Therefore, there continues to be a need to develop new approaches to (i) diagnose cancer early in its clinical course, (ii) more effectively treat advanced stage disease, (iii) better predict a tumor’s response to therapy prior to the actual treatment, and (iv) ultimately prevent disease from arising through chemopreventive strategies. These goals can only be accomplished through a better understanding of how certain genes and their encoded proteins contribute to disease onset and tumor progression and how they influence the response of patients to drug therapies. Innovations in genetic, biological, and biochemical approaches are necessary to realize these goals.

In this aspect, we are in an era of unprecedented opportunity for addressing these questions and uncovering the molecular basis of cancer. It is now clear that new approaches to science, based on comprehensive molecular analysis, offer remarkable new opportunities to enhance the framework of our knowledge of cancer. It has been evident from the beginning of the molecular study of cancer that this is not one disease but many, and that any particular cancer arises as the result of the gradual accumulation of genetic changes within a single cell. New technologies offer the potential to describe specific types of genetic changes and the patterns of altered gene product expression and function that define the actual definition of any cancer in the context of, but not strictly dependent upon, its site of origin. We anticipate that these new technologies will lead to the identification of previously undetectable features of the molecular basis of individual tumor characteristics and profile progression and response to therapy. What is particularly evident is the need to link the information gained from these new technologies with a wealth of clinical information (obtained from pathologists to oncologists) associated with each clinical sample. DNA microarrays are one of these new powerful technologies. In the 8 years since its inception, microarray technology has become a major tool for the investigation of global gene expression of all aspects of human disease and in biomedical research. The range of applications of microarray technology is enormous. Recent studies in human cancer have demonstrated that microarrays can be used to develop a new taxonomy of cancer, including major insights into the genetics, progression, prognosis, and response to therapy on the basis of gene expression profiles. We are just beginning to be able to answer clinically important questions about cancer, such as which tumors will behave aggressively, which will remain indolent, and which are likely to respond to different therapies. Furthermore, the list of potential uses of this technique is not limited to cancer research as evident by the exponentially growing number of manuscripts that have recently been published using these methods (Figure 1).

CANCER AND LARGE-SCALE GENE EXPRESSION CHANGES

The concept of "discovery science" is best illustrated by the human genome project (4,5). This type of approach involves the identification of the components of a system without the prior formulation of hypotheses as to how these components function (6). This scientific method has spawned many global genomic
approaches to begin characterizing a vast number of biological systems. Traditionally, studies measuring the differences between cell types or cell pathways following perturbation of the cell have been carried out at the level of transcribed mRNA using methods such as differential display (DD) (7,8), representational difference analysis (RDA) (9), and suppressive subtractive hybridization (SSH) (10,11). However, these methods, although fruitful and still in use, have limited scope in terms of the number of gene expression patterns that can be analyzed. Therefore, more robust methods, including serial analysis of gene expression (SAGE) (12), massive parallel signature sequencing (MPSS) (13), and cDNA arrays and chip technologies (14–18) have taken their places.

Development of Microarrays

DNA microarrays are rapidly becoming a fundamental tool in genomic research. Microarray methods were initially developed to study gene expression using complex populations of RNA (14–18). Refinement of these methods now permits the analysis of copy number imbalances and gene amplification of DNA (19) and the detection of small deletions or insertions in tumor suppressor genes (20), and they have recently been applied to the systematic analysis of expression at the protein level (21). For the purpose of this review we will focus on spotted microarrays.

Spotted arrays. The term "spotted microarray" refers to a two-dimensional series of elements on a surface, where each element of the array is an aliquot of some nucleic acid that has been deposited in its specific location [as opposed to being synthesized at that location, base by base in situ (22)]. Spotted arrays are manufactured using x-y-z robots that use hollow pins to deposit cDNAs (PCR products), clones, or short and long oligonucleotides onto specially coated glass microscope slides (18). Spot sizes range between 50 and 500 μm in diameter (depending on the type of pin used, e.g., pin and ring versus quill or slit pin) (23), and arrays that contain up to 80,000 spots can be obtained, however, lower density arrays are more common (from 100 elements per cm² to as many as 25,000 elements per cm²). Gene sequences to be arrayed are selected from several public databases, which contain resources to access well-characterized genes and expressed sequence tags (ESTs) representative of genes of unknown function. The clones chosen are amplified from appropriate cDNA libraries by PCR and purified before spotting on the solid support.

The strength of this technology is its flexibility: enabling relatively rapid iteration of experiments, where the number of array elements is in the range of hundreds to low thousands, and where 20 to 100 custom designed arrays can be fabricated for a particular experiment. In addition to their lower price and this flexibility in design, spotted arrays offer the ability to interrogate many surface-bound probes simultaneously with a very small amount of labeled target sample applied in a small volume (in contrast to the use of large filters as substrates for hybridization that require labeled probes applied in much larger volumes). Simultaneous expression analysis of two biological samples, such as untreated cells compared with treated cells or healthy tissue compared with cancer, also offers an enormous advantage for any pairwise analysis. Another strength of the technology is in enabling the study of genes that have not yet been sequenced (i.e., spotting ESTs offers the potential for the discovery of new genes and defining their role in disease). The major disadvantage of spotted arrays, which is due to the variability in spot quality from slide to slide, is that they provide information only on the relative gene expression between specific cells or tissue samples as opposed to direct quantification of RNA expression.

Affymetrix GeneChips®. A competing microarray technology that has garnered much attention is the GeneChip (Affymetrix, Santa Clara, CA, USA). High-density oligonucleotide GeneChips are produced by synthesizing tens of thousands of short oligonucleotides in situ onto glass wafers, one nucleotide at a time, using a combination of photolithography and light-directed solid-phase DNA synthesis (16,22). Generally, GeneChips are

Figure 1. The growth in microarray publications in cancer research. The rapidly increasing number of publications describing DNA microarray analysis of cancer indicates the growing interest in this technique for cancer researches (gray bars). Subtractive hybridization is another technique designed to isolate differentially regulated gene transcripts. By comparison with cancer microarray papers, the more labor-intensive subtractive hybridization method has generated fewer manuscripts over a much longer time period (black bars). Searches were performed at http://www.ncbi.nlm.nih.gov/sites/entrez?db=PubMed using the search strings "cancer and DNA microarray" (gray bars) and "subtractive hybridization and cancer" (black bars). (Figure kindly supplied by Dr. Geraldine O'Neill of The Children's Hospital Westmead, Westmead, NSW, Australia.)
Tumor classification. In a landmark study, Golub and colleagues were among the first to correlate gene expression profiles with tumor classification (32). They were able to distinguish acute myeloid leukemia (AML) from acute lymphoblastic leukemia (ALL) based on gene expression alone in 36 out of 38 bone marrow samples. Yeoh and colleagues extended these types of studies and have demonstrated in pediatric ALL that expression profiling could not only accurately identify the known prognostically important leukemia subtypes, but could further enhance the ability to assess a patient's risk of failing therapy (33). Other groups have also used gene expression pattern analysis to classify, at the molecular level, ovarian tumors (34,35), breast tumors (36,37), B-cell lymphoma (38), cutaneous melanoma (28), and lung adenocarcinoma (39,40). Likewise, in a recent study analyzing molecular profiles of nonneoplastic and neoplastic prostate samples, Dhanasekaran and colleagues established a signature expression profile of healthy prostate, benign prostatic hyperplasia, localized prostate cancer, and metastatic prostate cancer (41). These studies have demonstrated the feasibility of combining large-scale molecular analysis of expression profiles with classic morphologic and clinical methods of staging and grading cancer for better diagnosis and outcome prediction.

Tumor-specific molecular markers. As noted above, tumors can be divided clinically into those that originate in solid organs such as the kidney, bowel, or lung, and those that originate in the hematopoietic system. In fact, this distinction is helpful in considering how to apply array technology to expression monitoring of cancer, because issues of sample preparation and tissue heterogeneity are of particular concern in performing and interpreting experiments with solid tumors. Nevertheless, there is widespread optimism in the scientific community that microarray-based expression monitoring will help decipher the information hidden in sequenced genomes. There is a growing number of research groups that have focused on identifying subsets of genes that show differential expression between healthy tissues or cell lines and their tumor counterparts to identify biomarkers for several solid tumors, including ovarian cancer (42–48), oral cancer (49,50), endometrial cancer (51), melanoma (52), and colorectal cancer (53,54). Unfortunately, the realization from most of these studies is that the generation of data is not enough; one must be able to extract from it meaningful information about the system being studied. Furthermore, the issue of tissue homogeneity needs to be carefully considered. Global gene expression surveys assume that information of interacting cell populations can be globally investigated by analyzing gene expression patterns from heterogeneous tissue samples. Total RNA from tissue fragments (i.e., high tumor content versus low tumor content) is isolated, labeled, probed on an array, and the status of gene expression quantified. However, it is not hard to imagine that genes from cell subpopulations are also included and thus may contaminate the results. Therefore, much effort has been directed towards using microdissected cell populations, which in turn have their own advantages and disadvantages (55). Nevertheless, as more and more researchers rush to embrace the new techniques, one of the most important challenges facing these investigators will be determining which of the plethora of new differentially expressed genes is biologically relevant to the tumor system being studied. Even when rigorous efforts are made to minimize the number of variables in a mi-
croarray study, there may be an unmanageable number of differentially expressed genes that will contribute excessive background values. Therefore, the greatest contributions to understanding function will likely come from directly combining microarray data with other sources of genomic and biomedical information. Algorithms for integrating different types of data are already showing promise and integrating clinical data from patients’ records has been proposed. By combining expression microarray analysis with other approaches, such as cytogenetic techniques, it may be possible to focus on a significantly smaller subset of genes of direct relevance to tumor biology (56). In practice, recent studies have combined expression arrays and comparative genomic hybridization array techniques on breast cancer cell lines and identified a limited number of genes that were both amplified and overexpressed (57,58). Efforts have also been initiated to apply in concert DNA microarrays and proteomics approaches to better understand the regulatory events involved in normal and disease processes (38). This is important given that the measurement of transcribed mRNA alone is not sufficient for the characterization of biological systems. It is clear that continued advancements in the comprehensive analysis of protein products in conjunction with the already mature methods in global measurement of mRNA expression will eventually help to uncover the molecular basis of cancer.

METHODS FOR ANALYZING MICROARRAY DATA

The fundamental change typifying cancer is the clonal proliferation of a single cell, which requires activation of the cell cycle and the overriding of cellular programs (e.g., apoptosis) that guard against proliferation. A number of specific cellular malfunctions have been identified, including loss of function of key tumor suppressor genes such as p53 (59-61), gain of function mutations of cell growth regulators such as c-KIT (62,63), and activation of proto-oncogenes such as c-MYC (64). Since cells within complex organisms have built-in safeguards against proliferation, a single adverse event in the cell is generally not adequate to initiate cancer (65), but two or more events are required to take a cell from normal to malignant, often including a definite sequence of cellular events (66). During these changes, the expression levels of numerous genes are expected to undergo changes as the cell adjusts itself to a new program. These changes take place within a background of numerous routine expression changes or even stochastically varying levels of gene expression. The issue for microarray measurements then becomes identifying changes related to the process of interest, e.g., tumorigenesis, in a background of routine differences in expression between individual sets of cells. Such sets of cells may be measurements from different patients, different times in the
The multitude of possible cellular events that can give rise to cancer lead to a diversity in types of cancer not seen in other diseases. Often cancers that appear histologically similar can have dramatically different responses to standard therapies and different courses of development (67). Since these differences in behavior are likely to be reflected in differences in the set of genes expressed, one promising use for microarrays is to more finely differentiate cancers using gene expression levels to bolster standard histology. The goal is to allow therapies, including the level of aggressiveness of treatment, to more closely match the underlying disease, hopefully reducing side effects in cases of low risk and increasing cure rates in cases of high risk. In this case the goal is identification of an expression profile that can be used to type the cancer.

Methods of Analysis for Classification

To use microarray measurements to distinguish cancer types, it is necessary to identify patterns for each subtype that uniquely distinguish that subtype from all others. This requires some form of pattern recognition, with the methods used generally borrowed from the fields of statistics, computer science, and data mining. Since the data generated in a microarray experiment usually comprise a matrix of measurements (Figure 2), methods of analysis developed for matrix manipulations can be applied to microarray data as well. Generally the individual rows of the matrix identify different genes or nucleotide sequences with the individual columns identifying different conditions. For the purposes of cancer identification, the columns would represent different tumors, patients, or tissues. The goal for an analysis aimed at identifying tumor profiles would be to divide the conditions into sets linked to tumor or tissue type based on expression levels of the genes. Two general types of methods can be used. The first type is unsupervised learning, in which there is no a priori identification of the group in which a condition (e.g., sample) should be placed (i.e., the type of tumor). The second type is supervised learning in which a well-defined learning set exists (e.g., each sample identified as to type of tumor) to allow an algorithm to develop a test that will be applied to additional samples of unknown type.

Unsupervised learning includes a set of methods that attempt to define groups within the data, often called clusters. These clusters are then interpreted in light of other information. For instance, in a study of gene expression in the NCI60 cell lines, the clusters identified could be linked to the tissue of origin of the tumor (68). The algorithms for clustering include a number of different methods, such as hierarchical and K-means clustering (69-71), bootstrapping or jackknife methods (72,73), methods which test for poor data (74), clustering based on statistical methods such as singular value decomposition or principal component analysis (75), fuzzy clustering methods (76,77), and self-organizing maps (78). Each of these methods has its own advantages and limitations. While there has been success in the use of these algorithms, no clear theoretical advantage exists for any given algorithm in application to expression data, so the safest approach is to apply multiple algorithms and to try to determine which functions best on the specific data set.

Supervised methods are generally borrowed from the field of computer science and machine learning. These methods require a training set where the identification of each condition has been made by other means. For example, in their analysis, J. Khan et al. first trained the algorithm using a subset of the full data where the identification of the malignancy had already been made (79). The supervised learning methods that have been applied to gene expression data include support vector machines (SVM) (80), multidimensional scaling (MDS) (26), and artificial neural networks (79). The main goal behind these algorithms is to define a set of criteria that allow the maximal separation of the conditions into the correct types.

**Figure 2. Typical form for microarray data in a cancer-related study following normalization and combining of replicates. The normalized data in a set of values of the expression level for each gene in a number of different conditions, typically in a number of tumors or tissue types.**
much more highly expressed will still cluster together. However, this metric can miss coordinated changes if the changes are comparable in each gene but their background levels of expression vary by different amounts. In addition to the metric, there are multiple methods of building the clusters that vary on use of centroids, nearest members, or farthest members when measuring distances between and among clusters and expression profiles. The details of these issues are beyond the scope of this work, but can be explored in the literature (81,82). Finally, hierarchical clustering generally does not provide clusters but instead provides measures of distance between multiple possible groupings of genes. Generally this is shown as a dendogram and it is left to the user to determine at what level to cut the tree to provide clusters (as shown in Figure 3). This level of control provides power but also makes the method prone to artificial errors, so that some statistical analysis might be required to determine that the clusters are meaningful.

A second common clustering algorithm borrowed for use with microarray data is K-means clustering (83,84). With this method, the number of clusters must be chosen prior to application of the algorithm. The algorithm then identifies the cluster distribution and assigns members in a way to minimize overall the distances of each point from its cluster. Again a distance metric and method for identifying how to measure the distance of a point relative to the cluster must be chosen.

One problem faced by these clustering methods is the possibility that a single shared bad data point can lead to clustering together two truly unrelated expression patterns. To address this issue, Hoyer and colleagues developed a clustering technique that uses jackknife correlation as part of the distance metric (74). In this way, individual data points cannot dominate the underlying clustering.

A further problem with clustering is the issue of the correct number of clusters. In an attempt to answer this problem, Lukashin and Fuchs introduced a method that uses simulated annealing to estimate the number of clusters (71). Simulated annealing is a method borrowed from statistical mechanics that models the slow cooling of a physical system (85), effectively moving from a region where the data plays a minor role in determining the structures of the model to one where the data dominates.

Once the clusters are chosen, there remains the issue of statistical significance. Clearly the wide variety of parameters available in most clustering methods raises the issue of identifying clusters by chance. To validate the results of clustering, Kerr and Churchill introduced a method to use bootstrapping analysis to interpret the results of clustering (72). Bootstrapping estimates the data and noise, which is done here through an analysis of variance (ANOVA) model (86), and clusters models of the data repeatedly. In this way the reliability of the identified clusters can be estimated.

As noted previously, microarray data often take the form of a matrix of measurements, allowing the application of numerous techniques developed for matrix analysis. One such method, sin-

Figure 3. Hierarchical clustering of genes across four conditions. The most widely used pattern recognition method in microarray analysis is hierarchical clustering, in which genes are compared by expression profile across multiple conditions. In this image generated by BioDiscovery’s GeneSight™ (Marina Del Rey, CA, USA), green represents lowered expression relative to the control and red represents higher expression. The dendogram on the left indicates the magnitude of the difference between the expression profiles according to the metric. Clustering requires deciding where to cut the dendogram to define clusters, which can therefore be a few clusters with many genes (cut on far left) or many clusters with few genes (cut on far right).
Principal value decomposition (SVD, or principal component analysis) has been used to create a clustering method as well (75). In SVD, the matrix of measurements is converted into a matrix of principal components and a matrix of scores. The first principal component is usually chosen to maximize the amount of variance within the data explained by that single component, with all other components chosen orthogonal to all preceding components and in a way to maximize the amount of the remaining variance explained. In this way the data can be reduced in dimensionality, however the number of components to retain is still problematic. The scores then represent how to reconstruct the expression profile of each gene from the principal components, so that plotting the scores for the first three principal components can lead to clustering of the genes into similar groups in three dimensions.

Self-organizing maps are an additional method for clustering (78), which allows the user to guide the analysis by laying out a grid of nodes. These nodes are then moved to match the distribution of the data and each individual data point (i.e., each gene expression profile) is assigned to a node.

All of the methods looked at so far place each gene into a single cluster. This is similar to the logical operation of true (in cluster) or false (not in cluster). However, fuzzy logic systems have been developed that allow intermediate logical assignments between true and false. These methods lead to a clustering method, fuzzy clustering (76,77), that allows genes to be placed into multiple groups with an assignment to the group between 0 (not in group) and 1 (completely within group). This method has the advantage of allowing each gene the possibility of belonging to multiple clusters, which may reflect the underlying biology better (87).

Specifics of Algorithms for Supervised Learning

One of the most widely used machine learning algorithms is an artificial neural network. These methods were adopted early in the development of microarray analysis in cancer research to identify classification criteria for tumors (79). These algorithms are discussed in this issue by Ringnér and Peterson. Essentially the method involves setting up a network of nodes in layers, with each node fed by all nodes in the previous layer. The strength of the influence of one node on another is tuned by the algorithm to give a final output most matching the predetermined assignment of each sample to a group. Ideally, this results in a nonlinear system tuned to identify the class of a new unknown sample. One drawback to these systems is that it can be hard to interpret the results biologically because of the multiple layers and nonlinearities involved in the neural network.

MDS is a method of mapping complex data into lower dimensional space in a way that maximizes the separation between classes. The classes are predefined (e.g., type of cancer) and the result is a mapping that can be applied to new data to identify the class to which an unknown sample belongs (26).

SVMs are another method of identifying features that separate two predefined classes under study (80). The features are formed by looking at the relationships between each two points in the multidimensional data set. The hyperplane that best separates those feature points is determined and used to classify new samples.

One problem with these methods is that they are trained on a specific set of data measured using a single platform (often within a single laboratory) and including a specific set of genes. For diagnostics to be useful, they must allow for measurements to take place at many locations and ideally allow different platforms for measurement (RT-PCR, Affymetrix GeneChip, Rosetta oligo arrays, etc.). One attempt to allow such broad measurement methods is to create classifiers with the validity of the classification tied to the underlying biology regardless of the measurement method (88). Such a method is described in this issue by Schapire and colleagues. Essentially to overcome inherent differences in the quantitative reliability of different platforms, a binary classifier is used that measures the probabilities of expression or nonexpression of each gene in each sample based on the data. These are then used in a supervised learning method to identify a subset of genes that together by their presence or absence identify the cancer type.

Methods of Analysis for Exploring Signaling Pathways

As noted previously, cancer often arises from specific misfunctions in genes involved in cellular signaling. This leads to undesired changes in the activity of specific signaling pathways. Since these pathways generally control gene transcription, these changes can lead to changes in gene expression. The methods discussed so far aim to identify signatures of cancer and type, but do not provide a method of interpreting these patterns in light of signaling pathways. The reason for this is shown diagrammatically in Figure 4.

Figure 4. The link from signaling pathways to expression response. This highly simplified diagram demonstrates the problem in using expression analysis for identification of pathway activation even in simple cases (here all cross-talk is pushed to the point of transcription for clarity). The pathways in (a) are transiently active in the order 1634 (X), 3 (Z), 2 (Y), 5 (Y), resulting in the transcriptional profiles in (b). Algorithms that are unable to assign genes in B and C to multiple groups cannot recover the link to the underlying processes or even the correct number of processes.
Since one result of the activation of a signaling pathway is transcription of a set of genes that generally overlap substantially with genes activated by other pathways, the clustering techniques cannot identify the set related to a specific pathway. This makes it difficult to link expression changes to signaling pathways.

However, pathway information is critical not only to the understanding of cancer development, but also to the design of effective therapeutics in the treatment of cancer. Present cancer treatments, such as radiotherapy and chemotherapy, result in substantial collateral damage to healthy tissues. Targeted therapies would try to alter behavior in a cell-specific manner, affecting only cancer cells. The creation of these therapies will require a detailed understanding of how disrupting specific cellular pathways affects downstream events in cells and an understanding of the signaling and metabolic networks to avoid unintended side effects in treatment (e.g., disrupting a pathway in a healthy cell leading to damage to healthy tissues).

One method of attacking this problem is to model the known pathways and analyze the expression data in light of the existing knowledge of the signaling pathways. The models can be quite detailed, including such information as rate constants, transcriptional initiation and elongation, etc. (89) or highly simplified, merely tracing connections (90). With the provided net-
work model, the expression data can be used to validate or choose between alternative models (91). The problem that arises with cancer is that the necessary network models remain poorly defined. While there has been some success with limited models (92,93), the gaps in knowledge of signaling networks and potential interactions appear too large to allow widespread use of these models presently (94).

If detailed network models are unavailable, the first step is instead to decompose the observed transcriptional responses into overlapping sets of genes. As can be seen in Figure 4, the desired form for the transcriptional response is generally a minimal structure (as shown in the boxes), since the desired decomposition is into minimal units related to a single pathway or, at least, minimal units related to all synchronized pathways within the data. Mathematically this is equivalent to identifying the minimal edge vector bounding the data in a multidimensional space (as depicted in Figure 5). Methods that have been proposed to handle the multiple coregulation problem, such as principal component analysis (PCA) and fuzzy clustering (FC), generally operate in the center of the distribution. In addition, the requirement that all principal components (PCs) be orthogonal limits the usefulness of PCA in this type of analysis (see blue lines in Figure 5), since the basis vectors are typically nonorthogonal. For FC, the problem is that the bulk of the data will generally lie on the interior of the distribution rather than the edges, so that the seed clusters will not be located correctly for recovery of the fundamental basis vectors (see green disks in Figure 5).

One approach to recover the nonorthogonal basis vectors (i.e., minimal expression patterns) directly is to use Markov chain Monte Carlo to search through all possible solutions for the one that best reproduces the data. Bayesian Decomposition (87) uses a Bayesian statistical framework (95) that includes a goal of minimizing the structure in the model to identify the minimal patterns and to simultaneously determine the distribution of genes within them. Working on public domain data, it has successfully identified cell cycle regulated genes in the Stanford yeast cell cycle data set (96,97), including multiple coregulation of a number of kinases (87), isolated the transcriptional mating response pattern in Saccharomyces cerevisiae independent of any knowledge of the proteins involved in the signaling pathway (98) in the Rosetta deletion mutant data set (59), and identified patterns and specific genes expressed in mouse organs (100) from the Project Normal data (101). This method is limited since it is driven by the data without a model of the network. As such, it can only recover information with the resolution of the input data—that is, if during the creation of the data three signaling pathways were equally active at all times, those three pathways cannot be identified as separate processes.

CONCLUSION

In human cancer, the use of microarrays is starting to provide major insights into the genetics, progression, and response to therapy. With the availability of the human genome sequence, the goal of examining the entire transcriptome of normal and malignant cells is now possible. In combination with the continued development of the informatics and data analysis tools necessary to interrogate and interpret these data, this approach promises to revolutionize how we think about cancer and how we are likely to detect and treat cancer in the future. By ultimately combining genomic with proteomic approaches, the information gained from these integrative kinds of studies may lead to the identification of secreted proteins that can be used for sensitive, presymptomatic molecular diagnosis. It may also be possible to find membrane-bound proteins with functions ideally suited for protein therapeutic approaches. In this regard, understanding tumor subclassification is paramount, because expecting cell surface markers that are common to all tumors within a specific malignancy is probably naïve. However, if two or three subclasses of that malignancy can be discerned, it is likely that the strongest predictor genes will qualify as candidates for use in molecular diagnosis. Although there are a variety of technology options available from which to choose, it is clear that the impact of microarray technology on genomic research will be enormous. Going forward, one or another form of this technology will likely be used in all laboratories interested in the study of complex genetic information.
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