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ABSTRACT

This thesis examines the performance of the waveforms specified by the IEEE 802.11a wireless local area network standard when the signal is transmitted over a Ricean fading channel with AWGN and pulsed–noise interference. The pulsed interference is assumed to have constant average power and is either fading or non-fading. The probability of bit error is conditional on the received signal–to–noise power ratio, which is modeled as a random variable. The probability density function of this random variable is obtained either analytically or numerically for each modulation type, and the probability of bit error is evaluated as the expected value of the conditional probability. In one case, use is made of a new technique for the numerical inverse of the Laplace transform in order to evaluate numerically the signal–to–noise ratio probability density function. Due to the complexity of the analysis when both the signal and the interference are subject to Ricean fading, the analysis was simplified by assuming Ricean signal fading with Rayleigh interference fading and vice versa. The results of the analysis show that performance is affected by the degree of signal fading and also depends on the pulsed interference duty cycle. The signal–to–interference power ratio affects the way performance depends on these two factors.
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EXECUTIVE SUMMARY

The objective of this thesis was to investigate the performance of wireless local area networks implemented according to the IEEE 802.11a standard when the signal is transmitted over a Ricean fading channel with AWGN and noise–like, pulsed interference.

Initially, we assumed that only the signal was affected by fading. In order to evaluate the performance under these channel conditions, we utilized analytic expressions derived in a previous work that describe performance when the signal is transmitted over a Ricean fading channel with AWGN. These formulas where modified to accommodate the presence of noise–like interference in the channel, and then they were used to numerically evaluate the performance in terms of the probability of bit error. Both the non–coded and coded cases were examined. Also, both hard decision and soft decision decoding were investigated. Quite crucial for the numerical evaluation of the performance with soft decision decoding was the numerical inverse of the two–sided Laplace transform. The results of the analysis indicated that performance depends on the degree of signal fading and on the pulsed interference duty cycle.

Next, we assumed that both the transmitted signal and the noise–like interference are subject to Ricean fading and that the interference power is significantly greater than the AWGN power. The attempt to evaluate the performance for the general case proved quite complicated. Therefore, we examined two specific cases, which simplified the complicated general case. Specifically, we investigated the performance when the signal encounters Rayleigh fading and the interference is subject to Ricean fading, and when the signal is subject to Ricean fading and the interference subject to Rayleigh fading. We examined both the non–coded and the coded case, but the investigation of the coded signal performance was limited to hard decision decoding due to the complexity of computing performance with soft decision decoding. For the first case, the analysis showed performance dependence on the interference duty cycle, but not on the degree of the interference
fading. In the second case, the investigation indicated that performance depends on the degree of signal fading and on the pulsed interference duty cycle in a way similar to the case of non-fading interference.
I. INTRODUCTION

A. OBJECTIVE

The IEEE 802.11a wireless local area network (WLAN) standard is one of the predominant WLAN standards. It supports variable bit rates up to 54 Mbits/sec and has been adopted by many users in various fields, both military and civilian.

The objective of this thesis was to investigate the performance of this WLAN standard when the signal is transmitted over a fading channel with additive white Gaussian noise (AWGN) and noise–like interference. The fluctuation of the received signal due to fading is modeled with the Ricean distribution. The interference signal is assumed to be turned on and off systematically (i.e., pulsed) with constant mean power, which makes the instantaneous interference power inversely proportional to the interference duty cycle (or, equivalently, the instantaneous signal–to–interference power ratio directly proportional to the interference duty cycle). Both cases of non–fading and fading interference were investigated to the extent that the complexity of the analysis for each case made that feasible.

B. RELATED RESEARCH

The performance of an IEEE 802.11a receiver for signal transmitted over a Nakagami fading channel with AWGN has been investigated in [1]. In [2] the performance of IEEE 802.11a receivers was evaluated for a signal transmitted over a Nakagami fading channel with AWGN and non–fading, pulsed noise–like interference. This work was extended in [3] which examined the performance of IEEE 802.11a receivers for signals transmitted over a Nakagami fading channel with AWGN and fading, pulsed noise–like interference.

In [4] Kao investigated the performance of IEEE 802.11a receivers when the signal is transmitted over a Ricean fading channel with AWGN. This thesis is based on his findings and extends the evaluation to the case of a Ricean fading channel with AWGN and pulsed, noise–like interference when the interference is non–fading or fading.
C. THESIS ORGANIZATION

This thesis is divided into five chapters. Following this introduction, Chapter II presents a short review of relevant theory; specifically, the Ricean distribution and the properties of the waveforms specified by the \textit{IEEE 802.11a} standard. In Chapter III we evaluate the performance of each waveform when the signal is transmitted over a Ricean fading channel with AWGN and pulsed, noise–like interference. We examine both the non–coded and the coded case. In Chapter IV we investigate the performance of each waveform when, apart from the transmitted signal, the pulsed, noise–like interference is also subject to Ricean fading. Due to the complexity of the analysis, the evaluation in Chapter IV is limited to two specific cases (Rayleigh signal fading with Ricean interference fading and Ricean signal fading with Rayleigh interference fading), and we examine only hard decision decoding for the coded case. Finally, in Chapter V the findings are summarized along with some recommendations for further research.
II. THEORY REVIEW

A. INTRODUCTION

This chapter contains a brief review of the Ricean distribution, which is used in this thesis to model the fading channel, along with a description of the IEEE 802.11a waveforms’ modulation and encoding.

B. THE RICEAN FADING MODEL

The Ricean fading model, which we selected for our study, is used when a deterministic component (line–of–sight or reflected) is present in the received signal in addition to the random multipath components. The amplitude $\sqrt{2}a_c$ of the received signal is modeled as a random variable with probability density function (pdf) given by [5]

$$f_a(a_c) = \frac{a_c}{\sigma^2} \exp\left(-\frac{a_c^2 + \alpha^2}{2\sigma^2}\right) I_0\left(\frac{aa_c}{\sigma^2}\right) u(a_c)$$ (2.1)

where

$$E(a_c^2) = \bar{a}_c^2 = \alpha^2 + 2\sigma^2$$ is the average received signal power,

$$2\sigma^2$$ is the power of the multipath component of the signal,

$$\alpha^2$$ is the power of the deterministic component,

$$I_0(\cdot)$$ is the modified Bessel function of the first kind of order zero, and

$$u(a_c)$$ is the unit step function.

In order to quantitatively describe the power in the deterministic component relative to the power in the multipath component, the Ricean $\zeta$–factor is defined [5, 12] as the ratio of the power in the deterministic component to the power in the multipath component. When $\zeta \to \infty$, (2.1) approaches a Gaussian pdf (deterministic component only), while, when $\zeta \to 0$, (2.1) approaches the Rayleigh distribution (multipath component only).
After some manipulations, (2.1) can be written in terms of the average received signal power and the $\zeta$–factor as

$$f_x(x) = \frac{(\zeta + 1) a_c}{a_c^2} \exp\left(-\frac{(\zeta + 1) a_c^2 + \zeta a_c^2}{a_c^2}\right) I_0\left(2 \sqrt{\frac{\zeta}{s(\zeta + 1)}} a_c\right) u(a_c).$$

(2.2)

Figure 1 is a plot of Equation (2.2) for various values of $\zeta$ and for $s = 1$.

![Ricean probability density function](image)

Figure 1. Ricean probability density function.

C. WAVEFORM PROPERTIES

1. Modulation Types

The IEEE 802.11a standard specifies an orthogonal frequency-division multiplexing (OFDM) system with BPSK, QPSK, 16–QAM and 64–QAM used for the modulation of the sub–carriers. These modulation techniques offer bandwidth efficiency along with ease of implementation. Figure 2 shows the constellation mapping for the sub–carrier modulation techniques [6].
Figure 2. BPSK, QPSK, 16-QAM and 64-QAM constellation bit encoding [From Ref. 6].
2. **Forward Error Correction (FEC)**

In order to reduce the effect of multipath channels on the system’s performance, forward error correction coding is employed. The original bit stream is used to create an encoded bit stream which allows correction of errors to an extent depending on the code used. The *IEEE 802.11a* standard specifies that data are encoded with a convolutional encoder of coding rate \( r = 1/2 \) and constraint length \( v = 7 \) that uses the industry-standard generator polynomials \( g_0 = 133_8 \) and \( g_1 = 171_8 \) [6] (Figure 3).

![Convolutional encoder with \( v = 7 \) [From Ref. 6.].](image)

Figure 3. Convolutional encoder with \( v = 7 \) [From Ref. 6.].

Higher code rates (\( r = 2/3 \) and \( r = 3/4 \)) are achieved by “puncturing” the \( r = 1/2 \) code, i.e., by omitting some of the encoded bits in the transmitter (thus, increasing the coding rate) and inserting a dummy zero metric in their place on the receiver side. Table 1 shows the combinations of data rates, modulation types and coding rates specified by the *IEEE 802.11a* standard.
Table 1. Rate Dependent Parameters [From Ref. 6.].

<table>
<thead>
<tr>
<th>Data rate (Mbits/s)</th>
<th>Modulation</th>
<th>Code rate</th>
</tr>
</thead>
<tbody>
<tr>
<td>6</td>
<td>BPSK</td>
<td>1/2</td>
</tr>
<tr>
<td>9</td>
<td>BPSK</td>
<td>3/4</td>
</tr>
<tr>
<td>12</td>
<td>QPSK</td>
<td>1/2</td>
</tr>
<tr>
<td>18</td>
<td>QPSK</td>
<td>3/4</td>
</tr>
<tr>
<td>24</td>
<td>16–QAM</td>
<td>1/2</td>
</tr>
<tr>
<td>36</td>
<td>16–QAM</td>
<td>3/4</td>
</tr>
<tr>
<td>48</td>
<td>64–QAM</td>
<td>2/3</td>
</tr>
<tr>
<td>54</td>
<td>64–QAM</td>
<td>3/4</td>
</tr>
</tbody>
</table>

D. SUMMARY

In this chapter we presented the Ricean fading model that describes the fading channel examined in this thesis. We also presented the sub-carrier waveforms and the forward error correction coding schemes specified by the IEEE 802.11a LAN standard. In the next chapter, we will examine the performance of these waveforms and coding schemes when the signal is transmitted over a Ricean fading channel with AWGN and pulsed–noise interference.
III. PERFORMANCE FOR A RICEAN FADING CHANNEL WITH AWGN AND PULSED–NOISE INTERFERENCE

A. INTRODUCTION

This chapter describes the performance evaluation of the OFDM sub–carrier modulations implemented in the IEEE 802.11a standard when the signal is transmitted over a Ricean fading channel with additive white Gaussian noise (AWGN) and pulsed noise–like interference. Only the signal is assumed subject to fading. Both the non–coded and the coded cases with both hard decision decoding (HDD) and soft decision decoding (SDD) are examined, although the SDD analysis is limited to BPSK/QPSK due to the complexity of analyzing non–binary modulation combined with binary error correction codes.

B. WITHOUT FEC

1. BPSK/QPSK

The probability of bit error for BPSK/QPSK systems in AWGN and with no fading is given by

\[ P_b = Q\left( \frac{2E_b}{\sqrt{N_0}} \right) \]  

(3.1)

where \( Q(\bullet) \) is the \( Q–function \) defined as

\[ Q(z) = \frac{1}{\sqrt{2\pi}} \int_{z}^{\infty} \exp\left( -\frac{\lambda^2}{2} \right) d\lambda \]  

(3.2)

and \( E_b/N_0 \) is the per bit signal–to–noise ratio. Equivalently, (3.1) is given by [7]

\[ P_b = Q\left( \frac{2a_c^2}{\sigma_0^2} \right) \]  

(3.3)

where \( \sigma_0^2 \) is the noise power and \( \sqrt{2a_c} \) is the amplitude of the received signal.

In a Ricean fading channel, the received signal amplitude is modeled as a random variable having a Ricean probability density function, i.e., [5]

\[ f_{\alpha_c}(\alpha_c) = \frac{1}{2\pi} \exp\left( -\frac{\alpha_c^2 + \alpha^2}{2\sigma_0^2} \right) I_0\left( \frac{\alpha a_c}{\sigma_0^2} \right) u(\alpha_c), \]  

(3.4)
where
\[ E(\alpha^2) = \alpha^2 + 2\sigma^2, \]

\(2\sigma^2\) is the power of the multipath component of the signal,
\(\alpha^2\) is the power of the deterministic (line-of-sight or reflected) component, and
\(I_0\) is the modified Bessel function of the first kind of zero order.

The probability in (3.3) is conditioned on the random variable \(a_c\). Therefore, the probability of bit error when the signal is transmitted over a Ricean fading channel is the expected value of the conditioned probability in (3.3) over all potential values of \(a_c\), i.e.,
\[ P_b = \int_0^\infty P_b(a_c) f_{a_c}(a_c) da_c. \] (3.5)

In [4], it is shown that the probability in (3.5) is
\[ P_b \approx \frac{1}{2\sqrt{\pi(1.2 + 0.1\zeta^2)}} \frac{\zeta + 1}{\bar{\gamma}_b + \zeta + 1} \exp \left( -\frac{\zeta \bar{\gamma}_b}{\bar{\gamma}_b + \zeta + 1} \right) \] (3.6)

where
\[ \bar{\gamma}_b = \frac{\alpha^2 + 2\sigma^2}{\sigma_0^2} \] (3.7)
is the average per bit signal–to–noise power ratio and
\[ \zeta = \frac{\alpha^2}{2\sigma^2} \] (3.8)
is the ratio of deterministic–to–multipath signal power.

In the presence of interference, the noise power is the sum of the AWGN and the interference power since the AWGN and the interference noise are modeled as independent random processes. Hence,
\[ \bar{\gamma}_b = \frac{\alpha^2 + 2\sigma^2}{\sigma_0^2 + \sigma_i^2}. \] (3.9)
We make the assumption that the average interference power is constant, regardless of the interference pulse duration determined by the interference duty cycle coefficient \( p \) (\( 0 < p \leq 1 \)). Then, when interference is present

\[
\bar{\gamma}_b = \frac{\alpha^2 + 2\sigma^2}{\sigma_0^2 + \frac{\sigma^2}{p}} = \frac{1}{\sigma_0^2 + \frac{\sigma^2}{p} + \alpha^2 + 2\sigma^2}.
\] (3.10)

By defining

\[
\text{SNR} = \frac{\alpha^2 + 2\sigma^2}{\sigma_0^2},
\] (3.11)

and

\[
\text{SIR} = \frac{\alpha^2 + 2\sigma^2}{\sigma_f^2},
\] (3.12)

then, when pulsed interference is present along with AWGN, we can express (3.10) as

\[
\text{SNIR} = \bar{\gamma}_b = \frac{1}{\text{SNR} + \frac{1}{p} \text{SIR}}.
\] (3.13)

The pulsed interference may or may not affect a particular transmitted symbol with probability \( p \) or \( 1 - p \), respectively. As a result,

\[
P_b = \Pr(\text{interference and AWGN}) \cdot P_b(\text{interference and AWGN}) + \Pr(\text{AWGN}) \cdot P_b(\text{AWGN})
\] (3.14)

where \( \Pr(\text{interference and AWGN}) = p \) and \( P_b(\text{interference and AWGN}), \ P_b(\text{AWGN}) \) are computed from (3.6) by setting \( \bar{\gamma}_b = \text{SNIR} \) and \( \bar{\gamma}_b = \text{SNR} \), respectively.

The probability of bit error vs. SIR for BPSK/QPSK transmitted over a Ricean fading channel with AWGN and pulsed noise–like interference is plotted in Figure 4 for various values of the parameter \( \zeta \) and for \( p = 0.5 \). The SNR is 32 dB, which, in the absence of interference, yields a probability of bit error on the order of \( 10^{-4} \) for \( \zeta = 1 \). As expected, performance improves as \( \zeta \) increases, i.e., as the signal experiences less fading.
In Figure 5, the probability of bit error vs. SIR is plotted for $\zeta = 1$ and $\zeta = 10$ and various values of $p$ (SNR = 32 dB). For strong fading ($\zeta = 1$), the variation of the interference duty cycle, $p$, does not have an effect on $P_b$ for SIR $> 15$ dB. Furthermore, while for $\zeta = 1$ the worst performance occurs for $p = 1$ (continuous interference), when $\zeta = 10$ (milder fading) and SIR $> 5$ dB, the worst performance occurs for small values of the interference duty cycle ($p = 0.1$).
2. M–QAM

The probability of bit error for M–QAM systems with a square constellation is given [5] by

\[
P_b = \frac{4}{q} \left(1 - \frac{1}{\sqrt{M}}\right) \begin{bmatrix}
\frac{3q E_b}{M - 1 N_0} \\
1 - \left(1 - \frac{1}{\sqrt{M}}\right) \frac{3q E_b}{M - 1 N_0}
\end{bmatrix}
\]

(3.15)

where

- \( M = 2^q \) is the size of the constellation,
- \( q \) is the number of bits per symbol, and
- \( \frac{E_b}{N_0} = \frac{\sigma^2}{\sigma_0^2} \) is the per bit signal–to–noise power ratio.

In a Ricean fading channel, (3.15) is conditioned on the random variable \( a_c \), with the probability density function given by (3.4). Then, the probability of bit error is the expected value of (3.15) over all potential values of \( a_c \). In [4], it was shown that this probability is

\[
P_b \approx \frac{4}{q \sqrt{2 \pi c_2}} \frac{3q \overline{\gamma}_b}{3q \overline{\gamma}_b + 2 (M - 1)(\zeta + 1)} \begin{bmatrix}
\exp \left(-\zeta \frac{3q \overline{\gamma}_b}{3q \overline{\gamma}_b + 2 (M - 1)(\zeta + 1)} \right)
\end{bmatrix}
\]

(3.16)

where \( \overline{\gamma}_b \) is the average per bit signal–to–noise power ratio given by (3.7) and \( c_2 = 2.6 + 0.1\zeta \).

To obtain the probability of bit error in the presence of pulsed–noise interference, it is again necessary to consider the two (distinct) events of symbol–with–interference and symbol–without–interference as represented by (3.14).
a. 16–QAM

The probability of bit error vs. SIR for 16–QAM transmitted over a Ricean fading channel with AWGN and pulsed noise–like interference is plotted in Figure 6 for various values of the parameter $\zeta$ and for $p = 0.5$. The SNR is 34 dB, which, in the absence of interference, yields a probability of bit error on the order of $10^{-4}$ for $\zeta = 1$. In Figure 7, the probability of bit error is plotted against SIR for $\zeta = 1$ and $\zeta = 10$ and for various values of $p$ (SNR = 34 dB).

As with BPSK/QPSK, there is improvement in performance when $\zeta$ increases, although improvement is not significant for SIR < 10 dB. For $\zeta = 1$, there is no effect on $P_b$ when $p$ is varied and SIR > 20 dB. At higher values of $\zeta$ and for SIR > 10 dB, it is the small values of $p$ that represent the worst case from the $P_b$ point of view.

Figure 6. 16–QAM in Ricean channel with AWGN and pulsed–noise interference ($p = 0.5$).
Figure 7. 16–QAM in Ricean channel with AWGN and pulsed–noise interference.

b. 64–QAM

The probability of bit error vs. SIR for 64–QAM transmitted over a Ricean fading channel with AWGN and pulsed noise–like interference is plotted in Figure 8 for various values of the parameter $\zeta$ and for $p = 0.5$. The SNR is 38 dB, which, in the absence of interference, yields a probability of bit error on the order of $10^{-4}$ for $\zeta = 1$. In Figure 9, the probability of bit error vs. SIR is plotted for various values of $p$ and for $\zeta = 1, \ zeta = 10$ (SNR = 38 dB).

As with BPSK/QPSK and 16–QAM, the performance improves when $\zeta$ increases and SIR > 13 dB. At higher values of $\zeta$ and for SIR > 15 dB, small values of $p$ represent the worst case with respect to $P_b$. Variations of $p$ have no effect on $P_b$ for low values of $\zeta$ (strong fading) and SIR > 23 dB.
Figure 8. 64-QAM in Ricean channel with AWGN and pulsed–noise interference ($p = 0.5$).

Figure 9. 64–QAM in Ricean channel with AWGN and pulsed–noise interference

C. WITH CONVOLUTIONAL CODING AND HARD DECISION DECODING (HDD)

The probability of bit error with convolutional coding is upper–bounded by [8]

$$P_b < \frac{1}{k} \sum_{d=d_{\text{free}}}^{\infty} B_d P_d$$

(3.17)
where

\( k \) is the number of data bits used to encode \( n \) channel bits,

\( d_{\text{free}} \) is the free distance of the code,

\( B_d \) are coefficients that depend on the code and represent the sum of all possible bit errors that can occur when the all–zero sequence is transmitted and a path of weight \( d \) is selected by the decoder, and

\( P_d \) is the probability of selecting a code sequence that differs from the correct sequence in \( d \) bits.

The first five terms of the sum in (3.17) dominate this upper bound.

If \( d \) is odd, the all–zero path will be correctly selected if the number of errors in the received sequence is less than \((d + 1)/2\); otherwise, the incorrect path will be selected. If \( d \) is even, the incorrect path is selected if the number of errors exceeds \( d/2 \); while, if the number of errors equals \( d/2 \), then one of the paths has to be selected randomly. Therefore, for HDD and \( d \) odd

\[
P_d = \sum_{k=0}^{d} \binom{d}{k} p_k^e (1 - p_e)^{d-k}
\]

while for HDD and \( d \) even

\[
P_d = \sum_{k=0}^{d} \binom{d}{k} p_k^e (1 - p_e)^{d-k} + \frac{1}{2} \left( \frac{d}{d - 2} \right) p_e^2 (1 - p_e)^{d/2}
\]

where \( p_e \) is the probability of bit error for the channel. It depends on the type of modulation used.

The values of \( B_d \) used in this thesis are listed in Table 2. They constitute a combination of the values for the best (maximum free distance) \( r = 1/2 \), \( r = 3/4 \), and \( r = 2/3 \) codes of constraint length \( v = 7 \) from [9] and of the best (maximum free distance) \( r = 3/4 \), and \( r = 2/3 \) “punctured” best \( r = 1/2 \) codes from [8].
Table 2. Weight Structure of the Convolutional Codes.

<table>
<thead>
<tr>
<th>Rate</th>
<th>( d_{\text{free}} )</th>
<th>( B_{d_{\text{free}}} )</th>
<th>( B_{d_{\text{free}} + 1} )</th>
<th>( B_{d_{\text{free}} + 2} )</th>
<th>( B_{d_{\text{free}} + 3} )</th>
<th>( B_{d_{\text{free}} + 4} )</th>
</tr>
</thead>
<tbody>
<tr>
<td>1/2</td>
<td>10</td>
<td>36</td>
<td>0</td>
<td>211</td>
<td>0</td>
<td>1404</td>
</tr>
<tr>
<td>2/3</td>
<td>6</td>
<td>3</td>
<td>81</td>
<td>402</td>
<td>1487</td>
<td>6793</td>
</tr>
<tr>
<td>3/4</td>
<td>5</td>
<td>42</td>
<td>252</td>
<td>1903</td>
<td>11,995</td>
<td>72,115</td>
</tr>
</tbody>
</table>

1. **BPSK/QPSK with Convolutional Coding and HDD**

For BPSK/QPSK, the probability \( p_e \) of bit error for the channel is given by substituting (3.6) into (3.14), but, due to the introduction of redundant bits, the mean signal–to–noise power ratios in \( P_b(\text{AWGN}) \) and \( P_b(\text{interference and AWGN}) \) (SNR and SNIR, respectively) have to be multiplied by the code rate \( r \).

As expected, the use of coding yielded significantly improved performance. Apart from that, as shown below, the same phenomena are observed as for the non–coded case. Specifically, performance improves as \( \zeta \) increases and there is no effect of the variation of the interference duty cycle beyond some SIR value when fading is strong. Also, for milder fading (larger \( \zeta \) values), the worst performance occurs for low values of \( p \) and SIR > 9 dB, approximately.

a. **BPSK/QPSK with Convolutional Coding and HDD with \( r = 1/2 \)**

The probability of bit error vs. SIR for BPSK/QPSK with convolutional coding and HDD for \( r = 1/2 \) when the signal is transmitted over a Ricean fading channel with AWGN and pulsed noise–like interference is plotted in Figure 10 for various values of the channel parameter \( \zeta \) and for \( p = 0.5 \). The SNR is 18 dB, which, in the absence of interference, yields a probability of bit error on the order of \( 10^{-7} \) for \( \zeta = 1 \) [4]. In Figure 11 the probability of bit error vs. SIR is plotted for various values of \( p \) and for \( \zeta = 1, \zeta = 10 \) (SNR = 18 dB).
Figure 10. BPSK/QPSK with convolutional coding and HDD with $r = 1/2$ in a Ricean channel with AWGN and pulsed–noise interference ($p = 0.5$).

Figure 11. BPSK/QPSK with convolutional coding and HDD with $r = 1/2$ in a Ricean channel with AWGN and pulsed–noise interference.

**b. BPSK/QPSK with Convolutional Coding and HDD with $r = 3/4$**

The probability of bit error vs. SIR for BPSK/QPSK with convolutional coding with HDD and $r = 3/4$ when the signal is transmitted over a Ricean fading channel with AWGN and pulsed noise–like interference is plotted in Figure 12 for various
values of the parameter $\zeta$ and $p = 0.5$. The SNR is 28 dB, which, in the absence of interference, yields a probability of bit error on the order of $10^{-7}$ for $\zeta = 1$ [4]. In Figure 13 the probability of bit error vs. SIR is plotted for various values of $p$ and for $\zeta = 1, \zeta = 10$ (SNR = 28 dB).

Figure 12. BPSK/QPSK with convolutional coding and HDD with $r = 3/4$ in a Ricean channel with AWGN and pulsed–noise interference ($p = 0.5$).

Figure 13. BPSK/QPSK with convolutional coding and HDD with $r = 3/4$ in a Ricean channel with AWGN and pulsed–noise interference.
2. **M–QAM with Convolutional Coding and HDD**

For M–QAM, the probability $p$ of bit error for the channel is obtained by substituting (3.15) into (3.14). As with BPSK/QPSK, due to the introduction of redundant bits, the mean signal–to–noise power ratios in $P_b$ (AWGN) and $P_b$ (interference and AWGN) (SNR and SNIR, respectively) have to be multiplied by the code rate $r$.

The use of coding significantly improves performance. Otherwise, the same phenomena are observed as for the non–coded case (i.e., improvement in performance as $\zeta$ increases, no effect of the variation of the interference duty cycle beyond some SIR value when fading is strong, and worst performance occurring at low values of $p$ when fading is less strong and SIR > 15 dB, approximately).

**a. 16–QAM with Convolutional Coding and HDD with $r = 1/2$**

The probability of bit error vs. SIR for 16–QAM with convolutional coding and HDD for $r = 1/2$ when the signal is transmitted over a Ricean fading channel with AWGN and pulsed noise–like interference is plotted in Figure 14 for various values of the parameter $\zeta$ and for $p = 0.5$. The SNR is 21 dB, which, in the absence of interference, yields a probability of bit error on the order of $10^{-7}$ for $\zeta = 1$ [4]. In Figure 15, the probability of bit error vs. SIR is plotted for various values of $p$ and for $\zeta = 1$, $\zeta = 10$ (SNR = 21 dB).

![Figure 14](image)

Figure 14. 16–QAM with convolutional coding and HDD with $r = 1/2$ in a Ricean channel with AWGN and pulsed–noise interference ($p = 0.5$).
Figure 15. 16–QAM with convolutional coding and HDD with $r = 1/2$ in a Ricean channel with AWGN and pulsed–noise interference.

b. 16–QAM with Convolutional Coding and HDD with $r = 3/4$

The probability of bit error vs. SIR for 16–QAM with convolutional coding and HDD for $r = 3/4$ when the signal is transmitted over a Ricean fading channel with AWGN and pulsed noise–like interference is plotted in Figure 16 for various values of the parameter $\zeta$ and for $p = 0.5$. The SNR is 32 dB, which, in the absence of interference, yields a probability of bit error on the order of $10^{-7}$ for $\zeta = 1$ [4]. In Figure 17, the probability of bit error vs. SIR is plotted for various values of $p$ and for $\zeta = 1$, $\zeta = 10$ (SNR = 32 dB).
Figure 16. 16–QAM with convolutional coding and HDD with $r = 3/4$ in a Ricean channel with AWGN and pulsed–noise interference ($p = 0.5$).

Figure 17. 16–QAM with convolutional coding and HDD with $r = 3/4$ in a Ricean channel with AWGN and pulsed–noise interference.

c. 64–QAM with Convolutional Coding and HDD with $r = 2/3$

The probability of bit error vs. SIR for 64–QAM with convolutional coding and HDD for $r = 2/3$ when the signal is transmitted over a Ricean fading channel with AWGN and pulsed noise–like interference is plotted in Figure 18 for various values of the channel parameter $\zeta$ and for $p = 0.5$. The SNR is 28 dB, which, in the absence of
interference, yields a probability of bit error on the order of $10^{-7}$ for $\zeta = 1$ [4]. In Figure 19, the probability of bit error vs. SIR is plotted for various values of $p$ and $\zeta = 1, \zeta = 10$ (SNR = 28 dB).

Figure 18. 64–QAM with convolutional coding and HDD with $r = 2/3$ in a Ricean channel with AWGN and pulsed–noise interference ($p = 0.5$).

Figure 19. 64–QAM with convolutional coding and HDD with $r = 2/3$ in a Ricean channel with AWGN and pulsed–noise interference.
d. **64–QAM with Convolutional Coding and HDD with \( r = 3/4 \)**

The probability of bit error vs. SIR for 64–QAM with convolutional coding and HDD for \( r = 3/4 \) when the signal is transmitted over a Ricean fading channel with AWGN and pulsed noise–like interference is plotted in Figure 20 for various values of the channel parameter \( \zeta \) and for \( p = 0.5 \). The SNR is 33 dB, which, in the absence of interference, yields a probability of bit error on the order of \( 10^{-7} \) for \( \zeta = 1 \) [4]. In Figure 21, the probability of bit error vs. SIR is plotted for various values of \( p \) and \( \zeta = 1, \zeta = 10 \) (SNR = 33 dB).

![Figure 20. 64–QAM with convolutional coding and HDD with \( r = 3/4 \) in a Ricean channel with AWGN and pulsed–noise interference (\( p = 0.5 \)).](image-url)
D. WITH CONVOLUTIONAL CODING AND SOFT DECISION DECODING (SDD)

For BPSK/QPSK with convolutional coding and soft decision decoding (SDD), (3.17) applies, but the probability $P_d$ of selecting a path that differs from the correct path (by assumption, the all–zero path) in $d$ bits is given by

$$P_d = \Pr \left( \sum_{l=1}^{d} \frac{a_l r_l}{\sigma_l^2} \geq 0 \right)$$

(3.20)

where

the index $l$ runs over the set of the $d$ bits,

$a_l$ is the amplitude of the received signal (assumed to be a Ricean random variable) for the $l^{th}$ bit,

$r_l$ is the demodulator output for each of the $d$ bits, and

$\sigma_l^2$ is the noise power for the $l^{th}$ bit.
Equation (3.20) can be evaluated to yield

\[ P_d = Q\left( \sqrt{2 \left( \sum_{i=1}^{d} \frac{a_i^2}{\sigma_i^2} \right)} \right) \]  

(3.21)

In the case of pulsed–noise interference with \( i \) of the \( d \) bits being affected by the interference, (3.21) can be written as

\[ P_d = Q\left( \sqrt{2 \left( \sum_{i=1}^{i} \frac{a_i^2}{\sigma_i^2} + \sum_{i=1}^{d-i} \frac{a_i^2}{\sigma_0^2} \right)} \right) \]  

(3.22)

where the first sum corresponds to the \( i \) bits subject to the interference, \( \sigma_i^2 \) being the total noise power (AWGN plus interference) and the second sum corresponds to the \( d-i \) bits affected only by AWGN, \( \sigma_0^2 \) being the AWGN power. The probability \( P_d \) is conditional on \( a_i \). In other words, it is necessary to find the expected value of (3.20) for all potential values of \( a_i \). Equivalently, we can let

\[ g = \sum_{i=1}^{i} \frac{a_i^2}{\sigma_i^2} + \sum_{i=1}^{d-i} \frac{a_i^2}{\sigma_0^2} \]  

(3.23)

and calculate \( P_d \) as

\[ P_d = \int_{-\infty}^{\infty} Q\left( \sqrt{2g} \right) f_G(g) \, dg \]  

(3.24)

where \( f_G(g) \) is the probability density function of the random variable \( g \), which must be found.

In [4], it was shown that if \( a_i \) is a Ricean random variable, then the variable

\[ h_i = \sum_{i=1}^{i} \frac{a_i^2}{\sigma_i^2} \]  

(3.25)

has a pdf given by

\[ f_{h_i}(h_i) = \frac{h_i^{i-1}}{(i\alpha^2/\sigma_i^2)^{i/2}} \exp\left( -\frac{h_i + i\alpha^2}{\sigma_i^2} \right) I_{i-1}\left( \frac{\alpha^2}{\sigma_i^2} \sqrt{|h_i|} \right) u(h_i) \]  

(3.26)
where $I_{i-1}(\bullet)$ is the modified Bessel function of order $i-1$. Similarly,

$$h_2 = \sum_{l=1}^{d-i} \frac{a_l^2}{\sigma_0^2}$$  \hspace{1cm} (3.27)

has a pdf given by

$$f_{h_2}(h_2) = \frac{(d-i)-1}{h_2} \frac{h_2^{2(d-i)-1}}{\left(\frac{(d-i)\alpha^2}{\sigma_0^2}\right)^2} \exp\left(-\frac{h_2 + (d-i)\alpha^2}{\sigma_0^2}\right) \left(\frac{2\sigma^2}{\sigma_0^2}\right)^{2(d-i)-1} \times I_{(d-i)-1}\left(\frac{\alpha^2}{\sigma_0^2}\frac{\sqrt{(d-i)h_2}}{\sigma^2}\right) u(h_2).$$ \hspace{1cm} (3.28)

Since $g$ is the sum of $h_1$ and $h_2$, the probability density function of $g$ is given by the convolution of the pdfs of $h_1$ and $h_2$. Furthermore, the Laplace transform of the pdf of $g$ is equal to the product of the Laplace transforms of the pdfs of $h_1$ and $h_2$:

$$F_g(s) = L[f_g(g)] = L[f_{h_1}(h_1)] \cdot L[f_{h_2}(h_2)]$$ \hspace{1cm} (3.29)

where $L[f]$ implies the Laplace transform of $f$.

The evaluation of the convolution of the two pdfs is an extremely complicated task. Therefore, the pdf of variable $g$ was evaluated by making use of (3.29). The Laplace transform of the pdf of $h_1$ is defined as

$$F_{h_1}(s) = L[f_{h_1}(h_1)] = \int_0^\infty f_{h_1}(h_1)e^{-sh}dh.$$ \hspace{1cm} (3.30)

Substituting (3.26) into (3.30) and making use of the identity [5]

$$I_n(z) = (-j)^n J_n(jz)$$ \hspace{1cm} (3.31)

where $J_n(\bullet)$ is the $n^{th}$ order Bessel function, we obtain
\[ F_{h_i}(s) = \frac{\exp\left(\frac{-i\alpha^2}{2\sigma^2}\right)\left(-j\right)^{i-1}}{\left(\frac{i\alpha^2}{\sigma^2}\right)^{\frac{i}{2}} \frac{\sigma^2}{\sigma_i^2}} \int_0^\infty \frac{h_i}{\frac{2\sigma^2}{\sigma_i^2}} \exp\left(-\frac{h_i}{\frac{2\sigma^2}{\sigma_i^2}} - sh_i\right) J_{i-1}\left(\frac{j \frac{\alpha}{\sigma_i^2} \sqrt{i h_i}}{\frac{\sigma^2}{\sigma_i^2}}\right) \, dh_i. \]  

(3.32)

In order to evaluate (3.32), we use the identity [10]

\[ \int_0^\infty x^{m+n} e^{-\nu x} J_n \left(2\beta \sqrt{x}\right) \, dx = \frac{m! \beta^n e^{-\nu} \nu^{\frac{\beta^2}{\nu}}}{\nu^{m+n+1}} L^n_m \left(\frac{\beta^2}{\nu}\right) \]  

(3.33)

where \( L^n_m (\bullet) \) is a Laguerre polynomial defined as

\[ L^n_m \left(\frac{\beta^2}{\nu}\right) = \sum_{p=0}^{m} \left(-1\right)^p \frac{\left(m+n\right)\left(p\right)!}{\left(m-p\right)\left(n\right)!} \left(\frac{\beta^2}{\nu}\right)^p. \]  

(3.34)

For

\[ m = 0, \]  

(3.35)

\[ n = i - 1, \]  

(3.36)

\[ \nu = \frac{1}{2\sigma^2} + s, \]  

(3.37)

and

\[ 2\beta = \frac{j \frac{\alpha}{\sigma_i^2} \sqrt{i}}{\frac{\sigma^2}{\sigma_i^2}} \Rightarrow \beta^2 = \frac{\left(-1\right)^i \alpha^2}{\sigma_i^2} i, \]  

(3.38)

we get

\[ L^i_0 (\bullet) = 1, \]  

(3.39)
and

\[
F_{h_i}(s) = \frac{\exp\left(\frac{-i\alpha^2}{2\sigma^2}\right)(-j)^{-1}}{\left(\frac{i\alpha^2}{\sigma_i^2}\right)^{i-1} \frac{2\sigma^2}{\sigma_i^2}} \exp\left(\frac{\alpha^2 i}{\sigma_i^2}\right) \exp\left(\frac{\left(\frac{2\sigma^2}{\sigma_i^2}\right)^2}{s + \frac{1}{2\sigma^2}\frac{2\sigma^2}{\sigma_i^2}}\right). \quad (3.40)
\]

After simplifications:

\[
F_{h_i}(s) = \frac{\left(\frac{2\sigma^2}{\sigma_i^2}\right)^i s + \frac{1}{2\sigma^2}\frac{2\sigma^2}{\sigma_i^2}}{\left(\frac{2\sigma^2}{\sigma_i^2}\right)^{i-1} \frac{2\sigma^2}{\sigma_i^2}}. \quad (3.41)
\]

By defining

\[
\bar{h}_i = \frac{\alpha^2}{\sigma_i^2} = \frac{\alpha^2 + 2\sigma^2}{\sigma_i^2} \quad (3.42)
\]

and since

\[
\zeta = \frac{\alpha^2}{2\sigma^2}. \quad (3.43)
\]
then

\[ \frac{\alpha^2}{\sigma_i^2} = \frac{\zeta}{\zeta + 1} h_i, \]  

(3.44)

and

\[ \frac{2\sigma_i^2}{\sigma_i^2} = \frac{h_i}{\zeta + 1}. \]  

(3.45)

Substituting (3.43), (3.44), and (3.45) into (3.41), we get

\[
F_{h_i}(s) = \exp(-i\zeta) \exp \left( \frac{\zeta - h_i i}{\zeta + 1} \right) \left( \frac{h_i}{\zeta + 1} \right)^s \left( s + \frac{1}{h_i} \right) \frac{1}{\zeta + 1}.
\]  

(3.46)

Now, simplifying (3.46), we obtain

\[
F_{h_i}(s) = \exp(-\zeta) \exp \left( \frac{\zeta}{h_i} \right) \left( s + \frac{1}{h_i} \right) \frac{1}{\zeta + 1}.
\]  

(3.47)
Similarly,

\[
F_{H_2}(s) = \left\{ \frac{\exp(-\zeta \cdot s)}{\frac{h_2}{\zeta + 1} \cdot s + 1} \right\}^{d-i}.
\]

Therefore, from (3.47), (3.48), and (3.29),

\[
F_G(s) = \left\{ \frac{\exp(-\zeta \cdot s)}{\frac{h_1}{\zeta + 1} \cdot s + 1} \right\}^{i} \left\{ \frac{\exp(-\zeta \cdot s)}{\frac{h_2}{\zeta + 1} \cdot s + 1} \right\}^{d-i}.
\]

The inverse Laplace transform is

\[
f_G(g) = L^{-1}\left[ F_G(s) \right] = \frac{1}{2\pi j} \int_{c-j\infty}^{c+j\infty} F_G(s) e^{gs} ds
\]

where \( c \) must be within the strip of convergence of \( F_G(s) \). Since it is quite complicated
to evaluate (3.50) analytically, we used the identity [5, 15]

\[
f_x(x) = \frac{ce^{cx}}{\pi} \left[ \int_0^\pi \left\{ \text{Re}\{F_x(c + j \tan \varphi)\} \cos(cx \tan \varphi) \right. \\
- \left. \text{Im}\{F_x(c + j \tan \varphi)\} \sin(cx \tan \varphi) \right\} \sec^2 \varphi \, d\varphi \right.
\]

(3.51)
to evaluate \( f_G(g) \) numerically. In (3.51), \( c \) must be within the strip of convergence of
\( F_G(s) \) and is empirically selected.
With the above procedure, we can compute $P_d$ conditioned on the number $i$ of the bits subject to interference. Therefore, it is necessary to calculate the mean value of the conditioned $P_d(i)$ over all potential values of $i$ (i.e., from zero to $d$). The probability that $i$ out of $d$ bits are affected by the interference is given by

$$P_d^i(i) = \binom{d}{i} p^i (1-p)^{d-i}$$

(3.52)

and the average $P_d$ is given by

$$P_d = \sum_{i=0}^{d} P_d^i(i) P_d(i) = \sum_{i=0}^{d} \binom{d}{i} p^i (1-p)^{d-i} P_d(i).$$

(3.53)

1. BPSK/QPSK with Convolutional Coding and SDD $r = 1/2$

The probability of bit error vs. SIR for BPSK/QPSK with convolutional coding and SDD for $r = 1/2$ when the signal is transmitted over a Ricean fading channel with AWGN and pulsed noise–like interference is plotted in Figure 22 for various values of the channel parameter $\zeta$ and for $p = 0.5$. The SNR is 10 dB, which, in the absence of interference, yields a probability of bit error in the order of $10^{-7}$ for $\zeta = 1$ [4]. In Figure 23, the probability of bit error vs. SIR is plotted for various values of $p$ and for $\zeta = 1, \zeta = 10$ (SNR = 10 dB).

The use of SDD eliminates the phenomenon of the worst performance occurring for low values of the interference duty cycle $p$. In Figure 20 we see that, within the $P_b$ range of interest, continuous interference represents the worst–case scenario regardless of the degree of signal fading.
BPSK/QPSK with convolutional coding and SDD for $r = 1/2$ in a Ricean channel, with AWGN and pulsed–noise interference ($p = 0.5$).

BPSK/QPSK with convolutional coding and SDD for $r = 3/4$

The probability of bit error vs. SIR for BPSK/QPSK with convolutional coding and SDD for $r = 3/4$ when the signal is transmitted over a Ricean fading channel with AWGN and pulsed noise–like interference is plotted in Figure 24 for various values of the channel parameter $ζ$ and for $p = 0.5$. The SNR is 15 dB, which, in the absence of in-
terference, yields a probability of bit error on the order of $10^{-7}$ for $\zeta = 1$ [4]. In Figure 25, the probability of bit error vs. SIR is plotted for various values of $p$ and for $\zeta = 1$, $\zeta = 10$ (SNR = 15 dB).

For mild fading and SIR > 8 dB, the worst performance occurs for low values of $p$ but to an extent significantly reduced compared to the non-coded and the coded-with-HDD cases.

Figure 24. BPSK/QPSK with convolutional coding and SDD for $r = 3/4$ in a Ricean channel with AWGN and pulsed-noise interference ($p = 0.5$).

Figure 25. BPSK/QPSK with convolutional coding and SDD for $r = 3/4$ in a Ricean channel with AWGN and pulsed-noise interference.
E. SUMMARY

This chapter examined the effect of non–fading pulsed, noise–like interference and AWGN when the signal is transmitted over a Ricean fading channel. Results for the non–coded case and the coded–with–HDD case were obtained for all modulations specified in the IEEE 802.11a standard and for the coded–with–SDD case for BPSK/QPSK only. The effect on performance of the fading and the interference was evaluated in terms of the channel parameter $\zeta$ (degree of fading) and the pulsed interference duty cycle $p$.

In the next chapter, we examine the effect of pulsed, noise–like interference and AWGN when the signal is transmitted over a Ricean fading channel and the interference signal is also subject to fading.
IV. PERFORMANCE ANALYSIS FOR A RICEAN FADING CHANNEL WITH RICEAN FADING PULSED–NOISE INTERFERENCE

A. INTRODUCTION

The previous chapter examined receiver performance when a digital signal is transmitted over a Ricean fading channel with non–fading, noise–like pulsed interference and AWGN. The current chapter evaluates receiver performance when the interference signal also experiences Ricean fading. In this case, the received signal and the noise are modeled as random variables, and the probability of bit error is conditional on both. Due to the complexity of the analysis, however, the evaluation is limited to few special cases and, as far as the implementation of error correction coding is concerned, only hard decision decoding was examined.

B. THE GENERAL CASE

The probability of bit error for a BPSK/QPSK signal in AWGN with no channel fading is given by

\[ P_b = Q \left( \frac{2\alpha^2_c}{\sigma^2_N} \right) \]  

(4.1)

where \( \alpha^2_c \) represents the received signal power and \( \sigma^2_N \) represents the noise power. In the presence of noise–like interference along with AWGN, \( \sigma^2_N \) represents the combined AWGN and interference power, i.e., \( \sigma^2_N = \sigma^2_0 + \sigma^2_i \). In order to simplify the analysis, we assume that the AWGN power \( \sigma^2_0 \) is negligible compared to the interference power \( \sigma^2_i \). In other words,

\[ \sigma^2_N \approx \sigma^2_i. \]  

(4.2)

When the desired signal and the interfering signal both experience fading, \( \alpha^2_c \) and \( \sigma^2_i \) are modeled as random variables, and (4.1) gives the probability of bit error conditioned on these two variables. The probability of bit error is also conditioned on these random variables when using M–QAM instead of BPSK/QPSK.
In order to obtain the unconditional probability of bit error, it is necessary to find the expected value of the conditional probability in (4.1) (or of the respective formula for M–QAM) over all possible values of $\alpha_c^2$ and $\sigma_i^2$.

In the case of a signal subjected to Ricean fading, the probability density function of $\alpha_c$ is given by [5]

$$
f_{\alpha_c}(\alpha_c) = \frac{\alpha_c}{\sigma_c^2} \exp\left(-\frac{\alpha_c^2 + \alpha_i^2}{2\sigma_i^2}\right) I_0\left(\frac{\alpha_c\alpha_i}{\sigma_c^2}\right)
$$

(4.3)

where

$$
E(\alpha_c^2) = \alpha_c^2 + 2\sigma_i^2,
$$

$2\sigma_i^2$ is the power of the multipath component of the signal,

$\alpha_c^2$ is the power of the deterministic component, and

$I_0$ is the modified Bessel function of the first kind of zero order.

Setting

$$
s = \alpha_c^2,
$$

(4.4)

(should not be confused with the variable $s$ of the Laplace transform in Chapter III) we get

$$
\alpha_c = \sqrt{s},
$$

(4.5)

and

$$
\frac{ds}{da_c} = 2a_c.
$$

(4.6)

From [11],

$$
f_s(s) = \left. \frac{1}{ds/da_c} f_{\alpha_c}(\alpha_c) \right|_{\alpha_c = \sqrt{s}} = \frac{1}{2a_c \sigma_i^2} \exp\left(-\frac{\alpha_c^2 + \alpha_i^2}{2\sigma_i^2}\right) I_0\left(\frac{\alpha_c\alpha_i}{\sigma_c^2}\right) \frac{1}{\sqrt{s}}.
$$

(4.7)
Therefore,
\[ f_s(s) = \frac{1}{2\sigma_s^2} \exp \left(-\frac{s + \alpha_n^2}{2\sigma_s^2}\right) I_0 \left(\frac{\alpha_n \sqrt{s}}{\sigma_s} \right). \quad (4.8) \]

Similarly, for the noise–like interference signal, we set
\[ n = \sigma_i^2 \quad (4.9) \]
and obtain
\[ f_n(n) = \frac{1}{2\sigma_n^2} \exp \left(-\frac{n + \alpha_n^2}{2\sigma_n^2}\right) I_0 \left(\frac{\alpha_n \sqrt{n}}{\sigma_n^2} \right) \quad (4.10) \]

where
\[ E(n) = \alpha_n^2 + 2\sigma_n^2, \]
\[ 2\sigma_n^2 \] is the power of the multipath component of the interference signal, and
\[ \alpha_n^2 \] is the power of the deterministic interference component.

By defining
\[ z = \frac{s}{n}, \quad (4.11) \]
then, from (4.1), (4.4), and (4.9), the conditional probability of bit error for BPSK/QPSK is
\[ P_b = Q\left(\sqrt{2z}\right) \quad (4.12) \]
and the unconditional probability is given by the mean value of (4.12), i.e.,
\[ P_b = \int_{-\infty}^{\infty} Q\left(\sqrt{2z}\right) f_z(z) \, dz \quad (4.13) \]

where \( f_z(z) \) is the probability density function of \( z \) and has to be evaluated. From [11]
\[ f_z(z) = \int_{0}^{\infty} \left| n \right| f_s(zn) f_n(n) \, dn. \quad (4.14) \]

By substituting (4.7) and (4.10) into (4.14) and given that \( n \) assumes only positive values, we get
\[ f_z(z) = \int_{0}^{\infty} \frac{1}{2\sigma_n^2} \exp \left( -\frac{zn + \alpha_n^2}{2\sigma_n^2} \right) I_0 \left( \frac{\alpha_n\sqrt{zn}}{\sigma_n^2} \right) \frac{1}{2\sigma_n^2} \exp \left( -\frac{n + \alpha_n^2}{2\sigma_n^2} \right) I_0 \left( \frac{\alpha_n\sqrt{zn}}{\sigma_n^2} \right) dn. \quad (4.15) \]

From the identity
\[ I_n(t) = (-j)^n J_n(jt) \quad (4.16) \]
we get
\[ I_0(t) = J_0(jt), \quad (4.17) \]
and by substituting (4.17) into (4.15),
\[ f_z(z) = \frac{1}{4\sigma_n^4} \exp \left( -\frac{\alpha_n^2}{2\sigma_n^2} + \frac{-\alpha_n^2}{2\sigma_n^2} \right) \times \int_{0}^{\infty} n \exp \left( -\frac{zn}{2\sigma_n^2} + \frac{n}{2\sigma_n^2} \right) J_0 \left( \frac{j\alpha_n\sqrt{zn}}{\sigma_n^2} \right) J_0 \left( \frac{j\alpha_n\sqrt{n}}{\sigma_n^2} \right) dn. \quad (4.18) \]

From [10], we know that
\[
\begin{align*}
\int_{0}^{\infty} x^{\mu+1} e^{-\alpha x^2} J_{\mu}(\beta x) J_{\nu}(\gamma x) dx & = \beta^{\mu+\nu+2} \sum_{m=0}^{\infty} \left( \frac{m!}{(m+\mu+1)!} \right) F \left( \begin{array}{c}
-m,-\mu-m;\nu+1;\frac{\beta^2}{4\alpha}
\end{array} \right)
\end{align*}
\]
where \( F(\bullet) \) is the Gauss hypergeometric function, defined as
\[ F(\alpha, \beta; \gamma; z) = 1 + \frac{\alpha \beta}{\gamma} z + \frac{\alpha (\alpha+1) \beta (\beta+1)}{\gamma (\gamma+1) 2} z^2 + \frac{\alpha (\alpha+1) (\alpha+2) \beta (\beta+1) (\beta+2)}{\gamma (\gamma+1) (\gamma+2) 3} z^3 + \ldots. \quad (4.20) \]

The integral in (4.18) is similar to that in (4.19) if we let \( \sqrt{n} = x, \ dn = 2x \ dx, \)
\[ \mu = 0, \ \nu = 0, \ \alpha = \frac{z}{2\sigma_n^2} + \frac{1}{2\sigma_n^2}, \ \beta = j \frac{\alpha \sqrt{z}}{\sigma_n}, \ \gamma = j \frac{\alpha_n \sqrt{n}}{\sigma_n^2}, \ \text{and} \ \lambda + 1 = 3 \text{ or } \lambda = 2. \]
However, the resultant form is too complicated to analyze further. Therefore, some particular cases were examined.
C. PERFORMANCE ANALYSIS FOR A RAYLEIGH FADING SIGNAL WITH RICEAN FADING PULSED-NOISE INTERFERENCE

In the case of Rayleigh signal fading and Ricean interference fading, we set 
\( \alpha_c = 0 \) in (4.18) and obtain

\[
f_Z(z) = \frac{1}{4\sigma_s^2\sigma_n^2} \exp\left(-\frac{\alpha_n^2}{2\sigma_s^2}\right) \int_0^n \exp\left(-n\left(\frac{z}{2\sigma_s^2} + \frac{1}{2\sigma_n^2}\right)\right) J_0(0) J_0\left(\frac{j\alpha_n\sqrt{n}}{\sigma_n^2}\right) dn. \tag{4.21}
\]

Using, again, the identity (3.31) with

\[
m = 1, \tag{4.22}
\]
\[
n = 0, \tag{4.23}
\]
\[
v = \frac{z}{2\sigma_s^2} + \frac{1}{2\sigma_n^2} = \frac{z\sigma_n^2 + \sigma_s^2}{2\sigma_s^2\sigma_n^2}, \tag{4.24}
\]

and

\[
2\beta = j\alpha_n \Rightarrow \beta^2 = \frac{-\alpha_n^2}{4\sigma_n^2} \Rightarrow \beta^2 = -\frac{\alpha_n^2\sigma_n^2}{2\sigma_n^2\left(z\sigma_n^2 + \sigma_s^2\right)}, \tag{4.25}
\]

and given that [5]

\[
L_i^k(x) = k + 1 - x \Rightarrow L_i^0\left(\frac{\beta^2}{v}\right) = 1 - \frac{\beta^2}{v}, \tag{4.26}
\]

then

\[
f_Z(z) = \frac{\sigma_n^2\sigma_s^2}{\left(z\sigma_n^2 + \sigma_s^2\right)^2} \exp\left(-\frac{\alpha_n^2}{2\sigma_n^2} \frac{z\sigma_n^2}{z\sigma_n^2 + \sigma_s^2}\right) \left(1 + \frac{\alpha_n^2}{2\sigma_n^2} \frac{\sigma_s^2}{z\sigma_n^2 + \sigma_s^2}\right). \tag{4.27}
\]

Since

\[
\zeta_n = \frac{\alpha_n^2}{2\sigma_n^2}, \tag{4.28}
\]
\[
\bar{s} = \frac{\alpha_c^2}{2\sigma_n^2} \Rightarrow \sigma_n^2 = \frac{\bar{s}}{2}, \tag{4.29}
\]

and

\[
\bar{n} = \sigma_n^2 = \alpha_n^2 + \sigma_n^2 = 2\sigma_n^2 \left(\zeta_n + 1\right) \Rightarrow \sigma_n^2 = \frac{\bar{n}}{\zeta_n + 1}, \tag{4.30}
\]
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then from (4.27)

\[
f_z(z) = \frac{\text{SIR} \left( \frac{\zeta_n}{n} + 1 \right)}{(z + \text{SIR} \left( \frac{\zeta_n}{n} + 1 \right))^2} \exp \left( -\frac{\zeta_n}{n} \frac{z}{z + \text{SIR} \left( \frac{\zeta_n}{n} + 1 \right)} \right) \left( 1 + \frac{\zeta_n}{n} \frac{\text{SIR} \left( \frac{\zeta_n}{n} + 1 \right)}{z + \text{SIR} \left( \frac{\zeta_n}{n} + 1 \right)} \right)
\]

(4.31)

where

\[
\text{SIR} = \frac{\bar{\tau}}{n}
\]

(4.32)
is the average signal–to–interference power ratio.

1. **Without FEC**
   
   **a. BPSK/QPSK**

   The probability of bit error for a BPSK/QPSK signal with Rayleigh fading and Ricean fading interference was evaluated numerically after substituting (4.31) into (4.13). Since the interference is assumed to be pulsed, a symbol may or may not be affected by the interference. Therefore, (3.12) applies. The probability of bit error for a Rayleigh fading signal in AWGN is obtained from (3.5) by letting \( \zeta = \zeta_s = 0 \).

   Figure 26 shows the probability of bit error vs. SIR for BPSK/QPSK when the signal is transmitted over a Rayleigh fading channel with AWGN and Ricean fading pulsed–noise interference for various values of \( \zeta_n \) and for \( p = 0.5 \). Figure 27 shows the probability of bit error vs. SIR for \( \zeta_n = 1 \) and \( \zeta_n = 10 \) and for various values of \( p \). The SNR is 34 dB in both figures, and SIR \( \leq 24 \text{ dB} \), so the assumption (4.2) stands. The particular value of SNR was selected because, in the absence of interference, it yields a probability of bit error on the order of \( 10^{-4} \). The same criterion for the selection of the SNR was used in all subsequent plots, the ones with FEC included. In the previous chapter, for the plots with FEC, a SNR was selected that yielded a probability of bit error on the order of \( 10^{-7} \) in the absence of interference. However, given the assumption (4.2), this approach would limit significantly the range of SIR; therefore, it is not used in this chapter.

   We observe that the fading of the interference signal does not affect \( P_b \). However, \( P_b \) is affected by the variation of the interference duty cycle \( p \), with the worst case occurring for \( p = 1 \).
Following the same reasoning as for BPSK/QPSK, we obtain the probability of bit error for a 16–QAM Rayleigh fading signal in Ricean fading interference from (3.14) by letting $E_b/N_0 = z$ and averaging over the random variable $z$. The probability of bit error for a Rayleigh fading 16–QAM signal in AWGN is obtained from (3.15) by letting $\zeta = \zeta_s = 0$. 

**b. 16–QAM**

Figure 26. BPSK/QPSK transmitted over a Rayleigh fading channel with Ricean fading pulsed–noise interference ($p = 0.5$) and AWGN.

Figure 27. BPSK/QPSK transmitted over a Rayleigh fading channel with Ricean fading pulsed–noise interference and AWGN.
Figure 28 shows the probability of bit error vs. SIR for 16–QAM when the signal is transmitted over a Rayleigh fading channel with AWGN and Ricean fading pulsed–noise interference for various values of $\zeta_n$ and for $p = 0.5$. Figure 29 shows the probability of bit error vs. SIR for $\zeta_n = 1$ and $\zeta_n = 10$ and for various values of $p$. The SNR is 35 dB for both figures and SIR $\leq 25$ dB, so the assumption (4.2) stands.

Similar to BPSK/QPSK, we observe that fading of the interference does not affect $P_b$, but the effect of varying the parameter $p$ is stronger for 16–QAM, and the worst case still occurs for $p = 1$. 

Figure 28. 16–QAM transmitted over a Rayleigh fading channel with Ricean fading pulsed–noise interference ($p = 0.5$) and AWGN.

Figure 29. 16–QAM transmitted over a Rayleigh fading channel with Ricean fading pulsed–noise interference and AWGN.
c. 64–QAM

In the same manner as for 16–QAM, we obtain the probability of bit error for a 64–QAM Rayleigh fading signal in Ricean fading interference and AWGN.

Figure 30 shows the probability of bit error vs. SIR for 64–QAM when the signal is transmitted over a Rayleigh fading channel with AWGN and Ricean fading pulsed–noise interference for various values of \( \zeta_n \) and for \( p = 0.5 \). Figure 31 shows the probability of bit error vs. SIR for \( \zeta_n = 1 \) and \( \zeta_n = 10 \) and for various values of \( p \). The SNR is 40 dB for both figures and SIR \( \leq 30 \) dB, so the assumption (4.2) stands.

The effect of fading and interference on performance is similar to that obtained for BPSK/QPSK and 16–QAM, i.e., no effect of the interference fading on \( P_b \) and an even stronger effect of varying the parameter \( p \) with the worst case occurring for \( p = 1 \).

Figure 30. 64–QAM transmitted over a Rayleigh fading channel with Ricean fading pulsed–noise interference \( (p = 0.5) \) and AWGN.
64-QAM transmitted over a Rayleigh fading channel with Ricean fading pulsed–noise interference and AWGN.

2. With Convolutional Coding and Hard Decision Decoding (HDD)
   a. BPSK/QPSK with Convolutional Coding and HDD  $r = 1/2$

Figure 32 shows the probability of bit error vs. SIR for BPSK/QPSK with convolutional coding and HDD for $r = 1/2$ when the signal is transmitted over a Rayleigh fading channel with AWGN and Ricean fading pulsed–noise interference for various values of $\zeta_n$ and for $p = 0.5$. Figure 33 shows the probability of bit error vs. SIR for $\zeta_n = 1$ and $\zeta_n = 10$ and for various values of $p$. The SNR is 34 dB in both figures and SIR $\leq 24$ dB, so the assumption (4.2) stands.

Figure 32. BPSK/QPSK with $r = 1/2$ convolutional coding and HDD transmitted over a Rayleigh fading channel with Ricean fading pulsed–noise interference ($p = 0.5$) and AWGN.
Figure 33. BPSK/QPSK with $r = 1/2$ convolutional coding and HDD transmitted over a Rayleigh fading channel with Ricean fading pulsed–noise interference and AWGN.

**b. BPSK/QPSK with Convolutional Coding and HDD $r = 3/4$**

Figure 34 shows the probability of bit error vs. SIR for BPSK/QPSK with convolutional coding and HDD for $r = 3/4$ when the signal is transmitted over a Rayleigh fading channel with AWGN and Ricean fading pulsed–noise interference for various values of $\zeta_n$ and for $p = 0.5$. Figure 35 shows the probability of bit error vs. SIR for $\zeta_n = 1$ and $\zeta_n = 10$ and for various values of $p$. The SNR is 34 dB in both figures and SIR $\leq 24$ dB, so the assumption (4.2) stands.

Figure 34. BPSK/QPSK with $r = 3/4$ convolutional coding and HDD transmitted over a Rayleigh fading channel with Ricean fading pulsed–noise interference ($p = 0.5$) and AWGN.
Figure 35. BPSK/QPSK with $r = 3/4$ convolutional coding and HDD transmitted over a Rayleigh fading channel with Ricean fading pulsed–noise interference and AWGN.

c. **16–QAM with Convolutional Coding and HDD $r = 1/2$**

Figure 36 shows the probability of bit error vs. SIR for 16–QAM with convolutional coding and HDD for $r = 1/2$ when the signal is transmitted over a Rayleigh fading channel with AWGN and Ricean fading pulsed–noise interference for various values of $\zeta_n$ and for $p = 0.5$. Figure 37 shows the probability of bit error vs. SIR for $\zeta_n = 1$ and $\zeta_n = 10$ and for various values of $p$. The SNR is 35 dB for both figures and SIR $\leq 25$ dB.

Figure 36. 16–QAM with $r = 1/2$ convolutional coding and HDD transmitted over a Rayleigh fading channel with Ricean fading pulsed–noise interference ($p = 0.5$) and AWGN.
Figure 37. 16–QAM with $r = 1/2$ convolutional coding and HDD transmitted over a Rayleigh fading channel with Ricean fading pulsed–noise interference and AWGN.

**d. 16–QAM with Convolutional Coding and HDD $r = 3/4$**

Figure 38 shows the probability of bit error vs. SIR for 16–QAM with convolutional coding and HDD for $r = 3/4$ when the signal is transmitted over a Rayleigh fading channel with AWGN and Ricean fading pulsed–noise interference for various values of $\zeta_s$ and for $p = 0.5$. Figure 39 shows the probability of bit error vs. SIR for $\zeta_s = 1$ and $\zeta_s = 10$ and for various values of $p$. The SNR is 35 dB for both figures and SIR $\leq 25$ dB.
e. **64-QAM with Convolutional Coding and HDD** $r = 2/3$

Figure 40 shows the probability of bit error vs. SIR for 64-QAM with convolutional coding and HDD for $r = 2/3$ when the signal is transmitted over a Rayleigh fading channel with AWGN and Ricean fading pulsed–noise interference for various values of $\zeta_s$ and for $p = 0.5$. Figure 41 shows the probability of bit error vs. SIR.
for $\zeta_n = 1$ and $\zeta_n = 10$ and for various values of $p$. The SNR is 40 dB for both figures and SIR $\leq 30$ dB, so the assumption (4.2) stands.

Figure 40.  64–QAM with $r = 2/3$ convolutional coding and HDD transmitted over a Rayleigh fading channel with Ricean fading pulsed–noise interference ($p = 0.5$) and AWGN.

Figure 41.  64–QAM with $r = 2/3$ convolutional coding and HDD transmitted over a Rayleigh fading channel with Ricean fading pulsed–noise interference and AWGN.

f.  64–QAM with Convolutional Coding and HDD $r = 3/4$

Figure 42 shows the probability of bit error vs. SIR for 64–QAM with convolutional coding and HDD for $r = 3/4$ when the signal is transmitted over a Rayleigh fading channel with AWGN and Ricean fading pulsed–noise interference for
various values of $\zeta_n$ and for $p = 0.5$. Figure 43 shows the probability of bit error vs. SIR for $\zeta_n = 1$ and $\zeta_n = 10$ and for various values of $p$. The SNR is 40 dB for both figures and SIR $\leq 30$ dB.

Figure 42. 64–QAM with $r = 3/4$ convolutional coding and HDD transmitted over a Rayleigh fading channel with Ricean fading pulsed–noise interference ($p = 0.5$) and AWGN.

Figure 43. 64–QAM with $r = 3/4$ convolutional coding and HDD transmitted over a Rayleigh fading channel with Ricean fading pulsed–noise interference and AWGN.
Except for the improvement in performance with respect to $P_b$, the use of convolutional coding with HDD does not alter the picture observed for the non–FEC cases. Performance is only slightly affected by the interference fading, but is affected by the pulsed interference duty cycle $p$. The worst case for all modulation schemes with convolutional coding and HDD occurs for $p = 1$.

**D. PERFORMANCE ANALYSIS FOR A RICEAN FADING SIGNAL WITH RAYLEIGH FADING PULSED–NOISE INTERFERENCE**

By allowing $\alpha_s = 0$ in the general case, the useful signal experiences Ricean fading and the interference signal is subject to Rayleigh fading. From (4.18)

$$f_z(z) = \frac{1}{4\sigma_s^2\sigma_n^2} \exp\left(-\frac{\alpha_s^2}{2\sigma_s^2}\right) \int_0^\infty n \exp\left(-\frac{zn}{2\sigma_n^2} + \frac{-n}{2\sigma_n^2}\right) J_0\left(j\alpha_s\sqrt{zn}/\sigma_n^2\right) J_0(0) \, dn. \quad (4.33)$$

Using once more the identity (3.31) with

$$m = 1, \quad (4.34)$$

$$n = 0, \quad (4.35)$$

and

$$v = \frac{z}{2\sigma_s^2} + \frac{1}{2\sigma_n^2} = \frac{z\sigma_n^2 + \sigma_s^2}{2\sigma_s^2\sigma_n^2}, \quad (4.36)$$

and

$$2\beta = j\frac{\alpha_s\sqrt{z}}{\sigma_s^2} \Rightarrow \beta^2 = -\frac{\alpha_s^2 z}{\sigma_s^2} \Rightarrow \beta^2 = \frac{\alpha_s^2\sigma_n^2 z}{2\sigma_s^2\left(z\sigma_n^2 + \sigma_s^2\right)}, \quad (4.37)$$

and the identity (4.26), we get

$$f_z(z) = \frac{\sigma_s^2\sigma_n^2}{\left(z\sigma_n^2 + \sigma_s^2\right)^2} \exp\left(-\frac{\alpha_s^2}{2\sigma_s^2} - \frac{\sigma_s^2}{z\sigma_n^2 + \sigma_s^2}\right) \left(1 + \frac{\alpha_s^2}{z\sigma_n^2 + \sigma_s^2}\right). \quad (4.38)$$

Since

$$\zeta_s = \frac{\sigma_s^2}{2\sigma_s^2}, \quad (4.39)$$

$$\bar{s} = \bar{\alpha_s^2} = \sigma_s^2 + 2\sigma_s^2 = 2\sigma_s^2 \left(\zeta_s + 1\right) \Rightarrow \sigma_s^2 = \frac{\bar{s}}{2(\zeta_s + 1)}, \quad (4.40)$$

and

$$\bar{n} = \sigma_n^2 \Rightarrow \sigma_n^2 = \frac{\bar{n}}{2}, \quad (4.41)$$
using (4.32), we get

$$f_z(z) = \frac{\text{SIR}(\zeta_s + 1)}{(z(\zeta_s + 1) + \text{SIR})^2} \exp\left(-\zeta_s \frac{\text{SIR}}{z(\zeta_s + 1) + \text{SIR}}\right) \left(1 + \zeta_s \frac{z(\zeta_s + 1)}{z(\zeta_s + 1) + \text{SIR}}\right). \quad (4.42)$$

Equation (4.42) is now substituted into (4.13), which is then evaluated numerically.

1. **Without Forward Error Correction Coding (FEC)**
   
   a. **BPSK/QPSK**

   The probability of bit error vs. SIR for BPSK/QPSK when the signal is transmitted over a Ricean fading channel with AWGN and Rayleigh fading pulsed noise–like interference is plotted in Figure 44 for various values of the channel parameter $\zeta_s$ and for $p = 0.5$. In Figure 45, the probability of bit error vs. SIR is plotted for various values of $p$ and $\zeta_s = 1$, $\zeta_s = 10$. The SNR is 32 dB for both figures and SIR $\leq 22$ dB so the assumption (4.2) stands.

   Performance in terms of $P_b$ improves while $\zeta_s$ increases. For a low value of $\zeta_s$, $p = 1$ is the worst case and the parameter $p$ does not affect performance for SIR $> 15$ dB. For larger $\zeta_s$ values and SIR $> 5$ dB, low values of $p$ ($p = 0.1$) represent the worst case.

![Figure 44](image1.png)

**Figure 44.** BPSK/QPSK transmitted over a Ricean fading channel with Rayleigh fading pulsed–noise interference ($p = 0.5$) and AWGN.
b. 16–QAM

The probability of bit error vs. SIR for 16–QAM when the signal is transmitted over a Ricean fading channel with AWGN and Rayleigh fading pulsed noise–like interference is plotted in Figure 46 for various values of the channel parameter $\zeta_s$ and for $p = 0.5$. In Figure 47, the probability of bit error vs. SIR is plotted for various values of $p$ and for $\zeta_s = 1$, $\zeta_s = 10$. The SNR is 35 dB for both figures and SIR $\leq 25$ dB.

As for BPSK/QPSK, performance in terms of $P_b$ improves while $\zeta_s$ increases. For a low value of $\zeta_s$, $p = 1$ is the worst case and the parameter $p$ does not affect performance for SIR $> 20$ dB. For larger $\zeta_s$ values and SIR $> 10$ dB, low values of $p$ ($p = 0.1$) represent the worst case.
Figure 46. 16–QAM transmitted over a Ricean fading channel with Rayleigh fading pulsed–noise interference ($p = 0.5$) and AWGN.

Figure 47. 16–QAM transmitted over a Ricean fading channel with Rayleigh fading pulsed–noise interference and AWGN.

c. 64–QAM

The probability of bit error vs. SIR for 64–QAM when the signal is transmitted over a Ricean fading channel with AWGN and Rayleigh fading pulsed noise–like interference is plotted in Figure 48 for various values of the channel parameter $\zeta$, and for...
$p = 0.5$. In Figure 49, the probability of bit error vs. SIR is plotted for various values of $p$ and for $\zeta_s = 1$, $\zeta_s = 10$. The SNR is 38 dB for both figures and SIR $\leq 28$ dB.

Similar to BPSK/QPSK and 16–QAM, performance in terms of $P_b$ improves while $\zeta_s$ increases. For a low value of $\zeta_s$, $p = 1$ is the worst case and the parameter $p$ does not affect performance for SIR $> 25$ dB. For larger $\zeta_s$ values and SIR $> 15$ dB, low values of $p$ ($p = 0.1$) represent the worst case.

Figure 48. 64–QAM transmitted over a Ricean fading channel with Rayleigh fading pulsed–noise interference ($p = 0.5$) and AWGN.

Figure 49. 64–QAM transmitted over a Ricean fading channel with Rayleigh fading pulsed–noise interference and AWGN.
2. With Convolutional Coding and Hard Decision Decoding (HDD)

a. BPSK/QPSK with Convolutional Coding and HDD for \( r = 1/2 \)

The probability of bit error vs. SIR for BPSK/QPSK with convolutional coding and HDD for \( r = 1/2 \) when the signal is transmitted over a Ricean fading channel with AWGN and Rayleigh fading pulsed noise–like interference is plotted in Figure 50 for various values of the channel parameter \( \zeta_s \) and for \( p = 0.5 \). In Figure 51, the probability of bit error vs. SIR is plotted for various values of \( p \) and \( \zeta_s = 1, \zeta_s = 10 \). The SNR is 32 dB for both figures and SIR \( \leq 22 \) dB.

![Figure 50](image1.png)

**Figure 50.** BPSK/QPSK with \( r = 1/2 \) convolutional coding and HDD transmitted over a Ricean fading channel with Rayleigh fading pulsed–noise interference \((p = 0.5)\) and AWGN.

![Figure 51](image2.png)

**Figure 51.** BPSK/QPSK with \( r = 1/2 \) convolutional coding and HDD transmitted over a Ricean fading channel with Rayleigh fading pulsed–noise interference and AWGN.
b. **BPSK/QPSK with Convolutional Coding and HDD for \( r = 3/4 \)**

The probability of bit error vs. SIR for BPSK/QPSK with convolutional coding and HDD for \( r = 3/4 \) when the signal is transmitted over a Ricean fading channel with AWGN and Rayleigh fading pulsed noise–like interference is plotted in Figure 52 for various values of the channel parameter \( \zeta \), and for \( p = 0.5 \). In Figure 53, the probability of bit error vs. SIR is plotted for various values of \( p \) and \( \zeta = 1, \quad \zeta = 10 \). The SNR is 32 dB for both figures and SIR \( \leq 22 \) dB.

![Figure 52](image1.png)  
**Figure 52.** BPSK/QPSK with \( r = 3/4 \) convolutional coding and HDD transmitted over a Ricean fading channel with Rayleigh fading pulsed–noise interference \( (p = 0.5) \) and AWGN.

![Figure 53](image2.png)  
**Figure 53.** BPSK/QPSK with \( r = 3/4 \) convolutional coding and HDD transmitted over a Ricean fading channel with Rayleigh fading pulsed–noise interference and AWGN.
c. 16-QAM with Convolutional Coding and HDD for $r = 1/2$

The probability of bit error vs. SIR for 16-QAM with convolutional coding and HDD for $r = 1/2$ when the signal is transmitted over a Ricean fading channel with AWGN and Rayleigh fading pulsed noise–like interference is plotted in Figure 54 for various values of the channel parameter $\zeta_s$ and for $p = 0.5$. In Figure 55, the probability of bit error vs. SIR is plotted for various values of $p$ and for $\zeta_s = 1$, $\zeta_s = 10$. The SNR is 35 dB for both figures and SIR $\leq 25$ dB.

![Figure 54. 16-QAM with $r = 1/2$ convolutional coding and HDD transmitted over a Ricean fading channel with Rayleigh fading pulsed–noise interference ($p = 0.5$) and AWGN.](image)

![Figure 55. 16-QAM with $r = 1/2$ convolutional coding and HDD transmitted over a Ricean fading channel with Rayleigh fading pulsed–noise interference and AWGN.](image)
d. **16–QAM with Convolutional Coding and HDD for \( r = 3/4 \)**

The probability of bit error vs. SIR for 16–QAM with convolutional coding and HDD for \( r = 3/4 \) when the signal is transmitted over a Ricean fading channel with AWGN and Rayleigh fading pulsed noise–like interference is plotted in Figure 56 for various values of the channel parameter \( \zeta \) and for \( p = 0.5 \). In Figure 57, the probability of bit error vs. SIR is plotted for various values of \( p \) and for \( \zeta = 1, \zeta = 10 \). The SNR is 35 dB for both figures and SIR \( \leq 25 \) dB.

![Figure 56](image1)

Figure 56. 16–QAM with \( r = 3/4 \) convolutional coding and HDD transmitted over a Ricean fading channel with Rayleigh fading pulsed–noise interference \( (p = 0.5) \) and AWGN.

![Figure 57](image2)

Figure 57. 16–QAM with \( r = 3/4 \) convolutional coding and HDD transmitted over a Ricean fading channel with Rayleigh fading pulsed–noise interference and AWGN.
e. 64–QAM with Convolutional Coding and HDD for $r = 2/3$

The probability of bit error vs. SIR for 64–QAM with convolutional coding and HDD for $r = 2/3$ when the signal is transmitted over a Ricean fading channel with AWGN and Rayleigh fading pulsed noise–like interference is plotted in Figure 58 for various values of the channel parameter $\zeta_s$ and for $p = 0.5$. In Figure 59, the probability of bit error vs. SIR is plotted for various values of $p$ and for $\zeta_s = 1$, $\zeta_s = 10$. The SNR is 38 dB for both figures and SIR $\leq 28$ dB.

![Figure 58](image1)

**Figure 58.** 64–QAM with $r = 2/3$ convolutional coding and HDD transmitted over a Ricean fading channel with Rayleigh fading pulsed–noise interference ($p = 0.5$) and AWGN.

![Figure 59](image2)

**Figure 59.** 64–QAM with $r = 2/3$ convolutional coding and HDD transmitted over a Ricean fading channel with Rayleigh fading pulsed–noise interference and AWGN.
f. 64–QAM with Convolutional Coding and HDD for $r = 3/4$

The probability of bit error vs. SIR for 64–QAM with convolutional coding and HDD for $r = 3/4$ when the signal is transmitted over a Ricean fading channel with AWGN and Rayleigh fading pulsed noise–like interference is plotted in Figure 60 for various values of the channel parameter $\zeta$, and for $p = 0.5$. In Figure 61, the probability of bit error vs. SIR is plotted for various values of $p$ and for $\zeta = 1$, $\zeta = 10$. The SNR is 38 dB for both figures and SIR $\leq 28$ dB.

![Figure 60](image)

Figure 60. 64–QAM with $r = 3/4$ convolutional coding and HDD transmitted over a Ricean fading channel with Rayleigh fading pulsed–noise interference ($p = 0.5$) and AWGN.

![Figure 61](image)

Figure 61. 64–QAM with $r = 3/4$ convolutional coding and HDD transmitted over a Ricean fading channel with Rayleigh fading pulsed–noise interference and AWGN.
Except for the improvement in performance with respect to $P_b$, the use of convolutional coding with HDD does not alter the picture observed for the non–FEC cases. Performance improves ($P_b$ decreases) with increasing $\zeta$. For a low value of $\zeta$, and for high SIR values, performance is not affected by the parameter $p$. For high values of $\zeta$, there is a point in the SIR range beyond which small values of $p$ constitute the worst case for each type of modulation.

**E. SUMMARY**

This chapter first examined receiver performance when the signal is transmitted over a Rayleigh fading channel with AWGN and Ricean fading, pulsed noise–like interference, both for non–coded and coded signals (HDD only). It was observed that the performance is not significantly affected by the degree of fading of the interference but is affected by the pulsed interference duty cycle, with the worst case being that of continuous interference ($p = 1$).

Next, the receiver performance when the signal is transmitted over a Ricean fading channel with AWGN and Rayleigh fading pulsed noise–like interference was examined, both for non–coded and coded signals (HDD only). In this case, it was observed that performance is better for weak fading. For strong signal fading, continuous interference (duty cycle of 1) is the worst case, but the interference duty cycle does not affect performance at high SIR. For weaker fading, the interference duty cycle $p$ significantly affects performance and, for high SIR, the worst case occurs when the interference duty cycle is low.
V. CONCLUSION

A. FINDINGS

In Chapter III we assumed that the transmitted signal only (and not the pulsed, noise–like interference) was subject to Ricean fading. As expected, we observed that performance deteriorates as the amount of fading encountered by the signal increases. The effect of turning the interference on and off systematically (pulsing) varies depending on the degree of signal fading. For low SIR values, the worst performance occurs for continuous (barrage) interference. For mild fading and higher SIR, the worst performance occurs for low duty cycle pulsing (i.e., when fewer transmitted symbols encounter higher interference power). For stronger fading and higher SIR, the variation of the interference duty cycle does not have any effect on performance. The bound between the low and higher SIR values mentioned here is different for each modulation type.

In Chapter IV we assumed that both the transmitted signal and the interference were subject to Ricean fading, but, due to the complexity of the calculations, two specific cases were examined. In the first one, where the signal is affected by Rayleigh signal fading and the interference by Ricean fading, it was found that the performance is not affected by the degree of interference fading, but it is affected by the interference duty cycle, the worst case being that of continuous interference. In the second case, where Ricean signal fading and Rayleigh interference fading are assumed, findings are similar to those described above for Chapter III.

B. RECOMMENDATIONS FOR FURTHER RESEARCH

The single sub–carrier results of this thesis can be applied in order to evaluate the performance of the complete OFDM system specified in the IEEE 802.11a standard under the same channel conditions. The performance of each sub–carrier has to be evaluated independently and the average performance has to be computed. For this to be done, a distribution function for the parameter $\zeta$ must be selected, and a value of $\zeta$ has to be assigned to each sub–carrier.
Furthermore, the analysis of Chapter IV can be extended to produce an analytical or numerical result for the general case where both the transmitted signal and the interference are subject to Ricean fading. Also, the performance analysis for the specific (simplified) cases investigated in Chapter IV can be extended to include soft decision decoding.

C. CLOSING COMMENTS

The performance analysis of wireless local area networks (WLANs) is of significant importance given their increasing adoption by both military and civilian users. Investigation of their performance under non–favorable conditions (like fading and interference) can help determine an acceptable degree of dependence on WLANs that the users should allow for critical operations.
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