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1. Summary of Effort:

Significant progress was made in a number of proposed research areas. The first major task in the proposal involved incorporating simulation-based optimization (and, in particular, ordinal optimization) into dynamic optimization problems. In support of this task, we have made progress on new sampling methods for Markov Decision Processes (MDPs), a new time aggregation approach for MDPs, simulation-based methods for weighted cost-to-go MDPs, approaches to proving the exponential convergence rate of ordinal comparisons, approximate receding horizon approaches to MDPs and Markov games, and new classes of stochastic approximation algorithms.

In support of the second major task that involves estimation and control algorithms for dynamic hierarchical and graphical models, we have developed a variety of algorithms and analytical tools for models on graphs with loops that exploit embedded loop-free structure. These algorithms offer the potential of significantly enhanced solutions to a variety of optimization problems critical to the Air Force. Another major task in the proposal involved risk-sensitive estimation and control. In support of this task, we introduced and analyzed a new filtering scheme for the risk-sensitive state estimation of partially observed Markov chains.

2. Accomplishments/New Findings:

2.1 Incorporating Simulation Based Ordinal Optimization into Dynamic Optimization Problems

Based on recent results for multi-armed bandit problems, we proposed an "adaptive" sampling algorithm that approximates the optimal value of a finite horizon Markov decision process (MDP) with infinite state space but finite action space and bounded rewards. The algorithm adaptively chooses which action to sample as the sampling process proceeds, and it is proved that the estimate produced by the algorithm is asymptotically unbiased and the worst possible bias is bounded by a quantity that converges to zero at rate $O(H \ln N/N)$, where $H$ is the horizon length and $N$ is the total number of samples that are used per state sampled in each stage. The worst-case running-time complexity of the algorithm is also analyzed. The algorithm can be used to create an approximate receding horizon control to solve infinite horizon MDPs.

We proposed a time aggregation approach for the solution of infinite horizon average cost Markov decision processes via policy iteration. In this approach, policy update is only carried out when the process visits a subset of the state space. As in state aggregation, this approach leads to a reduced state space, which may lead to a substantial reduction in computational and storage requirements, especially for problems with certain structural properties. However, in contrast to state aggregation, which generally results in an approximate model due to the loss of the Markov property, time aggregation suffers no loss of accuracy, because the Markov property is preserved. Single sample path-based estimation algorithms are developed that allow the time aggregation approach to be
implemented online for practical systems. Some numerical and simulation examples are presented to illustrate the ideas and potential computational savings.

We studied simulation-based algorithms for weighted cost-to-go Markov Decision Process (MDP) problems. We developed a two-timescale simulation-based gradient algorithm for weighted cost-to-go problems and prove its convergence. We illustrated the algorithm by carrying out numerical experiments, comparing it with two other algorithms in the literature. The numerical results indicate comparable convergence rates for a small example, so we discuss conditions under which the proposed two-timescale algorithm would be preferred due to implementation considerations.

Michael Fu, one of the leaders in the area of simulation for optimization, has updated his previous survey and tutorial papers on the subject and published a feature article on the subject.

The asymptotic exponential convergence rate of ordinal comparisons follows from well-known results in large deviations theory, where the critical condition is the existence of a finite moment generating function. We showed that this is both a necessary and sufficient condition, and also show how one can recover the exponential convergence rate in cases where the moment generating function is not finite. In particular, by working with appropriately truncated versions of the original random variables, the exponential convergence rate can be recovered.

We considered the solution of stochastic dynamic programs using sample path estimates. Applying the theory of large deviations, we established conditions under which the sample path optimal policy converges to the true optimal policy, for both finite and infinite horizon problems, at an asymptotically exponential convergence rate. This is in contrast with the usual canonical (inverse) square root rate associated with standard statistical output analysis for performance evaluation, here corresponding to estimation of the value (cost-to-go) function itself. These results have practical implications for Monte Carlo simulation-based solution approaches to stochastic dynamic programming problems where it is impractical to extract the explicit transition probabilities of the underlying system model. A portfolio selection problem in finance, interesting in its own right, is used to illustrate the convergence rate results.

Building on previous work on the receding horizon approach for solving Markov decision processes (MDPs), we analyze the performance of the approximate receding horizon approach in terms of infinite horizon average reward. In this approach, we choose a finite horizon and at each decision time, we solve the given MDP with the finite horizon for an approximately optimal current action and take the action to control the MDP. We then analyze a recently proposed on-line policy improvement scheme, called "rollout", by Bertsekas and Castanon, and a generalization of the rollout algorithm, "parallel rollout", in terms of the infinite horizon average reward in the framework of the (approximate) receding horizon control.
We have made progress in the analysis of various classes of stochastic approximation algorithms for simulation optimization. For example, we proposed and analyzed a new class of simultaneous perturbation stochastic approximation (SPSA) algorithms that are effective for high-dimensional simulation optimization problems. Extensive numerical experiments on a network of $M/G/1$ queues with feedback indicate that the deterministic sequence SPSA algorithms proposed in [x] perform significantly better than the corresponding randomized algorithms. In [xii], we consider Simultaneous Perturbation Stochastic Approximation (SPSA) for function minimization. The standard assumption for convergence is that the function be three times differentiable, although weaker assumptions have been used for special cases. However, all work that we are aware of at least requires differentiability. In this paper, we relax the differentiability requirement and prove convergence using convex analysis.

We have applied some of our methodologies to problems in finance to test their viability. In particular, we applied some of our techniques for approximating stochastic control models to a problem in finance. In particular, we approximated the value function with a piecewise linear interpolation function, reducing the problem to a series of problems with known solutions. We provide two examples of finance problems where this approximation technique yields both upper and lower bounds on the true value.

2.2 Estimation and Control Algorithms for Dynamical Graphical Models

We have had several important developments in our work on estimation and optimization for hierarchical and graphical models. Motivated by earlier work on efficient algorithms for stochastic models on loop-free graphs (i.e., trees), we have developed a variety of algorithms and analytical tools for models on graphs with loops that exploit embedded loop-free structure. In particular, we have developed a new, powerful, and very promising family of what we are calling tree-reparametrization (TRP) algorithms. Each iteration of a TRP algorithm involves operations over a tree embedded in the graph. The critical idea here is the recognition that optimal estimation algorithms on trees correspond to performing a refactorization of the probability distribution for the entire process, one that explicitly exposes the marginal distributions for each node in the graph. TRP algorithms iterative perform this refactorization over a set of trees. In our work we have demonstrated that this algorithm has better convergence properties than previously developed algorithms and have also developed important theoretical results on the characterization of fixed points of these iterations, on necessary conditions for convergence using a pair of spanning trees, and on bounds on the errors in these algorithms. The latter results involve careful use of concepts in convex duality to obtain methods for optimizing our bounds over all embedded trees in a graph. Since there are generally many embedded trees, performing this optimization directly is completely intractable. However, the use of a dual formulation reduces this to a remarkably simple optimization problem. A paper on the basic TRP formulation received an honorable mention for best paper award at NIPS'01, while a paper on the optimized bounds just described received the best paper award at UAI'02.
The work just described on TRP focuses on computing the marginal probability distributions at each node in a graph, allowing one to compute optimal local estimates. However, there is another problem of great practical importance—e.g., in multisensor data association and in coding applications—namely that of computing the overall MAP estimate, i.e., the peak of the overall joint distribution for all variables on the entire graph. If the graph is a tree—i.e., contains no cycles—this computation can be performed very efficiently either in a two-sweep fashion, generalizing the dynamic programming structure of the celebrated Viterbi algorithm or in a local message-passing algorithm, often referred to as the max-product algorithm. However, if the graph of interest contains loops, performing MAP estimation is, in general NP-Hard, and the application of the max-product algorithm to such graphs not only may not converge but also leads to suboptimal solutions when convergence does occur. In our work we have developed counterparts of our TRP algorithms that are aimed at the MAP problem instead. In part this work allows us to develop both algorithms that converge more frequently than standard max-product algorithms and also analyses of the properties of fixed points. In addition, by adapting our ideas on using multiple trees (used in our TRP analysis as the basis for our optimized bounds) we have been able to develop a tree-reweighting algorithm that is guaranteed to converge to the true MAP estimate for a nontrivial and practically important set of problems. These algorithms offer the potential of significantly enhanced solutions to a variety of optimization problems critical to Air Force C2ISR applications, including the notoriously complex problem of multisensor, multitarget data association.

In work on multi-scale models that is closely related to our work on graphical models, we have proposed a simple analytical model of an $M$ time-scale Markov Decision Process (MMDP) for hierarchically structured sequential decision making processes, where decisions in each level in the $M$-level hierarchy are made in $M$ different time-scales. In this model, the state space and the control space of each level in the hierarchy are non-overlapping with those of the other levels, respectively, and the hierarchy is structured in a “pyramid” such that a decision made at level $m$ (slower time-scale) state and/or the state will affect the evolutionary decision making process of the lower level $m + 1$ (faster time-scale) until a new decision is made at the higher level but the lower level decisions themselves do not affect the higher level’s transition dynamics. The performance produced by the lower level’s decisions will affect the higher level’s decisions. A hierarchical objective function is defined such that the finite-horizon value of following a (nonstationary) policy at the level $m + 1$ over a decision epoch of the level $m$ plus an immediate reward at the level $m$ is the single step reward for the level $m$ decision making process. From this we define a “multi-level optimal value function” and derive a “multi-level optimality equation”. We have studied how to solve MMDPs exactly or approximately and also have also studied heuristic on-line methods to solve MMDPs. Finally, we have studied a number of decision and control problems that can be modeled as MMDPs.

2.3 Robust and Risk Sensitive Estimation and Control
We have studied risk-sensitive estimation for the Hidden Markov Models from a dynamical systems point of view. We have shown that risk-sensitive estimators belong to a broader class of \textit{product estimators} in which risk-sensitivity is related to certain \textit{scaling functions}. The product structure and the scaling functions perspective result in new insights into the underlying mechanism of risk-sensitive estimation. For the first time, in a series of theorems and examples, we have relate risk-sensitivity to the dynamics of the underlying process and exposed relations among the transition probabilities, risk-sensitivity, and the decision regions.

We introduced a sequential filtering scheme for the risk-sensitive state estimation of partially observed Markov chains. Our risk-sensitive Maximum A Posteriori Probability (MAP) estimators generalize the previously studied risk-sensitive filters. Structural results, the influence of the availability of information, mixing and non-mixing dynamics and the connection with other risk-sensitive estimation methods are considered. A qualitative analysis of the sample paths clarifies the underlying mechanism.
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5. Interactions/Transitions:
a. Participation/presentations at meetings, conferences, seminars


b. Consultative and advisory functions

(1) Prof. Willsky has continued in his role as a member of the Air Force Scientific Advisory Board. In particular:
   a. He has twice served as a panel member for the AF/SAB S&T Review of AFRL/SN and the relevant parts of AFOSR supporting SN.
   b. He has twice served as a panel member for the AF/SAB S&T Review of AFRL/IF and the relevant parts of AFOSR supporting IF.
   c. He has participated in three AF/SAB summer studies. These each involved extensive visits to AF and other service organizations, and the writing of portions of the AF/SAB reports for the studies briefed to the Secretary of the Air Force and the AF Chief of Staff. In particular, during this past year, Prof. Willsky participated on the Information Integration and Management Panel for the AF/SAB study on Predictive Battlespace Awareness, commissioned directly by CSAF. Prof. Willsky’s specific role in this study was to examine and make recommendations on S&T needs for fusion to support Predictive Battlespace Awareness (report is written and is currently under review by the AF/SAB prior to release).

(2) Prof. Willsky participated in the AFOSR-AFRL/IF Strategic Planning Workshop, held at Dartmouth College, August 2002. The intent of this meeting was to define strategic directions for research and development in the information sciences, broadly defined. Prof. Willsky will likely chair the next of these workshops, tentatively planned for 2004.

(3) Through contacts made on the AF/SAB, Prof. Willsky has been asked to act as an informal consultant to staff of the National Reconnaissance Office. In particular, Prof. Willsky has been asked to provide advice on future directions for information technology and fusion.
(4) Prof. Willsky has regularly acted as a consultant to Alphatech, Inc. in a number of research projects including ones that represent direct transitions of the technology being developed under our AFOSR Grant. He currently serves as Alphatech’s Chief Scientific Consultant.

c. Transitions

(1) Transition of our graphical estimation methods to Alphatech for several programs for higher-level fusion (funded primarily by DARPA). The points of contact for this work are Dr. Mark Luettgen and Dr. Eric Jones.

(2) Transition of our new algorithms for graphical optimization to several Alphatech programs, including new methods for data association for multitarget tracking (points of contact Dr. Robert Washburn and Dr. Mark Luettgen), to the extraction of “links” in complex, heterogeneous data and construction of models of behavior from huge data repositories under (points of contact Dr. Eric Jones and Dr. Robert Washburn), and to large-scale scheduling problems (point of contact Dr. Craig Lawrence).

6. New discoveries, inventions, or patent disclosures: None

7. Honors/Awards

- Michael Fu, Outstanding Systems Engineering Faculty Award, Institute for Systems Research, University of Maryland

- Martin Wainwright: Runner-up best student paper award, NIPS’01.

- Martin Wainwright, Tommi Jaakkola, Alan Willsky: Best paper award, UAI’02.

- Martin Wainwright: 2002 MIT EECS Sprowl Award for the Best thesis in computer science