Form Approved

REPORT DOCUMENTATION PAGE OMB NO. 0704-0188
Public Reporting burden for this collection of information is estimated to average | hour per response, including the time for reviewing instructions, searching existing data sources, gathering
and maintaining the data needed, and pleting and reviewing the collection of information. Send comment regarding this burden estimates or any other aspect of this collection of

information, including suggestions for reducing this burden, to Washington Headquarters Services, Directorate for information Operations and Reports, 1215 Jefferson Davis Highway, Suite
1204, Arlington, VA 22202-4302, and to the Office of Management and Budget, Paperwork Reduction Project (0704-0188,) Washington, DC 20503.

1. AGENCY USE ONLY ( Leave Blank) 2. REPORT DATE: June 18, 2004 Final report: June 19, 2000 — Fameslde2684 M\ ovc b 1, q
250
4. TITLE AND SUBTITLE 5. FUNDING NUMBERS
A New Approach to Aeroelastic Response, Stability and Loads of Missiles and ARG
Projectiles
6. AUTHOR(S)
Dewey H. Hodges ' i
e DARD VA - 00- |- 040 €
7. PERFORMING ORGANIZATION NAME(S) AND ADDRESS(ES) 8. PERFORMING ORGANIZATION
School of Aerospace Engineering REPORT NUMBER

Georgia Institute of Technology
Atlanta, Georgia 30332-0150

9. SPONSORING / MONITORING AGENCY NAME(S) AND ADDRESS(ES) 10. SPONSORING / MONITORING
AGENCY REPORT NUMBER

U. S. Army Research Office
P.O. Box 12211
Research Triangle Park, NC 27709-2211

L" O LJ( L‘* % 2 a . E QD
11. SUPPLEMENTARY NOTES

The views, opinions and/or findings contained in this report are those of the author(s) and should not be construed as an official
Department of the Army position, policy or decision, unless so designated by other documentation.

12 a. DISTRIBUTION / AVAILABILITY STATEMENT 12b. DISTRIBUTION CODE

Approved for public release; distribution unlimited.

13. ABSTRACT (Maximum 200 words)

A current trend in the development of missiles is in the direction of more flexibility, higher maneuverability, and higher speeds, all of
which require a higher level of fidelity for calculations of stability, loads, control, and guidance. To address these issues, the present
interdisciplinary basic research was conducted involving structural analysis, dynamics, dynamic stability, aeroelastic stability, and
trajectory analysis of missiles, rockets, and projectiles. A computer code for the dynamic stability, structural dynamics and aeroelastic
response of the missile has been written using a geometrically-exact, mixed finite element method. The aerodynamic modeling of the
loading for the missile body and fins is based on slender body theory and thin-airfoil theory, respectively. Results agree with published
results for dynamic stability in addition to limit cycle oscillations for disturbed flight near and above the critical thrust. Parametric studies
for specific flexible missile configurations are presented, including effects of flexibility on stability, limit-cycle amplitudes, and missile
loads. Although results indicate little potential for affecting aeroelastic stability by use of composite couplings, they do exhibit significant
interaction between aeroelastic effects and the thrust, a follower force.

14. SUBJECT TERMS 15. NUMBER OF PAGES
missiles, projectiles, aeroelasticity, modeling, dynamic stability, loads 9 u>

16. PRICE CODE

17. SECURITY CLASSIFICATION 18. SECURITY CLASSIFICATION 19. SECURITY CLASSIFICATION 20. LIMITATION OF ABSTRACT
OR REPORT ON THIS PAGE OF ABSTRACT
UNCLASSIFIED UNCLASSIFIED UNCLASSIFIED UL
NSN 7540-01-280-5500 Standard Form 298 (Rev.2-89)

Prescribed by ANSI Std. 239-18
298-102




A New Approach to Aeroelastic Response, Stability and
Loads of Missiles and Projectiles

Dewey H. Hodges, Principal Investigator
Professor, School of Aerospace Engineering
Georgia Institute of Technology
Atlanta, Georgia 30332-0150

Final Report, U.S. Army Research Office Grant 40448-EG

Dr. Gary L. Anderson, Technical Monitor



Contents
Summary

1 Introduction
1.1 Background . . . . . . .. e
1.2 Literature SUIVEY . . . . . . . e
1.2.1 Stability Problemdueto Thrust . . .. .. ... ... ... .. ....
1.2.2 Static and Dynamic Aeroelastic Instability . . . . . . ... ... .. ..
1.2.3 Trajectory Optimization . . .. .. ... ... .. .. ... ......
1.3 PresentApproach . . . . . . . . . . ..

2 Effect of Thrust on Missile Stability
2.1 Structural Formulation . . . . . .. ...
2.2 AerodynamiCs . . . . . . . . . e e e
2.3 Solution Methodology . . . . . . . . . .
2.4 Nonlinear Stability Analysis Without Aerodynamics . . . . .. ... ... ..
2.5 BallisticFlight . . .. . .. . . .
2.6 AeroelasticEffectsof Thrust . . . . . . .. .. ... ... ... .. ... ...

3 Conclusions and Recommendations
3.1 Conclusions from PresentWork . . . . . . . . . . ...
3.2 Recommendations for Future Work . . . . . . . . . ... .

4 Miscellaneous Information
4.1 PublicationsUnderthisGrant. . . . . . . . . . . . .. .. .. uu....
4.2 Participating Scientific Personnel . . . . . . . . .. .. Lo
4.3 INVentions . . . . . . . L e e e

Bibliography



List of Figures

1 Schematic of missileproblem . . . . . . . . ... oL e 8
2 Typical movement of the center of mass and aerodynamiecent . . . . . . .. 16
3 Body drag distribution at supersonicflow . . . .. .. ... ... ... ... 24
4  Comparison of slender-body theory with experiments . . ...... . . ... ... 25
5 Time-marchingscheme . . . . . . . . ... ... .. ... .. .. .. ... 28
6 Time history above criticalthrust . . . . . .. ... .. ... ... ....... 29
7 Time history below critical thrust . . . . . . . ... ... ... .. ... .. .. 30
8  Time history well above critical thrust . . . . . . ... .. ... .. ...... 30
9 Baseline missile configuration . . . . .. .. .. ... .. ... .. ... .. 31
10 Stability for ballistic flightcase . . . . . . . . .. .. .. ... ... ... ... . 32
11 Effect of reduced bending stiffness on stability in tsgidi flight . . . . .. .. .. 33
12  Static stability showing staticmargin . . . . . .. ... ... ... .. ... 34
13 \Variationof flexibility . . . . . . . . ... e 36
14 Responses well above and below flutterpoint . . . ... ... ........ 36
List of Tables
1 Test case data, ballisticflight . . . . . ... .. ... ... .. .. . ..., 31



Summary

Statement of the Problem

A current trend in the development of missiles is in the dicgcof more flexibility, higher ma-
neuverability, and higher speeds, all of which require daidevel of fidelity for calculations of
stability, loads, control, and guidance. Unfortunatelytilutnow has been no integrated tool for
preliminary design that considers the related problemsrtbad to be addressed to provide this
increase in fidelity. To this end, interdisciplinary bassearch has been conducted that involves
structural analysis, dynamics, dynamic stability, aeasiét stability, and trajectory analysis of
missiles, rockets, and projectiles.

Most Important Results

A computer code for the dynamic stability, structural dym@srand aeroelastic response of the
missile has been written using a geometrically-exact, thix@te element method. The aerody-
namic modeling of the loading for the missile body and finsdasdal on slender-body theory and
thin-airfoil theory, respectively. Results agree with jisired results for dynamic stability and

show the development of limit cycle oscillations for disted flight near and above the critical

thrust. Parametric studies of the aeroelastic behavigpedific flexible missile configurations are

presented, including effects of flexibility on stabilitymit-cycle amplitudes, and missile loads.

Results indicate little potential for affecting aeroeiastability by means of composite couplings.
However, the results do yield a significant interaction estwthe thrust, which is a follower force,

and the aeroelastic stability. This observation led to taltkl research on the influence of engine
thrust on wing flutter.

1 Introduction

1.1 Background

Missile development design has seen growing emphasis b&hgpeeds, more demanding maneu-
vers, and higher flexibility to meet various mission regonesits. For example, several U.S. Army
programs, such as extended range projectiles, the comipatickenergy missile (CKEM) and the
ARROW system require increased maneuverability and flityipihus leading to an increase of
the relative importance of structural loads and defornmaiticche multidisciplinary problem.
Frequently missiles, rockets, and projectiles must detive last ounce of performance in order
to meet their design objectives. For example, projectilggiers strive to maximize the payload
that the system delivers to a specified range; alternatitredy may strive for the maximum range
for a given payload. Since very small relative changes ialtotass may mean large relative
changes in payload mass, even very small margins of gaimgwertant. The extended range
projectile program calls for the increase of payload masthbyuse of composites in structural



design. Defensive missiles, projectiles that are rocketgved in portions of their flight profiles

(such as the CKEM), and smart missiles may be designed teedgirecise hits with maximum

final kinetic energy or velocity in order to effectively kroout an incoming missile, tank, or

other enemy weapon. Greater sophistication in such arethe &vasive maneuvering capability
of enemy weapon systems, for example, may require new gaeresaf weapon system to deliver
higher speeds and sustain higher loads and skin tempesature

It is important to recognize the potential nonlinearitiesioh can arise in both missiles and
projectiles. One source of nonlinearities in missiles iargé axial force, so that even to get the
standard linear equations one must linearize about a na@itstate. Additional nonlinearities in
both missiles and projectiles can arise due to free-plapin@aded and snap joints. Also, fins on
missiles and projectiles have nonlinearities due to lamfdedtions and free-play in the hinges.
Further nonlinear effects come about from matter shiftmgijde the casing. The need to account
for imperfections and free-play effects provides motivatio base the approach on exact nonlinear
kinematics.

Presently, missile conceptual designers specify thenesH of the missile to structural design-
ers. This specification without feedback and iteration dusdacilitate multidisciplinary design
optimization. Furthermore, even though the designs avediby stiffness and not by strength, no
attempt has been made until now to take advantage of thécatasiplings afforded by use of com-
posites. Higher loads are likely to occur due to increasedasels placed on modern equipment,
and there is a higher probability of the occurrence of sttid dynamic aeroelastic instabilities.
Nevertheless, present methodologies are incapable aigepth these problems. Designers must
wait until the prototype stage to see whether or not thergyameg to be aeroelastic problems in
the various flight regimes of the system. This approach iequasteful and inefficient.

The above observations also suggest coupling between ¢e fliechanics, guidance and
control of a missile and its structural dynamics and aesbielity. A strictly optimal trajectory may
induce higher internal loads and deformation, and aertelglsenomena can affect the originally
planned missile trajectory. Present methodologies do limi ahe exploration of this coupling.
The stability problem due to thrust is strictly a dynamidogiiey issue, but aeroelastic phenomena
may influence it. Unlike conventional flight vehicles, howg\wthe static and dynamic aeroelastic
instabilities may be coupled with flight dynamics modes.slivell known that a static criterion
of stability is not sufficient in systems loaded by followerde such as thrust. Thus, a statically
stable missile may be dynamically unstable. Structurabmheftion may affect the stability, and
use of elastic tailoring may allow the designer to avoid akxstic instabilities in the design space
early in the design effort.

Recent designs have emphasized the use of composite rsaterieeep the weight down.
As the duration of flight and flight velocity are increasec tise in casing temperature due to
aerodynamic heating may become important. A significastingemperature may bring about a
degradation in the stiffness properties of the compositeeriads, particularly in the matrix. The
increased flexibility may enhance aeroelastic effectgtorg non-negligible flexibility effects that
interfere with the control system’s ability to ensure thmet missile or projectile reach precisely the
desired destination.
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Figure 1: Schematic of missile problem

With these trends in view, it seems imperative that modeatydical tools be created, so that
a far better understanding of the influence of missile depayameters and operating conditions
on their aeroelastic stability and loads can be obtaineder&eissues introduced here will be dis-
cussed and their study conducted within one framework, ilclivtine structural part is based on a
mixed variational formulation which is geometrically ekaad based on finite elements and aero-
dynamic theories which vary according to the flight regime amssile geometry. The motivations
for specific aspects of the missile aeroelasticity studydepcted in Fig. 1.

1.2 Literature Survey

In-flight missiles and projectiles experience variousistaynamic and aeroelastic stability issues
with or without thrusts. But those problems have not had @efit attention and there were at
most a couple of published attempts to include the effecéeodelasticity on the trajectory. Also,
the flight mechanics of elastic missiles has seen littlensitia until recent years. Missiles and
projectiles are typical examples of structures that canelpeesented by beam models. Indeed,
several stability problems related to missiles have beéredanostly by linear beam analyses
(Euler-Bernoulli or Timoshenko beam analysis analytical numerically). However, since those
approaches are basically linear, they could not asses®thimear features arising from the struc-



tural dynamics or aeroelasticity. Integrated nonlineatdthat are capable of analysis of multidis-
ciplinary problems such as those mentioned above do notxyst én order to place the present
work in the right perspective, literature survey is undeztaand divided into several sections.

1.2.1 Stability Problem due to Thrust

Beal (1965) investigated the stability of a uniform freedibeam under controlled follower force.
For the case of a constant thrust without directional cosyrstem (<, = 0; tangential end thrust),
he obtained the coalescence branches and the first criticadttof flutter associated with beam
bending. The Galerkin technique gave two zero eigenvaloealf values of thrust akly = 0.
Beal concluded from physical reasoning that one eigenvaiae associated with a rigid-body
translation mode, and the other with a rigid-body rotaticncenpanied by translation. So the
system is unstable a priori, no matter whether the vibratooges are stable or not. But here the
critical thrust is defined concerning bending vibratory m®dBeal showed that for the constant
thrust with directional control, the critical thrust magyrde corresponds to a reduction of the lowest
frequency to zero. And finally for the case of pulsating ttsuke concluded that the longitudinal
stiffness plays an important role by showing instabilities to the variations of the fundamental
longitudinal beam frequency.

Peters and Wu (1978) studied the lateral stability of a frgadlcolumn subjected to an axial
thrust with directional control. They concluded that untder condition of no direction control of
the follower force, a pair of zero eigenvalues exist for alices with an eigenfunction of rank 1
corresponding to rigid-body translation and an eigenfienadf rank 2 corresponding to the rigid-
body rotation. But the methods they employed are restridedodels where the rotation sensor
is located at the end of the beam. The maximum stable thrilsbse models are dependent upon
sensor location. Wu (1976) investigated the relation betw&e critical load and eigencurves by
using a finite element method. He concluded that the magmiéund location of a concentrated
mass can improve the stability characteristics of a misgterk and Mote (1985) studied a free-
free Euler-Bernoulli beam, transporting a concentratedsmaith rotary and transverse inertia
under end thrust. The effects of axial location of mass amdrn®tation sensor were investigated.
For the case of no directional control, flutter or divergetype instability occurs, depending on the
magnitude and location of the concentrated mass. The tocatd the ratio of the concentrated
mass to the total beam mass were calculated for force to bemizaed. With directional control
the instability first occurs with increasing force (callée fprimary instability). It can be either of
the flutter or divergence type depending upon the rotatios@eocation. Kirillov and Seyranian
(1998) performed study on optimal distribution of mass difthess for a beam moving in space
under a tangential end force. Their results showed thalisyatharacteristics of the moving beam
can be radically improved by using rational distributioism@ass and stiffness. But the analysis
did not consider aerodynamics.

Park (1987) studied dynamic stability of a free-free Tingrgto beam under a controlled con-
stant follower force. Unlike the above analyses, the edfe€trotary inertia and shear deformation
on the stability of the beam with a controlled follower foraere investigated. In the case of



no directional control, he concluded that the instabilitytee critical force is of the flutter type,
and the critical force increases as shear flexibility insesa With directional control, the primary
instability type is either flutter or divergence, dependupmpn the rotation sensor location and
the magnitude of the sensor gain. From a practical point@iythe effect of rotary inertia was
negligible.

Because of difficulties in realizing follower forces suchthrust in the laboratory, there has
been little progress on finding flutter limit experimentallgugiyamaet al. (1995) experimen-
tally verified the effect of damping on the flutter of cantiéegd column under rocket thrust and
experiment was conducted by the direct installation of &solcket motor to the tip end of the
columns.

Kim and Choo (1998) investigated a Timoshenko beam sulajecta pulsating follower force,
previously addressed only by Beal. The effects of axial tiocaand translation inertia of the
concentrated mass are studied, and the relationship betwigieal forces and widths of instability
regions in the vicinity of 2, (twice the first natural frequency of bending vibration) atso
examined. They concluded that the variation of the instgsiégion near 2 is closely related to
the type of critical force.

It is well known that spinning has a stabilization effect iagathe directional change of the
spinning axis. In a rigid body the stabilization charadics vary as the spinning speed is in-
creased. However, in case of flexible beam model, the dialelgion may vary due to the effects
of elastic modes. Yoon and Kim (2002) analyzed the dynanaibisty of a spinning beam sub-
jected to a pulsating thrust. They concluded that the atit@ad of a free-free beam under constant
thrust was not affected by spinning motion, but as the spomepeed was increased, the instability
regions were reduced.

Leipholz and Piche (1984) studied the effect of weight arltbfeer forces on the stability
of elastic rods using a two-term Galerkin approximation.eifitstudy included pinned-pinned,
clamped-free, and free-free rods. They argued that theseptation of the missile mass by as-
suming a point-mass model cannot lead to critical loads if@rdence and flutter, and that such
a problem can be avoided by making the more general assumthibthe mass per unit length is
strictly positive along the entire length of the rod. Thepwid that instability could be avoided
by careful choice of load direction.

1.2.2 Static and Dynamic Aeroelastic Instability

Linear flight mechanics of spinning projectiles dates backarly 20th century and was extended
after World War Il; see, for example, Fowektral. (1920), McShanet al. (1953), and Nicolaides
(1953). Platus (1982) reformulated these results in neigsibd coordinates for reentry vehicles.
Later, nonlinear flight mechanics was extensively addeebgeéNicolaides (1959), Murphy (1963),
Clare (1971), Pepitone and Jacobson (1978), Murphy (188t)Murphy (1989). Nonlinear flight
mechanics of flying missiles still holds an important plat&lentifying various in-flight problems.
Most material on missile aeroelasticity in the literatilgeoncerned with missile fins than with
missile bodies, because missile fins are more flexible andabiexand thereby more likely to be
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in a condition of flutter before the missile body. For morecdission, Vahdati and Imregun (1997),
Cayson and Berry (1990), Murrayal. (1975), Bae and Lee (2004) deal with the aeroelastic issues
on missile fins.

For increasingly flexible missiles there is an increasimgigortant coupling between so-called
flight dynamics phenomena and aeroelasticity. For exanvigéejka (1970) conducted both ana-
lytical studies and wind tunnel tests of a two stage Teff@rahawk 9 rocket vehicle. Aeroelastic
bending (or more specifically, the adverse movement of tk&egy center of pressure due to ve-
hicle flexibility) explains an observed severe reductiostatic stability, rendering the rigid-body
static stability criteria insufficient. Both the resultstbé analytical procedure and the wind tunnel
tests verified that it was possible for the flexible flight \@éito be in a condition of roll resonance
during powered flight, while highly stable flight is predidtbased on rigid-body considerations
alone.

Moreover, Elyada (1989) studied the aeroelastic divergeha rocket vehicle in closed form,
where roll resonance and trajectory errors can be predidsduming that the accelerations as-
sociated with deformation are negligible compared to thessaronnected with rigid-body motion,
general divergence analyses are considerably simplifiedlshdwed that the short-period mode
angular frequency for the flexible missile is always lessttieat of the associated rigid vehicle.
Thus, in a vehicle designed to roll at a frequency smallem itsarigid short-period mode angular
frequency, failure to consider this may result in an unetgebooll resonance. In aerodynamically
misaligned vehicles, moderating nonlinear effects (oucttiral failures) occur at substantially
lower dynamic pressures.

There are two kinds of misalignment in missile. One is aenadtyic and the other is thrust.
Nakano (1968) conducted study on the bending load due tetthmsalignment. Body divergence,
regarded as a phenomenon where the aeroelastic equililvitimout stabilizing moment is lost,
was analyzed in terms of dynamic pressure and load factoaskiemed steady-flow aerodynamics
and a straight beam for the missile body, showing the relatigp between loads and misalignment
values. He concluded that in unguided missiles, the ratitigiit dynamic pressure over diver-
gence dynamic pressure should be kept far below than uniguse of prediction uncertainty of
aeroelastic parameters or performances and load due to wind

Crimi (1984) derived from Lagrange’s equations the linearagions of motion for a spinning,
aeroelastic missile; however, structural damping wasmauded in the formulation. He showed
that divergence and dynamic stability are functions of e#ypspin rate and bending stiffness, and
that aeroelastic effects cause degradation of vehiclie stagitudinal stability as bending stiffness
is decreased. Platus (1992) derived a nonlinear equatiorotbn for slender, spinning missiles
using a Lagrangean approach that yields a nonlinear teratgptbduce nonlinear coupling be-
tween the elastic deflections and the rigid-body motionst rBuattempt is made to assess the
relative importance of the nonlinear terms. He showed thasite flexibility on static stability
reduces the critical frequency for pitch-roll couplingdariscous structural damping has a desta-
bilizing effect on stability at roll rates above the critideequency for roll-pitch coupling. One
should be able to predict the spin and deflection history wtiame in flight for a given projectile
under given flight conditions. Stearaisal. (1988) provides such results but details of the analysis
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and model are not available for verification or review. Leggtal. (1994) studied the primary ef-
fects of segmentation (which is used for enhancing the patieg characteristics of the projectile)
and flexure on hypervelocity projectiles, but the detailthat analysis are also unavailable. They
showed effect of the fundamental bending frequency on tigéeaof attack and the displacement
of the projectile tip and concluded that the most significgntlisplacement corresponds to region
in time when the angle of attack is maximized, and that irewed bending frequency leads to an
increase of angle of attack. Livshasal. (1996) studied dynamic aeroelastic analysis of free-flight
rockets, incorporating effects of follower forces togetheth imperfection factors (dynamic im-
balance, thrust misalignment and nonlinear fittings) ekiclg only gyroscopic effects, which are
typical for spin-stabilized types of rockets only. All thealds acting on the rocket were consid-
ered as follower forces, including the centrifugal forcesed with the rocket bending. This is
not correct, as such forces are not dissipative as folloateet are. They showed the resonance
type of instability;i.e., when the spin rate crosses the rocket’s fundamental frexyue bending,
the rocket continues to accelerate in roll, developing gngvangles of attack after the burnout.
They also demonstrated the importance of the imperfectiesigecially the dynamic imbalance
and thrust misalignment.

Even though structural dynamics of flying missiles is edakim getting structural design
requirements leading to high performance, it has not beait deth much in the literature in
comparison with its importance. The range of missile séi$sshould be known at the preliminary
design phase for optimum design in terms of maneuveralitity stability. Maloneyt al. (1970)
made an extensive study of mechanical joints in common uderaestigated their effects on
the flight modes and stiffness. They concluded that tactiakile joints play a major role in
dissipating vibratory energy and the energy dissipatiane®from both sliding friction and gas
pumping.

Some evidence shows that long-finned missiles, such as saivta@k kinetic energy projec-
tiles, have been forced to spin at rates close to their loelestic frequency and have therefore
been subject to large inelastic deformations. Speciatisolsi showing spin lock-in at the lowest
elastic frequency were developed by Mikhail (1996) and NMyrand Mermagen (2000). Mikhail
showed examples of spin lock-in when fin damage produced adoicing moment sufficient to
cause a steady state spin greater than the lowest elasgieefrey and the initial spin rate was zero.
However, Murphy and Mermagen (2000) insisted that resuitained by the former should be
dismissed due to incorrect expressions for the angular manre Murphy and Mermagen (2000)
approximated the elastic missile by three rigid bodies ected by two massless elastic beams
and showed that it is impossible to cause spin lock-in byimmlcing moment and zero initial
spin alone. It should be noted that the use of the three-baxtieis a major simplification of the
actual physical problem. Later they replaced the threerinoaldel with a continuous elastic model
using differential equations in Murphy and Mermagen (208@J obtained numerical results for
the natural frequencies, flexing waveforms and equilibrajmims for a specific missile.

Reis and Sundberg (1967) investigated the causes of langegcangle that a Nike-Tomahawk
sounding rocket experienced during flight. They assumadvlagnus forces, aeroelastic bending,
and/or lee-side boundary separation were probable reaBasged on flight data they showed that
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aeroelastic bending was one of the causes. Cochran andetises (1979) studied the post-launch
effect of transverse bending of a spinning free-flight recke&ing the guidance phase. They used
two different methods which are simple two-body model armhssticated assumed-modes model.

1.2.3 Trajectory Optimization

The optimal trajectory is usually found by minimizing a perhance index that contains con-
straints on state and control variables as well as a minimora structure, and is based on a
point-mass model. The simplistic models that are often asedunable to capture coupling be-
tween optimal trajectories and the stability and loads ¢hatbe provided by powerful simulation
programs using a full 3-D finite element method. Nasuti anmtbéenti (1996) included maneu-
verability and agility considerations in the optimizatiprocess, with a kinematic model and con-
straints obtained from dynamic limits. A maneuver envelaas proposed that would allow the
incorporation of design parameters into agility optimiaat The speed from propulsive consider-
ations, the load factor from structural limitations, and tarn rate from stall characteristics were
bounded for the maneuverability envelope; another constwaas an estimated upper bound on
turn rate in the post-stall condition function of the maximpropulsive control.

Muzumdar and Hull (1996) developed an optimal midcourselguie law for a high-thrust,
bank-to-turn, short-range attack missile. The analytgratiance law was obtained by making
approximations in the optimal control problem works for godrse guidance but needs terminal
guidance to hit the target. The error compensation (EC)agwad law enables the missile to hit the
target without terminal guidance. The EC guidance law iaioleid by replacing the approximation
terms by bounded controls, where the bounds are handleckatlgi by adding penalty terms to
the performance index. The EC weights are determined byyukaEC control in the trajectory
optimization problem and minimizing the flight time with pest to the weights.

Wanget al. (1993) developed an optimality-based feedback trajectbaping guidance law.
The guidance law is assumed to be in some feedback form. Tmeadgolution involves solving a
nonlinear two-point, boundary-value problem, which isWicitable, expensive, and fragilieg not
robust). A common practice is to parameterize the contrdlsarve a suboptimal control problem
through parameter optimization. The approach combinesdlésgyn of guidance parameters and
control gains into the optimization process. It was shoven this control law would achieve better
performance and be robust with respect to the initial coorliperturbations although the open
loop control has the shortcoming that control is less resperio the perturbations.

Hallman (1990) studied how the optimal solution is affedbdgdchanges to design parameters
that are held fixed during the optimization, after determgnan optimum trajectory design. This
area of study is called postoptimality or sensitivity ais&éy As opposed to the conventional brute
force approach where repeated optimization problems dwedosensitivity analysis allows an
efficient, accurate, and systematic methodology for siglgerturbations about an optimal design.

Han and Balakrishnan (1999) investigated the use of an tageaqritic” controller to steer an
agile missile to completely reverse its flight path angle inimum time starting from given initial
and final Mach numbers and with a constraint on the minimunhtfigach number. This was
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undertaken for optimal solutions that encompass pertinisato the assumed initial conditions
or a family of initial conditions. The neighboring optimabmtrol allows pointwise solutions of
an optimal two-point, boundary-value problem to be usedth witinearized approximation over a
range of initial conditions but can fail outside the regimevhich linearization is valid. Dynamic
programming can handle a family of initial conditions fandar as well as nonlinear problems.
Both solution methods are computationally intensive, d&edsblution is not available in feedback
form. For implementation this becomes a drawback. Outdidgmamic programming, there is no
unified mathematical formalism under which a controller bardesigned for nonlinear systems.
They proposed a formulation that (1) solves a nonlinearrobmiroblem directly without any
approximation to the system model, (2) yields a control lava ifeedback from as a function of
the current states, and (3) maintains the same structuaediegs of the type or problem. Such a
formulation is afforded by the field of neural networks, spieally, the adaptive critic architecture.
They showed that this method provides optimal control tontigsile from an envelope of initial
Mach numbers in minimum time. An added advantage in usinggtheurocontrollers is that they
provide minimum time solutions even when one changes thialiflight path angle from zero to
any nonzero (positive) value. Dynamic programming has Ieemain tool for such solutions.

Imado et al. (1990) studied optimal midcourse guidance laws for mediange, air-to-air
missiles that employ different guidance modes dependintherrequired missile velocity and
navigation time. This was done for two separate problemsagainst a faraway or low-altitude
target where missile velocity is a prime factor, so that thécmurse guidance law that maximizes
the residual velocity is preferable; (2) against a neaetandpere the time margin is most important
so that the midcourse guidance law that minimizes the iapgion time is preferable. After the
required missile residual velocity is analyzed againstraventional and an advanced target, four
types of midcourse guidance laws depending on objectiveprasented, each with its merits and
demerits.

1.3 Present Approach

The aim of the current research is to investigate the effaictsllower forces on aeroelastic sta-
bility of missiles. Missile aerodynamics is quite complexid analytical models cannot exactly
simulate the complex flow under various flight conditionswdger, an aerodynamic model that is
representative of some typical flight conditions sufficiensee how aerodynamics interacts with
thrust. The structural model for the missile is based on tixedwvariational formulation. It should
be noted that most missile flutter problems shown in theditee have only to do with missile fins.
In the present research, our efforts to understand missdg flutter have gone through some dif-
ficulty due to extremely limited literature; a rigorous ation thus appears to be impossible.
Furthermore, several authors have revealed there are twceigenvalues in planar deformation
problems for a free-free beam with a follower force. Thes® zgenvalues rigid-body modes;
thus one can say, a priori, that free-free beams are ngustalble in these two rigid-body modes.
This does not involve bending of the beam structure. Herstthality analysis is only concerned
with bending modes.
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The ideas embedded above along with all the works in theatitee survey could be explored
within one framework which consists of structural formidatand aerodynamic model. The struc-
tural formulation is based on finite-element based nontinea-dimensional analysis. This finite
element analysis is very powerful in that it is geometricabact and allows the use of very simple
shape functions. The most challenging part comes from thedgeamics which is very depen-
dent on the missile geometry and flight conditions. The nm@#aiconcerning the present approach
to aerodynamic modeling is to builgpresentative aerodynamic models that are suited to serve
the current research purposes with the sacrifice of someamycuThus, analytical, closed-form
aerodynamic expressions or at least less computationalotietsuch as the modified Newtonian
method or piston theory are preferred. Another thing to baaout missile aerodynamics expres-
sions is that differentiated variables should be expressether kinematic variables in keeping
with the lowest order of differentiations in the structui@mulation. The follower force caused
by missile thrust has its own instabilities without consat®n of an aerodynamic model, and the
same observation applies also to aeroelastic instabilitithout consideration of the effects of the
follower force. Therefore, the interactions of followerdes and aerodynamic forces make one
think of the possible stability boundaries suggested bpheiz (1980) and Huseyin (1978).

2 Effect of Thrust on Missile Stability

Missile flight can be divided into two phases, powered flighd &ree flight without thrust. Dur-
ing powered flight, loads and dynamic stability are the magues. Projectiles are under severe
stresses. Total mass varies from propellant consumptidraarodynamic center changes as well
due to possible bending deformation from considerabl®fifboth nose and tail and the variation
of aerodynamic coefficients. There is a certain velocity iete shifted location of the aerody-
namic center coincides with the location of the center ofsnBsit this situation can be avoided by
keeping the burnout velocity below that velocity. Such aatarn trend that is depicted in Livshits
and Yaniv (1999) is introduced for clarification in Fig. 2 fiarovement of the missile center of
mass and aerodynamic center for both rigid- and flexibleylvoddels as a function of velocity.

During powered flight, the missile reaches its maximum sp#edso-called burnout velocity.
After reaching the burnout velocity, the missile decelesat Therefore, accelerating flight with
thrust, steady flight when the thrust magnitude is equal &g dand ballistic flight without thrust
are of interest to current research efforts.

2.1 Structural Formulation

The structural part of the formulation comes from the mixadational formulation based on the
exact intrinsic equations for dynamics of moving beamsgmtsd by Hodges (1990). Modifica-
tions of the original variational principle necessary foe ppresent study are the inclusion of the
gravitational potential energy and appropriate energiatian for dealing with rigid-body dynam-
ics, the analysis of which is needed for the missile timeahiaig scheme. The frames presented

15



X4

Figure 2: Typical movement of the center of mass and aeraodimeenter
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here are the undeformed beam cross-sectional frame (tasis), the deformed cross-sectional
frame (theB basis), and the inertial frame (thebasis). Here we follow the same rule for the
variable notation as shown by Hodges (1990), except thasubscripto represents the missile
reference point for taking care of rigid-body motion. Theiaales with subscripb and o are
measured in thé frame, except fow,,, the basis for which is the inertial frame. The variational
formulation starts with extended Hamilton’s principle

/”/l [5(K — U) + 3T7] du, dt = 5A 1)
t1 0

wheret; andt, specify the time interval over which the solution is soudghtandU are the kinetic
and strain energy densities per unit length, respectiegigy A is the virtual action at the ends of
the beam and at the ends of the time interval. The contributi@ll gravitational forces is handled
by means of its potential energy, which is written as

¢
G = / mges [uo + CF(ry +up + CTSB)] dx; (2)
0

where the superscrifit indicates the transpose of a matrix,= [0 0 1|7, r, is the position from
the missile body reference point, is the displacement of missile reference point inifieame,
uy 1S the displacement of the points on missile reference hrideb frame, ¢ is the mass offset
from the missile reference line; is mass per unit lengttt;, is the rotation matrix from frame
to b frame, and”' is the rotation matrix frond frame toB frame. The kinematic relationships and
the expressions for the velocities and the generalizeahstcan be written as

v, = Cott, (3)

a}o = _COCZ (4)

Vg =C ['UO + up + C&O(T’b + ub)] (5)
A-2? .

Qp = (=2 |6+ Cw, (6)
1+ e

v=Cler +u) — e (7)
A—§>

K = = ¢ (8)

(1 e

where the( ) operator converts @@l column matrix, say = |v; vy v3]?, to its 3x3 antisym-
metric dual matrix

0 —7V3 (%)
V= V3 0 —U1 (9)
—7V2 U1 0

e; = |1 0 0]7, ()and( ) are differentiations with respect to time ang respectively. The
orientation of theB frame with respect to theframe is represented using Rodrigues parameters,
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which have been applied to nonlinear beam problems withessccThe rotation matrix relating
the B frame to the) frame is written as

1—10T9) A — 6 + LogT
C:( 4 ) - _'_2 (10)
1+ 179

For the orientation of the missile body frame (i.e. thzame), however, the regular use of the
Rodrigues parameters is insufficient because of their kredlan singularity at a rotation angle of
180°. Thus, the direction cosines bfn i are used as rotational variables for the rigid-body motion
of the missile. The strain and force measures, along withoiigi and momentum measures, are
related through the constitutive laws in the form
mA —mg {V}
Q
(11)

{ff} T mE 1
(1}t

All the elastic virtual variations are the same as the exgoes in Hodges (1990) except for
the virtual quantities related to rigid-body variables. réléhe details of the rigid-body part are
described. After some manipulations, the virtual variaiof rigid-body variables, andw, in
Egs. (3) and (4) may be expressed as

6Uo = 6&0 + C‘Joéfb + ’50577Do (12)
Swe = 0o + Do0bo (13)

wheredq, anddi, are virtual quantities defined in theframe,i.e. dq, = C,ou,. Also, EQ. (2)
can be expressed as

¢ Y
oG zéquCo/ mgezdry — (MZCO@,/ mg(ry + up + CTﬁB)dxl
0 0 (14)

¢ ¢ .
+/ @C;CCoegmgdxle/ WE{BCCOegmgdxl
0 0

Adding the varying action and virtual work terms contriladibgy the rigid-body variables, one finds
that

t2

6A, = (6¢. P, + 6y H,) (15)

t1

oW, = 6q f, + 6l m, (16)
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wheref, andm, are column matrices containing the measure numbers of &ardenoment vec-
tors acting on the reference point in thérame; P, and H, are linear and angular momenta of
reference point at the ends of specified time interval inbtifrmame. Additional terms of elastic
virtual quantities stemming from rigid-body variationgar

SVE - 60T CT + 5wT (7 + 1) CT (17)
50% - swTC” (18)

For the variations of individual energies, and virtual wddae on the system, we have

l
6K = 6vI' P, + dw! H, + / (Vi Pg + 6QL Hp)dx, (19)
0
l
SU = 6G + / (6" Fg + 6k* Mp)da, (20)
0
l
S = 68 £+ 66tmo + [ (B + Foma)da, (21)
0

where the unknowns arégz and Mg, the sectional force and moment measures inBhieasis,
respectively;Pz and Hg, the sectional linear and angular momentum measures iithasis,
respectively;y and x, the force and moment strains, respectivaly; and )z, the linear and
angular velocity measures of the beam reference line ibthasis, respectively; anfl andm,
the external force and moment, respectively.

The expressions for various virtual quantities such©g, 62z, d, anddx are substituted
into the energy equations. In the mixed variational formiatg the appropriate kinematical and
constitutive relations are enforced as additional comgsaising Lagrange multipliers and are then
adjoined to Hamilton’s weak principle expressed in termgioén energies.
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The modified weak form from the original mixed variationatrfaulation including the rigid-
body part in the proper way then can be written as

to ¥/
—T T T, - — T —T._
/ / { 305 — 84k — 30(E +7)| Fi + (30 — 30F) My
t1 0
T i~ i~
- [@B — gy — 00 Vi + oulCT
- T _~
+ 0w, (7 + %)CT} Pp — (&pB — 5005 + &uZCT) Hp
+ FT [61 - CT (61 + ’Yﬂ - F,Tub
i <A Foit ieeT) v — 5770
——=T ~ T - T

— 0P [vy + @o(ro +up) — CTVg] + 0P

. ) (22)

LY — —T
+0H 60— 6foB - 51/)Bm3}dx1dt

to
+ / (5@* 50 Py — W H, — 6qT f, — onmo) dt
t1

t2

dl’l
t1

dt — (5q§130 + w{ﬁo)

¥/
_ / (ngpB 50,y 5P i, — 6—HT9)
0

Y4 t2

to . L . . N
+ / (5_qTF L 30 M —3F i — 5MT9)
t1

0 t1

where algebraic expressions defining certain variablesring of displacement and rotation vari-
ables are denoted ly)* and( ) represents discrete boundary values either at the endswof be
at the ends of time interval. In addition to the above forrtiakg Poisson equatiort{, +&,C, = 0)

of direction cosine matrix is adjoined using Lagrange npligtrs, which is not included here for

the sake of brevity.

2.2 Aerodynamics

Available aerodynamics tools have been evaluated for ctatipn of loads on missiles. Missile
loads are very dependent on the flight condition and missitenetry. Several technical methods
are extensively described in Mooeeal. (1998), Nielsen (1988), and Moore (2000). The validity
of slender-body theory, which is based on potential flow, leen well established by compari-
son with experimental data in Allen and Perkins (1951) foridewange of Mach numbers. An
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extended slender-body theory is discussed by Adams and §E#52). An unsteady version of
slender-body theory for aeroelasticity was presented gplBighoffet al. (1955). For our pur-
poses, the aerodynamic loads on a missile body can be daldwlath sufficient accuracy for the
sort of interdisciplinary tradeoff studies we anticipatard) by using slender-body theory aug-
mented by a viscous cross-flow theory; see Allen (1949). dhee parts of the missile for which
these methods are not suitable, and for these other meth®dsed. For example, the loads on the
missile fins and tail are calculated by thin-airfoil theomylow-speed flight and by piston theory
Lighthill (1953) in hypersonic flight. With the combinatiaf the viscous cross-flow theory of
Allen (1949) and the potential flow slender-body theory is@inghoffet al. (1955), we can take
into account the bending deformation and unsteadinessedidtv. The resulting equation then

reduces to )
v _ ,000ﬁ (Uza)\ Uﬁ)\) + ncddpooU o?
dz dz 0 ot 2 (23)
S <U282)\ or7 0?\ N 82)\)
> ox? oxot — Ot?

where\ = u, + a(x — x,); N is the normal force column matriX] andp., are the freestream
velocity and air density, respectively;is the angle of attack and sideslip angle column matrix at
the reference pointz, is the location of the reference point;s the ratio of the drag coefficient
of a circular cylinder of finite length to that of a circularliyer of infinite length;c, is the
drag coefficient of a circular cylinder ands the missile diameter. Since the aerodynamic forces
involve higher derivatives, which do not allow one to use tmder shape functions, the weak form
including the aerodynamic forces in Eq. (23) needs to bgmted by parts to reduce the order of
differentiation. Unfortunately, even after this integoatby parts, there are still some derivatives
of variables. Therefore, in accordance with the lowest oodielifferentiation for the variables in
the expressions for aerodynamic forces, kinematic exressuch as

Uy = (A +0)Vg — v, — @01y + up) (24)
up=(A=0)(er+7) —er (25)
iy = el (Qp — Cw,) (26)
g = —el(Qp — Cw,) (27)

_ \/iTw, (28)

are used to reduce the order of the derivatives. So, forrdifteated),

0
= uxts
uh +

0
%: {ﬂ2+ﬁ(x—$o)}
Us + &(z — x0)
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In order to completely determine the angle of attack ands$iplangle quantities in terms of
other kinematic quantities, we need to obtain the rotatiatrimfrom the inertial frame to the wind
frame,C"!. From the frame definitions,

q1 Cﬂll A
@ = CHI % = —CZUO (29)
g3 C¥§ ! v

If 0,, is defined as a column matrix of Rodrigues parameters, we loino

1 ~
0, = 0161 + 1 261 + 01 (A — erel )]0V e, (30)

q1

as given by Hodges (1990). After a holonomic constraint=0 is imposed, we obtain

9 0
0, = — 31
1+ q q3 ( )

q2

so that
q1 A CTy T
{q‘z } = HCT @, + Cla}U - %} (32)
q3
and
. 2 0
O = m _43(1 + Ch) + g3¢1 (33)
N (14 q¢1) — @261

Thus, if one can get the one row components of rotation matfix from Eq. (29), rotation matrix
C"! and angular velocity of wind frame with respect to inertiahiie can be determined as follows

Wi _ (1—210760,) A~ 0, + 10,67 (34)
1+ 3010,
A— ),
W (Hi%rgw) . (35)
T4
SinceC™ = C,C!"" andCIW = CIWZW! | it then follows that
W = —g,0,0"W + 0! (36)

Then, we can findy, 3, & andB in terms of different variables. It should be noted that as th
definition of A implies, we still have local angles of attack varying alohg tnissile even when

the rigid-body angle of attack at the reference point is z@itwat leads to the idea that in simple
rectilinear flight, a missile can still experience aeroitadeformation in various speed ranges.
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The above slender-body aerodynamics is thought to bewvelatiseful at the flight range below
Mach 5 since above 5, more advanced and complicated aemmiygr@aaused by aerodynamic
heating will be needed. Also, most full-scale missiles afes at below Mach 4, so the current
aerodynamics will be used in flight speed range between Matd2viach 5.

Results according to above formulation are in good agreemigmexisting experimental data.
Fig. 4 represents the comparison between slender-bodgythad experiments from Lordaet al.
(1990) for steady flow when the angle of attackiis. The average normal force and pitching
moment are in excellent agreement and the distributed feinogvs sufficiently good agreement
for the purposes of our current research.

Drag is very dependent on the configuration and flight cooitiBody, wings and tails all
make contributions to the drag, and the body drag is domiesmcially in the supersonic flight
regime. For the calculation of skin friction drag, a turtmilekin friction coefficient and laminar
skin friction coefficient should be obtained. For most fligbtditions laminar flow prevails over
the extreme forward portion of the missile body, followeddmmpletely turbulent flow over the
remaining portion of the missile Chin (1961). The difficuilgs in determining the transition point
from laminar flow to turbulent flow. Since no theoretical nth are known to accurately deter-
mine the transition point, the point on the missile body vettre Reynolds number reache¥
is generally taken from experience and test data Meb. (1998). A reasonable assumption
for a missile body with normal roughness it to take the nosgeacy point at the end of the nose
or forebody section as transition point Chin (1961). Figh8wgs a typical drag distribution over
missile body at supersonic flight. One engineering methoddéculating skin-friction drag is to
compute skin friction for an equivalent flat plate of the sasudace area, length, and Reynolds
number as the original body. The axial force is then corceée body shape by the use of a
three-dimensional shape factor. The method of Van Dried51) is used for mean skin friction
coefficient of compressible flow on a two-dimensional flattig@laand a modified Blasius theory
including compressibility effects, as discussed by Moeiral. (1995), is used for laminar skin
friction drag. To get the wave drag over the range of Mach remiom 2 — 5, the second-order
shock expansion method (see De Jarnettéd. (1979)) or a modified Newton method is usually ap-
plied to the entire body. At the missile base, the pressues gown below the freestream pressure
due to the external flow. This base drag is highly dependemlach number and the presence
of a boat tail or flare. For the purposes of the current rebeanethods based on approximate,
closed-form solutions, or that at least require the leastpdational effort have been employed,
such as the modified Newtonian method and tangent cone mealsa in case of spin stabilized
missiles, additional lift should be considered due to tHeatfof spin, which is called the Mag-
nus effect; see Jumperal. (1991). All the available methods for missile aerodynanaicswell
documented in Moore (2000); Mendenhall (1991).

The rigid-body force and moment on the reference point dukstoibuted force are explained
in the appendix. The above discussed aerodynamics alohgswiictural dynamics formulation
will lead to a complete solution for aeroelastic stabilitplplems for various missiles and projec-
tiles. Some additional variables such as accelerationjlangelocity and linear velocity at the
final time of time interval, and direction cosine matrix wéppear and they should be embed-
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Figure 3: Body drag distribution at supersonic flow

ded properly in the system equations. This combined aestefmrmulation will yield iterative
solutions over time which affect both aerodynamic loadsstnattural loads.

2.3 Solution Methodology

Now space-time finite elements are used to obtain the timterkisf the missile motion, which is
needed to investigate the nonlinear dynamics of the missflght. This kind of space-time finite
element approach is useful in finding the amplitude of thetloycle oscillations and checking
the nonlinear system response. To use this space-time diiteent, the formulation should be
converted into its weakest form in space as well as time.rAftegration by parts of the additional
energy expression due to rigid-body motion, the unknowasaither differentiated with respect
time nor space from henceforth, so that constant shapeidmscmay be used for them. Since
the weak form is linear in the virtual quantities and they nbaydifferentiated with respect to
both space and time, and linear/bilinear shape functiamsised for them, and element numerical
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guadrature is not needed. Thus,

0qp =0q;,(1=&)(1—1) +@z’f(1 — )T

+0;4, 61 —7) + @Hlf&' u = uy
oy = @is(l -1 —1) +Wif(1 =)

+W¢+1s§(1 —7)+ wi—i-lng 0 =0,
OF = 0Fy(1 =€) + 0F 1€ F=F
OM = 0M;(1 = &) + M1 € M = M,
0P =6P; (1 —7)+0P;,7 P=r
OH =0H, (1 —7)+0H;,T H=H,

0Go = 0Gos(1 — T) + 00T
0o = 0thog(1 — 7) + 61ho 7

where subscripts and / denote the variable values at the starting and final timenoé interval.
After some manipulations it can be shown that some of theltregudiscretized equations are
linear combinations of the others, leaving us free to distlhe excess equations. For illustrative
purposes, we consider only the structural part for the tigiadh Then,

_ . By+hy
0qsy P, = %
N =] f{z "‘f{is
(wz‘f H; = ff
0P; f Ui = Ly T s ;_ s
_ Gy,
— —  F+F
5qn+1 F; = %
— — M+ M,
0V M; = %
5_Fn+1 U; = %
__ G+,
M i g, =
D) pO pOS
5QOf Po = ! _2‘_
EZa ﬁO _'_ ﬁOS
S i, - Lot tes
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By virtue of these relations, the number of unknowns cowadpmg to each virtual quantity is
reduced. Then, the total number of equations related tti@haiables;iq;,, 61;,, 0 Pis, 6 Hs,
0F;, 0M; (i=1 ton), is 182. The total number of equations defining rigid-body motiokatex
t0 0G,s5(3), 010s(3), 006(3), dw,(3), is 12 if we do not consider direction cosine and accétema
variables. Unknown varlables are, M;, Rf, Hzf, Uif, sz, Pof, Hof, 0,, W, after specn‘ymg
boundary COﬂdItIOI’lSRnH, i1 andag, 91) and initial conditions ES, H,,, Gis, 0isy P, Hos)
for each element, therefore in total/d812. The above discussion shows that the total number of
equations and the total number of unknowns are equal.

With these system equations and unknown variables, if wecpussider structural dynamics,
the mixed variational formulation takes the form

F(X,, X;,X) =0 (37)

whereX is a column matrix of all structural variables afd and.X ; are its initial and final values.
This nonlinear algebraic equation can be solved by NewtaphHRon. The Jacobian matrix of the
above set of nonlinear equations can be obtained analytimahumerically and is found to be
extremely sparse due to the formulation’s weakest forms Tieips to obtain the high computa-
tional efficiency. So, if the initial conditions and boungapnditions are specified, the final values
after one time step can be found very efficiently using the mizohiNewton-Raphson method, and
time history is obtained by doing time marching iteratiomeTtructural part of the above formu-
lation has been well validated against the stability sulje¢hrust. Fig. 5 shows more specific
time-marching scheme.

Apart from the above discussion, several issues on compughstability and efficiency should
be addressed. First, the kinematic quantities for inittadditions should satisfy certain kinemat-
ical relations since they are not independent. So if onealégiis perturbed, other variables are
affected; that is, all the kinematic quantities which adated to it should have modified values.
This is an important aspect of the formulation, since it prathantly affects the sensitivity and
convergence of the solution for the time-marching schemecofd, depending on the type of
problems proposed, some variables can be added or remaveahfiputational efficiency. For ex-
ample, for rectilinear flight, direction cosine variablesukd not be needed. Missile aerodynamics
discussed will need additional variables and equationk as@acceleration and direction cosines
and related equations.

2.4 Nonlinear Stability Analysis Without Aerodynamics

Based on the methodology set forth here, a computer codefestigation of the nonlinear dy-
namics of a missile has been developed. The various sigiibblems due to thrust which appear
in the literature can be examined in terms of their time mistBirst, for validation purpose of the
current work, the case without directional control consedieby Beal (1965) is addressed. Since it
is known that the mass distribution also contributes to thieal load for thrust, constant mass will
be considered for a comparison purpose. When a small pationof the transverse deflection is
imposed at the initial time and the thrust level is below Beaiitical value, the deflection indeed
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Figure 5: Time-marching scheme
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Figure 6: Time history above critical thrust
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Figure 8: Time history well above critical thrust
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Figure 9: Baseline missile configuration

Table 1: Test case data, ballistic flight

Bending Stiffness

uniform 2x 10N-m?

Altitude:

20 km

Density:

0.0889 kg/m

216.7K

Temperature

dies out in time. However, as expected, when the thrust is\elittle larger than the critical value,
the deflections grow until they reach an oscillatory motiathveounded amplitude, suggesting a
limit cycle. A typical result is shown in Fig. 6. Results faweral cases show that limit cycles can
develop from disturbances with thrust values that are ejtlst below the critical value suggested
by Beal (1965) (Fig. 7) or just above it. However, the motismivergent well above the critical
value as shown in Fig. 8. This observation serves to partialidate the current approach.

2.5 Ballistic Flight

To see if there are any aeroelastic effects on the stabdity fanction of thrust or on accelerated
flight, Fig. 9 is used as a baseline missile configuration; Bifieell and Stoner (1982). Both

movable and fixed tail fins with a cruciform pattern have tws ¢ wedge-shaped panels. Around
the nose, the large missile body drag is applied. The finsahédre both under the influence of
wave drag and skin friction drag. At the nozzle base, basg ana thrust are both applied. The
total drag force is distributed along the body. Here it sddug noted that missile fins are not a
consideration for stability because we are interested Ig onissile body bending modes. The
loads on the fins are applied as concentrated forces. Inyaalssile fin flutter is more common
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Figure 10: Stability for ballistic flight case
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Figure 11: Effect of reduced bending stiffness on stabititgallistic flight
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phenomena since fins are more flexible compared to the missdg. But the purpose of this

research is to identify how bending of the missile body dffexeroelastic stability. Therefore,
this assumption will be maintained under the current reteaThe basic idea about how the
aeroelastic phenomena occur is that missile bending wélhgke the local angle of attack on the
body and the changed local of attack will in turn give differaerodynamic loads on the missile,
which will further deform the missile. This iterative pr@seof yielding new aerodynamic loads
and deforming the missile will result in stable or unstahighti depending on the various flight
conditions and missile characteristics.

When the thrust force is balanced with the total drag, thesikeisnaintains equilibrium by fly-
ing at constant speed. But depending on whether the thrieg foagnitude is bigger or smaller
than the total drag, the missile either accelerates or detel. First the aeroelastic stability of
missile flying at high supersonic velocity will be address@dce velocity is specified, the missile
drag is determined from unsteady aerodynamics for missilles initial flight condition satisfying
kinematic relations and initial deflection for bending aireeg to run this case. Fig. 10 shows the
bending response in rectilinear flight for the test case flafnie 1. The case represents decelera-
tion from steady-state flight. The responses showed thet thas no aeroelastic instability for the
uniform bending stiffness in this test case. With a very $tirake interval, less than one second
was good enough to identify the decay. The velocity increasieeably affects the amplitudes of
the response after small lateral disturbances are givemfl&kural stiffnesses are relatively large,
but the distributed drag forces appear to play the role aiced) the effective stiffness. To see the
effect of bending stiffness on aeroelastic stability inlisat flight, the size of bending stiffness
was reduced to about 1/100 of the original value. Fig. 11 shiawit cycle at the same Mach
4.0. One can see the conspicuous effect of bending stiffmetise aeroelastic stability at ballistic
flight.

Under the current formulation, the total mass of the mis#aes not change. Thus, the center
of mass location along the missile axis is assumed to be aohsind the center of pressure of
missile can be calculated from running the code. From Figari2can see that this flexible missile
body model is statically stable. In reality the missile egrdf mass moves closer to missile nose
as the fuel is consumed. Therefore, the body will have & littfger static margin.

2.6 Aeroelastic Effects of Thrust

As shown in previous sections, thrust and aerodynamic $otikemselves have a destabilizing
effect on the missile stability. Aeroelastic interactidietween structural load, aerodynamic load,
and inertial load are a continuous iterative process betwaeh load. That is, the missile bending
brought on by aerodynamic normal forces will change thellangles of attack along the missile
body. Altered angles of attack will, in turn, change the dgramic forces on the missile body.
That will yield additional inertial loading over the missibody. And these inertial loading further
deforms the missile body. During this iteration, the missyill reach an equilibrium state where
all the forces are balanced.

Besides all this, thrust will also influence the results.sIhatural to ask how thrust interacts
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with aerodynamics. To answer that question, in this sedmreral parametric studies will be
presented. First, to see the aeroelastic effects of thihustflutter boundary is found for several
different bending stiffnesses. To locate flutter pointsyenhan 2 seconds of time-marching was
needed. The reason for this is because, in the case of a)ioh&,¢he code had to be run iteratively
to find a decay. Once the decay is found by reducing the fligk¢dprom high values at a thrust
level with a given bending stiffness, the flutter point isadatined. Such a process is repeated with
a different thrust level for a complete curve.

Fig. 13 shows the stability boundary for two different bergstiffnesses at the same altitude.
Here T = log,,(7/mg). According to these results, it seems that thrust is a liittemore
influential than aerodynamic force near thrust equal to,zero, ballistic flight. Also it can be
seen that when thrust is a dominant factor on stability, d&eramic forces have less effect than
thrust. It appears that the curve close to the thrust alzsh&s acceleration dominant stability and
the curve close to ballistic flight has deceleration domindfrom the limitation of the current
slender-body aerodynamics, some caution should be takénmeaningless to run a case at a
higher flight speed than Mach 5. Considering the realistloesdéor bending stiffnesses, at this
altitude, the dashed line results are more likely to occuneWobtaining each flutter point, limit
cycles appeared either a little below or above the flutteedpelhat means there is a certain
mechanism, which is inherently nonlinear, to prevent frommiediate structural failure. Fig. 14
shows bending deflection responses by changing thrustdewhch 3 for the bending stiffness
2x10*'N-m?. The solid line was obtained about thrust level outside thitefl curve and dashed
line about thrust level inside. Well above flutter speed dmddt level, the response becomes
unbounded within a very small time.

3 Conclusions and Recommendations

3.1 Conclusions from Present Work

The effects of follower forces on the aeroelastic behavfdtexible missiles have been investi-
gated. Follower forces on their own have been found to gresféct the instability of flexible
structures. Indeed, the well known Beck’s problem, a cawveit beam excited by an axially com-
pressive force, is a commonly analyzed problem in the liteea However, free-free beams with
follower forces have not received as much attention. Insgoe structures, missile thrust is a
typical example of a follower force. A missile may becometabt under the action of thrust.
Also missiles can experience aeroelastic instabilitidg oaused by aerodynamics during flight.
The goal of this research was to investigate the interaatiofollower forces with aeroelastic
loads for missiles. The missile body is modeled in terms aihgetrically-exact, nonlinear, beam
finite elements. This methodology allows for use of simplapghfunctions and facilitates time-
marching and eigen-analyses. The original mixed variatiG@rmulation has been modified to
include rigid-body dynamics so that velocity or accelenattan be either specified or left as free
to vary.

The structural formulation has been transformed into itakest form in space and time so that
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variables are not differentiated. It was shown that by remgpredundant equations related to some
virtual quantities, the total number of system equatiorss @amknowns was reduced a lot. Unless
this process is performed, one redundant equation has thdsee and thrown out. In addition,
it gives the relations between interior values. Aerodyr@noads are based on unsteady slender-
body theory and several closed form aerodynamic theories a€rodynamic loads include second
partial derivatives of certain unknowns, and thus to obtiagweakest form requires integrations
by parts. After one time integration by parts, there ard g#tiables with derivatives, which
are removed using inverse kinematical relations. The #ste code is based on combining the
aerodynamics and structural formulations. Unlike mosteamnalyses, this time-marching scheme
is useful in finding solutions over time. However, if initiebnditions are not exactly satisfied
among kinematical quantities, the convergence will exttsénsitivity problems.

The present code has been validated against several capesjadly the critical load under
thrust without directional control. The response is dieartgfor values of thrust far above the
critical value given in several literature. However, ndw tritical value whether the thrust is high
or low, limit cycles were observed. As with general airgraétlocity is an important aerodynamic
element related with missile aeroelastic instability. As flight speed increases, the amplitude of
perturbed deflection does as well. This result indicatesttitmaerodynamics serve to decrease
the effective stiffness of the missile. Missile stiffnessra with velocity greatly affects missile
stability. Rigid-body stability analysis does not necesgguarantee the stability of highly flexible
structures like missiles with a high fineness ratio. Witroegl increased, the center of pressure of
missile was shown to approach the center of mass. Dependitigganissile and flight conditions,
it is possible that the flexible static margin would be naegatiThus, a designer would have to
find such a flexible static margin at the early design phasedml atructural failure. The stability
boundaries were obtained for given bending stiffnesses.rédponse, at the point far outside the
stability boundary, was shown to be divergent but insidenauy, as expected, it was bounded or
convergent over time. It can be seen from the current rethdtshighly flexible missiles such as
ballistic missiles should be carefully designed to avoiakastic instability.

Finally, while the current analysis is capable of analyzangsotropic beams, our investigation
did not reveal any potential advantages for aeroelasthilgyafrom use of the various types of
couplings (extension-twist, bending-twist, etc.).

3.2 Recommendations for Future Work

The structural and aerodynamic formulations have been owdho give a complete dynamic and
aeroelastic analysis of flying missiles. With some addgitmthis tool, investigations of a wide
variety of dynamic and aeroelastic stability phenomenabmnndertaken over a wide range of
steady flight conditions, including spin and thrust withgmet analysis. As one of the ways to
stabilize the directional control, spinning is used. Whginsing speed increases, the stabilization
effect gets larger based on the rigid-body model. But in thélile model, the stability region is
known to vary. The aeroelastic effects of spin are not wetlaratood.

The work performed on the missile aeroelasticity with adwkr force are related with a rec-
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tilinear flight with zero rigid-body angle of attack. The wdtsverified the interaction of thrust and
aerodynamic force. Generally, missiles experience smglesof attack during powered flight and
high angle of attack during ballistic flight. A high angle-attack analysis would require a much
more refined aerodynamic theory.

The current formulation does not include mass variatioactff To see more clearly the dy-
namic response and stability issues during the powered,flighss variation according to fuel
consumption will be needed. In addition, mass distribuitomg with bending stiffness is known
to significantly change the critical load associated witlblifver force. A lot of research on the
effect of concentrated mass and its location on the staltias been performed for the flexible
system subjected to a compressive follower force. Howekierg is currently no closed form or
analytical optimization method. Thus, it will be of intetés investigate the mass effect on stability
problems.

Finally, possible coupling between the flight mechanics. (itrajectory optimization, con-
straints, etc.) and the aeroelasticity (including intéloads and stability) has yet to be approached.
For example, turning ability can be quantified in terms oéinal loads, and the applicability of the
corresponding simplistic constraint (the so-called constraint) imposed in trajectory optimiza-
tion can be examined in this broader context. The presemsiads not sufficiently computation-
ally efficient to undertake such a study at this time. Howewéh additional attention devoted to
efficiency and with faster computers in the future, such dystinould become more feasible.

4 Miscellaneous Information

4.1 Publications Under this Grant

1. Hodges, D. H.; Patil, M. J.; and Chae, S.: “Effect of ThraistBending-Torsion Flutter of
Wings,” Journal of Aircraft, vol. 39, no. 2, Mar.-Apr. 2002, pp. 371 — 376.

2. Chae, S.; and Hodges D. H.: “Dynamics and Aeroelastic ysmbf Missiles,Proceedings
of the 44th Sructures, Structural Dynamics, and Materials Conference, Norfolk, Virginia,
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4.3 Inventions

None.
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