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ABSTRACT

In response to the CNO’ s tasking to examine Sea Supremacy within the context of
SEA POWER 21, SSG XXII proposed the concept of FORCEnet Engagement Packs
(FnEPs). The FnEPs concept represents the operational construct for FORCEnet and
demonstrates the power of FORCEnNet by integrating a specific set of joint sensors,
platforms, weapons, warriors, networks and command and control systems, for the
purpose of performing missionspecific engagements. Initial pack asset allocation and
constitution will be based on a specific threat or mission; however, the capability to
dynamically re-configure and re-allocate assets “on the fly,” to recongtitute a new pack
will enable cross- mission engagement capabilities. Integrating the six FORCEnet factors
must focus on five critical functions we term “Combat Reach Capabilities (CRCs)”.
These include: Integrated Fire Control (IFC), Automated Battle Management Aids
(ABMAS), Composite Tracking (CT), Composite Combat Identification (CCID), and
Common/Single Integrated Pictures (CP). FnEPs achieves fully integrated joint
capabilities focused on the engagement chain, and represents a revolutionary
transformation in Naval operations complimentary to FORCEnet, SEA POWER 21, and
Sea Supremacy.

This thesis has two goals. First, we will conduct analysis to better understand the
FnEPs Concept including the myriad of technical, organizational, and programmeatic
requirements for its implementation. Second, we will propose a roadmap for the

continued development and ‘institutionalization’ of the FnEPs Concept.
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EXECUTIVE SUMMARY

3 The theme of our thesis, FnEPs . . .
... . Fight Di i . . , . .
et In- e . Think Different . . . Fight Differentl has its

background in the work recently completed as Associate Fellows as a part of the Chief of
Naval Operations (CNO) Strategic Studies Group
(SSG) XXII. The CNO tasked SSG XXII to examine
Sea SQupremacy in the context of Sea Power 21. In
response to the tasking, SSG XXII proposed the
overarching theme of achieving Sea Supremacy
through the “ Coherent Adaptive Force” (CAF). This
theme was based upon five concepts. Coherent
Adaptive Command (CAC), Operational Human
Systems Integration (OpHSI), FORCEnet
Engagement Packs (FnEPs), Globa Maritime
Awareness (GMA), and Deep Red. CAC seeks to

Here's to the crazy ones.

the crazy ones.

The troublemakers.

The round pegs in the square holes.
The ones who see things differently.

They're not fond of rules.

And they have no respect for the status q

can praise them, disagree with them, quote
disbelieve them, glorify or vilify them.

only thirtlﬁ you can't do isignore
em.

Because they change things.

They imagine.

invent.
explore. They create.

They push the human race forward.

aybe they have to be crazy.

Se can you stare at an empty canvas and

align planning, command and execution to provide a BB i o 5 son ot s never b
gaze at ared planet and see alaboratory ol
process that can match the timescales of combat. J 1oK@ tools or these Ky

While some see them as the crazy ones,
we see genius.

OpHSI seeks to develop and support the commanders

the people who are crazy enough to i

for the operational level of war. FNEPs represents the they can chinge he viord, are the.nes

‘4

opportunity to accelerate the development and w
“operationalization” of FORCEnNet focused on engagement capabilities. GMA seeks to

deploy systems that will provide a surface picture around the world in support of Sea
Supremacy and defense of U.S. shores. Insights into an uncertain world (Deep Red)
seeks to ingtitutionalize a robust, innovative, effective Navy-wide approach to red
teaming, providing reachback for the operational commander, and exploiting massive

multi- user persistent environments.

1 Apple “Think Different,” Apple Online [Home Page On-Ling]; Available at
[http://www.apple.com/thinkdifferent]; Accessed 1 October 2003.
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The FnEPs Concept represents the operational construct for FORCEnet and
demonstrates the power of FORCEnNet by integrating a specific set of joint sensors,
platforms, weapons, warriors, networks and command & control systems, for the purpose
of performing missionspecific engagements.  Initial pack asset alocation and
configuration to constitute a pack will be based on a specific threat or mission; however,
the capability to dynamically re-configure and re-allocate assets “on the fly,” to
reconstitute a new pack will enable cross-mission engagement capabilities. Integrating
the six FORCEnet factors must focus on enabling five critical functions caled the
“Combat Reach Capabilities (CRCs)”. These CRCs are: Integrated Fire Control (IFC),
Automated Battle Management Aids (ABMAS), Composite Tracking (CT), Composite
Combat Identification (CCID), and Common/Single Integrated Pictures (CP).
Ultimately, FNEPs will help “operationalize” FORCEnNet by demonstrating a network-
centric operational construct that supports an increase in combat reach and provides an
order of magnitude increase in combat power by creating more effective engagements,
better sensor-shooter-weapon assignments and improved utilization of assets. FnEPs
achieves fully integrated joint capabilities focused on the engagement chain, and
represents a revolutionary transformation in Naval operations complimentary to
FORCEnet, SEA POWER 21, and Sea Supremacy.

It is important to note that while FNEPs is in large measure complimentary to the
FORCEnNet concept, four key aspects differentiate FNEPs from current FORCEnNet
initiatives:

Joint — “Packs’ will be developed as Joint systems-of-systems distinguishing
FORCERnRet from the Army Future Combat System (FCS) and Air Force C? Constellation.

Adaptive — “Packs” will provide robust sensor-shooter-weapon linkages allowing
components to cross-connect “onthe-fly” supporting misson area-to-mission area

engagements.

Engagement Oriented — “Packs’ will demonstrate application of combat power

by:
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Sdlf-synchronization through the use of ABMAS
Supporting cross-platform and cross-service IFC

Developing theater-wide shared battle space awareness through CT,
CCID, and CP.

Field near-term net-centric capabilities — Technology enabling FNEPs is available

today, including the intra- and inter-service system engineering know how required to
integrate individual systems into the “packs’. Initial Operating Capability of the first

Engagement Pack is achievable in five years from program initiation. 2

This thesis has two goals. First, we will conduct analysis to better understand the
FnEPs Concept including the myriad of technical, organizational, and programmatic
requirements for its implementation. Second, we will propose a roadmap for the
continued development and ‘institutionalization’ of the FnEPs Concept that is in
accordance with both Commander, NAVNETWARCOM, VADM Mayo's tasker to
develop an FnEPs prototype for trial in FY 04, and the original timeline provided to the
CNO (Block I, FnEPs IOC in 2009). In order to accomplish these two objectives, 1) we
have engaged a wide variety of experts from DoD, government, academia and the
commercia sectors, in order to better understand the challenges highlighted above and
possible solutions, 2) we have engaged a variety of DON organizations to begin
development of an FNEPs prototype and a roadmap for its development, 3) we engaged
SPAWAR Systems Center Charleston and the FORCEnet Architecture Chief Engineer’s

office to conduct objective analysis supporting the continued development of FnEPs.

2 536 XXII Readahead to CNO (August, 2003), 1.
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l. INTRODUCTION

The following thesis introduces
the concept of FORCENnet Engagement
Packs (FNEPs). The FnEPs Concept

represents the operational construct for

FORCEnNet and demonstrates the power
of FORCEnet by integrating a specific
set of joint sensors, platforms, weapons,

warriors, networks and command &

control systems, for the purpose of
performing mission specific [~}
engagements. Initial pack asset c2cn
allocation and configuration to constitute
a pack will be based on a specific threat
or mission; however, the capability to dynamically re-configure and re-allocate assets “on
the fly,” to reconstitute a new pack will erable cross- mission engagement capabilities.
Integrating the six FORCEnet factors must focus on enabling five critical
functions called the “Combat Reach Capabilities (CRCs)”. These CRCs are: Integrated
Fire Control (IFC), Automated Battle Management Aids (ABMAS), Composite Tracking
(CT), Composite Combat Identification (CCID), and Common/Single Integrated Pictures
(CP). The diagram above, generated by SPAWAR Systems Center Charleston, is a good
depiction of how FnEPs seeks to integrate these five CRCs in order to strike a target.
Ultimately, FNEPs will help “operationalize” FORCEnNet by demonstrating a network-
centric operational construct that supports an increase in combat reach and provides an
order of magnitude increase in combat power by creating more effective engagements,
better sensor-shooter-weapon assignments and improved utilization of assets. FnEPs
achieves fully integrated joint capabilities focused on the engagement chain, and
represents a revolutionary transformation in Naval operations conplimentary to
FORCEnet, SEA POWER 21, and Sea Supremacy.



To date the vast mgority of “publicity” related to FNEPs has been via literaly
dozens of PowerPoint-based briefings. Such briefings have resulted in strong and near
universal endorsement from the CNO and many other members of Naval leadership,
Government, academia, and the commercial sector. While the thesis that follows is,
admittedly, long and perhaps overly wide in scope and level of detail for a Masters-level
research effort, we believe such apresentation is necessary to chronicle the diverse
efforts of those people who forged the concept and have assisted its anaysis and
continued development. Moreover, such depth and detail is important to ensure 1) An
understanding of the challenges the Navy and DoD currently face in terms of C'ISR
system interoperability. 2) How we will address these challenges in order to better
design, and implement the large information systems the Navy will require in the future.
3) Sound technical, organizational, programmatic and acquisitionrelated
recommendations which will combine to ensure our future C*SR systems and
architecture(s) will provide the functionality required by NCW, FORCEnet, and FnEPs.
Only by understanding all three of these aspects of the challenge can we provide the basis
upon which to remain on the proper road ahead for the continued development FnEPs and
the “operationalization” of FORCEnet.

Accordingly, our thesis is organized into five chapters.

Chapter | lays the foundation for understarding the challenges Navy and DoD
currently face as the services attempt to maximize combat efficiency and effectivenessin
the 21% Century through the principles of NCW. From a naval perspective, these goals
are captured in the Concept of SEA POWER 21, which critically depends on FORCEnet
as the “glue” which binds together and enables Sea Strike, Sea Shield, and Sea Basing.
As will be discussed in greater detail, while FORCEnNet does not consist solely of a
network or networks, it critically depends upon the interoperability of C*ISR systems and
an integrated C*ISR network architecture.

Chapter 11 introduces the FNEPs concept and develops it within the larger context
of FORCEnet. Most importantly this chapter will illustrate how the FNnEPs concept will
enable the “operationalization” of FORCEnet through the integration of the six
FORCERnet Factors around five key “Combat Reach Capabilites.”

2



Chapter Il will present the anaysis we, in conjunction with others, have
conducted. This analysis will not only objectively demonstrate the tremendous
improvements in efficiency, effectiveness, and increased “Combat Reach” FnEPs
enables, but will help to provide greater development and deeper understanding of
FORCEnet and the FnEPs concept.

Chapter 1V presents both a general discussion of some of the critical technical
factors impacting the future of the networking and military applications, as well as a
more specific examination of the “Warfighting Internet” required to support FORCEnNet
and FnEPs.

Finaly, Chapter V will present 1) Our significant results and findings as a result
of our analysis, 2) Our general conclusions drawn from these results, and 3) Most
importantly, a series of recommendations that seek to provide a roadmap for the
continued development and “Institutionalization” of FnEPs.

Chapter | represents an introduction to our thesis. Sections A provides the
purpose of our research. Sections B & C provides a background discussion of the current
Navy C'ISR architecture and a general discussion of what we believe is a solution to
these challenges as they relate to FORCENet and a new concept we have developed called
FORCEnet Engagement Packs (FnEPs). Sections D-G presents our research
methodol ogy, the scope of our thesis, our assumptions, and some basic definitions.

A. PURPOSE OF RESEARCH

The purpose of our thesis is the introduction, continued development, and further
refinement of a new concept called FORCEnet Engagment Packs (FnEPs).
Fundamentally, the FnEPs concept is the operational construct for FORCEnet and
represents the opportunity to “operationalize” FORCEnet. In doing so, FnEPs
demonstrates the power of FORCEnet to improve the combat reach and effectiveness for
the JTF Commander. More specifically, our research will address two mgjor areas. First
we will identify the technical and non-technical challenges facing the FnEPs concept and
the “operationalization” of FORCENet, including networking and related requirements,
organizational and process related challenges, and programmatic and acquisition related
issues. Second, we will continue the analysis of the FnEPs concept by focusing on a

deeper understanding of the five specific FNEPs functional requirements we have
3



identified as “Combat Reach Capabilities” (CRCs) and how the CRCs map to the
ASN(RDA) Common System Functions List (CSFL). Finally, in completing this thesis
we will provide recommendations for continued development and implementation of
FNEPs which 1) Respond to the tasker given by VADM Mayo, (Commander,
NETWARCOM) to develop a prototype FnEP “Pack” for review and potential fleet tria
in TRIDENT WARRIORFY04 and, 2) Are in accordance with the recommendations
made to the CNO by SSG XXII (FnEPs Block | (10C), 2009).
We need to take a systems approach and coevolve capabilities that will
support missions throughout the detect, decide, attack, and assess
sequence. Experimentation will help us correct for fire. As we optimize
information flow through current systems, network limitations will

highlight areas for future investment based on mission versus platform
needs. The key is to reorganize now and start the process. NCW has a

long way to go.3
Ultimately, the FNEPs concept seeks to achieve fully integrated joint capabilities focused
on the engagement chain, thereby achieving a revolutionary transformation in Naval
operations complimentary to the concepts of FORCEnet, SEA POWER 21, and Sea
Supremacy.
B. NAVAL C* SR ARCHITECTURE INTEROPERABILITY CHALLENGES
Before embarking on a discussion of the chalenges facing today’s C*ISR
infrastructure, it is important to understand two key concepts upon which solutions to
these challenges must be based — Network Centric Warfare (NCW) and FORCEnet.

NCW has its roots in the Revolution in Military Affairs (RMA) which resulted
from changes in American society that were dominated by the co-evolution of
economics, information technology, and business processes and organizations. These are
linked by three themes:

The shift in focus from centralized (i.e., platformcentric) resources to
distributed (i.e., network-centric) resources.

The shift from viewing actors as independent to viewing them as part of a
continuously adapting ecosystem.

3 Hardesty, 71.



The importance of making strategic choices to adapt or even survive in
such changing ecosystems.4

In their book Network Centric Warfare, Alberts, Garstka, and Stein define
Network Centric Warfare (NCW) as follows:

An information superiority-enabled concept of operations that generates

increased combat power by networking sensors, decison makers, and

shooters to achieve shared awareness, increased speed of command,

higher tempo of operations, greater lethality, increased survivability, and a
degree of self-synchronization.>

Figure 1 depicts the idea of NCW as it relates to the quality and proximity of
information. Realizing the network-centric information advantage requires a migration
beyond local, platform-centric information that is low in information quality (e.g.
content, accuracy, timeliness, relevance) to a “network-centric information age” where

information is globally available and high in information quality.

Metwork-Centric :
formation Advantage <. W dgﬁ

Figure 1. Network Centric Operations... The Way Ahead®.

4 James F. Moore, “The Death of Competition: Leadership and Strategy in the Age of Business Ecosystems,”
Harper Business, 1996.

5 David S. Alberts and others, Network Centric Warfare 2™ Edition (Revised), (CCRP, 2000), 2.

6 pril Charles, Assessments to Define Composeable Mission Capability, (SPAWAR Systems Center, Charleston,
SC, 2003), (PowerPoint Brief), Slide 3.
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A related concept, FORCEnet, seeks to implement the theory of NCW.7 The
Chief of Naval Operations Strategic Studies Group X X1 defined FORCEnet as:

The operational corstruct and architectural framework for naval warfare in

the information age that integrates warriors, sensors, networks, command

and control, platforms, and weapons into a networked, distributed combat

force that is scalable across all levels of conflict from seabed to space and
seato land.8

FORCEnet is critica to the Navy’s most recent concept for future naval
operations, SEA POWER 21, which “envisions transformed operational capabilities that
will allow sea-based forces to execute the full range of joint operations from the maritime
domain . ..”® While SEA POWER 21 will be made possible by Sea Strike, Sea Shield,
and Sea Basing, the key or “glue” which ties these concepts together is FORCEnet.

The Navy’s C'ISR architecture has evolved over a long period of time and has
witnessed tremendous advancements in technology and capabilities. Unfortunately, for a
number of various reasons, evolution of the Navy’s C*ISR architecture has not fully taken
advantage of such advances and capabilities. These reasons are widely varied, and
extend beyond technical hurdles to include fiscal, programmatic, and acquisitionrelated
challenges. Ultimately, organizational and cultural resistance has played a significant
roleaswell. Asaresult of these challenges, our current C*ISR architecture isill-suited to
support the achievement of the vision for concepts such as NCW and SEA POWER 21.
The remainder of Section A will discuss these challenges more specifically as follows:

Architecture versus infrastructure
Sub-optimized resources for the JTF Commander

Insufficient focus on engagement chain

7 Richard W. Mayo, Vice Admiral, U.S. Navy, John Nathman, Vice Admiral, U.S. Navy, “FORCEnet: Turning
Information into Power,” Proceedings, February 2003, x.

8 536G XXI Report to CNO (August, 2002), 1.
9 Ibid.



1. Architecture versus Infrastructure— A Misguided Focus
Fundamentally, the chalenge currently

. ) “...the ability to collect,
facing NCW and FORCEnet can be derived from communicate, process, and

their very names! Both concepts rely critically on  [IRSESCESRICIUEIIERILE
most important factor

“networking” of many things (e.g., computers, defining military power.”
humans, organizations, ideas, systems, platforms, _
- Bruce Berkowitz

weapons, information, etc.) and imply the need for The New Face of War

system integration, interoperability, and ultimately,
a supporting C'ISR network. Unfortunately, many of the current C'ISR systems and
weapon system to weapon system interfaces have been developed in a stove-piped
manner, generally without consideration of the need for integration and interoperability
with other C*ISR or weapon systems outside a narrowly defined scope. As aresult, some
redundant systems and capabilities exist, while in other cases critical capabilities and
system interoperability are absent. Even considering a specific functional area focus on
integration in regards to ISR, C?, or FC systems does not improve the challenge, because
from the perspective of NCW and FORCEnet, the list of systems requiring integration
and interoperability is not only extremely large, but indeterminate. Further, NCW and
FORCEnet currently lack a sufficiently focused and well defined set of requirements or
capabilities which are necessary to determine the systems integration and interoperability
requirements. This process must begin with integration and fleet-validated
interoperability requirements derived from desired warfighting capabilities. This will
lead to systems with the appropriately aligned system functionality in response to those
capabilities.

While current CYISR systems and components are collectively referred to as an
architecture of systems, this label is woefully misleading. The problem stems from a
general misunderstarding of the definitions of architecture and infrastructure which lead
to poor and over generalized use of the terms throughout the Navy and DoD in general.
Terms like architecture and infrastructure have come to mean so many things to so many
people that their actual meanings have been lost. Documents like the Joint Technical
Architecture (JTA) are really not architecture documents, but more appropriately
described as a collection of standards to be applied to almost anything. The JTA does not

7



provide an overal framework for how systems should be architected or planned for in
response to a specific (or set of specific) business or warfighting requirements. The
Information Technology Standards Guidance (ITSG) was one example of a document
which set out to propose standards and guidance for their use, but never seemed to catch
on. Examples of subtle, but important distinctions between several terms, including
architecture and infrastructure should be clarified:

Infrastructure (e.g. “system of public works’; the communication pipes
themselves)

Architecture in the plural (usually descriptions of infrastructures, how they
should act and in response to a specific requirement)

Provisioning (e.g. alowance parts list, range and quantity of items, or
configuration; making a service available for use)

Systems engineering (getting the right boxes connected appropriately)

Machine language dictionaries such as the “instruction set architecture”
for Intel Architecture chipsor MilStd 1750 processorsto

Overadll, the problem emerges from the lack of an architectural “standard” and
common understanding of requirements to which system engineers and program

managers must adhere.

Thus far, the discussion highlights the critical need for system integration. From
our current perspective there are four magjor challenges facing system integration:
Platform:centric integration
Inadequate information exchange requirements
Vertical versus horizontal integration
Domain-focused integration
Stove-piped, tightly coupled, and brittle integration.
Each of these areas is addressed below.

Platform-centric integration — In considering platform-centric integration, the
following quote by RDML Sharp, is helpful in characterizing past and current efforts
amed at integration. FORCEnet, RDML Sharp said, “is about interoperability — it's
about boxes and wires and ones and zeros, protocols, frequencies, bandwidth, and linking

10 Rex Buddenberg. “What’'s Wrong with DoD’ s So-Called Information Architectures and What We Ought to be
Doing About It,” Naval Postgraduate School, March 2000, 3.

8



things together.”11 RDML Sharp cited the evolution of capabilities since the 1983
invasion of Grenada, when an air controller called in air support using a pay phone.
During Operation Desert Storm in 1991, the public could see video of weapons homing
in on targets. Operation Enduring Freedom produced authentic knowledge management,
with the Carl Vinson (CVN-70) battle group in late 2001 using worldwide web-based
knowledge- management tools to share operational data as shown in Figure 2. Operation
Iragi Freedom demonstrated further FORCEnet- like processes.12

-------

Figure 2. USSCarl Vinson (CVN-70) Tactical Flag Command Center13.

In addition to these general considerations, an additional set of C*ISR architecture
interoperability challenges arise when a more narrow focus is placed on operational
warfighting mission requirements and what it takes to place a weapon on a target.
Consider the advantages of simultaneously integrating engagement functions such as
ISR, C?, and FC with mission support functions such as training, logistics, and modeling,
in order to support a specific mission or engagement. Certainly, not all mission support

functions are required for all mission engagements all the time, but there will always be

11 Mike Sharp, Rear Admiral, U.S. Navy. “Inching Toward FORCEnet,” Proceedings, September 2003, 104.
12 | pid.,
13 hid., 105.



“threads’ of systems from each of the three functional domains (ISR, C?, and FC) which
must be integrated to ensure the successful engagement or mission accomplishment. For
a variety of reasons, these mission engagement “threads’ (or parts of them) have
historically been bolted to an individual platform such as the F/A-18, a destroyer or other
physica platform. These interoperability challenges include programmatic funding
limitations or operationa requirements for unit independence (historically, there was
minimal need to interoperate beyond the boundaries of a ship, plane, submarine, etc.
because that was how they were designed to be employed). Due to this “platform
specific” design methodology, the mission integration within these platforms and specific
functional areas on those platforms (e.g., destroyer and its FC systems) has typically been
very tight. Asan example, a sensor or fire control radar on a ship istypically designed to
only work with the weapon launcher and weapons organic to that specific ship. Today,
these systems are “composed” of stove-piped, nortinteroperable, message-oriented
systems burdened with costly and lengthy integration and maintenance support cycles. A
better solution are “composeable” services where components are “Plug-and-Fight,” and
able to assemble capabilities onthe-fly, discovery (publish and subscribe) based, and
tailorable to the mission or user. Such capabilities require integration across and between
a variety of sensors, shooters, and weapons, but these requirements have never been

articulated or developed into modern systems.

Inadequate information exchange requirements — Another perspective requiring
consideration is that of information exchange requirements (IERs) between the systems
discussed above. Historically speaking, IERs have been defined, designed, tested,
programmed, funded, and operated from a platform-centric perspective between specific
pairs of systems. More recently a vertical, “functional” perspective (e.g., within C or
ISR, etc.) has been adopted, but inadequate standards, especially interface standards,
continues to pose challenges to system interoperability. This challenge is growing even
more critical as we continue to shift towards a horizontal “mission” or “engagement-
chain” perspective. Collectively, the effects of these architectural challenges are
reflected in the following quote by Captain David C. Hardesty in his recent Proceedings
article, “Fix Net Centric for the Operators.”
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With all the clamor about network-centric warfare (NCW) and the U.S.
Navy’s evolving FORCEnet, one would think the Navy is moving rapidly
toward a well thought out, connected force with seamless data paths that
reach from sensors, through appropriate command and control, to our wide
array of available weapons. At least in the near term, thisis not the case.14

Vertical versus horizontal integration— The above discussion also highlights the
reason today’s systems are largely integrated in a vertica manner, and along functional
“lanes,” including ISR for operational support; C? for organizationa command and

control; and FC for weapons delivery. Figure 3 depicts such vertical integration.

FNEPs Functional Information
Exchange Areas

‘Functional Information Exchange Requirements
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Figure 3. Vertically Oriented Functional Data Interchange Areas'.

14 pavid C. Hardesty, Captain, U.S. Navy. “Fix Net Centric for the Operators,” Proceedings, September 2003, 68.

15 Robert W. Hesser and Danny M. Rieken. FORCEnet Engagment Packs (FNEPS), (Naval Postgraduate School,
December 2003), (PowerPoint Brief), Slide 11.
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This focus on improving and streamlining the integration of vertical, like-functiona
systems has yielded only margina improvements in functionality and integration within
these functional areas; towever, and has missed opportunities to increase overall mission
capabilities for the Navy and Marine Corps. Figure 4 visualy depicts the road vertica

integration has led us down.

A

Figure 4. Today’s Complexity and Integration Status?!®.

Another result of the focus on vertical integration is that data interchange
requirements between systems have evolved into a set of separate and distinct
requirements manifested in radically different software and hardware with vastly
different functionality. As aresult, building flexible and responsive force capabilities is
nearly impossible and most systems can at best meet only a specific set of requirements.
Such systems are then “locked down” by the system designers and builders, unable to
interact or even interoperate with other systems, even those consisting of similar

technologies. This locked down mentality results in rigid, non-adaptable functions,

16 ken Slaght, Rear Admiral, U.S. Navy, FORCEnet Stakeholder Program Review Brief, (24 March 2003),
(PowerPoint Brief), Slide 57.
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efficient for their particular function but limited in flexibility and agility of the overall
systems to perform in a total force construct such as FORCEnet. This prevents rapidly
changing requirements for new or different sets of functions or adapting as the
operational situation changes. The solution of such interoperability problemsis at the top
of the priority requirements from the Fleet and Field Commandersl’ and while progress
has been made, integration between systems across functional areas has lagged. CAPT
Hardesty continues,

Implementation of network-centric warfare at the tactical level has been
flawed. Typifying incompatibilities is the software in the Navy’s 14D .
in support of Operation Iragi Freedom—which was unable to synch
with Air Force electronic reconnaissance aircraft over targets in lrag. A
systems approach and coevolution of capabilities are needed now. '8

The way information is actualy managed and provided to the warfighter is the
transformational part of FORCEnet which FnEPs seeks to refine from a combat
engagement chain perspective. Today, requests for information and provision of that
information are processed through dedicated systems. These processes also lack a means
to turn this information into actionable knowledge and directly influence the ability to
carry out engagements via the engagement chain. Again, CAPT Hardesty captures the
impact of these shortcomings,

The Navy has failed to make significant progress in applying network-
centric warfare concepts to tactical weapons and sensors that are deployed
or under development. This is particularly true in nava aviation, where
we continue systems acquisition and development in the same platform
centric manner. To implement network-centric warfare effectively and
connect our tactical forces intelligently, we must reorganize. Each
missionarea kill-chain sequence—detect, decide, attack, assess—must be
examined to determine information exchange requirements among all
platforms contributing to that mission area. Only then can we implement
the co-evolution of systems, organization, and doctrine that will allow us
to reap the benefits of network-centric warfare.19

17 SPAWAR Code 05, Office of the Chief Engineer. FORCEnet Government Reference Architecture (GRA)
Vision, (Version 1.0, 08 April 2003), 4-5.

18 Hardesty, 68.
19 pig.
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While faling far short of what FnEPs requires in terms of integration and
interoperability, systems like CEC and the Aegis Weapon System (AWS), represent
examples of, at least, minimal cross-functional integration and hint at the potential for
full horizontal, mission area integration. An even better example is that of Joint Fires
Network (JFN); however, as the following quote indicates, JFN does not go far enough to
accomplish full horizontal integration across the engagement chain.

JFN is another major NCW effort designed to address critical operational

deficiencies in time-sensitive targeting/time-critical strike against rapidly

relocatable targets.  Although JFN has demonstrated significant
improvements in intelligence, surveillance, and reconnaissance
management and integration with targeting, command, and control

functions aboard ship, it has limited ability to provide engagement
information to the weapon systems that can engage relocatable targets

rapidly.20
At the heart of such systems’ potentiad is the integration of appropriate systems from the
ISR, G, and FC functional domains which contribute to engagement effectiveness by
using cooperative and networked resources from similarly equipped platforms. Again
citing the examples of CEC and AWS, horizontal integration across functional domainsis
accomplished through a very deliberate and conscious effort to control all aspects of this
mission within al functional domains. “The [fleet battle] experiments (FBE) have
improved our understanding of how to accelerate time-sensitive targeting/time-critical

strike, but they have been weak on integrating with actual weapon systems.”21

Domain-focused integration— Another perspective requiring consideration is that
of domain focused integration across ashore, afloat, and space domains. While the
previous section highlighted the problems associated with solely focusing on vertica
integration, domain-focused integration further exacerbates the challenges. Domain
focused integration proposes there are separate and unique integration requirements
among the afloat, ashore, and space domains. Specifically, systems employed afloat on
ships will have different interoperability requirements than those systems terrestrially

employed to support expeditionary requirements for the Marine Corps or other space-

20 |pid., 69.
21 |pig,
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based information systems. Domain-focus integration challenges have critical
implications for the engagement chain because the (optimal) integration of systems must
cross domains. Such integration implies a dynamic aspect as well, due to the mobile and
ad hoc nature of Navy and Marine Corps deployments, Joint Task Force composition,

and allied and coalition operations.

Stove-piped and tightly coupled integration — Solutions to date have been the
result of stove-piped and tightly coupled integration leading to “brittle” systems
incapable of functional flexibility. Returning to the example of CEC and AWS,
proponents of the integration displayed in current Navy systems often cite these systems
as examples for the future. It should be noted that “integrated” is a relative term,
however, and CEC and AWS do not demonstrate the degree of integration necessary to
realize the capabilities envisioned by NCW, FORCEnet, and FNEPs. Worse till, these
systems are tightly coupled. Such tight coupling of the architecture is neither sufficiently
flexible nor adaptive with respect to time-critical targets or dynamic to emergent
operational requirements and can often lead to cascading effects throughout other parts of
the architecture. Conversely, our current capability to respond to changing mission
reorientations, operational configurations, or in response to equipment failures usually
require manual, time-consuming, and labor-intensive efforts—if possible at all! Even
CEC is highly mutually-dependent and based on a non-modular design. As such, CEC is
arelatively “brittle” system where even relatively minor configuration changes result in
wide-reaching ripple effects. Granted, CEC and AWS are extremely important and
capable systems, critical to today’s mission success, but these systems still leave room for

improvement!

Finally, security remains a major concern within the functional ISR, C?, and FC
system domains. Historically, security has been bolted onas an afterthought rather than
being designed from the beginning as an integral part of an overall system. As systems
become integrated and more interoperable, this challenge will become even more
prominent. Our ability to transition technology to operational use critically depends on
how well it can be secured and upon its reliability. Security must be built into the C*ISR
infrastructure structure such that our systems are secure while being integrated and

networked robustly, seamlessly, and coherently.
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2. Sub-Optimized Resour cesfor the Joint Task Force Commander

In today’ s warfighting environment, engagements require complex deconfliction
to prevent fratricide or “blue-on-blue” events. While such deconfliction can be ensured
by avariety of means (e.g., time or space) most importantly, manual deconfliction results
in segmented domains. Within the theater of operations, physical space, including, air,
ground and maritime environments are physically divided into engagement zones. Figure
5 depicts the engagement zones as 3-dimensional boxes that assist in the integration of
warfighting activities in a specific area of physical space.

o N
Marlfl

Figure5. Engagement Zones?2.

Unfortunately, while helping to prevent fratricide these air, ground, and maritime
engagement zones also have the negative consequence of sub-optimizing the capabilities

of many of our weapons systems and platforms by limiting what, where, and how these

22 555 XX Quicklook Report, 44.

16



assets are employed. As an example, many modern systems are limited to the use of
organic track data from a sensor to a weapon. This may lead to situations where weapons
are limited to specific engagement ranges and against specific targets and conditions.
This chalenge is discussed in greater detail in the scenarios presented below.
Geographic deconfliction by engagement zones also potentially limits the full use of
sensors, especialy those “outside’ a given engagement zone. While this simplifies the
integration chalenge by limiting the responsibility for a given set of targets to those
sensors and targets within the specified engagement zone, it also limits the ability of
sensors to provide data on all targets they may have within their field of view. As sensors

become more powerful (and expensive), this sub-optimization can become critical.

As discussed above, engagement zones chiefly focus on the prevention of blue-
on-blue incidents. Thisisaccomplished by physically limiting or prescribing the location
of friendly forces to predetermined areas. Not only is this method inefficient, especialy
given the increasingly fluid and dynamic nature of today’s battlespace, but there are
many tragic examples accidents despite such boundaries. As a result, even given
engagement zones, visua identification (VID) is required before engaging a target.
While VID is certainly beneficial, it is not aways practicad and may preclude the
engagement of targets under conditions unsuited to VID. VID results in a number of
chalenges. 1) One of the largest negative impacts of the requirement for VID is the
allocation of critical assets to perform this function when they might otherwise be able to
conduct other missions. 2) The requirement for VID typicaly lengthens the time
required to complete the engagement of targets. 3) Interoperability challenges and the
inability to pass identification information between engagement zones and the assets

within these zones must be considered.

Suboptimal allocation of resources is aso aresult of many of the interoperability
challenges highlighted above. While most of these challenges were presented from the
perspective of Navy systems, the problem is even greater when the focus is expanded to
include joint, alied, and coalition systems. Another of CAPT Hardesty’ s quotes captures

this problem:
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DoD and the Navy are committed to network-centric warfare as a

foundation of transformation. Unfortunately, NCW implementation at the

tactical level has been lackluster. There is no overarching NCW vision or

plan at the tactica level. Platform-centric decisions have driven the

problem and left us with incompatible implementations. Contractors, who

have little incentive to make the systems we aready have work together,

offer new capabilities that would take years to field and still not provide

the joint and multinational interoperability we need.23

The implication is clear, one of the most critical overarching challenges facing the
Navy's C*ISR architecture, is also its lack of “Jointness’ and its lack of joint, allied and
coalition systems integration.

3. I nsufficient Focus on Engagement Chain

On of the most critical shortcomings of the the current C'ISR architecture, and
perhaps most overlooked, is an insufficient focus on the “Engagement Chain.”

To date, collaboration and planning activities have received a great deal of focus,
and tremendous progress has been made. Activities like Intelligence Preparation of the
Battlepsace (IPB), joint sensor and weapon system planning, mission planning, and
communication services planning historically been the focus of a great deal of research
and development. In contrast, unfortunately, less effort has been focused on the actual
engagement of targets. Figure 6 introduces the engagement chain process and shows how

this focus is different than that of planning and collaboration.

23 Hardesty, 71.
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Warfighting Needs

Planning and Engagement
Collaboration

* Intelligence
Preparation of the
Battlespace (IPB)

« Joint sensor and
weapon systems
planning

» Mission planning

« Communication
services planning

Figure 6. Refocusing on Engagement Chain vs. Planning and Collaboratiorn?4.

As an example, systems like Global Command and Control System (GCCS) and
Global Command and Support System (GCSS) have evolved to enable robust
collaboration, planning and situational awareness capabilities. Unfortunately; however,
even GCCS Maritime,

through which force self-synchronization is supposed to occur, takes only

aone-way passive feed from tactical data links. Information available in

the common operational picture from other sources is not “pushed”

automatically and cannot be even digitally transmitted to tactical platforms

via data link. Without this information push, crucia tactical information

is not supplied to the platforms with the sensors and weapons that enable
target engagement unless it is passed by voice.?®

There are many other systems which help to accomplish the various tasks
associated with planning and C?, including planning for war contingencies and exercises,
collaboration, Course of Action (COA) development, and the development of a*common
picture’” and accurate situational awareness, however, such systems stop short of closing

the engagement |oop.

24 536G XXI1 Quicklook Report, 47.
25 Hardesty, 69.
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As previoudly discussed, physically segmented, separately managed, and nor
integrated engagement zones also produce sub-optimal use of weapons kinematic
(range) capabilities. 1f a weapon has a kinematic capability greater than that of the sensor
or fire control system of the firing platform, the weapon will never be used to its full
combat reach capability unless “handed off.” to another sensor. Another example of sub-
optimization that results from weapons being limited to the inputs of their organic firing
platform is that of target-weaponshooter “mismatches’. Such mismatches occur, for
example, when target-weapon pairings are made based on physical proximity rather than
on an optimum solution based on all available sensors, weapons, or shooters. Greater
integration among available assets would improve these suboptimal assignments by
allowing optimal target-weapon pairings, regardiess of geographical location or other
limitation. It should be noted, however, that assigning optimal target-weapon shooter
pairings is a far more difficult challenge than smply integrating all sensors, weapons, and
shooters. While a given solution to a particular threat may be optimal at the local or
tactical level, the solution may not be optimal when considered from an operational or

strategic perspective.

A final, general observation s that fundamentally speaking, the Navy’s current
C*ISR architecture is, at best, smply a set of pipes which facilitates data transfer and the
support of various end-user systems. The network must improve in order to facilitate the
full utilization of available warfighting applications and the use of such applications as
“distributed services’ among all assets. Put another way — the network needs to be more
than just a set of pipes and infrastructure — the network should be an integral part of the
warfighting solution by supporting al network-aware applications for all network
“nodes’, whatever they may be or how they may be manifested, to collaborate, self-
synchronize, sense, and react to environmental stimulus. In this way, the C*ISR
architecture can evolve beyond ssimply a group of networks—and truly support DoD as a

warfighting tool.
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C. A DIFFERENT APPROACH TO INTEROPERABILITY

The lack of interoperability of our current
“Progressisimpossible
without change, and those
sound C'ISR “architecture’. The way systems are who cannot change their
minds cannot change
anything.”

system isin large part due to lack of afundamentally

interconnected today is process and platform

dependent. Their ability to interact and collaborate

- George Bernard Shaw
Playwright

is limited and their behavior is primarily platform or

system centric. This severely limits adaptability and

modularity.26 As discussed previously, there are a number of reasons and factors
contributing to this problem; According to Rex Buddenberg, Senior Lecturer of
Information Science at the Naval Postgraduate School, the technical aspects of the
solution depend upon three requirements:

The need for a definition of architecture as a means to achieve
interoperability.

Ensure the modularization of systems matches the Sense, Decide, and Act
taxonomic functions.

The need to define a set of interface standards.
Each of these requirements is generally discussed below

The need for a definition of “Architecture’ — According to Buddenberg, a major
part of the problems surrounding interoperability and our current C*ISR architecture is an
“undisciplined definition.”2”  Buddenberg further contends, “The best and most
applicable definition for architecture is “Design. The way things fit together....such a
prescriptional, design-focused definition, as a means to interoperability is the proper area
of concern to the architect (CIO)”.28 In this definition, “things’ refers to information
systems (both large and small), all of which can be decomposed into sense, decide, and
act functions, connected by communications.2® By “large” information systems, we are

referring to those which cross platform, program, service and allied boundaries. Chapter

26 Charles, GEMINII Overview, Global Engineering Methods: Initiative for Integration and Interoperability,
Slide 8.

27 Buddenberg, 2.
28 |pig,
29 |pid., 4.
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[l will introduce and fully discuss a new concept called FORCEnet Engagement Packs
(FnEPS), but is is important to note here the information systems necessary to support
FnEPs will all be considered large information systems. This perspective aso aligns well
with the FNEPs concept because by being focused on optimizing combat engagements
across al functions of the engagement chain, FNEPs will require systems which cross

platform, program, service and allied boundaries.

The Navy knows how to build small information systems — those where it is
possible to get boundaries drawn around the entire system and placed under a single
program manager. An example highlighted by Buddenberg is that of the California Class
CGN, a ship program that demonstrated as soon as a program expands to a multiple
program manager information system problem, the level of complexity jumps30. In this
case, there were multiple program managers but only a single platform. From the
California Class CGNs Aegis was born, and with it the “mega program manger” (PMS-
400) with enough responsibility and authority to force end-to-end integration along a
single mission area which crossed many functional area (C?, ISR, FC, etc.) boundaries.
Unfortunately, this massive, multi-billion dollar program lacked the ability to scale up to
that of cross-platform integration and interoperability — which remains the critical next
step and a valuable lesson learned from CEC.

Buddenberg aso highlights the fact that as we evolve in the “Information Age”
we must better understand the value of information and that there are significart potential
benefits and improvements if we can design, develop, and implement systems properly.
Buddenberg observes a number of “painful lessons’ learned by the military and private
industry about how to approach large, complex information systems and identifies a
number of characteristics the architecture should exhibit. According to Buddenberg, in
general the architecture should be:

Smple
Minimal and extensible
Scaleable

30 The California Class CGNs were the |ast pre-Aegis cruisers and are widely understood today to have had
inoperable combat systems when they were commissioned.
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Real (meaning it requires no “uninvented” technology to implement)
Platform and function independent3!

These characteristics are al fundamental to FnEPs as well. The chalenges
highlighted above are aso similar. As Buddenberg points out, “large information
systems today are like large software systems a quarter of a century ago. We understand
the problem poorly and we haven't settled on a rea discipline, or even a good
methodology, yet.”32 A large part of the problem FnEPs tries to address is the
interoperability and integration requirements problem when you look at information
systems from the engagement chain perspective. Unfortunately, DoD is constrained
beyond technical solutions. As a prime example, the Defense Reorganization Act
(Goldwater-Nichols) puts into place a requirements system designed for the procurement
and engineering of stove-piped platforms, not large integrated and network-centric

information systems.

Implement a standard set of Interfaces — A key to the solution lies in the
implementation of a standard set of interfaces for whatever nodes or end systems areto
connect to the network. If we achieve this, then these end systems, including the sensors,
weapons, and other components of a given FNEPs “Pack” can interconnect in a “Plug and
Fight” manner — a key requirement to the dynamic allocation and reallocation of assets to

packs and mission areas.

Buddenberg contends a coherent architecture must use a common network
structure.33 In the case of virtualy all current and future programs related to ISR
networks, the focus is on the implementation of internet technology. Further,
Buddenberg identifies several key assumptions about the network any architecture must
support. These include:

Within the network cloud we have e-mail Message Transfer Agents.
A network monitoring capability that uses SNMP.

31 |pig.
32 |pid.
33 |pid., 5.
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We need a Public Key Infrastructure (PKI).34

The network must support QoS services.3>
The first architectura rule is that all end systems attach to the network; never

directly to each other. Providing these systems qualify as “Good Network Citizens,”36
they can be exsily attached to an Internet. Good Network Citizens should have the
following characteristics:

A LAN interface

An “enveloping” interface.

A management interface.

A PKI-base capability to authenticate itself.

An ability to request QoS services if best-effort delivery is not adequate.37

Buddenberg acknowledges that while this description is not explicit, these

specifications are sufficient and allow for modifications without wholesale changes to the

end system38,

It is important to note there has been nuch discussion regarding what the most
appropriate technologies are to support the architectural characteristics and network
required by the Navy and DoD. Most of this discussion, especiadly related to QOS,
centers on the suitability of Internet technology and of the IP and IPv6 protocols in
particular. In the context of FNEPS, such considerations become even more critical as
they impact functions associated with the engagement chain. The characteristics
discussed above will be discussed in greater detail in Chapter IV, along with a discussion
of the current and emerging technologies most likely to impact the performance of this

recommended architecture.

34 According to Buddenberg, PKI, in turn, implies adirectory structure. This directory may do many things, but
the architectural requirement isthat it authentically serve public keys. Resistance to denial of service attacks, link
crypto, low probability of intercept and detection are all issues that belong inside the network cloud; they are not of
architectural concern to end systems attached to the network.

35 Buddenberg, 5.

36 For amore in-depth discussion, refer to Buddenberg's “What's Wrong with DoD’ s So-Called Information
Architectures and What We Ought to be Doing About It,” Naval Postgraduate School, March 2000. WWW Link:
[ http://webl.nps.navy.mil/~budden/lecture.notes/good _net_citizen.html], Accessed October 2003.

37 Buddenberg, 5.
38 | bid.
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Modularization of Systems — The purpose of the interface definition discussion
above is fundamentally related to answering the challenge of connecting end systems to
the network itself. The remaining challenge is ensuring the interface of end systems
amongst each other. For this reason the core of the architecture must display a
modularization methodology. Buddenberg observes that interoperability problems with
the current “architecture” can generaly be viewed as deficiencies related to mis-
modularization of the systems or where the complexity of the systems and processes do
not cleanly nest.3° Theseissues can be solved by addressing the following rules:

Make the functions of sense, decide and act match the module boundaries.
Avoid, in particular, placing single sensor integration functions in the
decision module. Modularize the end systems consistently to increase the
probability that a sensor originally part of one program can provide data
effectively to a decision support module that was part of another.

Nest cleanly. The best illustration is in structured software langages that
make it very difficult for a subroutine to return to any place other than
where it was caled from. Clean nesting allows reuse of modules and
building of arbitrarily complex information systems.

Chain properly. Ensure that the act function (not the decide) of one
system represents the sense function of the next system. Recognize sense-
decide-decide-act chains not as chaining at al, but as poor (but often
necessary) halfway steps that should only be indulged in to accommodate

legacy.40
A FORCEnet Architecture — Fortunately, given the current state of commercial
and Department of Defense technology, improvements are possible beginning today and
could be implemented using a spiral development approach. Such an approach would
also alow leveraging legacy systems and emerging technology in ways that are fiscally
and programmatically viable. Contrary to the picture of today’s C*ISR architecture, we
feel an improved C*ISR architecture should:

39 |pid.
40 |pid., 6.
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More closely integrate al components, including legacy systems,
advanced technology, and joint assets

Be more capabilities-based and focused on a refined set of Mission
Capabilities Packages (MCPs).

More focused on the engagement chain

The remainder of this section seeks to address each of these.

1. Integration of L egacy, Advanced and Joint Systems

From a technica (not to mention fiscal and organizational) standpoint,
improvements to today’s C*I SR architecture require an evolutionary process which builds
on already existing capabilities. While we lack some of the technical answers and cannot
afford to recapitalize the entire fleet's capabilities all a once, many of our current
systems have demonstrated a high level of performance and proven capability to
“accomplish the mission.” Captain Robert Whitkop, former director of the Navy
Network Warfare Command’'s FORCEnet division, said, “FORCEnet Block O aready
exists in the fielded Navy networks operated by [Navy Network Warfare Command)] that
serve some 7,000 personnel.”4  Accordingly, we should leverage existing capabilities
and systems where possible and seek the integration of new and advanced technology
through a spiral development process. Using a spiral development process will
accomplish integration in an incremental manner and enable the sound management of
cost and risk. This methodology is also better for risk management and mitigation over
the long term because as related integration and supporting development takes place,
better short term corrections can be made with alower cost threshold and minimal impact

to overall development.

Beyond simply integrating legacy and advanced systems however; joint, including
alied and coalition integration will aso be critical. There are two chief reasons for this.
1) Only by including joint systems and capabilities can we realize the full synergies
possible with an integrated C'ISR infrastructure. 2) Each of the services and our alies
and coalition partners possesses core competencies. As aresult of the services becoming
more specialized with respect to these core competencies—and optimized towards

specific statutorily mandated roles and missions, individual services cannot function and

41 Sharp, 104.
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“fight” independently. Today’s combat operations are chiefly focused around the
establishment and effective operation of JTFs. These JTFs would benefit greatly from
the synergistic effects and capabilities that an integrated C*ISR infrastructure would
enable. As a specific example, consider the recent example of Operation Enduring
Freedom (OEF) in Afghanistan. Throughout OEF, the Navy was required (and able!) to
support forces ashore across a distance in excess of 600 miles. Such support was not
seamless; however, especially from the perspective of fire support, and tragic blue-on
blue accidents resulted.

The following excerpt from CAPT Hardesty’s article characterizes such a “joint”
C*ISR architecture,

While initial focus of the tactical NCW organization will be on rapid
correction of current interoperability shortfals, its missionarea-based
analysis will result in development of a long-range NCW plan that is
synchronized with the other services. Marine Corps operators must be
included . . . to provide the interface to all relevant Marine Corps systems.
The plan must include a means to pass relevant digital data from the
Army’s Tactical Internet to supporting naval tactical units. A coherent
plan integrating and deconflicting naval aviation with Army artillery and
naval fire control systems is required. Multiplatform sensor-integration
efforts . . . must be coordinated to ensure both Navy and Air Force
platforms can participate. Information from assets in space should be
integrated directly into tactical kill chains.42

While joint integration is difficult, as discussed above, a spiral development and
implementation methodology would help to realize more robust capabilities over time,

without unrealistically high hurdles enroute. RDML Sharp, Captain Whitkop, and others
have stressed that,

FORCEnNet requires a joint-service architecture achieved through the use
of common standards and protocols. All the services want to be linked.
They have to push the joint arena.  Everyone is doing C'l [command,
control, communications, computers, intelligence]. They need a Joint
Forces Command4 to force them to work towards a common
architecture. 44

42 Hardesty, 71.

43 Note: The Joint Ballistic Missile Command and Control (JBMC2) Agency currently has this responsibility.
44 Sharp, 104.
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Finaly, joint integration has the potential to reduce redundancies and increase
efficiencies within the Navy and across the other services—an important quality in the
current fiscal and budgetary environment. It should be noted that certain standards
currently exist as validated requirements, including MIL STD 6016 (TADIL-J), the future
standard for al joint tactical data communications. Unfortunately, such standards are

neither being uniformly adhered to or enforced on ajoint basis.

While it is understood that a fully-integrated joint C'ISR infrastructure is likely
many years from full redization, there aso remains a critica need for near-term
solutions. Not only does our current C*ISR architecture and infrastructure lack the
flexibility and adaptability to effectively counter the ever-changing threat environment
posed by new, emerging asymmetric threats, but our traditional adversaries and threat
remain viable and demand attention. Ultimately, the current and future threat landscape
will be increasingly characterized by nonlinear behavior and asymmetric threats. Such a
landscape demands a C*ISR infrastructure that is “time-critically agile’ in order to
respond to this multi-dimensional enmeshment of new and traditional threats on a global
scale.

2. Capabilities-Based and Focused on M CPs4°

As highlighted in Section A, the current CISR infrastructure suffers from highly
stove-piped systems and integration that is at best vertically focused along the functional
lines of ISR, G, and FC. Conversely, what is needed is greater horizontal integration
focused on warfighting capabilities. The Navy’s Mission Capability Packages (MCPs)
provide an excellent framework for severa reasons. 1) MCPs are capability-based.
Currently, examples of MCPs include Missile Defense (MD), Strike, Undersea Warfare
(USW or ASW), Anti-surface Warfare (ASuW), among others. Such names highlight the
highly focused nature of MCPs on specific capabilities rather than functional areas. 2)
MCPs are joint by definition. As discussed above, joint integration is critical to the
success of a future C*ISR infrastructure. 3) From aNaval perspective, MCPs support the
establishment and sustainment of Sea Supremacy. This is important because SEA
POWER 21 relies critically upon Sea Supremacy. Citing the CNO's words, Sea

45 Naval Capability Pillars (NCPs) are the 4 SEA POWER 21 Pillars of Sea Strike, Sea Shield, Sea Basing and
FORCEnNet. MCPs being distinct from and a subset of NCPs, include such specific mission areas as Strike and TAMD.
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Supremacy is “aprerequisite for Sea Basing, an enabler of Sea Strike, and integral to Sea
Shield.”#6 In the context of SEA POWER 21, Sea Supremacy can be defined as
dominating control of information flow and the maneuver area (space, cyberspace, air,
sea, land, undersea) to allow undeterred Sea Strike, Sea Shield and Sea Basing, where
contesting this control is futile. 4), Sea Supremacy supports full spectrum dominance of
the battle space. This dominance is achieved through the integration with Joint force and
interagency capabilities, operating unilaterally or with multinational partners, to defeat an
adversary or control a Stuation across the complete range of military operations.
Obvioudly, the accomplishment of Sea Supremacy is critically dependant upon an
effective and efficient C*ISR infrastructure that supports FORCEnet and the MCPs,
Figure 7 depicts a further characterization of MCPs.
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Figure 7. Mission Capability Package (MCP)47,

46 CNO Task to SSG XXI1 (September 2002).
47 Charles, Slide 4.
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3. Focus on Engagement Chain

As will be discussed in greater detail in Chapter 11, there has been a tremendous
amount of progress made in the areas of C, planning, collaborative technologies, and
other related areas that significantly and positively impact the challenges facing the
current CYISR architecture and its support of the operations of the Navy. System
integration and interoperability, while still far from a desired end-state, are certainly
headed in a positive direction. Further, there is a great deal of advanced research and
development ongoing in critical aspects of C* as it relates to human systems integration
and decision support. Collectively, these advancements are all steps in the right
direction, but they do not go far enough to solve one of the most fundamental and critical
shortcomings of the current C'ISR architecture. Highlighted above, this challenge is a
lack of focus on the engagement chain. Previous sections have also highlighted many of
the challenges facing the integration and interoperability of sensors, weapons, and other
related combat systems, amongst themselves, however, a greater challenges surfaces
when it is realized that today there are extremely few examples of weapons and related
“combat” systems that are horizontally integrated with the advanced C? capabilities and
functionality we currently have. To express the point from the perspective of the
warfighter, all the command and control, communications, situational awareness, and
other information available across the battlefield does not do a bit of good if the
warfighter can’'t ultimately engage the enemy! What is needed is a C*ISR architecture
that supports not only the full spectrum of C? and related functionality, but the ability to
ultimately bring decision making to bear in the form of engagements against our

adversaries.

Thus far, Section B has presented a general characterization of the future CYISR
infrastructure—namely that of the need for greater integration that is more joint, more
focused on the engagement chain, and achieves greater warfighting capabilities in the
near-term. A recent concept developed by the CNO'’s Strategic Studies Group, called
FORCEnNet Engagment Packs (FNEPs) seeks to achieve these goals and is the focus of the
remainder of this thesis. The following sections will outline the purpose, methodol ogy,

and scope of our research, as well as present a set of assumptions and basic definitions.
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D. RESEARCH METHODOLOGY

Our methodology consists of three key aspects. First, we intend to engage a wide
variety of experts from DoD, government, academia and the commercia sectors in order
to better understand the broad array of challenges facing the current C'ISR architecture
and the implications these challenges have for FORCEnet and FnEPs. Second, we will
engage SPAWAR Systems Center Charleston and the FORCEnet Architecture Chief
Engineer’s office to conduct objective analysis in support of the continued development
of the FNEPs concept. In conducting this analysis, we will use SPAWAR’s Gobal
Engineering Methods:. Initiative for Naval Integration and Interoperability, (GEMINII)
and tool set, which provides the capability to conduct both static and dynamic
interoperability analysis through first order system architecture decomposition and gap
analysis. Using GEMINI we will 1) Perform scenario-based analysis of TAMD and
Strike FNEPs “Packs’, and 2) Define and assess the specific functionality of FNEPs
CRCs and how they map to the ASN (RD&A) Common System Functions List (CSFL).
Ultimately we will seek the discovery of requirements for near-term systems integration
and those systems necessary to support the development of near-term FORCEnet and
FnEP functionality. Finally, we will coordinate with a variety of DoN organizations to
begin development of an FnEPs prototype and a roadmap for its development.
Specifically related to this final requirement, we will provide recommendations for
continued development and implementation of FnEPs which 1) Respond to the tasker
given by VADM Mayo, (Commander, NAVNETWARCOM) to develop a prototype
FnEPs “Pack” for review and potentia fleet trial in TRIDENT WARRIORFY 04 and, 2)
Are in accordance with the recommendations made to the CNO by SSG XXII (FnEPs
Block | (10C), 2009).

E. SCOPE OF THESIS

In accordance with the goals of our research, the scope of this thesis will focus on
the development and refinement of the FnEPs concept and its relationship and
implications for NCW, FORCEnet and SEA POWER 21. As part of this refinement, we

will also provide a series of recommendations and “Roadmap” focused on the continued
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development of FNEPs and the “institutionalization” of the FORCEnet and FNEPs in the
near term, in accordance with VADM May0's tasker and the recommendations provided
to the CNO.

It is important to note that while we will broadly identify and address the array of
challenges facing the implementation of FORCEnet and FnEPs, including 1) technical
and nontechnical challenges, 2) organizational and process related challenges, and 3)
programmatic and acquisition related issues, the specific “answers’ to such challenges lie
well beyond the scope of this thesis and our research. We have chosen to focus primarily
on the technica and network-related challenges facing FORCEnet and FnEPs, while
providing limited recommendations with respect to the other chalenges. Chapter V will
address further areas for future devel opment.

F. DEFINITIONS
This section seeks to define some basic terms that will be used throughout this

thesis.

Architecture — The design or way systems and/or other components of a network
fit together such that modularity is achieved, enabling architecture scaleability. Key
assumptions in this definition include the implementation of a standard set of interfaces

for whatever nodes are to connect to the network and a common network structure.

Bundle — System function/information exchange mapping to service area (e.g.,

sense, decide, or act)

Capabilities — Warfighter, outcome-based effects based on two types of variables,
conditions (i.e., things we ‘set’) and metrics (i.e., things we ‘measure’) like westher,
AOR geometry, threat, lethality, coverage (sensor, engagement) survivability, timeliness,

or time, space and force factors.

Combat Reach Capabilities (CRCs) — Fundamentally, CRCs are further

refinements of Garstka's Network-Centric Warfare principles. Beyond these generd

principles; however, the CRCs seek to define specific warfighting functionality necessary
to improve combat power. There are five specific CRCs include Integrated Fire Control
(IFC), Automated Battle Management Aids (ABMA), Composite Tracking (CT),
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Composite Combat Identification (CCID), and Common/Single Integrated Pictures (CP).
These CRCs are the product of specific FORCEnet factor integration focused and must

be engineered to achieve critical, end-to-end combat functions.

Derived Capabilities — Derived capabilities are parameters of services (e.g.,

security,  connectivity, availability, = maintainability, bandwidth  efficiency,
interoperability, latency, delay, jitter, etc.). These derived capabilities may be articul ated
in the form of requirements, quality of service (QoS) or in service level agreements
(SLAS).

Engagement Chain — The process by which missions are conducted for the

purposes of prosecuting targets. This process includes the following steps. Find, Fix,
Target, Track, Engage, and Assess.

Engagement Pack — a specific set of joint sensors, platforms, weapons, warriors,

networks and command & control systems, for the purpose of performing mission
specific engagements. Initial pack asset alocation and configuration to constitute a pack
will be based on a specific threat or mission; however, the capability to dynamically re-
configure and re-allocate assets “on-the-fly,” to reconstitute a new pack will enable cross-
mission engagement capabilities. Irtegrating the six FORCEnet factors must focus on
enabling five critical functions called the “Combat Reach Capabilities (CRCs)”. These
CRCs are: Integrated Fire Control (IFC), Automated Battle Management Aids
(ABMAS), Composite Tracking (CT), Composite Combat Identification (CCID), and
Common/Single Integrated Pictures (CP). Ultimately, FnEPs will help “operationalize”
FORCEnNet by demonstrating a network-centric operational construct that supports an
increase in combat reach and provides an order of magnitude increase in combat power
by creating more effective engagements, better sensor-shooter-weapon assignments and
improved utilization of assets. FnEPs achieves fully integrated joint capabilities focused
on the engagement chain, and represents a revolutionary transformation in Naval
operations complimentary to FORCEnet, SEA POWER 21, and Sea Supremacy.

Each “pack” contains a mix of legacy and advanced Joint capabilities which
leverages available assets to provide fire power on demand and adaptive to support any
type of conflict or combat any type of threat the JTF Commander might require. Spiral

development of FnEPs supports a process that leads incrementally to a fully integrated
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Joint Force, providing a near-term set of FORCENet engagement functions to the JTF
Commander. Information is passed by way of common protocols and standards,
supported by unique bandwidth alocations depending on the requirements of the
individual mission areas through all phases of the kill chain; find, fix, target, track,
engage and assess. Perhaps most significantly, the FnEPs concept will provide mission
specific capabilities that are scalable, adaptable, and dynamically reconfigurable as a
single warfighting system of systems. “Packs’ have specific functionality acting
collectively to support common objectives both within a pack and as a collection of
packs. This is unlike ‘swarm’ that implies a mass of common functions, supporting a
common objective. A pack consists of a mix of manned and unmanned systems. The
pack is a system of engagement subsystems adaptable for a particular mission area, and
in many cases, multi-functional, so that a pack can support another mission area on
demand“8.

FORCEnNet — “The operational construct and architectural framework for naval
warfare in the information age that integrates warriors, sensors, networks, command and
control, platforms, and weapons into a networked, distributed combat force that is

scalable across all levels of conflict from seabed to space and seato land.”49

FORCEnet Engagement Packs (FnEPs) — The concept that defines the
operational construct for the redlization of FORCEnet as it relates to the engagement

chain.
Infrastructure — The physical instantiation of an architecture, especialy is it
relates to the actual networks which support the exchange of all types of C'ISR related

information.

Integration — The bringing of different systems together into a coherent
architecture such that unrestricted and equal association between those systems is
possible. These systems could be different from a functional, technical or design-based

48 Joseph Giaquinto, Captain, U.S. Navy. FORCEnet Engagement Packs (FNEPS), (SSG X XI1, June 2003),
(PowerPoint Brief), Slide 13.

49 53 XX
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perspective; however, this coherent architecture allows these systems or functional
capabilities to work seamlessly towards a common goal. Integration seeks to achieve
interoperability.

Interoperability — From a networking perspective, this implies the ability of

software and hardware on multiple machines from multiple vendors to communicate. In
a more general DoD sense, interoperability is the ability of systems, units, or forces to
provide services to and accept services from other systems, units, or forces and to use the

services so exchanged to enable them to operate effectively together.

Network — Unless otherwise specified, our use of this term refers to the
interconnectivity of information systems that either generate or consume data and are
largely comprised of communications resources and C'ISR related networks, including
both IP and nortIP (e.g., Link-16, CEC) systems.

Network-Centric Warfare (NCW) - “An information superiority-enabled concept

of operations that generates increased combat power by networking sensors, decision
makers, and shooters to achieve shared awareness, increased speed of command, higher
tempo of operations, greater lethality, increased survivability, and a degree of self-

synchronization.”50

Open_Architecture (OA) — A standards-based approach to creating modular,

interoperable, and scaleable systems. Further OA alows for the use of future technology
and insertion of components from one generation to the next based on hardware and
software products that conform to open standards, thereby resulting in significant savings
and improving interoperability. From a Navy perspective, the Open Architecture
Computing Environment (OACE) seeks to implement an OA approach, including
specifications for interfaces, services, and supporting formats. OA will enable properly
engineered components to be utilized across a wide range of systems with minimal
change requirements necessary to interoperate with components on local and remote

systems.

S0 a berts, 2.
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“Operationalize” — Transforming atheoretical concept into practical terms. In the
context of FORCEnet, “operationalize” is about realizing the vision of FORCEnet in a
warfighting context focused on the engagement chain in order to achieve the potential of
Network-Centric Warfare.

Pack — Minimum end-to-end sequence of service areas mapped to integrated

components (systems), (e.g., specific “Pack™)

Portfolio — Program mapping to multiple end-to-end packs aligned to mission area
capabilities

Strike — As defined in Joint Publication, JP :02, an attack that is intended to
inflict damage on, seize or destroy an objective. The Strike MCP will evaluate mission
capability to inflict damage on or destroy an objective.

Tactical Situations (TACSITs) — TACSITs are graphica representations of MCP
mission areas and depict what activities occur along the Engagement Chain. Further,
TACSITs refine the Operational Situations (OPSITs) based on a specific Design
Reference Mission (DRM). Finally, TACSITs depict how the engagement chain

activities are linked as an end-to-end set of processes. These characteristics allow
TACSITs to be used as baseline reference documentation in a variety of settings,
including the modeling and validation of OPNAV budget submissions.

Theater Air and Missile Defense (TAMD) — Mission area created within the
JTAMD process that states activities within the mission area seek to: Prevent, defeat, and

minimize the consequences of adversary employment of ballistic, cruise, and air-to-
surface missiles and aircraft, especialy those equipped with weapons of mass
destruction.  Preventing entails destroying launchers, missiles, aircraft, and their
sustaining and enabling infrastructure on the ground, or otherwise suppressing missile
launchers and aircraft sorties. Defeating involves intercepting missiles and aircraft in
flight to destroy their payloads. Minimizing consequences deals with warning specific
personnel and areas at risk of missile and aircraft attack in time to enhance their

protective posture.®1 As defined in Joint Publication, JP 3-01, all defensive measures

51 Herbert C. Kaler, Robert Riche, and Timothy B. Hassdl, “A Vision for Joint Theater Air and Missile Defense”
Joint Forces Quarterly, Autumn/Winter 1999-2000, 68.
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designed to destroy attacking enemy aircraft or missiles in the earth's envelope or
atmosphere, or to nullify or reduce the effectiveness of such attack. Destroy enemy
theater missilesin flight or prior to launch or to otherwise disrupt enemy's theater missile
operations through an appropriate mix of mutually supportive passive missile defense;
active missile defense; attack operations; and supporting command, control,
communications, computers, and intelligence measures. More generaly, TAMD ensures
al around air defense of the battlespace from attack by enemy aircraft, anti-surface
missiles, surface to surface missiles, and theater ballistic missiles. TAMD MCP will
evaluate naval capabilities to provide critical point defense, area air and missile defense,
and contribute to theater air and missile defense.
G. ASSUMPTIONS

This thesis makes the following assumptions with respect to the FNEPs concept
and its “operationalizing” FORCEnet.

FORCEnet Engagement Packs (FnEPs) — In its most technical sense, FORCEnet
is about the integration and networking of systems together, a process which currently

faces tremendous cultural, process-related, and, to a lesser degree, technical issues. Asa
result, fully achieving the ultimate objective of FORCEnet-- a “fully-integrated” family
of systems—is not realistically achievable in the near-term time frame with which SSG
XXIl was chartered by the CNO. Cultura and process-related challenges
notwithstanding, there has been a great deal of technological progress made, leaving us
poised to make significant strides towards the readization of FORCEnet in the near-term.
SSG XXII envisioned the evolution of a set of missionoriented joint capabilities
developed as warfighting “packs.” The collection of misson packs can be linked
together to provide the JTF Commander a single system of-systems construct, which we
have labeled FORCEnNnet Engagement Packs (FNEPs). In short, FnEPs represents an
operational construct for the realization, or “operationalization,” of FORCEnet in the near
term (FNEPs Block | 10C 2009).

Even an initial “Pack” must integrate joint assets simply because the Navy and
Marine Corps do not have all the assets required to perform certain critical missions such
as TAMD. Due to the first responder presence the Navy and Marine Corps in-theater,
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initial pack constitution may be limited and primarily Naval in nature. As other service
assets become available, “packs’ will be augmented with those joint assets in order to
fully develop the warfighting capability required.

Human C? versus Automated Systems and Processes — Although FORCEnet and

FnEPs will leverage the power of networks and IT technology and utilized increased
levels of automation to achieve increased combat effectiveness and efficiency, these
concepts will never eliminate the warfighter as a critical part of such concepts. Recall the
definition of FORCEnet that lists integration of the warfigther as the first of six critical
FORCEnet factors.  Similarly, while the current hierarchica C structure is at times
inefficient, span of operational control is still going to be an important operational
requirement for the management of complex, large-scale combat operations, and we do
not foresee the possibility for a single C? “layer” which controls all networked activities

within the “packs.”

“Pooled Resources Paradigm” — While increases in the numbers and varieties of

integrated and “networked” systems will enable FNEPs to provide orders of magnitude
increase in combat power, challenges associated with increased networking will likely
emerge. We assume a paradigm shift will be required, whereby an individua will be
required to release ownership of dedicated, direct control authority for assets in order to
create “pools’ of warfighting assets in realizing distributed warfighting services. This
“pooled asset paradigm” would make assets dynamically available for assignment to
engagements optimized across the entire force. This paradigm has two key aspects.

First, pooled assets do not change the presumption that these warfighting assets would
still be available to their organic “owners’ for such requirements as self-defense.
Secondly, this paradigm will require a cultural shift towards trusting the use of weapons
and sensors beyond the control of single firing platform. A possible example of the
benefits of thisis an Aegis cruiser that has been designated to engage a land-based target,
such as a Silkworm missile, beyond the range of its own organic radar. In order to utilize
the full kinematic range of the Standard missile, control must be handed off to another
entity for control, in this case perhaps an Army Patriot battery. In this scenario, we
assume the Patriot battery cannot engage the target due to the lower range capabilities of

the Patriot missile; however the Patriot fire control radar is capable of controlling the
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Standard missile fired by the Aegis ship out to the range required in this scenario. This
scenario could be extended to reflect a second missile threat—in this case, a second
Silkworm missile is fired at the Aegis ship. Although the ship is aware of possible danger
to itself, rather than defaulting to a self-defense posture, the pooled resource paradigm
enables a more optimal solution by alowing the Aegis to continue its original
engagement in conjunction with the Patriot battery while a second Aegis ship or second
Patriot battery (possibly even working together!) perform the defensive engagement for
the first Aegis ship! This scenario demonstrates that from an engagement perspective,

the integration of systems results in capabilities not possible among individual systems,

Another related assumption to network-pooled resources is that “more” is always
“better.” In this case increasing the connection nodes in a network among previously
segmented systems might create the effect of reducing independent capability. Greater
levels of communication and data exchange may in fact create more noise and become
counterproductive in certain circumstances, adding to the “fog of war.” In this way, the
value of such exchanges could substantially degrade across the network. FnEPs seeks to
reduce this problem by optimizing connectivity such that only the required systems are

connected and only when necessary.

Trust — Trust in networked assets and their capabilities is inherent. The scenario
discussed above depicts the critical nature of trust, and by implication, the security,
reliability, and availability requirements for network resources and warfighting assets.
Trust is closaly interrelated with authenticity of data and information.  Such
characteristics must be engineered into the systems upon which FORCEnet and FnEPs

will function.

TACSITs — The Strike and TAMD Tactical Situations (TACSITS) used for this
thesis were defined using a single F/A-18 doing TAMD and Strike missions equipped
with Joint Stand-Off Weapon (JSOW). TACSITs are occurring simultaneously, with
aircraft shifting between missions based on the operational scenario. This means that
related information elements are available to both missions simultaneously and that there
are information exchange correlation efforts ongoing (full, partial or minimal) according

to Figure 8.
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In the approach used, there were 235 identified information element dependencies

in both Strike and TAMD TACSITSS3

Technology and Automation— Warfare has always been and will remain a clash
of human wills. Commanders will always be surrounded by their staffs and other subject

FNEPs does not seek to eliminate human decisionmaking from the

matter experts.

engagement process but rather to use technology where it makes the most sense to
augment the human decisionmaking process. Accorinding to Marine Corps Doctrinal

Publication (MCDP) 6:

U Came 1 area ArDakhnim
2012 hreadn

Actrvity Dependencizs (Motional)

Concurrent Strike and TAMD TACSITs32.

We believe that the object of technology is not to reduce the role of people
in the command and control process, but rather to enhance their
performance — athough technology should allow us to decrease the

52 phj| Charles, FnEPs Analysis Satus Brief, SPAWAR Systems Center, Charleston, SC, 16 May 2003,

(PowerPoint Brief), Slide 8.
53 |pid., Slide 7.
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number of people involved in the process . . . Technology should seek to
automate routine functions which machines can accomplish more
efficiently than people in order to free people to focus on the aspects of
command and control which require judgment and intuition. >4

FnEPs will likely never replace judgment and intuition; however, ABMA functionality

will enhance the decision making process for the commander and their staff.

54 .S, Marine Corps, MCDP-6 Command and Control, (Washington, DC, 4 October 1996), 136.
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.  FORCENET ENGAGEMENT PACK BACKGROUND

Chapter 11 seeks to provide both background for, and an understanding of the
FNEPs concept. Part A will seek to discuss the background of the FnEPs concept, much
of which is derived from the principles of Network-Centric Warfare (NCW) and the
FORCERnet discussed in Chapter I. Part B will discuss the FnEPs concept itself, and its
potential to “operationalize” FORCEnNet and realize achieve Sea Supremacy via the
CNO'svision of Sea Power 21.
A. FORCENET ROOTS— NETWORK CENTRIC WARFARE

Future naval operations will use revolutionary information superiority and
dispersed, networked force capabilities to deliver unprecedented offensive
power, defensive assurance, and operationa independence to Joint Force
Commanders.

--Admira Vern Clark “ Sea Power 21”55

Chapter | began with a basic discussion of the concepts of NCW and FORCEnet.
In addition to defining NCW, Alberts, Garstka, and Stein identified three fundamental
network-centric principles, including:

Self Synchronization — The ability of a well-informed force to organize and
synchronize complex warfare activities from the bottom up. The organizing principles
are unity of effort, clearly articulated commander's intent, and carefully crafted rules of
engagement. Self-synchronization is enabled by a high level of knowledge of one's own
forces, enemy forces, and all appropriate elements of the operating environment. It
overcomes the loss of combat power inherent in top-down command directed
synchronization characteristic of more conventional doctrine and converts combat from a
step function to a high-speed continuum. 56

S5 vern Clark, Admiral, U.S. Navy, Chief of Naval Operations. Sea Power 21: Projecting Decisive Joint
Capabilities, October 2002.

56 Arthur Cebrowski, Vice Admiral, U.S. Navy and John J. Garstka, “ Network-Centric Warfare: Its Origin and
Future,” Proceedings, January 1998.
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Remote Sensor Engagements — Historically, DoD has focused on platform-centric
operations, whereby combat power is often sub-optimized due to the fact platforms are
unable to generate engagement quality information at ranges greater than or equal to the
maximum engagement range of the platform’s organic weapons. As an example, recall
the discussion of AEGIS and CEC in Chapter |. In contrast, network-centric operations
focus on engagements facilitated via robust networks and digital data links that will alow

the optimized use of weapons and sensors independent of platform restrictions.

Shared Battlespace Awareness - This concept is often mistakenly considered as a
single picture or a perspective that must be common amongst all users or participants.
Actually, NCW holds that battlespace awareness redlly existsin a distributed form. From
the user’s perspective, only a slice of “operational picture” is available at any given time.
This view can take the form of ether a particular detail or a more general, overal
perspective. The ability to move up and down these levels of abstraction without

introducing distortionsis acritical aspect of such an operational picture.

The following figure illustrates the military as a Network-Centric Enterprise and
relates these network-centric principles viaamodel that graphically depicts the definition
of NCW and the network-centric principles discussed above.
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Today'sVision for FORCEnet . . . A Fully-Netted Force

As discussed previousy, FORCEnet involves the integration of warriors, sensors,
The end-state goa for
FORCEnet is to implement NCW through a “fully- netted force.” This fully- netted force
is characterized by distributed capabilities that make up the multi-tiered sensor, C?, and
weapons grid, where numerous unattended, autonomous vehicles operate and engage
alongside manned aircraft, ships and land combat systems. Naval Forces will be
dispersed over large geographic battlespaces and be required to process sensor

information such that large scale, dynamic targeting can be coordinated and

57 | berts, 89.
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deconflicted.®8 Capabilities of the fully-netted force include not only those NCW
principles addressed above (self-synchronization, remote sensor engagements, joint
shared battlespace awareness), but also critically depend on full human-centered

integration as shown in Figure 10.

Evolution to FORCEnet

Future Vision

« Self-
Synchronization

» Remote Sensor
Engagements

N . Joint Shared
Battlespace
Awareness

" » Human Centered
Integration

Figure 10. Evolution to FORCEnet®S.

Such capabilities portray FORCEnet in its “full dimension,” and are depicted graphically
below in the form of the FORCEnet Operational View (OV-1).

58 535G XXI1 Quicklook Report, 45.
59 CNO SSG X X|1 Brief to CNO, 17 July 2003, Slide 5.
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Figure 11. Operational Overview (OV-1)60,

It is critical to note the power of full dimension FORCEnet does not come just
from networks alone. While networks form the foundation for FORCEnet, the power of
full dimension FORCEnet comes from the integration of all six FORCEnet factors around
those NCW capabilities discussed above. Such integration results in synergies which
extend combat reach with far superior increases in combat power than that generated by
improvements to any individual FORCEnet factor or NCW capability. SSG XXI called
this, the “Combat Reach Function” as shown in Figure 12.61

60 SPAWAR, FORCEnet GRA, 21.
61 536 xxiI Quicklook Report, 48.
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magnitude” increases in combat power
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Figure 12. Combat Reach Functionf2,

Extending combat reach results in the expansion and extension of engagement
envelopes and immediately improves Sea Strike and Sea Shield capabilities to project
offensive and defensive power. More targets are held at risk that creates additional
engagement and re-engagement opportunities. A more robust layered defense resultsin a
larger protective footprint for not only the Sea Base, but also for maneuvering forces
ashore and Allies. In this way, FORCEnet facilitates dtaining Sea Supremacy. To
achieve FORCEnet in its full dimension, al six of the FORCEnet Factors must be
integrated. It is through this integration that order of magnitude increases in combat
power identified by SSG XX| are generated®3. Unfortunately, to date it has been difficult
to implement FORCEnet. RDML Sharp characterizes recent efforts by saying,
“FORCEnet usually is shown as gratuitous cloud charts with lightening bolts...So far

we' ve failed to put meat on the bones behind it.”64

62 |pig.,
63 |pid.
64 Sharp, 104.
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Asdiscussed in Chapter 1V, successful network design requires 1) The definition
of the capabilities desired for the network, and 2) A functional decomposition of these
capabilities in order to determine the requirements for the network. Similarly, NCW and
NCO must be functionally decomposed in order to determine the requirements necessary
to build FORCEnet. In technical networking terms, these requirements will translate into
the technology, topologies, protocols, and standards necessary to “build” FORCEnet.
Although this decomposition remains relatively vague and indeterminate in terms of the
development of specific requirements for FORCEnet, Naval Network Warfare Command
(NAVNETWARCOM) published the “FORCEnet Initial Capabilities Document (ICD)
(Coordination Draft) on 5 February 2003. The FORCEnet ICD contains a preliminary
compilation of FORCEnet functional requirements. Subsequently on 8 April 2003,
SPAWAR, the chief engineers for FORCEnet, released a FORCEnet Government
Reference Architecture (GRA) designed to “describe a vision for the Nava FORCEnet
initiative’.6> The GRA was later updated and released as the FORCEnet Architecture
Vision on 18 July 2003. Finally, the FORCEnet Architecture and Standards Document
(Vols. I and 1) were released on 3 Nov 2003. Figure 13 depicts the various levels of

system engineering architectural views presented in these documents.

65 FORCENet GRA.
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Figure 13. Using Architecture Products in Systems Engineering and Acquisitiont®.

The remainder of this section will provide a high level discussion of FORCEnet,
from the perspective of these documents, generally discussing architecture and
specifically addressing how FORCEnet will meet functional requirements related to
networking. Chapter 1V will address more specifically the technical aspects of
networking and the implications of the FnEPs concept on the C*SR network
infrastructure currently being devel oped to support and enable FORCEnet.

FORCEnet will utilize a Technica Reference Model (FN"TRM)%7 based on a
Distributed Service Architecture, and will be web-services based, thus enabling
applications and services to be implemented on a single computer or group of

heterogeneous computing platforms.68 Further, the FnTRM will implement

66 Charles, Assessments to define Composeable Mission Capability, 9.

67 To date however, most TRMs, including JTA, are poor examples. Most offer far too much detail, while being
technically obsolete and unfocused. As aresult, most TRMs have been sacks full of standards.

68 SPAWAR, FORCEnet GRA, 25.
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“composeable services,”® alowing the user to flexibly and dynamically combine those
services necessary to accomplish a given misson. Figure 14 depicts the goal of this
approach, namely Composeable Mission Capabilities.

The Vision: Composable Mission Capability

Composeable Warfighting |
Interoperable
Across lechnologies and syslems
Composeable
Systems, Organizalions, Frocesses and Frocedure
Plu