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A hybrid breast cancer treatment technique using electron and intensity modulated photon was developed. The technique took advantage of the useful features of the two types of beams and showed significant promise to improve the current breast irradiation technique. Technically, the weight of the electron beam and the fluence profiles of the IMRT beams were optimized simultaneously with the goal of generating a uniform composite dose distribution in the target volume. We have (i) developed an effective algorithm for the hybrid optimization with the regional dose modifiable by a reginal penalty scheme; (ii) explored the feasibility of further improving the technique by intensity- and energy-modulate the electron beam; (iii) developed software to incorporate MLC transmission and head scatter into IMRT delivery to ensure accurate dose delivery; (iv) demonstrated the dosimetric advantage of the hybrid approach; (v) evaluated the matching of electron and IMRT beams against the setup errors; and (vi) explored the feasibility of combining intensity- and energy-modulate electron beam and IMRT for breast irradiation. The development provides a viable alternative for clinically difficult breast cases. Using he technique, the high doses to the lung and heart were markedly reduced with minimal increase in the dose to other normal structures.
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I. INTRODUCTION

This Concept Award was awarded to the principal investigator (PI) for the period of July 1, 2001—June 30, 2002. An one-year no-cost extension was applied because of the late arrival of the postdoctoral fellow for the project and was granted. This is the final report of the project.

This project was aimed at developing a hybrid treatment method of electron and intensity modulated photon beams for breast cancer and exploring the potential benefit of the approach. The specific aims of the proposal are: (1) to demonstrate that the combination of the two modalities can lead to more conformal dose distributions that would not otherwise be possible for breast cancer treatment; and (2) to show that substantially improved dose distributions can be realized in practice. Under the generous support from the U.S. Army Medical Research and Materiel Command (USAMRMC), we have applied physics and engineering knowledge to breast cancer radiotherapy and successfully demonstrated the potential impact of the proposed hybrid treatment technique. Several conference abstracts and peer-reviewed papers have been resulted from the support. The data obtained under the support of the grant has also enabled the PI to start new research initiatives and significantly advanced his academic career. In the following, our research activities over the last two years are described in details.

II. RESEARCH AND ACCOMPLISHMENTS

Breast cancer is the most common cancer in women, more than 180,000 cases are diagnosed per year in US. As an indispensable treatment for breast cancer, radiation therapy aims to deliver a uniform dose to the breast tumor target while minimizing the damages to the adjacent normal structures such as the lung and heart (in case of left breast irradiation)(1-3). Because of the special location and shape of the breast target volume, it is often difficult to achieve a desired dose distribution using the conventional opposed lateral photon beams. As thus, breast irradiation has been associated with a number of potential complications, which include radiation pneumonitis, necrosis, cardiac toxicity, and radiation-induced secondary cancer (4-6). Adjuvant treatment with chemotherapy further aggravates these effects.

Many approaches have been proposed to improve the current tangential-field treatment technique (7-9). Hong et al form Memorial Sloan Kettering Cancer Center (10) have replaced the tangential fields by intensity modulated beams and showed notable improvement in the dose distributions. Our group has examined the feasibility of using multiple (3-7) intensity-modulated
beams for breast cancer(11). The technique can treat the breast target as well as nodal sites with a single set of IMRT fields, which simplifies the treatment when the regional lymph nodes (supraclavicular, axillary and internal mammary nodes) are involved and eliminates the potential overdosing/underdosing caused by the field matching. While there is no doubt that IMRT improves the dose inhomogeneity in the breast target volume, the doses to the sensitive structures are not reduced significantly and photon beam along does not seem to be the optimal method for breast irradiation. When only photon beams are used, because of the half-moon shape of the breast target, it is inevitable that part of the lung (and part of the heart for left breast irradiation) will be in the treatment fields regardless of intensity modulation or not.

Clinically, electron has been widely used for treating shallow tumors and has a sharp falloff beyond its range. A logical approach to overcome the above limitation is to combine photon with electron to take advantage of the desirable features of the two modalities. The attempt to combine the conventional electron and photon beams for breast cancer has, however, been hindered by distinctly

![Fig. 1 Matching of electron-photon fields. The left two columns are theoretical calculations and the right two columns are film measurements. A divergent (full-beam), non-divergent (half beam) and intensity modulated photon beams were used in obtaining the results shown in the first, second and the third rows. As indicated by the first two rows, there are always hot/cold spots (over 20%) in the abutting region when we match a conventional photon beam (without intensity modulation) with an electron beam. A perfect match at 2cm depth is achieved using intensity modulated photon beam. The dynamic MLC serves as a photon penumbra generator, effectively broadening the photon penumbra and complementing the electron penumbra.](image-url)
different penumbra characteristics of the two modalities. Excessive hot/cold spots exist in the
match-line region and the match is extremely sensitive to the patient setup error and organ motion.
Intensity-modulation can significantly improve the matching because it allows one to deliver a
predetermined (not necessarily uniform) radiation field. Our strategy is to irradiate the shallow part
of a breast tumor in the medial region using an anterior (enface) electron beam (<15 MeV) and then
to add doses to the remaining target volume using intensity-modulated photons. In Fig. 1, we show
that by properly designing the photon fluence profile in the abutting region it is possible to achieve a
perfect match at a certain depth. In addition, the matching becomes significantly less sensitive to a
set-up error or organ motion(I2).

We have developed an effective dose optimization algorithm to simultaneously optimize the
IMRT beam profiles and the electron beam weight. The treatment planning was done with the
PLUNC treatment planning system (University of North Carolina). The goal of the optimization was
to obtain a uniform dose of 100% to the target. A quadratic objective function defined by

$$Obj = \frac{1}{N} \sum_{n=1}^{N} r_n [D_c(n) - D_0(n)]^2$$

was used for all the optimization calculations, where $N$ is the total number of grid points, $D_0(n)$ is the
prescribed dose of 100% to the target volume and 0% to normal structures, $D_c(n)$ is the calculated
dose, and $r_n$ is a relative importance factor, which was unity for the target and 0.5% for the critical
structures. The optimization algorithm searches the functional space iteratively and generated the
optimal weight of the electron field and the beam profiles of the intensity-modulated photon beams.

In Fig. 2 we show a comparison of a tangential field treatment, IMRT treatment, and a
composite plan obtained using an electron and intensity modulated photon beams for a left-sided

![Figure 2](image_url)

**Figure 2** Comparison of the isodose distributions of the treatment plans in the transverse section of
the left-sided breast cancer patient using the tangential field technique (a), IMRT (b), and the
combined electron and IMRT technique (c). Target volume includes the whole breast and the internal
mammary nodes. Isodose levels are shown at 100%, 90%, 70%, 50%, 30%, and 10%, with
100%=5600 cGy.
breast cancer patient. The corresponding dose-volume histograms (DVHs) are plotted in Fig. 3. As discussed in the Introduction, two major concerns in breast radiotherapy are the radiation dose to the heart and the lung. Typically, between 4%–10% of the heart volume is inevitably included in the tangential fields (left panel of Fig. 2), resulting in a high radiation dose to this small volume of the heart. For the particular patient in Fig. 2, it was also difficult to exclude the contralateral breast from the tangential field without overdosing the lateral chest wall, resulting in a hot spot in the medial part of the contralateral breast. The IMRT treatment plan (middle panel of Fig. 2) reduced the high dose to the ipsilateral lung, the heart, and the contralateral breast. However, larger volumes of these structures as well as the contralateral lung received low doses of radiation. For example, for the ipsilateral lung, 40% of the volume received doses of more than 1,400 cGy, compared with ~17% of the volume for the tangential field plan. The volumes of the critical structures receiving low doses of radiation were significantly reduced with the combined electron and IMRT technique (right panel of Fig. 2), as well as reduction in the high dose to the ipsilateral lung, the heart, and the contralateral breast when compared with the tangential field plan. For the ipsilateral lung, the volume receiving doses of more than 1,400 cGy was reduced to 15%, and the reduction in the maximum dose was similar to that achieved with IMRT.

Figure 4 compares the isodose curves in the transverse section of a right-sided breast cancer patient for the treatment plans using the tangential field technique, IMRT, and the combined electron
Figure 4  Comparison of the isodose distributions of the treatment plans in the transverse section of the left—Comparison of the isodose distributions of the treatment plans in the transverse section of the right-sided breast cancer patient using the tangential field technique (a), IMRT (b), and the combined electron and IMRT technique (c). Isodose levels are shown at 100%, 90%, 70%, 50%, 30%, and 10%, with 100%=5600 cGy.

and IMRT technique. The heart, contralateral lung, and the contralateral breast received minimal dose with the tangential technique, as these structures were excluded from the tangential fields (Fig. 4a). However, about 10% of the right lung were included in the tangential fields, resulting in this part of the lung receiving full dose of ~5,000 cGy. This high radiation dose to the lung was reduced by almost 30% using IMRT, together with some improvement in the dose homogeneity to the target volume. This was achieved at the cost of giving low radiation dose to larger volumes of the lungs, heart, and the contralateral breast. IMRT effectively spread the entrance/exit dose of the photon beams to a larger volume. With the combined electron and IMRT technique, the reduction in the high radiation dose to the right lung was comparable to that achieved with IMRT. This is apparent by an examination of the isodose distribution of Fig. 4c, where the 90% isodose line is more conformal to the target than that in Fig. 4a. In addition, minimal increase in the volume of the right lung receiving lower radiation dose was seen. Doses to the heart, the contralateral lung, and the contralateral breast were also kept to a minimum. Therefore, the combined technique achieved significant reduction in high radiation dose to the ipsilateral lung with minimal increase in either dose to the normal structures or volumes of the normal structures receiving low dose of radiation.

Figure 5 shows the minima attained by the objective function as a function of the weight of the electron beam for the case. Here the optimized electron beam weight was 0.8. The behavior of the objective function minima in Fig. 5 can be understood as follows: when the weight of the electron beam was small (~0), the treatment plan approached a conventional tangential field technique, with a high dose region in the ipsilateral lung along the chest wall. As the weight of the electron beam was increased, the high dose to the ipsilateral lung was reduced, resulting in the
decrease in the objective function minima until the lowest was reached. Beyond this point, further increase in the electron beam weight resulted in an increase in the dose inhomogeneity in the target volume as there was less room for the photon beams to compensate for the dose inhomogeneity of the electron beam. Therefore, the behavior of the objective function in Fig. 5 reflects a tradeoff between a uniform dose to the target and a low radiation dose to the ipsilateral lung.

One of the problems we have encountered in the development of hybrid treatment technique was how to get a clinically acceptable solution efficiently. The currently available dose optimization is intractable due to the existence of multiple free parameters (e.g., the prescribed doses to the target and sensitive structures, the importance factors of various structures) and the lack of an explicit relation between these parameters and the final dose distribution. The determination of these parameters is essentially a “guessing” game since the dose modification can only be achieved by adjusting structure dependent system parameters (e.g., prescription, importance factors) in the dose optimization process. The influence of the free parameters on the final solution is not known until the optimization is performed. The lack of a mechanism to fine-tune the doses has been known as a major deficiency of inverse planning and makes the hybrid treatment planning labor intensive. On one hand, our plan selection decision-making is based on the visual evaluation of the isodose distribution or DVHs. On the other hand, in order to modify the dose at a region or to change the shape of a DVH curve, we need to go back to the beginning of plan optimization process and modify some parameters whose role to the dose in the region of interest is known only vaguely. In
reality, it is this vagueness or ambiguity that makes the inverse planning process difficult to control and tedious. If we proceed along the above procedure, the best we can achieve is to lower/increase the overall dose to a structure.

In practice, ranking of treatment plans is variable and subjective, reflecting different criteria among physicians and patient and implying that an “optimal” plan may need to be “tweaked” in a clinical setting. For instance, in breast treatment one may wish to shift the high dose region away from the lung or heart to reduce the influence of breathing motion and avoid potential complication. We have, for the first time, pointed out that the local dosimetric behavior should be controlled by introducing a regional penalty scheme and demonstrated the utility of the approach (13, 14). The technique greatly facilitates the dose optimization process of the hybrid treatment of IMRT and electron. Knowing the region(s) that is “hot” or “cold” for a given solution, or knowing the part of a DVH curve that we wish to modify, the newly developed regional penalty scheme allows us to directly identify the responsible parties in the parameter space and vary them accordingly so that the dose distribution is improved toward our expectation. The new scheme provides us more latitude to fine-tune the local doses and enables us to adaptively search for plans that would be otherwise impossible to obtain. A US patent has been filed by the Office of Technology Licensing of Stanford University for this technique.

On the delivery side, we have incorporated the MLC head scatter into the MLC leaf sequencing algorithm (15) and make it possible to actually achieving the planned hybrid dose distribution in a clinical environment. In general, transmission and head scatter play important roles in the dosimetric behavior of IMRT delivery. Using our model, the deviations between the desired fluence maps and the ones calculated using the corrected leaf sequence files were found to be less than 1.0% for all cases tested. The experimental data showed that both absolute and relative dose distributions delivered by the corrected leaf sequences agree with the desired ones within 2.5% of the maximum dose or 2mm in high dose gradient regions. The head scatter has also been included in the quality assurance software for independent monitor unit check of the IMRT and the hybrid treatment plans (16).

We have recently also implemented an genetic algorithm for dose optimization(17). Different from the conventional beamlet-based optimization, the technique permits us to pre-specify a desired number of segments for the intensity modulated fields and then optimizes the shapes and weights of the involved segments with or without the presence of the electron field. The algorithm has the
potential to further improve the hybrid dose optimization described earlier. Finally, we have also explored the feasibility of combining intensity- and energy-modulate electron beam (18) and IMRT for breast irradiation (19). The added degree of freedom shows further improvement in target coverage and sensitive structures sparing (19). We are currently seeking for extramural funding to continue the new initiative resulted from the research.

The Concept Award for Breast Cancer from US Army Medical Research and Materiel Command has also greatly advanced the PI's academic career. He is in the process of being promoted from Assistant Professor to Associate Professor at Department of Radiation Oncology of Stanford University. Based, in part, on the preliminary data generated from this Concept Award, he submitted a NIH R01 grant proposal, which was ranked in the top 1.5% in the Radiation Study Section and was recommended for funding recently. The PI wishes to take this opportunity to thank USAMRMC once again for the generous support which has enabled the PI gain experience in breast cancer research and to advance our knowledge in breast cancer management.

III. KEY RESEARCH ACCOMPLISHMENTS

- Developed an effective inverse planning algorithm for optimizing the photon beam profiles and electron beam weight.
- Provided a mechanism for fine-tuning the final dose distributions by using voxel-dependent penalty.
- Extended the beamlet-based inverse planning to segment-based optimization.
- Demonstrated the dosimetric advantage of hybrid breast treatment using IMRT and conventional electron.
- Incorporated the MLC head scatter into leaf sequencing process, which makes it possible to accurately deliver the optimal treatment plans.
- Performed dosimetric measurements to evaluate the sensitivity against the setup errors in hybrid treatment of IMRT and electron.
- Explored the feasibility of combining intensity- and energy-modulate electron beam and IMRT for breast irradiation.
IV. REPORTABLE OUTCOMES

The following is a list of publications resulted from the grant support. Copies of the publication materials are enclosed with this report.

Refereed publication:


Book Chapter:

Published Abstracts:
The PI's group has also been active in disseminating our research results. The following are some relevant presentations given in various national/international meetings.

C Cotrutza, L. Xing, “Inverse Treatment Planning with Interactively Variable Voxel-Dependent Importance Factors”, oral presentation in 2002 AAPM Annual Meeting, Montreal, Canada.
L Xing, J Lian, C Cotrutza, Y Yang, G Luxton, A Boyer, “Inverse Treatment Planning with Inclusion of Model Parameter Uncertainty”, oral presentation in 2002 AAPM Annual Meeting, Montreal, Canada.
C Cotrutza, L Xing, “IMRT Dose Shaping Using a Regional Penalty Scheme”, oral presentation in 2002 ASTRO Annual Meeting, New Orleans, LA.

US Patent:

Invited talks:
The PI has been invited as abstract review and session chair in several national/international meetings and has given a number of invited talks. The following is a partial list of the relevant activities in last year.

- Clinical issues in Breast IMRT treatment, invited guest speaker, the 12th Annual Scientific Meeting of the Singapore Radiological Society, Singapore, Feb., 2003.
- Dose Matching of an IMRT plan with an Electron or 3D Conformal Treatment Plan, World Congress on Medical Physics and Biomedical Engineering, Sydney, Australia, Aug., 2003.
V. CONCLUSIONS

A combined electron and IMRT technique has been developed and evaluated for the treatment of breast cancer. The electron beam was used to treat the bulk of the tumor volume, whereas intensity modulated photon beams were used to improve target dose homogeneity. The weight of the electron beam as well as the beam fluence profiles of the intensity modulated photon beams were optimized simultaneously. It was found that high doses to the ipsilateral lung and, in the case of the left-breast cancer patient, the heart were markedly reduced with minimal increase in the dose to other normal structures when compared with treatment plans generated using the tangential field technique. A segment-based dose optimization algorithm was also developed to further improve the performance of the inverse planning system. In addition, technique of incorporating MLC head scatter has been developed to ensure that the accuracy of IMRT delivery and an effective method of fine-tuning a planned dose distribution has been established. It is expected these tools will greatly facilitate the planning, delivery, and quality assurance of the hybrid breast treatment. Finally, the utility of combining the intensity- and energy-modulated electron with IMRT has also been investigated.
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Abstract
Intensity modulated radiation therapy (IMRT) inverse planning is conventionally done in two steps. Firstly, the intensity maps of the treatment beams are optimized using a dose optimization algorithm. Each of them is then decomposed into a number of segments using a leaf-sequencing algorithm for delivery. An alternative approach is to pre-assign a fixed number of field apertures and optimize directly the shapes and weights of the apertures. While the latter approach has the advantage of eliminating the leaf-sequencing step, the optimization of aperture shapes is less straightforward than that of beamlet-based optimization because of the complex dependence of the dose on the field shapes, and their weights. In this work we report a genetic algorithm for segment-based optimization. Different from a gradient iterative approach or simulated annealing, the algorithm finds the optimum solution from a population of candidate plans. In this technique, each solution is encoded using three chromosomes: one for the position of the left-bank leaves of each segment, the second for the position of the right-bank and the third for the weights of the segments defined by the first two chromosomes. The convergence towards the optimum is realized by crossover and mutation operators that ensure proper exchange of information between the three chromosomes of all the solutions in the population. The algorithm is applied to a phantom and a prostate case and the results are compared with those obtained using beamlet-based optimization. The main conclusion drawn from this study is that the genetic optimization of segment shapes and weights can produce highly conformal dose distribution. In addition, our study also confirms previous findings that less segments are generally needed to generate plans that are comparable with the plans obtained using beamlet-based optimization. Thus the technique may have useful application in facilitating IMRT treatment planning.
1. Introduction

Intensity modulated radiation therapy (IMRT) inverse planning aims to conform the high dose of radiation to the planning target volume (PTV) while reducing as much as possible the doses to the organs at risk (OARs) and normal tissue. During an inverse planning calculation the fluence maps are changed iteratively under the guidance of an objective function until the optimum dose distribution is obtained. After the dose optimization, each fluence map is transformed into a set of MLC-shaped segments by using a leaf-sequencing algorithm (Convery and Rosenbloom 1992, Bortfeld et al 1994, Spirou and Chui 1994, Stein et al 1994, Xia and Verhey 1998, Crooks et al 2002). The above approach separates the dose optimization and MLC leaf-sequencing processes and often requires a large number of segments (typically, 20–150, depending on the complexity of the fluence map) to produce the obtained fluence maps and the optimal dose distributions. Physical characteristics of the MLC (e.g., intra-leaf leakage of the MLC, head scatter and tongue-and-groove effect) are considered in the leaf-sequencing process (Yang and Xing 2003) or during the dose optimization (Siebers et al 2002).

An alternative approach is to optimize directly the objective function with respect to the shapes and weights of the segmented fields (Bednarz et al 2002, De Gersem et al 2001, Shepard et al 2002). The number of segments for each incident beam is pre-specified in the so-called aperture-based dose optimization. Along this line, Bednarz et al used mixed-integer programming to optimize the weights of some pre-defined field segments. A special segmentation tool was used to create a pool of allowable delivery segments. In the same category one can also include the work of Cotrutz et al (2000), who developed an aperture-based optimization method for intensity modulated arc therapy (IMAT). De Gersem et al (2001) implemented a technique in which the MLC leaf positions of each segment and the segment weights are adjusted iteratively. The initial segments are determined by using an anatomy-based segmentation tool. At each iteration step, a trial configuration is accepted only if it leads to a reduction of the objective function. Recently, Shepard et al (2002) reported a direct aperture optimization (DAO) algorithm, in which the leaf positions are initialized to match the beam’s eye view of the target. The aperture shapes and weights are optimized using a simulated annealing technique. Generally speaking, it is more computationally involved to optimize an objective function with respect to the segment shapes and weights because of the nonlinear dependence of the dose on the leaf coordinates.

The present paper describes the implementation of a genetic algorithm for the optimization of both segment shapes and weights. Genetic algorithm is a class of search techniques inspired from the biological process of evolution by means of natural selection. It has been used to construct numerical optimization techniques that perform robustly on problem characterized by ill-behaved search spaces (Michalewicz 1996). The main advantage of the method over the simulated annealing algorithm lies in the fact that, instead of randomly sampling the trial solutions, the probability of a given solution being selected to survive is proportional to its fitness; better trial solutions have higher probabilities to survive. In our implementation, the system variables consist of the coordinates of the MLC leaves, and the weights of the MLC-defined segments. We do not impose restrictions on the topological shape of the segments as long as they are permissible by the delivery system (for instance, for Varian’s MLC, a segment can be composed of two or more topologically disconnected apertures). A hypothetical phantom and a prostate case are used to illustrate the feasibility of the segment-based optimization algorithm.
2. Method and materials

2.1. Genetic algorithms for radiation therapy dose optimization

Genetic algorithms (GAs) have been successfully used to optimize the weights of open/wedged beams (Ezzell 1996, Wu and Zhu 2000) and the beam orientations (Haas et al 1998) in conformal 3D radiation therapy, and the dwell times of the HDR sources in brachytherapy (Lahanas et al 1999). The algorithms encode potential solutions in chromosome-like data structures and apply different recombination operators to explore the search space but meanwhile to preserve critical information. The fittest individuals sexually recombine and born descendants that keep the same characteristics as their parents. Due to the natural environment conditions some of the individuals can suffer mutations that can lead to individuals with better adaptive qualities to the environment. Most of the mutations will lead to individuals that are not fit and will therefore disappear. Eventually the whole population of solutions (individuals) converge towards the fittest configuration.

As shown in figure 1, the following features usually characterize the genetic algorithms: (i) a representation of potential solutions to the problem; (ii) a specific method for initializing the whole population of solutions; (iii) an evaluation function that ranks the quality of each solution (individual) and (iv) genetic operators (crossover and mutation) that determine the information exchange between the individuals of the population. The genetic algorithms search for a solution in a parallel fashion. Instead of using a single searcher as in the calculus-based methods, a population of solutions is used to 'scan' the solution space. Similar to the
simulated annealing algorithms, a GA is stochastic in nature and less likely to be trapped in local minima. However, instead of randomly sampling the trial solutions, the probability of a given solution being selected to survive depends on its fitness; better trial solutions have higher probabilities to survive.

2.2. Segment shape and weight encoding

The GA used for segment-based optimization is shown in figure 1. The variables that need to be optimized include the weights of the segments and the corresponding leaf positions of the involved leaf pairs of the segments. These variables are encoded in three chromosome-like structures for each potential solution (individual). The weights of the apertures are represented in integer format, by the concatenation of the individual weights of each segment. Figure 2 shows the weight encoding for a potential solution formed out of four beams, each with four apertures. The total length of such a weight chromosome will then be 16.

The variables defining a segment are encoded using two chromosomes. The first chromosome encodes the position of the left leaves, while the second one the position of the right leaves. This is schematically represented in figure 2, where for each of the considered segments, the positions of the left and right leaves are shown for each of the 40 Varian leaf pairs. Therefore, each of the leaf-position chromosomes will have a length of \(4(\text{beams}) \times 4(\text{segments/beam}) \times 40(\text{leaves/segments}) = 640\). The encoding of any leaf position is realized in integer format, and represents the index of the first open beamlet for the segment start and last open beamlet for the segment end. The dimension of a beamlet projected at the isocentre plane is usually 0.5 × 1 cm.

The GA optimization starts with the initialization step where for each member of the solution population, the aperture shapes and weights are initialized to random values. The size of the population can differ from case to case, typically ranging from 100 to 200 members. The physical constraints of MLC leaf positions are considered in the initialization and subsequent optimization process.
2.3. Fitness evaluation

The quality of a solution $i$ is evaluated according to its fitness $F_i$, which is defined as

$$F_i = \frac{1}{O_i}$$

$$O_i = \sum_{\sigma=1}^{N_{\text{struct}}} w_{\sigma} \sum_{n=1}^{N_{\sigma}} \frac{g(d_n^{\sigma}) (d_n^{\sigma} - d_0^{\sigma})^2}{N_{\sigma} d_0^{\sigma}^2}$$

where $O_i$ is the conventional quadratic objective function, $w_{\sigma}$ is the importance factor of a structure $\sigma$ (Xing et al 1999, Starkschall et al 2001), $d_n^{\sigma}$ and $d_0^{\sigma}$ are the calculated and prescribed doses for the structure $\sigma$ and $N_{\sigma}$ is the number of voxels of structure $\sigma$. In equation (2), for an OAR, $g(d_n^{\sigma})$ is a step function defined as

$$g(d_n^{\sigma}) = \begin{cases} 1 & \text{if } d_n^{\sigma} > d_0^{\sigma} \\ 0 & \text{if } d_n^{\sigma} \leq d_0^{\sigma} \end{cases}$$

For PTV, $g(d_n^{\sigma})$ takes unit value. The dose to a voxel $n$ of the structure $\sigma$, $d_n^{\sigma}$, is calculated as a weighted sum of the doses $d_{BS}^S$ produced by each individual segment $S$ of beam $B$. $w_{BS}$ represents the weight of the segments $BS$:

$$d_n^{\sigma} = \sum_{\sigma=1}^{N_{\text{org}}} \sum_{S=1}^{N_{\text{seg}}} w_{BS} d_{BS}^S$$

A detailed description of the dose calculation is described in a previous publication (Cotruz et al 2001).

2.4. Fitness-based selection

The fitness is evaluated for every encoded solution (chromosome-triplet) in the population. The selection process is based on the principle of 'survival of the fittest' and critically determines the convergence properties of the GA. The chance of a particular solution characterized by fitness $F_i$ to be part of the next generation population is proportional to its survival probability defined by

$$P_i = \frac{F_i}{\sum_{i=1}^{N_{\text{pop}}} F_i}$$

where $\sum_{i=1}^{N_{\text{pop}}} F_i$ is the total fitness of the considered population. A more fit solution has a higher probability of being selected for the next generation. The new population is then selected by simulating the spinning of a suitable roulette wheel, $N$ times, where $N$ equals the number of the solutions in the current generation (Michalewicz 1996). In addition to the fitness-based selection process, the best members of the current population are allowed to be copied automatically into the next generation. This process called elitism leads to a faster convergence and keeps track of the best solutions obtained at each iteration.

2.5. Genetic operators

The solutions chosen in the fitness-based selection process serve as progenitors for a new generation of solutions. Several recombination techniques such as crossover and mutation are applied to the selected solutions in order to exchange information and create new, improved solutions. The genetic operators are applied three times for each pair of selected solutions,
firstly for the chromosomes encoding the position of the left leaves, then for those encoding the position of the right leaves and finally for the weight encoding chromosomes.

The one-point crossover operator (Michalewicz 1996) used in our GA seeks to construct better segment shapes and weights by combining the features of the surviving ones. Initially the entire population is paired off at random to give N/2 potential parents. Following, each pair of solutions is chosen to undergo crossover with probability $P_c$, which is defined at the beginning of the optimization: The crossover probability $P_c$ usually takes values of 0.80–0.95. If the probability condition is met, a randomly chosen crossing point is selected for each of the corresponding chromosomes. The offspring solutions are formed by swapping the genes (bits) located past the break-up point.

The purpose of mutation operator is to ensure the diversity of the potential solutions and prevent the loss of genetic information that occurs when only crossover recombination is used. The mutation operator usually produces solutions far apart from those considered the best and usually occurs with very low probability $P_m$ (of the order of 0.03 or less). The role of these mutated solutions is to ensure a large range search of the solution space. Like the crossover operator, mutation occurs on both the segment shape and weight encoding chromosomes. In the latter case, a selected gene is replaced by a new value, which is randomly chosen within the interval 0, maxweight, where maxweight is the maximum allowed segment weight. The mutation mechanism is also applied to the aperture shape encoding chromosomes. The mutation results in either opening or closing the leaf gaps, which are assigned with equal probabilities, in order to avoid biasing the algorithm towards large or small apertures.

3. Results and discussion

3.1. C-shape tumour

The performance of the newly developed GA is first tested using a synthetic case. The geometry of the phantom, the C-shape PTV and circularly shaped OAR are shown in figure 4. Nine 6 MV equispaced beams were used to irradiate the tumour. The optimization was carried out successively for one, three, five and seven segments per beam. Figure 3 shows the
dose–volume histograms (DVHs) for the target and critical structure when different numbers of segments are employed.

It is clear from these DVHs that as the number of segments per beam increases, better PTV dose coverage and OAR dose sparing are achieved. This is consistent with our intuition because an increase of the number of apertures enhances the degree of intensity modulation. It is remarkable though that by using only three to five apertures per beam one can get very good results. The general observation here is in accordance with previous studies that used simulated annealing algorithms (Shepard et al 2002). Figure 4 shows the dose distribution obtained with seven apertures per beam. The dose conformation to the tumour is very good, and furthermore, the dose gradient in the region proximal to the OAR is steep, ensuring thus a good OAR protection.

Using the same phantom, we also investigated the convergence properties of the genetic algorithm. Figure 5 shows the fitness of the best member in the population as a function of iteration step for the plans with three and seven apertures per beam. For both runs we used the same parameters for the population size (150 members) and crossover ($P_C = 0.95$) and mutation ($P_M = 0.03$) probabilities. A rapid increase in the fitness is observed in the first 1500 iterations for both runs. Following, the convergence slope decreases until a plateau region is reached. We note that the optimization run performed with seven segments per beam converges more slowly than that when only three apertures per beam are used, which is explainable considering that the number of variables in the latter case is much less than the former one.

3.2. Prostate patient

The genetic algorithm was applied to plan an IMRT prostate treatment. Seven 6 MV equispaced beams were used with three apertures per beam. The OARs in this case included the rectum, bladder and the two femoral heads.
Figure 5. Plot showing the convergence behaviour of the genetic optimization algorithm when three and seven segments per beam are used.

Figure 6. Axial slice of the final dose distribution optimized with seven equispaced 6 MV photon beams, each with three segments. The isodose lines shown are 30, 60, 80 and 95%.

Figure 6 shows an axial slice of the final dose distribution. It is seen that even with as little as three segments per beam, the 95% isodose line can encompass the prostate and the seminal vesicles. The bladder and rectum are also spared nicely. The femoral heads receive less than 45% of the prescribed dose. Figure 7 shows the DVHs of the prostate, bladder and rectum and femoral heads for this plan.
Figure 7. DVHs for the three segments per beam prostate case.

Figure 8. DVHs comparison for a prostate case optimized with a segment and beamlet-based dose optimization engines: (a) prostate; (b) rectum and bladder; (c) femoral heads.

We compared the segment-based optimization with a beamlet-based optimization algorithm described in a previous publication (Cotrutz et al 2001). The same organ tolerances were used in both calculations. To have a more meaningful comparison, we chose the structure importance factors in the segment-based optimization in such way that similar prostate dose coverage and comparable DVHs for the rectum and bladder were obtained. Figures 8(a)-(c)
Figure 9. Three intensity maps for the anterior (180°) and antero-lateral beams (308° and 51°) used for the prostate patient.

show the DVHs of the prostate (a), bladder and rectum (b) and femoral heads (c), for the two optimization approaches. As can be seen from figure 8, there is no clear-cut conclusion on which plan is better. While the prostate is better covered in beamlet-based optimization, the segment-based approach performs equally or better for the rest of the structures. The rectum and bladder DVHs in figure 8(b) show a reduction of approximately 8% of the maximum dose for the segment-based optimized plan, whereas for the right femoral head, the volumes receiving high doses are increased as compared to the beamlet-based optimized plan. Generally speaking, a segment-based optimization represents a special case of the beamlet-based optimization and the plan obtained using the former approach should therefore be equal or less conformal in comparison with the general beamlet-based approach. In practice, however, there are many parameters (such as beamlet size, number of intensity levels, etc) in the beamlet-based optimization that may influence the quality of the final plan and even revert the above statement in some unfavourable situations.

We have also planned the patient using five and seven segments per beam, and a similar trend as described for the synthetic phantom case (section 3.1) was observed. In general,
Segment-based dose optimization

it seems true that for relatively simple cases, such as the prostate case studied here, three to seven segments per beam are sufficient to produce a clinically acceptable IMRT plan. A technique with beam specific number of segments instead of uniform number of segments for all treatment fields could be easily implemented.

Note that in this study we do not restrict a segment to be topologically connected. The three intensity maps shown in figure 9 correspond to the anterior and anterior-lateral beams used for the prostate plan. The intensity maps are topologically connected, and could be deliverable by any MLC. If topologically disconnected segments would result following the optimization, beams would be deliverable by a Varian MLC, but not by a Siemens or an Elekta accelerator, because the interdigitiation of the adjacent leaves is not allowed. In general, the MLC constraints of the treatment machine should be considered in the segment-based optimization process.

4. Conclusions

A simple genetic algorithm is developed to simultaneously optimize the segment shapes and their weights for IMRT. The segment-based genetic optimization exploits a number of trial solutions in a variety of directions based on genetic selection rules. Application of the new technique to two test cases shows that with only a small number of segments per beam, it can produce plans comparable to those obtained with conventional beamlet-based algorithm. Another advantage of the segment-based optimization is that it eliminates the intermediate leaf-sequencing process, leading to a solution that is directly deliverable.
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Abstract
Intensity modulated radiation therapy (IMRT) inverse planning is usually performed by pre-selecting parameters such as beam modality, beam configuration and importance factors and then optimizing the fluence profiles or beamlet weights. In reality, the IMRT dose optimization problem may be ill-conditioned and there may not be a physical solution to account for the chosen parameters and constraints. Planner intervention is often required to conduct a multiple trial-and-error process where several parameters are sequentially varied until an acceptable compromise is achieved. The resulting solution reflects a balance between the conflicting requirements of the target and the sensitive structures. A major problem of the conventional inverse planning formalism is that there exists no effective mechanism for a planner to fine-tune the dose distribution on a local level or to differentially modify the dose–volume histograms (DVHs) of the involved structures. In this paper we introduce a new inverse planning scheme with voxel-dependent importance factors and demonstrate that it provides us with an effective link between the system parameters and the dosimetric behaviour at a local level. The planning proceeds in two steps. After a conventional trial-and-error inverse planning procedure is completed, we identify the dose interval at which the fractional volume on the DVH curve needs to be changed. The voxels that receive dose in the selected range are then located and their voxel-dependent importance factors are adjusted accordingly. The fine-tuning of the DVHs is iterative in nature and, using widely available computer graphic software tools, the process can be made graphically interactive. The new IMRT planning scheme is applied to two test cases and the results indicate that our control over the differential shapes of the DVHs of the involved structures is greatly enhanced. Thus the technique may have significant practical implications in facilitating the IMRT treatment planning process.

* US Patent pending.
1. Introduction

IMRT represents one of the most important advancements in radiation therapy, and aims at delivering high radiation doses to the target volumes while maximally sparing the adjacent critical structures. The beam profiles of an IMRT treatment are usually obtained using inverse planning systems that employ various approaches for dose optimization (Webb 1989, Bortfeld et al 1990, Rosen et al 1995, Morrill et al 1995, Xing and Chen 1996, Olivera et al 1998, Spirou and Chui 1998, Wu and Mohan 2000, Gopal and Starkschall 2001, Cotruzz and et al 2001). Most inverse planning algorithms developed to date require dose–volume prescriptions. At the dose optimization level, these algorithms can be categorized into two classes: (i) minimization of a dose–volume histogram (DVH)-based objective function (Togane et al 1998, McGary 2001) and (ii) minimization of a quadratic objective function with dose–volume constraints (Cho et al 1998, Spirou and Chui 1998, Bortfeld 1999, Wu and Mohan 2000). The latter approach attempts to satisfy the dose–volume constraints either by constantly penalizing those voxels that exceed the permitted fractional volume (Spirou and Chui 1998) or by adopting a volume sensitive variable penalization scheme (Cho et al 1998) of the same voxels. The final solution is determined by the choice of DVH prescriptions and the structure specific importance factors that prioritize the relative importance of the clinical goals of the involved structures. In general, the optimized plan complies to a certain degree with the prescriptions and constraints set to the target and critical structures, but hardly meets all the requirements. Therefore, several trial-and-error adjustments of the system parameters are often necessary to achieve a good compromise solution.

A main problem of the currently available inverse planning systems is that there is no explicit way to fine-tune the shapes of the final DVHs. While the shape of the optimized DVH curve of a given structure often differs from the desired one, at which dose bin(s) the fractional volume exceeds the expected value(s) is somewhat random and out of the user’s control. There is no explicit way for a user to differentially modify the DVH curves according to the clinical requirement after a trial optimization is completed. When the need arises, the user often refers to the prescribed DVHs and/or the structure-specific importance factors, hoping that the resulting solution will be more consistent with his/her expectation.

In this work, we report an effective method for interactively controlling the shapes of the final DVHs of the target and sensitive structures. We introduce the concept of voxel-dependent importance factors and relate it to the local dosimetric behaviour of the system. After an optimal solution is reached by using the conventional approach, further refinement of the dose distribution is accomplished by modifying the importance factors of user-defined voxels. This process proceeds interactively driven by the user’s clinical judgement.

In section 2 we introduce the concept of local importance factors and describe in detail the interactive planning procedure. Also, the technique is exemplified using two test cases. Our physical insight on the approach is given along with the presentation of the results. We conclude in section 4.

2. Method

2.1. Local importance factors

The inverse radiotherapy problem is to determine a vector of beamlet weights, \( w \), with the goal of achieving a prescribed dose distribution or DVHs. In a vectorial form, the dose to the points in the treatment region depends upon the beamlet weights as

\[
D = d \cdot w
\]
where $d$ represents the dose deposition coefficient matrix, expressing the dose deposited to any calculation point when irradiated with a set of unit weight beamlets.

A commonly used method to find the optimal solution of the inverse IMRT problem is to minimize a quadratic objective function (Webb 1989, Bortfeld et al 1990, Mageras and Mohan 1993, Xing and Chen 1996) defined by

$$F = \frac{1}{N} \sum_{n} r_{\sigma} [D_{c}(n) - D_{0}(n)]^2$$

(2)

where $D_{c}$ and $D_{0}$ are the calculated and prescribed doses, respectively, $N$ is the total number of voxels within a structure $\sigma$, $n$ is the voxel index and $r_{\sigma}$ is the importance factor that controls the relative importance of a structure $\sigma$. Different sets of importance factors result in different 'optimal' solutions and multiple trial-and-error are often needed to find a set of clinically acceptable values. Several methods have been proposed to use the computer to facilitate the trial-and-error determination of the importance factors (Xing et al 1999a, 1999b, Cotruzz et al 2001, Wu and Zhu 2001).

While the inverse planning formalism with structure-specific importance factors can provide us with acceptable solutions, there is no mechanism for the user to differentially modify the shapes of the DVHs of the final solution or the regional dose within a structure when a such clinical need arises. To give an example, imagine the behaviour of a system comprising two very closely located anatomical structures, e.g. planning target volume (PTV) and one critical structure volume (CSV). In the most probable instance, neither the PTV, nor CSV prescription doses will be met at the common boundary region. Therefore, it would be less advisable to penalize the voxels in the high-gradient region with the same importance factor as for those located in the bulk of the structures. Here we propose a general inverse planning framework with non-uniform importance factors. In this new formalism, the importance at a voxel $n$ is expressed as a product of two factors, $r_{\sigma}$ and $r_{n}$ (see equation (3)), where $r_{\sigma}$ characterizes the importance of the structure $\sigma$ as an entity relative to other structures, and $r_{n}$ modulates the importance in obtaining an optimal solution at a regional level of the structure. The voxel-specific importance factor provides an effective means for us to prioritize the inner structural importance. The objective function now reads

$$F = \sum_{\sigma=1}^{N_{\sigma}} \left[ \frac{1}{N_{\sigma}} \sum_{n=1}^{N_{\sigma}} r_{\sigma} r_{n} [D_{c}(n) - D_{0}(n)]^2 \right]$$

(3)

where $N_{\sigma}$ represents the total number of voxels of a structure. In equation (3), $D_{0}(n)$ is the prescription dose. Note that conventional inverse planning scheme represents a special case of the more general formalism proposed here when all the $r_{n}$ have unit values.

2.2. Strategy of the optimization process

The overall planning process is schematically shown in the flow chart of figure 1. The operations included within rectangle I are part of the conventional inverse planning process, where system parameters, such as structure-specific importance factors and beam angles, are determined through trial-and-error. For each trial, the optimization results are assessed using dose distributions and DVH tools. This process can be realized by any inverse planning system.

After the conventional IMRT plan is obtained, we proceed to the next stage of interactive planning shown in rectangle II of figure 1. The flow of operations follows the same pattern as in the case of conventional planning (rectangle I), but the adjusting parameters are now the
local importance factors. Every cycle of this iterative procedure begins with the assessment of the dose distributions and DVHs resulted from the precedent loop.

The planner selects the dose interval(s) for which further refinement of structure DVH(s) is sought. The indices of the voxels belonging to the selected dose interval(s) are automatically detected and 'turned on.' The local importance factors of these voxels are then increased or decreased accordingly. Obviously, increasing the values of the local importance factors will increase the penalization level at the considered voxels and generally lead to better compliance of the resulting dose distribution with the prescription in that region. Conversely, decreasing the importance factors will have an opposite effect and relax the compliance. The amount of change in the importance factors is empirical and we usually proceed by assigning a value 15–50% higher/lower than their previous values after the corresponding voxels are identified. For every change in the importance factors, the dose is re-optimized and the plan is then re-evaluated. The planning process proceeds in an iterative fashion, as shown in Figure 1.

The introduction of the local importance factors makes it possible for us to identify the system parameters that are most responsible for the dosimetric behaviour at a local level. Once this link is established, the dose distribution can be fine-tuned more directly. The adjustment of the local importance factors can be performed sequentially or simultaneously.
for a few structures. According to our experience, two to three iterations are often sufficient to significantly improve the final solution.

2.3. Beam profile optimization and voxel selection

The algorithm used for beam profile optimization belongs to the gradient-based methods and has been extensively described elsewhere (Cotrutz et al 2001). The dose calculation engine is based on a radiological pathlength algorithm (Cotrutz et al 1998). The system was modified to take into account the voxel-based importance factors defined in relation (3). The capability for a user to graphically identify one or more regions on a DVH curve of interest was added as a new feature of the planning system. Alternatively, dose distribution layouts can be used to guide the user to geometrically select the regions where the dose(s) need to be modified by changing the local importance factors.

Subsequent to user’s selection of the DVH dose interval of interest (or the outlined volumes of interest) the indices of the voxels receiving a dose in that range are identified and the corresponding values of the voxel-specific importance factors are ready to be assigned with a new value. The plan is re-optimized after the importance factors are updated. The above procedure is performed interactively until the best possible solution is obtained.

3. Results and discussion

Two test cases were used to assess the dose optimization approach proposed in this paper. The first was an elliptical phantom case with a C-shaped tumour and an abutting circular critical structure. The second one was a nasopharynx tumour. The considered critical structures included the eyes, optic chiasm and the brain stem.

3.1. The C-shaped tumour case

The configuration of the C-shaped tumour case is shown in figure 2. Nine 6 MV equispaced beams were used in the treatment (0°, 40°, 80°, 120°, 160°, 200°, 240°, 280° and 320°—respecting the IEC convention). The prescribed dose to the PTV was set to 100 arbitrary dose units and 20 units were assigned as tolerance dose of the critical structure volume (CSV).

Using the conventional inverse planning procedure, we found that the values of the structure-specific importance factors were \( r_{PTV} = 0.8 \) and \( r_{CSV} = 0.2 \). This set of importance factors provided a reasonable overall trade-off between dose coverage of the tumour and the protection of the critical structure. The black lines in figure 3 show the tumour and critical structure DVHs for the plan optimized with this set of structure-specific importance factors.

Assuming that our clinical concern was the dose to the CSV, we wanted to lower the maximum dose and the fractional volume receiving dose in the interval AB shown in figure 3. To accomplish this, we first identified the responsible voxels by analysing the dose distribution in the critical structure. These voxels represent ~25% of the structure volume and are marked in figure 2 by plain dots. Their distribution is along the periphery of the CSV’s contour, with a larger density within the part proximal to the PTV. In a first attempt, the local importance factors for these voxels labelled by the plain dots were increased from 1.00 to 1.35, while the importance factors of the rest of the CSV voxels remained unchanged and fixed at unit value. Upon re-optimization of the system, the new DVHs are shown in grey lines in figure 3. The target coverage remains practically unchanged, but the CSV sparing is greatly improved. In particular, the maximum dose is decreased by almost 8 dose units as compared to the plan performed with only structure-specific importance factors. With the use of the local
Figure 2. Sketch of the C-shaped tumour test case and the nine-beam set-up used for dose optimization. Dose prescription is set 100 dose units (arbitrary units) to the tumour (PTV) and 20 units to the circular critical structure (CSV).

Figure 3. DVHs corresponding to three optimization runs, with different values of the local importance factors. Dose is normalized to the mean target dose.

importance factors, the number of voxels that received a dose exceeding the tolerance level was greatly reduced. These voxels can now be found only at the boundary region with the PTV, as represented by open circles in figure 2.

Further decrease of the fractional volume in the dose range A and C (see figure 3) was sought in our attempt to improve the dose to the CSV. Therefore we assigned a new local importance value of 3.0 to the voxels labelled with open circles in figure 2 and then repeated the above procedure. The importance factors of the remaining voxels were kept at the same
values that were used in the previous optimization (i.e. 1.35 for the voxels labelled by the 
plain dots and 1.0 for the voxels that are not labelled by circles or dots). The DVHs of the 
new plan corresponding to this distribution of the importance factors are shown as dotted lines 
in figure 3. The maximum dose of the CSV drops by 20 dose units compared to the initial 
opimization result. The increased importance values for the CSV voxels lead to an increased 
dose inhomogeneity within the target. This is not surprising because of the trade-off nature 
of the problem. The important point here is that, when local importance factors are used, the 
trade-off is accentuated at a regional level and our control over the shapes of the final DVHs 
is greatly enhanced.

3.2. The nasopharynx tumour case

The second test case was a nasopharynx tumour. The prescription dose to the tumour was 
60 Gy, and the tolerance doses were 10 Gy for the eyes, 35 Gy for the brain stem and 45 Gy 
for the optic chiasm, respectively. Nine beams were placed at the following angular positions: 
10°, 80°, 120°, 160°, 180°, 200°, 240°, 270° and 355°. The size of the pencil beam defined at 
the isocenter was 0.5 cm.

A reasonable plan was obtained with the following set of structure-specific importance 
factors: 0.40 for the tumour, 0.32 for the right eye, 0.10 for the left eye, 0.04 for the brain 
stem 0.04 for the optic chiasm and 0.1 for the normal tissue, respectively. Figure 4 shows the 
resulting isodose distribution in a transverse slice of the skull. In this case, we found that the 
95% isodose line covers acceptably well the PTV. The DVHs of the optimized plan are plotted 
with plain lines in figure 5.
In a first instance we were concerned with lowering the dose to the right eye. We located the voxels with a dose exceeding the 10 Gy tolerance level and increased their importance from 1.0 to 1.5. The beam profile optimization was performed again and the resulting DVHs are shown with dashed lines in figure 5. The results show no degradation of the target coverage and a significant reduction of the dose to the right eye accompanied by a reduction in the maximum dose by almost 5 Gy. While the DVH curve for the other eye remains the same, an insignificant degradation is observed for the brain stem and optic chiasm.

As an exercise, we further tried to increase the values of the local importance factors to 1.5 for those voxels receiving a dose higher than 10 Gy in both eyes. The dashed curves in figure 6 represent the corresponding DVHs of various structures after dose optimization. As in the previous case, the dose–volume characteristics of both eyes are improved significantly. Interestingly, the dose homogeneity in the PTV is also improved slightly. Only the dose to the optic chiasm unambiguously deteriorates in this case.

In order to understand the planning tool more extensively, we tested whether any improvement could be achieved in the optic chiasm dose after the significant improvement was made in sparing the two eyes. From figure 6 it is seen that 15% of the optic chiasm receives a dose greater than 40 Gy. We wondered whether this volume could be lowered and whether the maximum optic chiasm dose could be reduced, and if yes, at what cost. For this purpose, we found the overdosed voxels in the optic chiasm and assigned them with a new importance value of 1.4. The importance factor distributions in both eyes and other structures were kept the same as in the previous case. The DVHs corresponding to this new arrangement of the importance factors are plotted in figure 7. While the optic chiasm DVH was significantly improved, the dose inhomogeneity within the tumour increased. In addition, the level of improvement in the eyes resulted from the last trial has decreased, even though it did not go back to the original plan shown as the plain curves in figure 7. This result suggests that the order in which the critical structures are considered in the dose-tuning process may play a role. If a critical structure is closely located to the target, the boundary region is usually in the overlap area of several beamlets coming from different beams. In general, the dose in this type of structures is more strongly correlated with that of other structures. It is also instructive
Figure 6. DVHs for plans optimized with unit value local importance factors (the plain lines) versus optimized using higher value of local importance factors for both the eye structures (the dashed lines).

Figure 7. DVHs for plans optimized with unit value local importance factors (the plain lines) versus optimized using higher value of local importance factors for both the eye structures and the optic chiasm (the dashed lines).

to point out that the whole dose–volume curve of the optic chiasm was improved in figure 7 instead of only the dose bins above 40 Gy. This revealed the role of correlation between different voxels within the same structure, which is most pronounced for a structure like optic chiasm because of its small volume.

The above planning procedure is fairly straightforward. After an IMRT plan is obtained using a conventional inverse planning procedure, the system is already in the vicinity of the optimal solution. The plan at this point is usually at a stage of “mostly satisfactory” except that one or a few sub-volumes in the target or some sensitive structures are overdosed/underdosed. The focus of using local importance factors is directed towards meeting the clinical goals for these disadvantaged regions. Because of the strong correspondence between the regional
dose and the local importance factor, we found that one or two trials are typically sufficient to improve the DVH shape of a structure and to come up with a better compromise solution. Even when the DVHs of the multiple structures need to be modified, we found that the process is not unmanageable, at least not as bad as it appears. One could proceed to change the local importance factors of different structures sequentially or simultaneously. Given the rapid advancement in computer hardware, the computing here should be made easier and easier with years to come.

4. Conclusions

An interactive DVH-based optimization tool for IMRT treatment planning is presented. The most important feature of the new planning environment is the introduction of voxel-dependent importance factors as an effective means for modifying the local doses and for adaptive planning. The system allows us to differentially fine-tune the shapes of the DVH curves of various structures according to clinical requirements and provides an invaluable tool to ‘paint’ and ‘sculpt’ IMRT dose. This new mechanism has been implemented in an existing inverse planning system. Application of the new planning technique to two test cases showed that the tool can significantly improve the plans obtained using currently available inverse planning techniques and affords a flexible means to meet diverse clinical needs. Upon clinical implementation we anticipate that the tool will have widespread application and make it possible to maximally utilize the efficacy of the IMRT technique.

Finally we mention that using variable local importance factors is not the only way to accomplish a voxel-dependent penalty scheme. Similar control could also be achieved by using a ‘tunable’ voxel-dependent objective function. This work is still in progress and will be reported elsewhere.
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The dose optimization in inverse planning is realized under the guidance of an objective function. The prescription doses in a conventional approach are usually rigid values, defining in most instances an ill-conditioned optimization problem. In this work, we propose a more general dose optimization scheme based on a statistical formalism [Xing et al., Med. Phys. 21, 2348–2358 (1999)]. Instead of a rigid dose, the prescription to a structure is specified by a preference function, which describes the user’s preference over other doses in case the most desired dose is not attainable. The variation range of the prescription dose and the shape of the preference function are predetermined by the user based on prior clinical experience. Consequently, during the iterative optimization process, the prescription dose is allowed to deviate, with a certain preference level, from the most desired dose. By not restricting the prescription dose to a fixed value, the optimization problem becomes less ill-defined. The conventional inverse planning algorithm represents a special case of the new formalism. An iterative dose optimization algorithm is used to optimize the system. The performance of the proposed technique is systematically studied using a hypothetical C-shaped tumor with an abutting circular critical structure and a prostate case. It is shown that the final dose distribution can be manipulated flexibly by tuning the shape of the preference function and that using a preference function can lead to optimized dose distributions in accordance with the planner’s specification. The proposed framework offers an effective mechanism to formalize the planner’s priorities over different possible clinical scenarios and incorporate them into dose optimization. The enhanced control over the final plan may greatly facilitate the IMRT treatment planning process. © 2003 American Association of Physicists in Medicine.
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I. INTRODUCTION

Inverse planning is used in intensity modulated radiation therapy (IMRT) for deriving the optimal beam intensity profiles that produce the best possible dose distribution for a given patient.1–16 The dose optimization process is usually performed under the guidance of an objective function, which measures the “distance” between the physical and the prescribed dose distributions.8,17–20 One of the common objective functions for inverse planning is the quadratic objective function,3,21,22 with importance factors assigned to the involved structures to prioritize their relative importance during the optimization process.23–25 The objective function is defined as a global quantity based on general physical considerations. When the desired dose distribution is not attainable during optimization, a compromise solution is found using the algorithm’s ranking. The compromise dose distribution, however, is often not what the planner wants and multiple trial and errors are needed to obtain a clinically acceptable IMRT plan.

A main problem of the existing IMRT planning algorithms is the lack of an effective mechanism for incorporating prior knowledge into inverse planning.31 In the past, there have been many attempts to introduce soft/hard constraints to steer the dose optimization process toward the clinically desired solutions.26–30,36 However, the constraints are introduced in an ad hoc fashion and do not fully utilize the partial information available from years of clinical investigations because of their phenomenological nature. On a more fundamental level, the constraints are imposed a posteriori and controls the optimization passively. Our purpose in this paper is to develop a statistical analysis-based inverse planning formalism to more effectively utilize the prior knowledge. Instead of specifying a rigid prescription dose, the formalism allows us to use a dose distribution as the input prescription to the system, providing a natural way for us to take advantage of the existing information of the system variables and promising to make the optimization outcome more predictable and controllable.

In the next section we present the details of the new dose optimization algorithm after a brief introduction of the concept of preference function. The formalism is then applied to a synthetic phantom case with C-shaped tumor target and a prostate case. Our results indicate that the statistical analysis-based formalism provides a general framework for inverse planning and is capable of producing conformal IMRT dose distribution. Coupled with the capability of the preference function in customizing/formalizing our prior clinical knowledge, it is expected that the proposed technique will have a
broad implication and potential to greatly facilitate an IMRT planning process.

II. MATERIAL AND METHODS

A. Theoretical background

In a vectorial form, the dose to the points in the treatment region depend upon the beamlet weights \( w \) as

\[
D_c = d \cdot w,
\]

where \( d \) represents the dose deposition matrix, expressing the dose deposited to any point in the patient when irradiated with a unit weight beamlet vector. The inverse problem as posed for IMRT is to find a set of beamlet weights that produce the optimal dose distribution by minimizing a therapeutic objective function. The most used objective function has a quadratic form and reads\(^3\)

\[
F = \frac{1}{N} \sum_{n=1}^{N} r_\sigma[D_c(n) - D_p(n)]^2,
\]

where \( N \) is the total number of voxels, \( r_\sigma \) is the importance factor that controls the relative importance of a structure \( \sigma \), and \( D_p \) and \( D_c \) are prescribed and calculated doses, respectively.

In inverse planning algorithm based on the quadratic objective function [Eq. (2)], the dose prescription to the target or sensitive structure takes a rigid value. The minimization of the objective function is realized by various algorithms like simulated annealing, gradient methods, etc.\(^{17,26,32,33}\) Independent of the used dose optimization algorithms, we will call these methods throughout the text conventional IMRT optimization procedures. The problem is usually ill-posed and may lead to negative fluence unless hard constraints are introduced.\(^3\) Practically, it is not uncommon that the plans computed by what are called optimization systems are not consistent with the expectation of the planner and that several trial-and-error adjustments of the system parameters might be required to achieve a clinically acceptable plan. Given a patient, the obtained plan can vary widely from one planer to the next, even within a department. In the following we describe a more adaptable and "intelligent" statistical inverse planning formalism based on the concept of a preference function to better deal with the dilemma.

B. Preference function

In a recent paper, Xing et al.\(^{31}\) introduced the concept of preference function to weaken the rigid dose prescription commonly seen in the existing inverse planning algorithms. Its role is to allow a dose distribution to be considered instead of just a single value, and to quantify the degree of our willingness to accept a prescription dose \( D_p \) in that range. The preference function can be constructed heuristically from clinical considerations.\(^{31}\) The defined preference function states that the most favorable prescription dose for a voxel \( n \) is \( D_p(n) \) and that a different prescription dose is also acceptable, but with a smaller preference level. For illustration, in Fig. 1 we show a sketch of the preference functions for a target and sensitive structure. The most desirable dose for a sensitive structure should generally be set to zero. The conventional prescription scheme represents a special case of the general approach proposed here with the step function form of the preference function. That is,

\[
P_\sigma(D_p) = \begin{cases} 
1, & \text{if } D_p = D^0_p \\
0, & \text{if } D_p \neq D^0_p.
\end{cases}
\]

To give another example, we write down the Gaussian preference function for a voxel \( n \)

\[
P_\sigma(D_p) = P_{0\sigma} \exp\{-\gamma_\sigma[D_p(n) - D^0_p(n)]^2\}.
\]

where \( P_{0\sigma} \) is a normalization constant and \( \gamma_\sigma \) represents the Gaussian parameter. For a system comprising \( N \) voxels, the total preference is given by a product of the preference functions of all voxels:

\[
P = \prod_{n} P_\sigma(D_p) = \prod_{n} P_{0\sigma} \exp\{-\gamma_\sigma[D_p(n) - D^0_p(n)]^2\}.
\]

When a maximum likelihood estimator is used, it has been demonstrated that the maximization of the logarithmic function of \( P \) or minimization of \( \ln(1/P) \), is equivalent to the minimization of the conventional quadratic objective function.\(^{31,34}\) In this case, the Gaussian parameter \( \gamma_\sigma \) in Eq. (5), which commands the "spread" of the Gaussian around \( D^0_p \), is equivalent to the importance factor that controls the relative importance of the structure and parametrizes the clinical trade-off strategy.

C. Probability density-based dose prescription and inverse planning

The objective function defined in Eq. (2) uses a rigid dose, \( D_p \). Since in most instances an ideal dose prescription is not physically attainable, we resort to an expansion of the prescription dose, over a certain interval. That is, we allow the prescription dose to take a "probabilistic" distribution around the most desired dose as specified by the preference function. For computational purpose, we divide the permis-
possible prescription dose into a number of discretized values, \( \{ D_i^p \} \), where \( i \) is the index of a possible prescription dose and \( i=0 \) represents the most desirable dose. The preference distribution prescription is usually normalized to unity.

In order to utilize the probability information characterized by the preference function, we formulate the conventional dose optimization into a statistical analysis problem. To proceed, let us take the quadratic objective function as an example. We rewrite the traditional quadratic objective function into

\[
f(D_c) = f_0 \prod_n \exp\left(-r_a [D_c(n) - D_p(n)]^2\right). \tag{6}
\]

where \( f_0 \) is a normalization constant. For a given prescribed dose distribution, Eq. (6) measures the goodness of a calculated dose distribution using an exponential scale, as compared with Eq. (2). Equation (6) can be interpreted as a conditional probability and formally rewritten as

\[
f(D_c | D_p) = f_0 \prod_n \exp\left(-r_a [D_c(n) - D_p(n)]^2\right). \tag{7}
\]

When the prescription dose is no longer a rigid dose, it is conceivable that there are a number of optimum solutions, each corresponding to a sample of prescription doses. Mathematically, we now have two "probability" distribution functions. One is the preference function that characterizes our a priori preference over different prescription doses \( P(D_p) \), and the other is Eq. (6) that ranks a calculated dose for a given prescribed dose, \( D_p \). Our task is to find the solution that is statistically optimal with consideration of the variable prescription. For this purpose, we introduce the "joint probability" of the two "probability" distributions defined by Eqs. (5) and (7). The function at a voxel \( n \) can be written as

\[
P_n(D_c) = \sum_i f_n(D_c | D_p^i) P_n(D_p^i). \tag{8}
\]

The total preference function of the system is given by

\[
P = \prod_n P_n(D_c). \tag{9}
\]

D. Optimization strategy

Having the rigid prescription \( D_p \) in (2) replaced by a range of prescribed doses, \( \{ D_p^i \} \), the total preference function is now given by Eqs. (8) and (9). For convenience, we define objective function \( F = \ln(1/P) \) and derive the optimal solution by minimizing the \( F \), which is equivalent to maximize the preference function (9). The objective function now reads as

\[
F = \ln(1/P)
\]

\[
= -\ln \prod_n P_n = -\sum_n \ln \sum_i f_n(D_c | D_p^i) \cdot P_n(D_p^i). \tag{10}
\]

Note that the conventional quadratic objective function is a special case of the above general objective function when the prescription takes a rigid value for each structure, as described by Eq. (3).

The optimization process is schematically shown in a flow chart (Fig. 2). The beam profile is determined by minimizing the above objective function using a conjugate gradient optimization algorithm. The details of the algorithm have been discussed in a previous paper. Briefly, the calculation consists of three major steps: (i) assume an initial intensity profile for each incident beam; (ii) compute the "joint probability" given by Eqs. (8) and (9). For this purpose, we need to sample all combinations of the prescription doses of different structures and compute the function given in Eqs. (5) and (7) for each of these combinations; and (iii) optimization of the multidimensional "joint probability" function. The second step is fairly computationally intensive because we must compute the two functions for every sampling of the prescription doses. In our calculation, we typically assign four to seven discrete possible prescription doses for each structure. A finer discretization of the prescription dose did not seem lead to further improvement but would greatly increase the computation time. All calculations presented here are performed on a Personal Computer (PC) with an Intel Pentium® III 1 GHz CPU (Intel Corporation, Sunnyvale, CA).

The computation time needed to obtain an optimal solution for a given set of system parameters (including beam configuration, preference function, importance factors) is typically less than ten minutes.

III. RESULTS AND DISCUSSION

A. A synthetic phantom case with a C-shaped tumor

To systematically study the performance of the statistical analysis-based inverse planning algorithm, we applied the
technique to a C-shaped tumor case [Fig. 3(a)] with a variety of preference functions and compared the results with that obtained using the conventional approach with a fixed dose prescription. Nine equally spaced 6 MV beams beginning at 0° (IEC) were used in this study. The prescription doses to the PTV and OAR in the conventional IMRT plans were 100 and 0 (the dose is in an arbitrary unit), respectively.

We first assigned three sets of symmetrical Gaussian distributions to the target while keeping the prescription to the sensitive structure at zero (Fig. 4). The Gaussian preference functions were represented by three sets of preference levels at seven discrete values (80, 87, 94, 100, 106, 113, and 120). The center of the Gaussian functions was set at 100. The preference levels for the seven doses are shown in Fig. 4 for each of the three situations studied here. The transverse dose distribution obtained using the statistical inverse planning formalism for the case shown in Fig. 4(a) is plotted in Fig. 3(b). As expected, target inhomogeneity increases as we loosen the constraint of the rigid dose prescription. This can be better demonstrated by using the differential DVH for each situation. As seen from the differential DVH plots (the right column of Fig. 4), the width of the differential function gradually increases, from 26.72, 28.59–30.39, as we gradually increase the acceptance levels for the doses different from the most desirable dose (100). This series of calculations provides us with preliminary evidence that the final dose distribution can be steered by varying the preference function.

Next, we constructed six sets of asymmetric preference functions for the target (Fig. 5 and Fig. 6). When higher preference levels were assigned to the doses higher than 100, we found that the target DVH is shifted to the high dose region. Interestingly, even when an extremely low preference (for instance, 1%) was assigned to the doses less than 100 [Fig. 5(b)], a noticeable underdosing relative to the conventional result was resulted. A similar phenomenon can also be
Fig. 4. DVHs of the PTV, OAR, and normal tissue (NT) obtained using the conventional rigid dose prescription (dotted line) and the "probabilistic" prescription (solid line). The Gaussian preference functions with different variances are shown in the middle panel. The right panel shows the differential DVHs for the target.
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Fig. 5. DVHs of the PTV, OAR, and normal tissue (NT) obtained with the conventional rigid dose prescription (dotted line) and with the "probabilistic" prescription (solid line). The bar charts on right show the asymmetrical preference functions.
Fig. 6. DVHs of the PTV, OAR, and normal tissue (NT) obtained using the conventional rigid dose prescription (dotted line) and the new statistical inverse planning method for a variety of preference functions shown on the right panel (solid line).

seen from the result shown in Fig. 5(c), where only 0.5%, 0.7%, and 1% of preference levels were assigned to the dose values of 80, 87, and 94. This observation seems to indicate that the influence of the assigned preference level at a low dose plays an important role. In Fig. 6, we set the preference levels for the doses less than 100 to be 0 and only assign nonzero preference levels for the doses higher than 100. It is seen that in all these situations the minimum target dose is
higher than that of the conventional plan. As a result of our preference over higher doses, the fractional volume at any dose less than 100 is improved in comparison to that of the conventional IMRT plan. In Fig. 6(c), we further exemplify the statistical analysis based inverse planning method by simplifying our preference to two doses (100 and 120), each with 50% preference levels. In this situation, in addition to that the doses in the target are shifted toward higher values, the target DVH exhibits a stepwise behavior: a plateau appears at around 110, which is in the middle of the two prescribed doses.

It is interesting to point out that the OAR sparing is improved as compared with the conventional IMRT plan in most cases studied in Figs. 5 and 6, even when the target dose is escalated. That is, the DVH of the OAR is not always shifted toward higher doses, as would occur if a higher dose is prescribed in a conventional inverse planning system. Instead, the dose to the OAR remained unchanged or even lowered in some cases. A reasonable explanation for the observed phenomenon is that, when a rigid dose prescription is replaced by a range of doses, the system is given more freedom for self-adjustment. As a benefit, a solution with a higher integral target dose and reduced OAR dose can be obtained from the expanded solution space.

We have also studied the behavior of the system when a range of doses is prescribed to the OAR. In this investigation, we kept the target prescription to 100 and allowed the OAR dose to take seven values: 0, 5, 10, 15, 20, 25, and 30 with the acceptance levels sampled from three different types of prescription distribution: uniform [Fig. 7(a)], bell-shaped [Fig. 7(b)], and exponential [Fig. 7(c)] functions. Figure 7(d) represents the conventional case with zero prescription to the OAR. The corresponding OAR and PTV DVHs are plotted in the left panel of Fig. 7. When the preference was uniformly sampled in the dose interval from 0 to 30, the resultant dose to the OAR was found to be the highest, as indicated by curve A in Fig. 7. The best target dose coverage was achieved in this situation. If the preference to a high dose was reduced, the DVH was gradually shifted to the low dose direction (curves B and C). It is not surprising that the best OAR sparing was achieved in the conventional case where a zero dose was prescribed to the OAR. The target dose homogeneity was slightly improved in all cases when a probabilistic prescription was given to the OAR. Similar to that described in the last paragraph, the results clearly demonstrate that the "probabilistic" prescription allows us to control the OAR dose distribution and indicate the usefulness of the statistic analysis approach.

B. The prostate case

The new inverse planning algorithm was also applied to study a six filed IMRT prostate treatment [Fig. 8(a)]. Four plans with different types of preference functions were gen-
erated. In addition, a plan with rigid prescription (74 Gy on the target, 60 Gy on the bladder, and 40 Gy on the rectum) is also generated. The DVHs for this plan is plotted as dotted lines in Fig. 9 and is used as a reference for comparison. In all treatment plans, six beams were placed at the following angular positions: 0°, 55°, 135°, 180°, 225°, and 305°. The size of the pencil beam defined at the isocenter was 0.5 cm.

The DVH and preference functions for four different plans are schematically shown in Fig. 9. In the study shown in Figs. 9(a)–9(b), we kept the preference function of the sensitive structures unchanged and only varied the form of the preference function of the target. In Fig. 9(a), we assumed that target could take seven discrete values (74, 76, 78, 80, 82, 84, and 86 Gy) sampled from an exponential distribution. Compared with the dotted lines, the target DVH was shifted toward the high dose direction. The dose distribution corresponding to the preference function is shown in Fig. 8(b). The target DVH was shifted even further toward the high dose region [Fig. 9(b)] when a bell-shaped preference function was used with more emphasis on the target receiving doses at 74, 76, and 78 Gy. In both cases, doses to the rectum and bladder did not change significantly.

In Fig. 9(c) we show the DVHs when the preference function to the rectum deviates from the uniform distribution. As a result, the rectum dose was significantly lowered in all dose levels and the maximum dose was reduced from 66 to 57 Gy. Because of the proximity of the rectum to the prostate target, the maximum rectum dose was not restricted to 30 Gy, as specified in the preference function. We emphasize that the improvement in rectum and bladder sparing was achieved at cost of higher dose inhomogeneity in the prostate target. This reminds us that, in dose optimization, there is a dosimetric compromise. That is, the improvement in the dose to a structure is often accompanied by dosimetrically adverse effect(s) at other points in the same or different structures. The important point that one should note is that from the clinical point
Fig. 9. A comparison of the DVHs obtained using the "probabilistic" prescription (solid line) and conventional rigid dose prescription (dotted line). The prostate and rectum prescriptions are represented on the right bar charts.
of view, some dose distributions are more acceptable than others and our goal is to find the solution that improves the plan to the largest possible extent, but with a clinically insignificant or acceptable sacrifice in OAR sparing. In order to achieve this, it is necessary to have a reasonable amount of controllability over the final dose distribution. In this sense we believe that the proposed formalism is valuable.

In addition, we varied the preference functions for both target and rectum [Fig. 9(d)]. The preference function for the rectum was the same as that in Fig. 9(c). Compared to the results shown in Fig. 9(c), we found that the target dose inhomogeneity was slightly improved.

IV. CONCLUSIONS

The formalism we derived here provides a general starting point for the study of a system with a probability density-based dose prescription. The inclusion of the partial information into the plan selection process represents a significant change from the conventional approaches. The proposed technique can be categorized into the general Bayesian decision-making theory, which is a useful tool to deal with a system with "statistical" inference. In image analysis and many other fields of science and engineering, it has proven extremely useful to include the prior knowledge of the system variables into the estimation process. The preference function proposed for radiotherapy optimization here serves as a priori probability density function in standard Bayesian statistics. The role of the preference function is to indicate our "bias" on the values of the system variables. By utilizing the partial information of the system variables, one can more effectively search the solution space and eliminate some unnecessary uncertainties in the optimization process.

In conclusion, we have developed a statistical analysis-based inverse planning algorithm to include preference and expert knowledge into the dose optimization process. Instead of a rigid dose prescription, the new approach allows us to prescribe a range of doses with predefined preference levels. The technique represents a novel application of the general Bayesian decision-making theory for dealing with statistical inference and is valuable for deriving a statistically optimal solution in the presence of uncertainties in system parameters. The method was demonstrated for a system with modulating prescriptions but can be easily extended to solve many other related problems (e.g., in biologically based dose optimization, one can incorporate the uncertainties of various radiobiology parameters into the inverse planning process using the frame set developed in this work).

The ill conditioning of the problem was improved because of the use of a less restrictive prescription and, as a result, new solutions that are otherwise inaccessible can be obtained naturally. It is demonstrated that the obtained solutions using the new approach strongly correlate with the preference function, suggesting that the planning process is controllable and predictable by the proposed method.

ACKNOWLEDGMENTS

We wish to thank Dr. A. Pugachev, Dr. J. G. Li, Dr. S. M. Crooks, Dr. Y. Yang, and Dr. A. L. Boyer for useful discussions. This work was partly supported by a Research Scholar Award from the American Cancer Society (RSG-01-022-01-CCE) and a research grant from the Department of Defense (BC9996645). This work was presented in the 44th Annual AAPM Meeting, Montreal, 2002 and in the 44th Annual ASTRO Meeting, New Orleans, 2002.

Medical Physics, Vol. 30, No. 4, April 2003
INTEGRATING LEAF TRANSMISSION AND HEAD SCATTER CORRECTIONS INTO STEP-AND-SHOOT LEAF SEQUENCES FOR IMRT
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Purpose: Leaf transmission and head scatter are two important factors that influence intensity-modulated radiation therapy (IMRT) delivery and should be correctly taken into account when generating multileaf collimator (MLC) sequences. Significant discrepancies between the desired and delivered intensity profiles could otherwise result. The purpose of this article is to propose a reliable algorithm to minimize the dosimetric effects caused by the two factors in step-and-shoot mode.

Methods and Materials: The goal of the algorithm is to minimize the difference between the desired fluence map and the fluence map actually delivered. For this purpose, an error function, defined as the least-square difference between the desired and the delivered fluence maps, is introduced. The effects of transmission and head scatter are minimized by adjusting the fractional monitor units (MUs) in the initial MLC sequences, created by using the desired fluence map without inclusion of the contributions from the two factors. Computationally, a downhill simplex optimization method is used to minimize the error function with respect to the fractional MUs. A three-source model is used to evaluate the relative head scatter distribution for each segment at the beginning of the calculation. The algorithm has been assessed by comparing the dose distributions delivered by the corrected leaf sequence files and the theoretic predication, calculated by Monte Carlo simulation using the desired fluence maps, for an intuitive test field and several clinical IMRT cases.

Results: The deviations between the desired fluence maps and those calculated using the corrected leaf sequence files are <0.3% of the maximum MU for the test field and <1.0% for the clinical IMRT cases. The experimental data show that both absolute and relative dose distributions delivered by the corrected leaf sequences agree with the desired ones within 2.5% of the maximum dose or 2 mm in high-dose gradient regions. Compared with the results obtained by using the leaf sequences in which only the transmission or none of the two effects is corrected, significant improvements in the fluence and dose distributions have been observed.

Conclusions: Transmission and head scatter play important roles in the dosimetric behavior of IMRT delivery. A larger error may result if only one factor is considered because of the opposite effects of the two factors. We noted that the influence of the two effects is more pronounced in absolute dose than in the relative dose. The algorithm proposed in this work accurately corrects for these two effects in step-and-shoot delivery and provides a reliable tool for clinical IMRT application. © 2003 Elsevier Science Inc.

MLC, Head scatter, Step-and-shoot mode, Leaf sequences, IMRT.

INTRODUCTION

Intensity-modulated radiation therapy (IMRT) can be effectively delivered using a multileaf collimator (MLC), either in segmental mode (SMLC, also called step-and-shoot mode) (1–4) or in dynamic mode (DMLC) (5–8). In the SMLC mode, each intensity-modulated beam is delivered by a sequence of segments of different shapes formed by the MLC leaves; the beam is off while the leaves move from one segment to another. In the DMLC mode, however, the intensity-modulated beam is delivered by the continuous movement of the leaves at variable speed while the beam is on. The advantage of DMLC is that it is able to deliver the desired intensity profile with a high fidelity; the advantage of SMLC is that it is relatively simple and easy to implement and verify (9).

An IMRT planning process usually includes two important steps. First, the best possible fluence maps, which are generally called the “desired intensity maps”, are generated by the optimization module. The desired intensity maps are then converted into MLC leaf sequences (or MLC trajectories) as a function of monitor units (MUs). Many leaf-sequencing algorithms (1–8) have been developed to achieve the second step, with the mechanical constraints, such as tongue-and-groove effects and collision constraints imposed by the Department of Defense (BC996645).
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for adjoining leaf pairs, taken into account. However, most algorithms, especially the step-and-shoot algorithms, have assumed an ideal MLC and have ignored the influence of MLC transmission and head scatter, which may lead to significant discrepancies between the desired and actually delivered intensity maps. Some recent studies based on dynamic delivery with Varian accelerator (10) or step-and-shoot delivery using Electa (11) or Siemens (12) accelerators have indicated that these factors might cause more than 5% mean dosimetric error to planning target volume (PTV) for a typical IMRT plan for a pelvic tumor if they are not correctly accounted for.

The problem of correcting the effects of transmission and head scatter is less intractable for DMLC than for SMLC. When these effects are included, in general, the final working intensity profile (13) corresponding to the leaf sequences used for treatment is different from the desired one. In the case of dynamic delivery, because the working intensity profile is continuous, it can be updated iteratively to account for the effects of transmission and head scatter. At the end of the iterative calculation, the best working profile can be found and used to generate the final leaf sequences (13–19). In contrast, the same approach cannot easily be implemented in the SMLC mode because the working intensity profile is discretized and cannot be updated in the iterative fashion. This has been discussed extensively by Chui et al. (13). An effective method to correct the effects of transmission and head scatter for the SMLC mode is highly desirable. In addition, in many available treatment planning systems, transmission or head scatter has been neglected or poorly corrected. An accurate postplan correction of these effects may be valuable.

The purpose of this article is to develop an effective algorithm to minimize the dosimetric influence of MLC leaf transmission and head scatter in the SMLC delivery mode. The algorithm can be integrated into a treatment planning system to minimize the effects of transmission and head scatter in leaf sequences. It can also be treated as an independent module to make postplan correction and repair of the leaf sequences produced by a treatment planning system in which transmission or head scatter have been neglected or poorly corrected. In the next section, we first summarize some theoretic aspects related to the MLC leaf sequencing and IMRT fluence map calculation; in particular, the three-source model used for the calculation of relative head scatter distributions of MLC segments. We then introduce an error function, defined as the least-square difference between the desired and computed fluence maps, and formulate the problem into the minimization of the error function with respect to the fractional MUs in the MLC leaf sequence file. The algorithm is assessed using an intuitive test field and several clinical IMRT cases.

METHODS AND MATERIALS

Head scatter

An algorithm based on a three-source model is used to calculate the head scatter factor of each beamlet in each segment. In this algorithm, the photon radiation to the point of calculation is treated from three effective sources: one source for the primary photons from the target and two extrafocal photon sources for the scattered photons from the primary collimator and the flattening filter, respectively. The scatter source intensity distributions, different source positions, and the off-axis difference of the scatter radiation are taken into account in the calculation model. We assume that the primary source is a point source located at the rotational central axis of the collimator in the exit plane of the target and that its source intensity does not change with the jaw settings. In addition, the extrafocal photon source for the scatter radiation from the primary collimator is represented by a planar annulus source; that for the scatter radiation from the flattening filter can be described by a planar disk source. Source parameters are determined by the data of Monte Carlo simulation (20) and by fitting the head scatter factors for the symmetric square fields, which were measured in air using a PTW Farmer 0.6 cm² ion chamber with a 3-mm-thick brass buildup cap for the Varian Clinic 2300C/D 15 MV photon beam (Varian Oncology System, Palo Alto, CA). Head scatter factor is calculated by integrating the radiation contributed from areas (determined by the detector's eye view) in the two scatter sources (21). In addition, to reduce the calculation time and save computer memory, we use the head scatter factor of the centered beamlet in each opened leaf pair of a segment to represent the head scatter factors of all other beamlets in the same leaf pair of the segment; the errors arising from such approximation are less than 1.0% in most situations. However, the calculation time and required computer memory are greatly reduced.

To verify the accuracy of the algorithm for small irregular fields, head scatter factors were measured at different positions for several clinical segments. All the measurements were performed at an isocenter plane using a film measurement technique proposed by LoSasso et al. (10), in which Kodak XV2 film in ready pack was used, and lead disks (6 mm in diameter and 3 mm in thickness) were placed at the measurement points upstream and downstream in contact with the film jacket to achieve sufficient buildup for 15-MV X-rays. The calibration curve for the used films was determined by optical densities measured at d_max = 3.0 cm for different MU irradiation in the field center of a 10 × 10 cm² field with source to skin distance (SSD) = 100 cm in solid water. The optical densities of measurement points were converted to dose, and head scatter factor was then obtained. All the measured data were normalized to unity for a symmetric 10 × 10 cm² field at the isocenter. We used the following formula to obtain head scatter factor for the beamlet (i,j) in a segment:

\[ S_{cm}(i,j) = \frac{D_n(i,j)}{D_n(10,10,\text{isocenter})OAR(r)}, \tag{1} \]

where \( S_{cm}(i,j) \) is the measured head scatter factor for the beamlet (i,j) in a segment; \( D_n(i,j) \) is the dose measured at the center of beamlet (i,j); \( D_n (10, 10, \text{isocenter}) \) is the dose
measured at isocenter for reference field (symmetric \( 10 \times 10 \text{ cm}^2 \) field); and \( r \) is the distance between isocenter and the center of beamlet \((i,j)\). OAR (\( r \)) is the primary off-axis ratio measured at the isocenter plane for the center of beamlet \((i,j)\) in air.

**Calculation of fluence map**

The fluence of a given IMRT field can be divided into a grid of beamlets (9). For an IMRT leaf sequence file with \( K \) segments, the delivered fluence map in the isocenter plane, \( \Phi(i,j) \), can be calculated by summing the contributions of all segments:

\[
\Phi(i,j) = \sum_{k} f_k \varphi_k(i,j),
\]

(2)

where \( f_k \) is the fractional MU of the \( k \)-th segment in the leaf sequence file and \( \varphi_k(i,j) \) is the fluence per unit MU from the \( k \)-th segment in the beamlet \((i,j)\). If we denote the boundary of the \( k \)-th segment by \( A_k \) and introduce a notation:

\[
\delta_{\theta_k A_k} = \begin{cases} 
1 & \text{beamlet}(i,j) \in A_k \\
0 & \text{beamlet}(i,j) \notin A_k 
\end{cases}
\]

(3)

the fluence per unit MU from the \( k \)-th segment for beamlet \((i,j)\) can be written as:

\[
\varphi_k(i,j) = S_{e,k}(i,j) \delta_{\theta_k A_k} + \alpha S_c' (1 - \delta_{\theta_k A_k}),
\]

(4)

where \( S_{e,k}(i,j) \) is the head scatter factor of the beamlet \((i,j)\) in \( k \)th segment and is calculated by the three-source model described earlier. \( S_c' \) is the head scatter factor for the rectangular field defined by the jaws. For a Varian machine, \( S_c' \) is field-specific constant because the jaw settings do not change during the whole irradiation process of an IMRT field. In addition, we assume that all the beamlets in a rectangular field have the same \( S_c' \). Such an approximation is reasonable because \( S_c' \) is involved only in the transmission fluence calculation. \( \alpha \) in Eq. 4 is the average transmission factor, representing the amount of radiation passing through the MLC leaves (on average) as a percentage of the radiation of an open field defined by the jaws. It can be measured using an ion chamber or films (10, 22). For our Varian Clinic 2300C/D 15 MV photon beam, the average transmission factor for an 80-leaf standard MLC was determined to be 1.74%.

**Error function and minimization calculation**

It is usually impossible to produce the exactly desired fluence map using step-and-shoot mode with realistic MLC, but an optimum solution is feasible. Our strategy was to minimize the difference between the desired fluence map and the actually delivered fluence map. For this purpose, an error function was constructed according to the least-square difference between the desired and the deliverable fluence map:

\[
F = \sum_{i,j} \left[ \Phi(i,j) - \Phi_d(i,j) \right]^2,
\]

(5)

where \( \Phi(i,j) \) and \( \Phi_d(i,j) \) are the calculated and the desired fluences of beamlet \((i,j)\), respectively. In Eq. 5, only the beamlets with nonzero fluences in the desired intensity map are considered. The beamlets that received transmission radiation only were not included because we could not physically produce a beamlet with zero fluence.

We then added a correction factor to the fractional MU of each segment. The effects of transmission and head scatter were minimized by iteratively adjusting the correction factors in the MLC leaf sequences. The corrected fractional MU of the \( k \)-th segment, \( f'_k \), can be expressed as,

\[
f'_k = f_k^0 - \Delta f_k,
\]

(6)

where \( f_k^0 \) is the fractional MU of the \( k \)-th segment in the leaf sequence file generated from the desired intensity profile without considering the transmission and head scatter, and \( \Delta f_k \) is the correction factor for the \( k \)-th segment.

The calculation started with the MLC leaf sequence file derived from the desired fluence map without considering the transmission and head scatter. The desired intensity maps came from the optimization module of a commercial treatment planning system (CORVUS, NOMOS Corporation, Sewickley, PA) (23), and were output in the form of a grid of beamlet intensities. The initial leaf sequences were generated using the algorithm proposed by Bortfeld et al. (1). But any other step-and-shoot leaf sequence algorithm could also be used here (2, 4, 24, 25). The procedure of the algorithm is shown in Fig. 1. A downhill simplex algorithm was employed to minimize the error function and search the optimum correction factors. The starting vertices for downhill simplex algorithm can be chosen randomly before the optimization process. In our work, from the initial uncorrected deliverable fluence, a \(-1.0\%\) correction of the total MU was added to the fractional MU of a segment each time, whereas other correction factors remained as zero, thus \( M + 1 \) vertices were generated and used as the starting vertices of the algorithm. The iteration process stopped when the tolerance value or a preset maximum iteration number was reached. In our calculation, the tolerance value was set as \( 0.00001 \), and the maximum iteration number was set to 8000.

**Dosimetric verification**

The algorithm was verified by an intuitive test field and some clinical IMRT fields of prostate treatments using the Varian Clinic 2300C/D 15-MV photon beam. The dose distributions delivered by the leaf sequence files correcting for head scatter and transmission were measured using Kodak X02 films at different depths in solid water. In the measurements,
desired intensity map $\Phi_d(i,j)$ produced by optimization module

Generation of a leaf sequence using $\Phi_d(i,j)$ without consideration of head scatter and transmission

Calculate transmission and head scatter for each beamlet and each segment

Correction factors are added to fractional MUs and incident intensity map $\Phi(i,j)$ is then calculated using the generated leaf sequences. Head scatter and transmission are taken into account in the calculation

Compute the error function $F = \sum_{i,j} (\Phi(i,j) - \Phi_d(i,j))^2$

Hilldown simplex algorithm is used to minimize the error function to find the optimum correction factors

Error function value < Tolerance? Or iteration number ≥ preset number?

NO

YES

Output corrected leaf sequences

Fig. 1. The procedure of correcting the effects of head scatter and transmission in step-and-shoot leaf sequences.

Radiographic films were placed in the isocenter plane perpendicular to the beam. The optical densities were converted to doses by the method described previously. The absolute doses were also measured with a PTW Farmer 0.6 cm$^3$ ion chamber in a relatively flat part of the intensity maps to normalize the relative dose distributions obtained by the film measurements. The measured results were compared with the theoretic predictions calculated by Monte Carlo simulation (26–28) using the desired fluence maps. The verification process is schematically illustrated in Fig. 2.

The intuitive test field consisted of five consecutive $2.0 \times 10$ cm$^2$ segments (Fig. 3) aiming to produce a $10 \times 10$ cm$^2$ uniform open beam. This type of an intuitive example is best suited for illustrating our algorithm because its absolute dose distribution can be easily determined. Three step-and-shoot leaf sequence files were generated: (1) no corrections for transmission and head scatter, (2) corrections for both transmission and head scatter, and (3) only correction for transmission. The film measurements were made in isocenter plane at depth 5.0 cm in a solid water phantom for the beams defined by the leaf sequence files. In addition, a measurement for a single-segment $10 \times 10$ cm$^2$ open field shaped by MLC with the same jaw settings was also performed.

IMRT fields from clinical prostate cases were also used to further test our algorithm. The plans were generated using the CORVUS system. The dose distributions were measured in the isocenter plane at a depth of 3.0 cm in a solid water phantom. Three MLC leaf sequence files with different correction schemes similar to those described previously were generated and delivered for each IMRT field. The dose distributions corresponding to these cases were measured and compared.

RESULTS

Head scatter factor

Figure 4 shows the measured and calculated head scatter factors for square fields from 4 cm to 40 cm at isocenter for the 15 MV beam. The line is the calculated values; the scattered solid circles represent the measured ones. The agreement between these two groups of data is within 0.3% for all measurement fields. Table 1 lists the measured and calculated head scatter factors for eight different beamlets in four randomly chosen segments of a clinical prostate IMRT field (two of the four segments are shown in Fig. 5). The four measurement positions (the corresponding measurement results are listed in Table 1) in these two segments are also labeled in Fig. 5. For all measured beamlets, the calculated results agree with the measurements within 0.8%.

Fluence maps

The first test was done by using a $10 \times 10$ cm$^2$ open beam. In this case, the desired intensity map for the test field was set to a uniform distribution of 30 MU. Table 2 lists the incident intensity maps calculated by the different leaf sequence files: (1) both transmission and head scatter were ignored (Table 2(a)), (2) only transmission was corrected (Table 2(b)), and (3) both transmission and head scatter were corrected by our method (Table 2(c)). The values listed in Table 2 are the absolute MUs for each beamlet. It could be easily obtained from Table 2 that the absolute intensity deviation between the calculated and the desired intensity map was about 1.2 MU (~ 4.0% of the desired intensity) if both head scatter and transmission were ignored, about ~1.0 MU (~ 3.3% of the desired intensity) if only transmission was corrected and ~0.1 MU (~0.3% of the desired intensity) when both effects were corrected by our method.

A six-field prostate IMRT treatment was also used to assess our algorithm. The beam incident angles were 0°, 40°, 115°, 180°, 245°, and 320°, respectively, in Varian’s convention. The intensity level was set to 10, and the leaf sequences were generated using the CORVUS planning system. The numbers of segments for the six fields were 16, 15, 12, 16, 13, and 13, respectively. In Table 3(a), we show the desired intensity map for the field with gantry angle of 0°. In Table 3(b) to (d), we also show the intensity maps
Incorporating leaf transmission and head scatter corrections

Desired intensity map $\Phi_d(i,j)$ produced by optimization module

Obtain MLC leaf sequences with inclusion of transmission and head scatter

Calculate the desired dose distributions in solid water phantom by Monte Carlo

Deliver using the leaf sequence file and measure the dose distribution in solid water phantom

Compare the calculated and measured dose distributions to verify the accuracy of our method

Fig. 2. The dose verification process for validating the algorithm.

Fig. 3. The schematic diagram of the intuitive test field. The field includes five consecutive $2.0 \times 10$ cm$^2$ segments and attempts to produce a $10 \times 10$ cm$^2$ open beam.
calculated by using the uncorrected, corrected, and only transmission-corrected leaf sequence files. In Table 3, we find that the maximum absolute MU differences between the calculated and desired intensity maps were about 1.5 MU (±3.0% of the maximum MU in the field) if neither head scatter nor transmission was corrected, and about -2 MU (± -4.0% of the maximum MU in the field) if only transmission was corrected. The maximum differences between the relative intensity maps for these two situations were about 3% and 2%, respectively. After correcting for the transmission and head scatter using our algorithm, both the absolute and relative intensity maps were in agreement with desired ones within 1.0% of the maximum intensity of the field, except those beamlets whose desired intensity was zero. Table 4 lists the obtained correction factors to the fractional MUs for the IMRT field. Similar results were also found for the other five fields of the case.

**Dosimetric verification**

Figures 6a and 6b show the measured relative and absolute dose profiles in the isocenter plane at depth 5 cm in solid water for the test field along the midline of the 21st leaf pair (0.5 cm from isocenter in Y2 direction). The dose profiles of the single-segment (conventional) 10 × 10 cm² field are also shown for comparison. Although there were almost no differences between the relative dose distributions, the discrepancies between the absolute dose distributions were quite large. The absolute dose without considering the head scatter and transmission was higher than that of single-segment 10 × 10 cm² field by about 1.2 cGy (~3.8%). When only the transmission was corrected, the absolute dose profile was lower than that of single-segment 10 × 10 cm² field by about 1.1 cGy (~ -3.5%). Our leaf sequence file, which corrected for both head and transmission, generated a dose distribution very close to that of single-segment 10 × 10 cm² field (within 1.0% deviation).

The dose distributions calculated using Monte Carlo simulation for the IMRT field with gantry angle 0° are shown in Figs. 7a and 7b as thick solid lines. The measured dose distributions delivered by the leaf sequence files with and without correcting for the transmission and head scatter are shown in

<table>
<thead>
<tr>
<th>Beamlet No.</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
<th>7</th>
<th>8</th>
</tr>
</thead>
<tbody>
<tr>
<td>Calculated $S_c$</td>
<td>0.948</td>
<td>0.954</td>
<td>0.945</td>
<td>0.965</td>
<td>0.979</td>
<td>0.962</td>
<td>0.976</td>
<td>0.961</td>
</tr>
<tr>
<td>Measured $S_c$</td>
<td>0.942</td>
<td>0.959</td>
<td>0.939</td>
<td>0.972</td>
<td>0.975</td>
<td>0.954</td>
<td>0.969</td>
<td>0.955</td>
</tr>
<tr>
<td>Diff (%)</td>
<td>0.6</td>
<td>-0.5</td>
<td>0.6</td>
<td>-0.7</td>
<td>0.4</td>
<td>0.8</td>
<td>0.7</td>
<td>0.4</td>
</tr>
</tbody>
</table>

Diff = (Calculated $S_c$ - measured $S_c$)/measured $S_c \times 100\%$. 

Fig. 4. The measured and calculated head scatter factors for square field size from 4 cm to 40 cm at isocenter for 15 MV photon beam. All the data are normalized to the value of a 10 × 10 cm² field at SAD. The line and solid dots represent the calculated and measured data, respectively.
Fig. 5. Two segments of clinical prostate intensity-modulated radiation therapy fields. The four measured positions are labeled in the figure and the corresponding head scatter factors are listed in Table 1.

Figs. 7a and 7b as thin broken lines, respectively. The calculated and measured relative and absolute dose profiles along the leaf-moving direction at the off-axis distance of 1.5 cm (through the middle of the 22nd leaf pairs) and 0.5 cm (through

Table 2. The intensity maps for a test field. (a) The calculated intensity map without corrections of head scatter and transmission. (b) The calculated intensity map only corrected transmission. (c) The calculated intensity map corrected for both head scatter and transmission.*

<table>
<thead>
<tr>
<th></th>
<th>4.5</th>
<th>-3.5</th>
<th>-2.5</th>
<th>-1.5</th>
<th>0.5</th>
<th>0.5</th>
<th>1.5</th>
<th>2.5</th>
<th>4.5</th>
<th>4.5</th>
</tr>
</thead>
<tbody>
<tr>
<td>(a)</td>
<td>-4.5</td>
<td>-3.5</td>
<td>-2.5</td>
<td>-1.5</td>
<td>0.5</td>
<td>0.5</td>
<td>1.5</td>
<td>2.5</td>
<td>4.5</td>
<td>4.5</td>
</tr>
<tr>
<td>4.5</td>
<td>30.9</td>
<td>30.9</td>
<td>31</td>
<td>31</td>
<td>31</td>
<td>31</td>
<td>31</td>
<td>31</td>
<td>30.9</td>
<td>30.9</td>
</tr>
<tr>
<td>3.5</td>
<td>30.9</td>
<td>30.9</td>
<td>31</td>
<td>31</td>
<td>31.1</td>
<td>31.1</td>
<td>31.1</td>
<td>31.1</td>
<td>31</td>
<td>31</td>
</tr>
<tr>
<td>2.5</td>
<td>31</td>
<td>31</td>
<td>31.1</td>
<td>31.1</td>
<td>31.1</td>
<td>31.1</td>
<td>31.1</td>
<td>31.1</td>
<td>31</td>
<td>31</td>
</tr>
<tr>
<td>1.5</td>
<td>31</td>
<td>31</td>
<td>31.1</td>
<td>31.1</td>
<td>31.1</td>
<td>31.1</td>
<td>31.1</td>
<td>31.1</td>
<td>31</td>
<td>31</td>
</tr>
<tr>
<td>0.5</td>
<td>31</td>
<td>31</td>
<td>31.1</td>
<td>31.1</td>
<td>31.1</td>
<td>31.2</td>
<td>31.2</td>
<td>31.2</td>
<td>31</td>
<td>31</td>
</tr>
<tr>
<td>-0.5</td>
<td>31</td>
<td>31</td>
<td>31.1</td>
<td>31.1</td>
<td>31.2</td>
<td>31.2</td>
<td>31.2</td>
<td>31.2</td>
<td>31</td>
<td>31</td>
</tr>
<tr>
<td>-1.5</td>
<td>31</td>
<td>31</td>
<td>31.1</td>
<td>31.1</td>
<td>31.2</td>
<td>31.2</td>
<td>31.2</td>
<td>31.2</td>
<td>31</td>
<td>31</td>
</tr>
<tr>
<td>-2.5</td>
<td>31</td>
<td>31</td>
<td>31.1</td>
<td>31.1</td>
<td>31.1</td>
<td>31.1</td>
<td>31.1</td>
<td>31.1</td>
<td>31</td>
<td>31</td>
</tr>
<tr>
<td>-3.5</td>
<td>30.9</td>
<td>30.9</td>
<td>31</td>
<td>31</td>
<td>31</td>
<td>31</td>
<td>31</td>
<td>31</td>
<td>30.9</td>
<td>30.9</td>
</tr>
<tr>
<td>-4.5</td>
<td>30.9</td>
<td>30.9</td>
<td>31</td>
<td>31</td>
<td>31</td>
<td>31</td>
<td>31</td>
<td>31</td>
<td>30.9</td>
<td>30.9</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th></th>
<th>4.5</th>
<th>-3.5</th>
<th>-2.5</th>
<th>-1.5</th>
<th>0.5</th>
<th>0.5</th>
<th>1.5</th>
<th>2.5</th>
<th>4.5</th>
<th>4.5</th>
</tr>
</thead>
<tbody>
<tr>
<td>(b)</td>
<td>-4.5</td>
<td>-3.5</td>
<td>-2.5</td>
<td>-1.5</td>
<td>0.5</td>
<td>0.5</td>
<td>1.5</td>
<td>2.5</td>
<td>4.5</td>
<td>4.5</td>
</tr>
<tr>
<td>4.5</td>
<td>28.8</td>
<td>28.8</td>
<td>28.9</td>
<td>28.9</td>
<td>28.9</td>
<td>28.9</td>
<td>28.9</td>
<td>28.9</td>
<td>28.8</td>
<td>28.8</td>
</tr>
<tr>
<td>3.5</td>
<td>28.9</td>
<td>28.9</td>
<td>29</td>
<td>29</td>
<td>29</td>
<td>29</td>
<td>29</td>
<td>29</td>
<td>28.9</td>
<td>28.9</td>
</tr>
<tr>
<td>2.5</td>
<td>28.9</td>
<td>28.9</td>
<td>29</td>
<td>29</td>
<td>29</td>
<td>29</td>
<td>29</td>
<td>29</td>
<td>28.9</td>
<td>28.9</td>
</tr>
<tr>
<td>1.5</td>
<td>29</td>
<td>29</td>
<td>29.1</td>
<td>29.1</td>
<td>29.1</td>
<td>29.1</td>
<td>29.1</td>
<td>29.1</td>
<td>29</td>
<td>29</td>
</tr>
<tr>
<td>0.5</td>
<td>29</td>
<td>29</td>
<td>29.1</td>
<td>29.1</td>
<td>29.1</td>
<td>29.1</td>
<td>29.1</td>
<td>29.1</td>
<td>29</td>
<td>29</td>
</tr>
<tr>
<td>-0.5</td>
<td>29</td>
<td>29</td>
<td>29.1</td>
<td>29.1</td>
<td>29.1</td>
<td>29.1</td>
<td>29.1</td>
<td>29.1</td>
<td>29</td>
<td>29</td>
</tr>
<tr>
<td>-1.5</td>
<td>29</td>
<td>29</td>
<td>29.1</td>
<td>29.1</td>
<td>29.1</td>
<td>29.1</td>
<td>29.1</td>
<td>29.1</td>
<td>29</td>
<td>29</td>
</tr>
<tr>
<td>-2.5</td>
<td>28.9</td>
<td>28.9</td>
<td>29</td>
<td>29</td>
<td>29</td>
<td>29</td>
<td>29</td>
<td>29</td>
<td>28.9</td>
<td>28.9</td>
</tr>
<tr>
<td>-3.5</td>
<td>28.9</td>
<td>28.9</td>
<td>29</td>
<td>29</td>
<td>29</td>
<td>29</td>
<td>29</td>
<td>29</td>
<td>28.9</td>
<td>28.9</td>
</tr>
<tr>
<td>-4.5</td>
<td>28.8</td>
<td>28.8</td>
<td>28.9</td>
<td>28.9</td>
<td>28.9</td>
<td>28.9</td>
<td>28.9</td>
<td>28.9</td>
<td>28.8</td>
<td>28.8</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th></th>
<th>4.5</th>
<th>-3.5</th>
<th>-2.5</th>
<th>-1.5</th>
<th>0.5</th>
<th>0.5</th>
<th>1.5</th>
<th>2.5</th>
<th>4.5</th>
<th>4.5</th>
</tr>
</thead>
<tbody>
<tr>
<td>(c)</td>
<td>-4.5</td>
<td>-3.5</td>
<td>-2.5</td>
<td>-1.5</td>
<td>0.5</td>
<td>0.5</td>
<td>1.5</td>
<td>2.5</td>
<td>4.5</td>
<td>4.5</td>
</tr>
<tr>
<td>4.5</td>
<td>29.9</td>
<td>29.9</td>
<td>29.9</td>
<td>29.9</td>
<td>29.9</td>
<td>29.9</td>
<td>29.9</td>
<td>29.9</td>
<td>29.9</td>
<td>29.9</td>
</tr>
<tr>
<td>3.5</td>
<td>30</td>
<td>30</td>
<td>30</td>
<td>30</td>
<td>30</td>
<td>30</td>
<td>30</td>
<td>30</td>
<td>30</td>
<td>30</td>
</tr>
<tr>
<td>2.5</td>
<td>30</td>
<td>30</td>
<td>30</td>
<td>30</td>
<td>30</td>
<td>30</td>
<td>30</td>
<td>30</td>
<td>30</td>
<td>30</td>
</tr>
<tr>
<td>1.5</td>
<td>30.1</td>
<td>30.1</td>
<td>30.1</td>
<td>30.1</td>
<td>30.1</td>
<td>30.1</td>
<td>30.1</td>
<td>30.1</td>
<td>30.1</td>
<td>30.1</td>
</tr>
<tr>
<td>0.5</td>
<td>30.1</td>
<td>30.1</td>
<td>30.1</td>
<td>30.1</td>
<td>30.1</td>
<td>30.1</td>
<td>30.1</td>
<td>30.1</td>
<td>30.1</td>
<td>30.1</td>
</tr>
<tr>
<td>-0.5</td>
<td>30.1</td>
<td>30.1</td>
<td>30.1</td>
<td>30.1</td>
<td>30.1</td>
<td>30.1</td>
<td>30.1</td>
<td>30.1</td>
<td>30.1</td>
<td>30.1</td>
</tr>
<tr>
<td>-1.5</td>
<td>30.1</td>
<td>30.1</td>
<td>30.1</td>
<td>30.1</td>
<td>30.1</td>
<td>30.1</td>
<td>30.1</td>
<td>30.1</td>
<td>30.1</td>
<td>30.1</td>
</tr>
<tr>
<td>-2.5</td>
<td>30</td>
<td>30</td>
<td>30</td>
<td>30</td>
<td>30</td>
<td>30</td>
<td>30</td>
<td>30</td>
<td>30</td>
<td>30</td>
</tr>
<tr>
<td>-3.5</td>
<td>30</td>
<td>30</td>
<td>30</td>
<td>30</td>
<td>30</td>
<td>30</td>
<td>30</td>
<td>30</td>
<td>30</td>
<td>30</td>
</tr>
<tr>
<td>-4.5</td>
<td>29.9</td>
<td>29.9</td>
<td>29.9</td>
<td>29.9</td>
<td>29.9</td>
<td>29.9</td>
<td>29.9</td>
<td>29.9</td>
<td>29.9</td>
<td>29.9</td>
</tr>
</tbody>
</table>

* The values in this table are the absolute MU for each beamlet, and the beamlets are indexed by their center positions (cm). The isocenter is at (0,0).
Table 3. The intensity maps for the clinical intensity-modulated field with gantry angle 0°. (a) The desired intensity map. (b) The calculated intensity map without corrections of head scatter and transmission. (c) The calculated intensity map corrected for both head scatter and transmission. (d) The calculated intensity map only corrected for transmission.

<table>
<thead>
<tr>
<th></th>
<th>-2.5</th>
<th>-1.5</th>
<th>-0.5</th>
<th>0.5</th>
<th>1.5</th>
<th>2.5</th>
<th>3.5</th>
</tr>
</thead>
<tbody>
<tr>
<td>(a)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>2.5</td>
<td>39.2</td>
<td>44.8</td>
<td>56</td>
<td>44.8</td>
<td>28</td>
<td>50.4</td>
<td>5.6</td>
</tr>
<tr>
<td>1.5</td>
<td>50.4</td>
<td>56</td>
<td>28</td>
<td>39.2</td>
<td>50.4</td>
<td>22.4</td>
<td>22.4</td>
</tr>
<tr>
<td>0.5</td>
<td>39.2</td>
<td>28</td>
<td>28</td>
<td>16.8</td>
<td>50.4</td>
<td>39.2</td>
<td>39.2</td>
</tr>
<tr>
<td>-0.5</td>
<td>56</td>
<td>56</td>
<td>50.4</td>
<td>56</td>
<td>50.4</td>
<td>22.4</td>
<td>0</td>
</tr>
<tr>
<td>-1.5</td>
<td>56</td>
<td>28</td>
<td>44.8</td>
<td>44.8</td>
<td>28</td>
<td>56</td>
<td>0</td>
</tr>
<tr>
<td>-2.5</td>
<td>16.8</td>
<td>5.6</td>
<td>16.8</td>
<td>44.8</td>
<td>56</td>
<td>39.2</td>
<td>0</td>
</tr>
<tr>
<td>-3.5</td>
<td>0</td>
<td>39.2</td>
<td>50.4</td>
<td>44.8</td>
<td>33.6</td>
<td>16.8</td>
<td>0</td>
</tr>
<tr>
<td>-4.5</td>
<td>0</td>
<td>44.8</td>
<td>56</td>
<td>16.8</td>
<td>22.4</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>-5.5</td>
<td>0</td>
<td>0</td>
<td>39.2</td>
<td>56</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>(b)</th>
<th>-2.5</th>
<th>-1.5</th>
<th>-0.5</th>
<th>0.5</th>
<th>1.5</th>
<th>2.5</th>
<th>3.5</th>
</tr>
</thead>
<tbody>
<tr>
<td>2.5</td>
<td>38.9</td>
<td>44.3</td>
<td>55</td>
<td>44.5</td>
<td>28.5</td>
<td>49.6</td>
<td>7.1</td>
</tr>
<tr>
<td>1.5</td>
<td>49.8</td>
<td>55.2</td>
<td>28.7</td>
<td>39.3</td>
<td>49.9</td>
<td>23.1</td>
<td>23.1</td>
</tr>
<tr>
<td>0.5</td>
<td>39</td>
<td>28.5</td>
<td>28.8</td>
<td>18</td>
<td>50.1</td>
<td>39.2</td>
<td>39.2</td>
</tr>
<tr>
<td>-0.5</td>
<td>55.2</td>
<td>55.2</td>
<td>50.2</td>
<td>55.5</td>
<td>50</td>
<td>23.1</td>
<td>1.7</td>
</tr>
<tr>
<td>-1.5</td>
<td>55</td>
<td>28.8</td>
<td>45</td>
<td>45</td>
<td>28.8</td>
<td>54.9</td>
<td>1.7</td>
</tr>
<tr>
<td>-2.5</td>
<td>17.4</td>
<td>7.2</td>
<td>17.9</td>
<td>45.1</td>
<td>55.5</td>
<td>39.3</td>
<td>1.7</td>
</tr>
<tr>
<td>-3.5</td>
<td>1.7</td>
<td>38.6</td>
<td>49.4</td>
<td>44.9</td>
<td>34.1</td>
<td>17.9</td>
<td>1.7</td>
</tr>
<tr>
<td>-4.5</td>
<td>1.7</td>
<td>44.3</td>
<td>55</td>
<td>17.9</td>
<td>23.2</td>
<td>1.7</td>
<td>1.7</td>
</tr>
<tr>
<td>-5.5</td>
<td>1.7</td>
<td>1.7</td>
<td>38.4</td>
<td>54.4</td>
<td>1</td>
<td>1</td>
<td>1.7</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>(c)</th>
<th>-2.5</th>
<th>-1.5</th>
<th>-0.5</th>
<th>0.5</th>
<th>1.5</th>
<th>2.5</th>
<th>3.5</th>
</tr>
</thead>
<tbody>
<tr>
<td>2.5</td>
<td>39.6</td>
<td>45.1</td>
<td>55.8</td>
<td>45.1</td>
<td>28.4</td>
<td>49.7</td>
<td>6.1</td>
</tr>
<tr>
<td>1.5</td>
<td>50.6</td>
<td>55.9</td>
<td>28.3</td>
<td>39.3</td>
<td>50</td>
<td>22.8</td>
<td>22.8</td>
</tr>
<tr>
<td>0.5</td>
<td>39.7</td>
<td>28</td>
<td>28.4</td>
<td>17.3</td>
<td>50.1</td>
<td>39.3</td>
<td>39.3</td>
</tr>
<tr>
<td>-0.5</td>
<td>55.9</td>
<td>55.9</td>
<td>50.2</td>
<td>56</td>
<td>50.1</td>
<td>22.7</td>
<td>1.8</td>
</tr>
<tr>
<td>-1.5</td>
<td>55.8</td>
<td>28.4</td>
<td>44.5</td>
<td>44.5</td>
<td>28.4</td>
<td>55.9</td>
<td>1.8</td>
</tr>
<tr>
<td>-2.5</td>
<td>16.8</td>
<td>5.6</td>
<td>17.3</td>
<td>44.5</td>
<td>55.9</td>
<td>39.7</td>
<td>1.8</td>
</tr>
<tr>
<td>-3.5</td>
<td>1.8</td>
<td>39.4</td>
<td>50.3</td>
<td>44.3</td>
<td>33.9</td>
<td>17.4</td>
<td>1.8</td>
</tr>
<tr>
<td>-4.5</td>
<td>1.8</td>
<td>45.1</td>
<td>55.8</td>
<td>17.5</td>
<td>22.4</td>
<td>1.8</td>
<td>1.8</td>
</tr>
<tr>
<td>-5.5</td>
<td>1.8</td>
<td>1.8</td>
<td>39.3</td>
<td>55.5</td>
<td>1.8</td>
<td>1.8</td>
<td>1.8</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>(d)</th>
<th>-2.5</th>
<th>-1.5</th>
<th>-0.5</th>
<th>0.5</th>
<th>1.5</th>
<th>2.5</th>
<th>3.5</th>
</tr>
</thead>
<tbody>
<tr>
<td>2.5</td>
<td>37.8</td>
<td>43.3</td>
<td>54.2</td>
<td>43.5</td>
<td>27.2</td>
<td>48.7</td>
<td>5.5</td>
</tr>
<tr>
<td>1.5</td>
<td>48.9</td>
<td>54.4</td>
<td>27.4</td>
<td>38.2</td>
<td>49</td>
<td>21.9</td>
<td>21.8</td>
</tr>
<tr>
<td>0.5</td>
<td>37.9</td>
<td>27.2</td>
<td>27.5</td>
<td>16.6</td>
<td>49.2</td>
<td>38.1</td>
<td>38.1</td>
</tr>
<tr>
<td>-0.5</td>
<td>54.4</td>
<td>54.4</td>
<td>49.3</td>
<td>54.7</td>
<td>49.1</td>
<td>21.8</td>
<td>1.7</td>
</tr>
<tr>
<td>-1.5</td>
<td>54.2</td>
<td>27.5</td>
<td>44</td>
<td>44</td>
<td>27.5</td>
<td>54.1</td>
<td>1.7</td>
</tr>
<tr>
<td>-2.5</td>
<td>16</td>
<td>5.5</td>
<td>16.5</td>
<td>44</td>
<td>54.7</td>
<td>38.2</td>
<td>1.7</td>
</tr>
<tr>
<td>-3.5</td>
<td>1.7</td>
<td>37.5</td>
<td>48.5</td>
<td>43.9</td>
<td>32.9</td>
<td>16.5</td>
<td>1.7</td>
</tr>
<tr>
<td>-4.5</td>
<td>1.7</td>
<td>43.2</td>
<td>54.2</td>
<td>16.5</td>
<td>21.9</td>
<td>1.7</td>
<td>1.7</td>
</tr>
<tr>
<td>-5.5</td>
<td>1.7</td>
<td>1.7</td>
<td>37.4</td>
<td>53.6</td>
<td>1.7</td>
<td>1.7</td>
<td>1.7</td>
</tr>
</tbody>
</table>

* The values in this table are the absolute MU for each beamlet, and the beamlets are indexed by their center positions (cm). The intensity-modulated radiation therapy isocenter is at (0,0).

Table 4. Correction factors of the fractional MUs for the intensity-modulated radiation therapy field with gantry angle 0°.

<table>
<thead>
<tr>
<th>Segment No.</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
<th>7</th>
<th>8</th>
</tr>
</thead>
<tbody>
<tr>
<td>C_{tr}</td>
<td>-0.0059</td>
<td>0.0201</td>
<td>-0.0109</td>
<td>-0.0025</td>
<td>0.0163</td>
<td>-0.0107</td>
<td>0.0007</td>
<td>0.0015</td>
</tr>
<tr>
<td>C_{scr}</td>
<td>-0.0143</td>
<td>0.0208</td>
<td>-0.0130</td>
<td>-0.0063</td>
<td>0.0163</td>
<td>-0.0123</td>
<td>-0.0001</td>
<td>-0.0002</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Segment No.</th>
<th>9</th>
<th>10</th>
<th>11</th>
<th>12</th>
<th>13</th>
<th>14</th>
<th>15</th>
<th>16</th>
</tr>
</thead>
<tbody>
<tr>
<td>C_{tr}</td>
<td>0.0016</td>
<td>0.0092</td>
<td>-0.0093</td>
<td>0.0042</td>
<td>-0.0035</td>
<td>-0.0014</td>
<td>0.0099</td>
<td>-0.0038</td>
</tr>
<tr>
<td>C_{scr}</td>
<td>0.0011</td>
<td>0.0075</td>
<td>-0.0120</td>
<td>0.0059</td>
<td>-0.0056</td>
<td>-0.0047</td>
<td>0.0079</td>
<td>0.0111</td>
</tr>
</tbody>
</table>

* The number of intensity levels is set to 10. C_{tr} = the correction factors only corrected for transmission; C_{scr} = correction factors corrected for both head scatter and transmission; + = the fractional MU of this segment should be reduced by \( \Delta F = C \times M_{U_{iso}} \); - = the fractional MU of this segment should be increased by \( \Delta F = C \times M_{U_{iso}} \); M_{U_{iso}} = total irradiated MU for this intensity-modulated radiation therapy field.
Fig. 9. Simple one-dimensional intensity-modulated radiation therapy fields consisted of four beamlets and three intensity levels. For Patients 1–3, analytic solutions can be obtained if only transmission is taken into account because the number of independent equations is less or equal to the number of correction factors (the number of variables, here is equal to 3). For Patient 4, there exists no analytic solution because the number of independent equations is larger than the number of correction factors.

For some disease sites (e.g., prostate, head-and-neck diseases), the desired intensity profiles produced by the optimization module tend to be highly complex. As a result, a large number of small segments, even potentially a single beamlet, are included in the leaf sequences. In these cases, head scatter will have significant influence on incident fluence because of the fast reduction of head scatter with the field size in the small field limit. The influence is even larger than that of transmission in some circumstances. This is why there are some regions in our measured profiles where the measured absolute doses are less than the Monte Carlo calculations even if both the transmission and head scatter have been ignored. To accurately determine head scatter distribution for each segment, we employed a three-source model.

It is interesting to confirm that transmission and head scatter usually have opposite influences on the delivered doses. The head scatter correction tends to reduce the incident intensity values and requires the leaf sequence to be modified to increase beam-on time. The transmission correction, on the contrary, tends to increase the incident intensity values and requires the leaf sequence to reduce beam-on time. If only transmission is considered in the leaf sequence algorithm, the deviations from the desired intensity maps may become larger than if none of the two factors is corrected in the leaf sequence algorithm because the effects of transmission and head scatter may partially cancel each other. This is especially true when there are a large number of small segments in the IMRT field. For this reason, the absolute dose discrepancies from the Monte Carlo calculation in some parts of the measured profiles (shown in Figs. 8b and 8d) are larger when only transmission is corrected than that when both effects are neglected. Similar results are also reported recently by Azcona et al. (11). In short, to obtain the dose distributions as close as that calculated by the inverse treatment planning system, both transmission and head scatter should be corrected accurately.

From Fig. 8, we find that the relative dose at the areas of lower dose (for example, area A in Fig. 8a) is higher than the Monte Carlo calculated dose if head scatter and transmission are not corrected. This is because these areas are blocked by MLC much longer than in other areas and receive the largest transmission contributions. In addition, as shown in Fig. 8, our measured and calculated results also indicate that the head scatter and transmission corrections have larger influences on the absolute dose (or intensity) distributions than on the relative dose (or intensity) distributions. As a consequence, if the details of head scatter and transmission relative distributions are ignored, the averaged effects for head scatter and transmission can be approximately corrected by an experimentally
determined adjusting factor, which is similar to the empiric scaling factor used by Azcona et al. (11) and by the CORVUS inverse planning system. The deviations in absolute dose distributions can be reduced greatly by using an empiric scaling factor if an accurate head scatter calculation model is not available or only transmission is taken into account.

When the number of intensity levels used to stratify the intensity profiles is increased, we observe that the deviations between the incident intensity map calculated by the corrected leaf sequences and the desired one decrease. This is because the number of segments usually increases with the number of intensity levels, providing more adjustable variables in the leaf sequence file.

The proposed algorithm is an optimization process, and it is not necessary to start the calculation with a leaf sequence generated without correcting the transmission and head scatter effects. Any leaf sequence with inaccurate corrections can be used as the starting point. In this sense, our program can be used as a tool for postplan repairing. In addition, the algorithm is quite general and can be used for any step-and-shoot delivery and for any type of MLC.

CONCLUSIONS

Unlike conventional radiation treatment with static MLC fields, there are significant dosimetric issues that must be addressed when IMRT delivery is used. In this article, an algorithm for correcting the effects of the transmission and head scatter in step-and-shoot leaf sequences is presented. The experimental data indicate that the deviations of the delivered fluence (dose) corrected using the algorithm from the desired ones are significantly decreased for both the relative and absolute distributions. Although the proposed technique was applied to the Varian MLC, the methodology can be easily extended to deal with IMRT deliveries of other vendors.
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A commonly known deficiency of currently available inverse planning systems is the difficulty in fine-tuning the final dose distribution. In practice, it is not uncommon that just a few unsatisfactory regions in the planning target volume or an organ at risk prevent an intensity modulated radiation therapy (IMRT) plan from being clinically acceptable. The purpose of this work is to introduce a mechanism for controlling the regional doses after a conventional IMRT plan is obtained and to demonstrate its clinical utility. Two types of importance factors are introduced in the objective function to model the tradeoffs of different clinical objectives. The first is the conventional structure-dependent importance factor, which quantifies the interstructure tradeoff. The second type is the voxel-dependent importance factor which “modulates” the importance of different voxels within a structure. The planning proceeds in two major steps. First a conventional inverse planning is performed, where the structure-dependent importance factors are determined in a trial-and-error fashion. The next level of planning involves fine-tuning the regional doses to meet specific clinical requirements. To achieve this, the voxels where doses need to be modified are identified either graphically on the isodose layouts, or on the corresponding dose-volume histogram (DVH) curves. The importance value of these voxels is then adjusted to increase/decrease the penalty at the corresponding regions. The technique is applied to two clinical cases. It was found that both tumor hot spots and critical structure maximal doses can be easily controlled by varying the regional penalty. One to three trials were sufficient for the conventionally optimized dose distributions to be adjusted to meet clinical expectation. Thus introducing the voxel-dependent penalty scheme provides an effective means for IMRT dose distributions painting and sculpting. © 2003 American Association of Physicists in Medicine. [DOI: 10.1118/1.1556610]
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I. INTRODUCTION

Treatment planning requires the calculation of a set of parameters for the delivery of a certain radiation dose to the tumor. If IMRT is to be used, the number of physically feasible plans is huge, and efforts have been focused on the determination of the beamlet weights for preselected beam energies and beam configurations. Inverse planning is often used to derive the beam parameters with an objective function as the ranking criterion. Many attempts have been made in trying to construct clinically relevant objective functions, in linear, quadratic, and nonlinear forms. They can be classified as dose-based\textsuperscript{1-11} and biological-based models.\textsuperscript{12-14} The former is concerned with accurate dose distributions and the latter argues that optimization can be guided by estimates of biological effects on considered tissues. In principle, the biologically based models are most relevant for plan ranking. However, the dose-response function of various structures is not sufficiently understood. At this point, the dose-based approach is still widely employed in practice whereas biological models are more often used for research. This is also evidenced by the fact that all commercial IMRT planning systems have chosen dose-based ranking as the starting point.

There exist many algorithms for inverse planning. In all cases, the optimizations are reported to be successful. To a large extent, the success is of a mathematical nature. Indeed, while investigating a few commercial IMRT planning systems at Stanford, we found that the plans computed by what are called optimization systems are not always within the expectation of the planner and that several trial-and-error adjustments of the system parameters might be required to achieve a clinically acceptable plan. Given a patient, the obtained plan can vary widely from one planer to the next, even within a department. Furthermore these IMRT treatment plans are often suboptimal for patient treatments. If IMRT is to have a genuine and broad impact on radiation therapy, a more adaptable and “intelligent” inverse planning must be developed.

In our opinion, the underlying reason for the inverse planning to be an intractable process lies in the existence of multiple free parameters (e.g., the prescribed doses to the target and sensitive structures, the importance factors of various structures, beam orientations) in the current IMRT dose optimization formalisms, and the lack of a more explicit relation between these parameters and the final dose distribution. The determination of these parameters is essentially a “guessing” game and multiple trial-and-errors are often needed. The influence of the free parameters on the final solution is not known until the optimization is performed.

With the development of fast inverse planning algorithms and the advancement of computer technology, it is possible to computationally determine an optimal set of importance factors\textsuperscript{15} or even to establish a computational environment in
which the importance factors are adjusted interactively during the optimization process. While facilitating the planning process, this approach is still not intuitive and transparent because of the implicit relation between the final plan and the parameters. On one hand, our plan selection decision making is based on the visual evaluation of the isodose distribution or DVHs. On the other hand, in order to modify the dose at a region or to change the shape of a DVH curve, we need to go back to the beginning of plan optimization process and modify some parameters whose role to the dose in the region of interest is known only vaguely. In reality, it is this vagueness or ambiguity that makes the inverse planning process difficult to control and tedious. If we proceed along the above procedure, the best we can achieve is to lower/increase the overall dose to a structure. Therefore, lack of control over the local doses within a structure has been considered as one of the major problems in inverse planning.

The question that we ask here is knowing the region(s) that is "hot" or "cold" for a given solution, or knowing the part of a DVH curve that we wish to modify, is it possible to directly identify the responsible parties in the parameter space and then vary them accordingly so that the dose distribution is improved toward our expectation? The difficulty is that the location of the hot/cold region that needs to be "tweaked" is not known until the "optimal" plan is obtained. Consequently, an "on-the-fly" mechanism is highly desirable to adaptively fine-tune the dose distribution after a solution close to the optimum is obtained. When this process is realized manually (that is, visually identifying the "hot" or "cold" regions on isodose plots or identifying the unsatisfactory part of a DVH curve using a computer mouse), it provides us with a natural adaptive planning environment. Toward establishing such an interactive planning environment, we introduce a new inverse-planning scheme in which the importance factors are defined on a voxel specific basis rather than on an anatomical structure basis. The new scheme provides an adaptive mechanism to fine-tune the local doses and enables us to adaptively search for plans that otherwise would be unreachable.

This paper is organized as follows. In Sec. II we provide some background knowledge on the modeling of the tradeoff strategies in inverse planning and summarize the useful features of the voxel-dependent tradeoff scheme. Issues related to the implementation of the voxel-dependent penalty scheme are also described. To demonstrate the utility of the new inverse planning scheme, we have applied it to study two clinical cases. The results will be summarized in Sec. III along with some in-depth discussion. We conclude in Sec. IV.

II. METHODS AND MATERIALS

In inverse planning, dose optimization is performed under the guidance of an objective function, which is defined as a global quantity derived from general physical considerations. Because the clinical objectives are usually multifaceted and potentially incompatible with one another, a set of structure-dependent importance factors is often incorporated in the objective function to parametrize the trade-off strategies. After an "optimal" plan is computed for a trial set of importance factors, there are generally two types of dose modifications that may be needed in the target volume or a sensitive structure. One is the overall dose in a structure, and the other is the dose in one or more sub-volumes of a structure. The former modification is generally handled by the trial-and-error adjustments of structure-specific importance factors. The latter situation occurs quite frequently in clinical IMRT planning and is problematic. In practice, it is not uncommon that just a few unsatisfactory regions of the target volume or a sensitive structure prevent an optimized plan from being clinically acceptable. For instance, in a prostate IMRT treatment, one may wish to control more freely the dose to the urethra and perhaps the dose at the prostate-rectum boundary. Unfortunately, with the structure-specific importance factors, the system is under-determined and the best we can do is to adjust the structure specific importance that influence not only the dose in the region of concern, but also in other part of the system.

The key to enhance the degree of controllability over the regional doses is to establish a more effective link between the local dosimetric behavior of the system and the system variables. According to the current inverse planning designs, parameters like importance factors, prescription doses, maximum doses, etc., are used to control the dosimetric behavior at an anatomical structure level. Although some degree of controllability is achievable, the option to influence purposely dose at specific points within structures is hardly possible. To solve this dilemma, we introduce voxel-dependent importance factors into the inverse planning as a means to control the intrastructural tradeoffs and describe a manual planning method in which the local importance factors are adaptively modified to meet our clinical requirements. With the use of the voxel-based penalty scheme, the regional penalty will not depend only on the dose discrepancy between prescription and calculated doses but also on the local importance information, which is based on a priori or a posteriori knowledge.

To proceed along the line described above, we write the importance factor at a voxel as a product of two factors, an overall factor specific to the structure , a voxel dependent component describing the relative weighting of different voxels inside the structure, . The s's parameterize the overall tradeoff strategy of different structures, whereas s characterize the inner-structural weightings. The conventional quadratic objective function now reads

\[ F = \sum_{\sigma} \left[ \frac{1}{N_\sigma} \sum_{n=1}^{N_\sigma} r_{\sigma}^n \cdot [D_o(n) - D_s(n)]^2 \right], \]

(1)

where \( N_\sigma \) represents the total number of voxels of a structure, \( D_o(n) \) is the prescription dose and \( D_s(n) \) is the calculated dose at each iteration. The dose calculation algorithm has been described in Ref. 19. While a quadratic objective function is used in this work, the methodology of using voxel-dependent importance factors to fine-tune an IMRT
and assigned to them a higher importance, \( r_n = 2.0 \). The black solid lines in Fig. 2 show the optimization results after this trial. The second attempt was made to further improve the prostate coverage. For this purpose, we reidentified the voxels that were still under dosed (below 88%) after the first trial and further increase the importance of the newly identified voxels to 3.0. The results after reoptimization are shown as dotted lines. Figures 2(b)–2(e) show the effect of increasing the local importance factors on the DVHs of the involved sensitive structures. As can be seen from Fig. 2, by using the local importance factors we were able to fine-tune the target doses flexibly. For instance, the prostate volume covered by the 85% isodose curve was increased by 5% after the two trials. In Fig. 3 we show the 85% isodose lines corresponding to the three optimized plans. The isodose line corresponding to the plan obtained with the largest voxel-based importance factors has the best target coverage and this is most distinct at the left posterior part of the prostate target.

A noticeable fact is that the bladder and rectum suffered minor but practically insignificant changes when the local importance factors in prostate were increased. The differences in the femoral head doses might be important, especially in the left one, where approximately 40% more of its volume got irradiated as the prostate dose coverage was improved. However, the dose increase to the left femoral dose did not violate any constraints, and is clinically acceptable. Physically, this effect was produced by the intensity increase in a set of beamlets in the left anterior beam (gantry angle 55 degree). This phenomenon is interesting and reminds us that, in dose optimization, there is generally no net gain. That is, the improvement in the dose to a structure is often accompanied by the dosimetrically adverse effect(s) at other points in the same or different structures. The important point to note is that from the clinical point of view, some dose distributions are more acceptable than others, and our goal is to find the solution that most improves the plan, with a clinically insignificant or acceptable sacrifice. In order to achieve this, it is necessary to have a direct control over the regional doses. In this sense we believe that the hereby-proposed method of dose shaping is valuable.

**III. A. 2. Dose layout-based fine-tuning of hot spots in the prostate target**

The second scenario considered here was the reduction of a hot spot within the prostate target. Inspecting the target
cause the patient had already been treated with conventional techniques without cord sparing. In this study, five 6 MV nonequally spaced coplanar beams (95, 140, 175, 225, and 275 degrees—respecting the IEC convention) were used for the treatment. The structure specific importance factors and the prescription doses are shown in Table II. The DVHs of the conventional IMRT plan are plotted with gray lines in Fig. 8 (conventional optimization I).

As the patient was treated previously, one of the clinical concerns was to reduce the dose of the spinal cord to no more than 10 Gy (60% of the target prescription dose). Considering the results of the conventional optimization I, one way to achieve this goal would be to increase the overall importance factor of the spinal cord. The results of this approach are shown with black dashed lines in Fig. 8 DVH plot (conventional optimization II), where concomitantly to the target's homogeneity deterioration, the spinal cord DVH is entirely shifted towards lower doses. The maximum dose to the spinal cord with the new set of structure-dependent importance factor set is reduced with 6 units. A reduction of approximately 10 dose units of the spinal cord maximum dose can be achieved when instead, the fine-tuning scheme is used (see the black lines in Fig. 8). This improvement is realized at the same expense for target homogeneity, as for the IMRT optimized plan II, and insignificant changes of the liver and kidney doses. The fine-tuning proceeded by identifying the corresponding voxels that received doses in the 60–70% interval (marked with vertical lines in Fig. 8) and assigning them with a higher importance, \( r_s = 3.0 \). After re-optimization we obtained the DVHs shown by the black solid lines in Fig. 8. While the maximum spinal cord dose was reduced by 10% and the DVHs of the other two structures (liver and kidney) suffered only slightly. The tumor coverage becomes worse than that of the conventional optimized plan, as a consequence of reducing the spinal cord dose. This is similar to the scenario discussed in Sec. III A 1.

We would like to emphasize here that the introduction of the voxel-dependent importance factors changes the IMRT objective function. Consequently, the optimization algorithm is allowed to explore regions of the objective space that were inaccessible when only uniform importance factors were used. In this sense the number of the accessible solutions of the conventional IMRT optimization is increased when local importance factors are used.

To give an example, we used the conventional inverse planning regime to reduce the spinal cord dose by simply
increasing the overall importance of the spinal cord. For fair comparison, we have attempted to make the tumor DVH the same as for the plan fine-tuned by modulating local importance factors (e.g., dotted lines in Fig. 8). The two sets of DVHs are shown in Fig. 8 along with the original IMRT plan. In general, the voxel-based planning scheme produced a solution that follows more closely our expectation, that is, to differentially reduce the fractional cord volume that receives a dose higher than 60% of the prescription. This is reflected by two things: (1) for the same tumor coverage, the reduction of the maximum spinal cord dose is greater in the plan obtained using voxel dependent importance factors; and (2) in comparison to the new plan with structure specific importance (dotted line), the DVH curve obtained using voxel-based importance factors deviated less from the original plan (black solid line) in the part that is specified (implicitly) not to change.

IV. CONCLUSIONS

Inverse planning is at the foundation of IMRT and its performance critically determines the success of an IMRT treatment. Unfortunately, the currently available IMRT dose optimization formalism is deficient and the solutions resulting from the so-called “optimization” systems are often suboptimal or even not optimal at all. Considerable effort may be required to compute a clinically acceptable plan and the final results may strongly depend on the planner’s experience and understanding of the planning system. We have proposed and demonstrated an interactive inverse-planning scheme with voxel-dependent importance factors. The approach offers the planner an effective tool to fine-tune an IMRT dose distribution and makes the dose optimization process more tractable and controllable. While the local penalty was varied by the local importance factors, in practice we believe that it is also possible to achieve the same or similar effect by other means, e.g., by changing the form of the penalty function, or the prescription values. In order to modify the dose at a specific region, in principle, one can also use ray-tracing to find the beamlets that intercept the considered volume and adjust their intensities accordingly. The problem is that there are numerous ways to change and the optimal arrangement of the beamlet intensities is not obvious. We have, for the first time, pointed out that the local dosimetric behavior can be more effectively controlled by introducing a voxel-dependent penalty scheme and demonstrated the utility of the approach using a model system as well as clinical examples. Finally, we mention that the inverse planning formalism proposed in this paper might be used to other variants of IMRT, such as tomotherapy and intensity modulated arc therapy. Furthermore, it may be worthwhile to be tested for other modalities like prostate implants, gamma knife, micro-MLC based stereotactic treatments.
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ABSTRACT

In this study, we investigated treating parotid cancers using modulated electron radiation therapy (MERT) and compared MERT plans with photon beam intensity-modulated radiation therapy (IMRT) in terms of target dose coverage and normal tissue sparing. To deliver MERT plans effectively, we developed a MERT delivery device – an electron multileaf collimator (EMLC) for routine clinical implementation of MERT.

A prototype electron multileaf collimator was fabricated by modifying a conventional 25 x 25 cm² electron applicator (Varian Medical Systems, Palo Alto, CA). Electron beams produced by a linac (Clinac 2100C, Varian Medical Systems, Palo Alto, CA) and collimated by this EMLC were simulated using the EGS4/BEAM code. The simulations were based on the manufacturer’s specifications of the beam production system and the electron applicator design. The MERT plans with three coplanar beams (205°, 235°, and 255°) and five nominal energies (6, 9, 12, 16, 20 MeV) were created using modified EGS4/MCDOSE code. The corresponding IMRT plans with five coplanar beams were computed using a commercial treatment planning system (CORVUS, NOMOS Corp, Sewickley, Pennsylvania). Our preliminary data indicated that MERT was able to provide at least similar or better target dose coverage and uniformity compared with photon beam IMRT. However, MERT can significantly reduce the dose to critical structures. In the cases we studied, the maximum doses to the orbits, brainstem, optic chiasm, and spinal cord were reduced by 3.0, 16.2, 11.5, and 19.6 Gy, respectively, for a 50 Gy target dose, suggesting a distinct normal tissue sparing advantage for MERT.
INTRODUCTION

Each year, about 70,000 new head and neck cases were diagnosed in the United States [1] and tumors of the parotid gland are the most frequently encountered salivary gland tumors, accounting for about 3% of total head and neck cancers [2]. Currently, the most widely used treatment is a combination of surgery and adjuvant postoperative radiotherapy for the malignant salivary tumors [3, 4]. The minimally required operation for tumors of the parotid gland is a superficial parotidectomy with careful identification and preservation of the facial nerve [5]. The parotid gland has two lobes, a superficial lobe and a deep lobe. Most tumors are located in the superficial lobe of the parotid gland and can be excised easily. Retrospective studies have indicated that this combined modality treatment can reduce the local recurrence rate by 5 - 40% [6, 7].

However, in certain situations, such as high surgical risk of damage to the facial nerve, advanced inoperable cancers, unfavorable cosmetic outcome after surgery, lymph node metastases, and deep-lobe malignant tumors, radiotherapy should be the preferred treatment [5]. Because of its proximity to many critical structures, such as the brainstem, spinal cord, optical nerves, and the lenses of the eyes, parotid cancer treatment using radiation still remains a very challenging task. Currently, the most commonly used radiotherapy techniques for the treatment of the parotid cancers are: 1) an ipsilateral wedged pair of 6 MV photon beams oriented at oblique angles to encompass the entire parotid bed, 2) an ipsilateral field treated with high energy electrons (12, 16 or 20 MeV), and 3) a combination of high energy photon and electron beams (6 MV + 12 or 16 or 20 MeV) with proper weighting [8, 9, 10] (Figure 1). However, all these techniques have drawbacks. The first technique gives a low radiation dose to the contra-lateral parotid gland and high doses to oral cavity, brainstem, cochlea, optical nerves, the lenses of the eyes, and spinal cord. In addition, because relatively high energy photon beams are used, the slow build-up effect of the photon beams results in a low skin dose. This is not acceptable for the treatment of the majority of the parotid cancers because most parotid
cancers are located in the superficial lobe of the parotid gland. Although the second technique may be the best in terms of normal tissue sparing, it is impossible to achieve depth dose conformity with single electron energy only. The third technique typically employs a high energy electron beam (12-20 MeV) and a single 6 MV photon beam. However, good matching of photon and electron beams is not easy to achieve and poor matching may produce areas of highly inhomogeneous tumor dose distribution.

Recently, with rapid advances in photon beam intensity modulated radiation therapy (IMRT) and the computer-controlled multileaf collimator (MLC), there has been a trend towards using photon beam IMRT to treat the head and neck cancers and the parotid cancers in particular [9, 11-16]. A common feature of the head and neck cancers is their complex geometry. IMRT has the great potential to produce highly conformal dose distribution around the concave-shaped target volumes and steep dose gradient near the organs at risk (OAR), thus it can spare radiosensitive normal structures and reduce complication rates [17-19]. In addition, IMRT can improve local-regional tumor control through dose escalation. Now, many commercial inverse treatment planning systems and MLCs are available.

Although the photon beam IMRT is a very powerful tool for treating the parotid tumors that extend deeply into tissue below the skin surface, it is not suitable to treat very shallow targets due to the low surface doses and large depth of photon beam penetration. For photon beam IMRT, the slow attenuation of photon beams can still deliver a high dose to the critical structures that are far from the target. A promising alternative approach is modulated electron radiation therapy (MERT) [20-21]. The rapid dose falloff of electron beams makes the electron therapy an ideal treatment modality for some shallow targets like parotid tumors. In general, each MERT plan consists of multiple ports (gantry angles) with different electron energies (energy modulation) and optimized beam intensity (intensity modulation). Dose conformity in the depth direction may be achieved by electron energy modulation, which is unique to MERT, Dose conformity and
uniformity in the lateral direction may be achieved by intensity modulation using an electron-specific MLC (EMLC), which is similar to photon beam IMRT. Through both intensity and energy modulations, MERT is capable of delivering highly conformal doses to targets with complex shapes and sparing surrounding and, particularly, the distal critical structures.

However, because of severe electron in-air scattering, conventional photon beam MLC is not suitable for the delivery of MERT plans. To deliver MERT plans effectively, we designed and manufactured a prototype EMLC based on the results of our Monte Carlo simulations and a conventional Varian 25 x 25 cm² electron applicator [22]. Based on the manufacturer's specifications of the beam production system and the EMLC design, electron beams collimated by this EMLC were simulated for a Varian Clinac 2100C linear accelerator using the EGS4/BEAM code [23, 24]. Subsequently, using the simulated electron beams, MERT plans for parotid cancers were created. In the present study, we investigated the possibility of treating parotid tumors using modulated electron radiation therapy by comparing MERT plans with corresponding photon beam IMRT plans in terms of target dose coverage and normal tissue sparing.

MATERIALS AND METHODS

Electron MLC

We have previously reported a prototype manually-driven electron specific MLC for the delivery of MERT plans [20, 21]. Ideally, the EMLC leaves should be placed in such a position that the bottom of the leaves is as close to the patient skin as possible in order to produce a clinically acceptable field. However, because of the existing electronic circuitry used to detect the insertion of the electron cutout at the last scraper of a standard Varian 25 x 25 cm² electron applicator, it was impossible to place the EMLC leaves at that position without changing the existing electron applicator design significantly. Thus, initially, the steel frame of the EMLC leaves was temporally inserted into the electron
cutout mount and the leaves were placed about 1 cm above the last scraper. This configuration resulted in a 10 cm air gap between the bottom of the EMLC leaves and the patient skin for a nominal 100 cm source-surface distance (SSD) (Figure 2 (A)). To further lower the EMLC leaves and, thus, reduce in-air electron scattering and the penumbra, we have now removed the entire last scraper of the electron applicator and its electronic accessories. The EMLC frame was placed at the bottom of the modified electron applicator and stabilized with eight screws. This modification greatly reduced the air gap (5.0 cm) between the bottom of the EMLC leaves and the patient skin (Figure 2 (B)). Since the electronic circuitry for detecting the electron cutout was completely removed, we were able to avoid activating interlocks associated with electron beam accessory malfunction while inserting the EMLC assembly into the linac treatment head. Thus, even if the linac was in the electron mode, the gantry could still be rotated, making the delivery of MERT plans with multiple beam angles possible.

MERT Plans

Based on manufacturer’s specifications of the beam production system and the electron applicator design, electron beams produced by a Varian Clinac 2100C linear accelerator and collimated by the EMLC were simulated using the EGS4/BEAM code. Monte Carlo simulations were carried out using a group of 22 Pentium Pro CPUs (200 MHz) and 10 Pentium III CPUs (450 MHz), all running EGS4/BEAM, MCDOSE [23, 24], and their utilities under the Linux operating system. All simulation parameters, such as the electron and photon energy cutoffs (ECUT and PCUT), the maximum fractional energy loss per electron step (ESTEPE), and the number of initial electron histories, were specified in the EGS4/BEAM input file. In this study, we used ECUT = 700 KeV and PCUT = 10 KeV, below which all remaining energy was assumed to deposit on the spot. ESTEPE was set to 0.04. The EMLC was included in the EGS4/BEAM simulations as an MLC component module. The number of initial electron histories ranged from 2-30 million, depending on the electron energy. Phase space data were scored at a plane of 100 cm SSD after the particles had transported through the linac treatment head, the EMLC,
and the air gap beneath it. Based on this simulated electron beam, the MERT plans were then created using our modified EGS4/MCDOSE code.

The CT scans of representative parotid cancer patients were obtained from our department’s patient database. The CT images were acquired with the patients in supine position. During CT scanning, a thermoplastic facial mask with three fiducials was used for the purpose of patient immobilization and target localization for the subsequent treatments. For each patient, about 90 images with a slice thickness of 3 mm were acquired over the entire treatment area. Each CT image had 512 x 512 voxels, with each being 0.94 x 0.94 x 3 mm$^3$ in size. The CT images were transferred to an AcQSim system (Marconi Medical Systems, Inc., Cleveland, OH) for further processing. The clinical tumor volume (CTV) and critical structures were contoured on the axial CT images by a radiation oncologist using AcQsim. The gross tumor volume (GTV) was defined based on diagnostic imaging and clinical findings. It consisted of gross primary and nodal tumors. The CTV was constructed by expanding GTV 1.0 cm in all directions to cover microscopic extension of the tumor. Like photon beam IMRT, any structures whose dose needs to be kept below a certain limit or whose statistics must be calculated in the MERT plan must be contoured. Only those targets and structures that have been contoured will be planned for and included in the final statistics. In addition, in order for our MERT inverse planning programs to work properly, all regions of interest must be delineated as separate structures. No structure overlapping is allowed for the current version of our programs. In this study, the critical structures to be protected were the spinal cord, brainstem, optical chiasm, optical nerve, and orbits. The CT images, along with the outlined structures, were converted from the DICOM 3.0 format into a format that was compatible with EGS4/MCDOSE code and then sent to our designated Monte Carlo treatment planning machines. The final CT images used in MERT planning had an in-plane resolution of 128 x 128 with a voxel size of 0.35 x 0.35 x 0.30 cm$^3$ in order to reduce the Monte Carlo dose calculation time. Additionally, the CT numbers were converted into mass densities and material types for Monte Carlo simulations. Based on
the CT numbers, each voxel was designated as being one of the three materials: air, tissue or bone. This provided the appropriate effective atomic numbers, cross-sections, and stopping powers for each voxel.

**Figure 3** shows the simplified MERT planning flowchart. To facilitate the description of the flowchart, we will use the term *field* to specify each beam orientation/electron energy combination and reserve the term *port* to indicate a single beam orientation (gantry angle). Thus, a plan in which five electron energies are delivered at a single gantry angle may be said to have one port and a total of five fields. In this study, the MERT plans consisted of three ports and a total of fifteen fields, as summarized in Tables 1 and 2. Like the photon beam IMRT, the first step in creating a MERT plan was to select a set of suitable beam orientations, i.e., gantry angles, to fully cover the target volume while sparing the adjacent critical structures as much as possible. Each port was then divided into $1.0 \times 1.0 \, \text{cm}^2$ beamlets, i.e., the smallest beam elements for dose calculation. This means that beam intensity within a $1.0 \times 1.0 \, \text{cm}^2$ beamlet could not be further differentiated. The beamlet size was defined at the isocenter plane. The goal of this step was to determine how many beamlets were required to simulate for each port. The user specified the isocenter, gantry, collimator, and couch angles, the desired beamlet size, and the dimension of the search space. A program calculated which beamlets intersected the target and created a text file containing these beamlets and their coordinates. This file was used by MCDOSE to pre-calculate the beamlet dose kernels. The total number of beamlets was the sum of the beamlets over all ports. A beamlet could be turned off, i.e., assigned a weight of zero, but continued to remain active throughout optimization. After the selection of a proper set of beam angles, we needed to decide which electron energies to use for each beam angle. To do so, we computed a tumor depth map for each beam angle, whose pixel size was the same as that of a beamlet, i.e., $1.0 \times 1.0 \, \text{cm}^2$. Based on the tumor depth distribution and electron losing energy at about 2 MeV/cm in tissue, we were able to determine a suitable set of electron energies for each beam angle. Since, in most of the cases, the target was not spherical in shape, different
beam angles could have different sets of electron energies. The obvious advantage of this approach was the removal of those electron energies that contributed less to the target dose and, thus, the reduction in the number of fields used and delivery time.

The next step was to calculate beamlet dose kernels using MCDOSE. The beamlet dose kernel was the Monte Carlo calculated dose array for all structures due to a single beamlet. Each element of the dose kernel represented the dose delivered to a dose calculation point or voxel assuming a unit beamlet weight. These values are also called dose deposition coefficients. Thus, the purpose of this step was, given a set of unit beamlet weights, to calculate the dose distribution in every structure that we were interested in. As mentioned earlier, every structure of interest must be delineated, including normal tissues, in order to be included in the subsequent optimization process and dose statistics. To optimize beamlet weights or intensity maps, a quadratic objective function augmented with dose-volume constraints was constructed. This was based on the assumption that there existed a quadratic relationship between the delivered dose and the biological effect. The overall objective function contained a linear component for each structure. Within each structure, each of the individual constraints contributed linearly to the objective function. Following the construction of the objective function, the optimization of beamlet weights was initiated. The core of the optimization procedure was the well-known conjugate gradient search algorithm. The complete descriptions of the technique may be found in any number of sources. The major advantage of the gradient search technique was its fast convergence speed, as compared to stochastic optimization techniques, such as simulated annealing. We believe that the gradient search algorithm was a good choice for our future routine clinical implementation of MERT. During the optimization, care was exercised to avoid negative weights. These non-physical results were eliminated by scaling step sizes to avoid stepping over the boundary of the acceptable solution space and by projecting gradients onto the boundaries.
Following the beamlet weight optimization, the resulting fifteen optimized continuous intensity maps were stratified into five discrete intensity levels in preparation of leaf sequencing. The fifteen discrete intensity maps were then converted to fifteen step-and-shoot leaf sequences [26] based on the technique proposed by Bortfeld et al. [27]. Since the dose distribution delivered by the ideal beamlets could be different from that delivered by the leaf sequences, Monte Carlo dose calculation was performed again based on the fifteen discrete intensity maps reconstructed from the corresponding fifteen leaf sequences. With these new dose kernels, the leaf sequence segment weights were re-optimized. This second optimization differed from the first one in two aspects. The first optimization was entirely based on idealized beamlets, without considering the EMLC geometry, while the second optimization took not only the EMLC geometry, but also leaf end transmission and Bremsstrahlung leakage into account. Thus, the first optimization produced the best dose distribution possible, while the second one gave the actual delivered dose.

The MERT plans with three coplanar beams (gantry angles: 205°, 235°, and 255°) were created using our modified EGS4/MCDOSE treatment planning system. The PTV was obtained by adding a 0.5 cm margin uniformly to CTV to account for patient setup uncertainty and organ shift. The schematic layout of the beam orientations is shown in Figure 4A. The beam orientations were selected based on the goodness of target coverage by the beams. Each gantry angle or port was treated with five nominal electron energies (6, 9, 12, 16, and 20 MeV) separately. The intensities of each energy for each particular gantry angle were determined by the optimizer. The prescribed dose to the target was 50.0 Gy, with a conventional fractionation scheme of 2.0 Gy per fraction, 5 fractions per week, and 25 fractions in total. The goal of the treatment planning was to cover the entire target with isodose lines between 95% and 107% of the prescribed dose as recommended by ICRU Report No. 50 [25]. Isodose lines were normalized to 55.0 Gy for all plans.
IMRT Plans

The CT images, together with the outlined structure set, were transferred from the AcQSsim system to a commercial treatment planning system (CORVUS, NOMOS Corp, Sewickley, Pennsylvania). The corresponding photon beam IMRT plans were computed using our standard clinical protocol. As in the MERT planning, the PTV was defined by adding a 0.5 cm immobilization and localization uncertainty to the CTV. CORVUS IMRT system allows the target volume to grow based on a user-specified positional uncertainty caused by tissue motion and setup errors. The isocenter of the beams was placed approximately at the geometric center of the target. The goal dose to the target was 50.0 Gy, with the minimum and maximum doses being 49.0 Gy and 54.0 Gy, respectively. CORVUS IMRT system also allows the user to specify a percent target volume allowed below the goal dose. In this study, we used 4% for this value. For the critical structures, the limit dose ranged from 37.0 to 42.0 Gy, with the volume allowed above the limit dose being 5%. The maximum allowable dose to the critical structures was set to be 40.0 Gy. IMRT plans using other combinations of the dose volume constraints were also tried. It was found that above-described constraints gave a fairly good plan in terms of target dose coverage and conformity and critical structure sparing. The final IMRT plans consisted of five coplanar gantry angles, each being treated with a 4 MV photon beam. The gantry angles and beam energy were selected in such a way as to minimize unnecessary normal tissue and critical structure irradiation. However, in this study, beam orientations were not optimized. IMRT plans of different beam number and angle combinations were generated. Each of the plans was carefully reviewed and evaluated on the basis of target dose coverage and normal tissue sparing. Plan evaluation indicated that the plans with coplanar beams :0°, 205°, 235°, 270°, and 320° gave the best results. Therefore, this beam arrangement was used in this study. Isodose lines were also normalized to 55.0 Gy for all IMRT plans. Figure 4B shows the IMRT beam orientations.
Tissue heterogeneity correction was performed during the beamlet intensity optimization and final dose calculation. Like the MERT planning system, CORVUS IMRT system also uses an integral dose volume histogram-based cost function. The current version of CORVUS IMRT software supports only one optimization technique, simulated annealing [28]. To obtain the best possible beamlet intensities and thus, the optimal dose distribution, the optimizer mode was set to continuous. This mode determines the internal representation of the beamlet intensities and is, in general, the best choice for most treatment plans. All IMRT plans used in this study were created based on a Varian Clinac 2100C linear accelerator and delivered in step-and-shoot mode. The machine was equipped with a standard 26-leaf pair photon MLC, capable of producing 1.0 x 1.0 cm² beamlets.

RESULTS AND DISCUSSION

Electron MLC

Figure 5 shows a photo of the EMLC assembly inserted on the treatment head of a Varian Clinac 2100C linear accelerator. The EMLC had 30 steel leaf pairs, with each leaf being 0.476 cm wide, 20.0 cm long, and 2.54 cm thick. Both sides and ends of the leaves were made parallel with the central beam axis. The maximum opening was 14.2 x 15.5 cm² when all leaves were completely retracted, giving the largest radiation field of 15.0 x 16.3 cm² projected at 100 cm SSD. The EMLC leaves can be pushed in and pulled out easily. For each of the beam segments, the corresponding field shape was obtained by manually positioning the leaves according to their coordinates, which were computed from our electron beam leaf-sequencing program. To set the field shapes more efficiently, currently, we first drew the field shapes on a piece of hard cardboard at a ratio of 1:1 and cut them out. The field shapes were then set using these pre-cut cardboards. In the near future, we will develop a faster and more accurate technique of setting field shapes. To evaluate the functionalities of this newly modified EMLC, preliminary experimental measurements were also performed and the results will be reported in a separate report.
In the past, people have attempted to use a photon MLC for electron beam collimation [30]. Using a photon MLC in this circumstance has its obvious advantages. On one hand, treatment planners could easily make plans that consist of both photon and electron beams. On the other hand, the plans could be delivered using the existing linear accelerators without any further capital investment. Unfortunately, because of the severe electron scattering in the air, the quality of the electron beam collimated by a photon MLC is significantly degraded and is no longer clinically useful. Here, we present a practical and viable approach to the electron beam collimation — an electron-specific MLC. Our results indicated that the newly modified EMLC was able to provide sufficient beam collimation for MERT plan delivery.

**Intensity Maps**

**Figure 6A** shows a 3-D beam’s eye view of a representative parotid tumor viewed at the beam angle of 235°. **Figure 6B** shows the corresponding tumor depth map, in which different pixel gray scale levels represent different depths of the target. Darker pixels indicate the area where the tumor extended deeper into the tissue at this particular beam angle. As clearly demonstrated in the tumor depth map, this case was a good candidate for a MERT treatment because the target was superficial and, in addition, it had an irregular boundary. Based on the tumor depth map, a histogram was created, showing the tumor depth distribution (**Figure 7**). Out of 189 pixels, 99 pixels had a depth of greater than or equal to 5.0 cm, accounting for more than 50% of the total pixels. 37 pixels had a depth of 4.0 cm, 21 pixels had a depth of 3.0 cm, and 32 pixels had a depth of below 2.0 cm. Thus, the electron beams of 12, 16, and 20 MeV would be the best choices for this case in terms of depth dose conformity at this angle.

However, for this preliminary study, we chose to use all available electron energies. **Figures 8A to 8E** show representative beam intensity maps for a MERT plan for the 6, 9, 12, 16, and 20 MeV fields at the beam angle of 235°. In all figures, each pixel represents a 1 x 1 cm² beamlet projected at the isocenter. Darker pixels indicate higher
beam intensity levels, which correspond to a longer beam on time. White background indicates zero beam intensity. These are the areas where beams were blocked all the time by the EMLC leaves. In reality, however, there was about 1% radiation leakage through the EMLC leaves. As can be seen in the intensity maps, the optimizer gave significant weights to the 12, 16, and 20 MeV fields, while small weights were assigned to the 6 and 9 MeV fields. It was these different electron energy weights that brought about the energy modulation. By carefully examining the intensity maps and the tumor depth map, we noticed that the MERT intensity maps largely reflected the tumor depth distribution. The superposition of these intensity maps yielded not only the optimal lateral dose conformity, but more importantly the optimal depth dose conformity. The numbers of segments needed to produce these intensity maps were 18, 18, 12, 18, and 14 for the 6, 9, 12, 16, and 20 MeV fields, respectively, giving a total of 80 segments for this port. This number was comparable to the number of segments for a photon field in a typical IMRT head and neck plan. For comparison, the corresponding optimized photon beam IMRT intensity map for the 4 MV field at the same beam angle is shown in Figure 8F. This intensity map, actually consisting of two separate maps, was combined together manually. This was because the size of the target in the anterior-posterior direction was fairly large, the MLC leaves could not cover the entire target with one field only. Thus, this 235\textdegree port split into two sub-fields. Like the MERT intensity maps, each pixel in the photon beam IMRT map represents a 1 x 1 cm² beamlet projected at the isocenter. Compared to its MERT counterparts, the photon beam IMRT intensity map shows a relatively uniform intensity distribution, indicating a lack of depth dose modulation. The combined photon beam IMRT intensity map required a total of 120 segments to deliver, divided into 62 and 58 segments for each sub-field, respectively. For both the MERT and the IMRT plans, we counted both “step” and “shoot” that were listed in the step-and-shoot leaf sequence files as a segment. Thus, in the case of the combined photon beam IMRT intensity map, it required 60 steps and 60 shoots to produce. Since the delivery time is linearly proportional to the number of segments in a leaf sequence file, thus, we can say that the MERT plan required relatively less time to deliver. It is worth pointing
out that in this study, we used all five available electron energies, which, in most cases, is not necessary. Let us take the 6 and 9 MeV electron beams as examples. As shown in Figures 8A and 8B, the optimizer gave them very low weights. Their contributions to the dose distribution in the final MERT plan were not significant. Therefore, they could have been deleted from the plan, leaving only three electron beams in the plan. The final three leaf sequence files would have had less number of segments. The total delivery time would have been even less.

Dose Distributions

Figures 9A and 9D show the comparison of the MERT and IMRT isodose distributions for the central axial slices from a representative parotid cancer case. Figures 9B and 9E show the comparison of the isodose distributions for the central coronal slices from the same example. Figures 9C and 9F show the comparison of the isodose distributions for the central sagittal slices also from the same example. The isodose distributions are shown in color lines. In both plans, the isodose curves were normalized to 55 Gy, representing 10, 20, 30, 40, 50, 60, 70, 80, 90, and 100%, respectively. Only selected isodose lines are labeled in the figures. The red colored target in the IMRT plan represents the PTV, while the red colored target in the MERT plan represents the CTV. The final MERT dose distribution was computed based on 15 intensity maps reconstructed from corresponding 15 step-and-shoot leaf sequences. The beamlet size was 1x1 cm² for both plans. It is evident from the isodose distributions that higher isodose lines covered the target fairly well in terms of conformity in both plans, with the MERT plan showing an overall better conformity for all isodose lines in all three anatomical planes. As to the lower isodose lines, the photon beam IMRT plan exhibited a relatively poor conformity. In addition, excessively high exit doses of the photon beams penetrated much deeper regions. This resulted in significant, but unnecessary doses to distal areas, including some of the critical structures. This was clearly demonstrated in the axial and coronal slices of the IMRT plan, in which the 30% isodose line fully and the 40% isodose line partly covered the spinal cord, the brain stem, and the orbits. In
contrast, the corresponding MERT plan showed an excellent critical structure sparing because of the rapid falloff of the electron beams. The 30% isodose line covered only small portions of the spinal cord, the brain stem, and the right orbit. The left orbit was almost completely spared, as shown in Figures 9D and 9E. Thus, it is very clear that the MERT plan provided a better target dose coverage and homogeneity than the photon beam IMRT plan.

Dose-Volume Histograms (DVH)

To evaluate the plans objectively, we analyzed the cumulative dose-volume histograms (DVH) of the plans. The cumulative dose-volume histograms displayed quantitative statistical information about the target dose coverage and homogeneity and normal tissue sparing. Each cumulative DVH curve represents the fractional volume that received a particular dose or higher for that structure. It provides radiation oncologists and medical physicists with a very effective tool to evaluate completing treatment plans created with different parameters or even with different treatment planning systems (TPS). The DVHs for the target and the critical structures considered in this study from a representative parotid cancer case are shown in Figure 10. Based on the DVHs, it is evident that the MERT plan provided a more homogenous dose coverage to the target than the corresponding photon beam IMRT plan as the former’s DVH is more vertical than the latter’s. In the MERT plan, the maximum, minimum, and mean doses delivered to the CTV were 55.82, 40.50, and 50.32 Gy, respectively, while the corresponding doses delivered to the CTV in the IMRT plan were 60.38, 17.30, and 50.24 Gy, respectively, resulting in some undesirable hot and cold spots. Obviously, the photon beam IMRT plan exhibited some degree of dose inhomogeneity. In addition, in the photon beam IMRT plan, about 3% of the CTV received a dose of greater than or equal to 55 Gy and 5% of the CTV received a dose of less than or equal to 45 Gy. In contrast, the MERT plan gave much better statistics. Less than 0.5% of the CTV received a dose of greater than or equal to 55 Gy and approximately 1.5% of the CTV received a dose of less than or equal to 45 Gy. All these suggest that the MERT plan provide a better dose homogeneity. It has been
known that conventional treatment modalities using electron beams exhibit a higher degree of dose inhomogeneity in comparison with photon beam techniques. In part, this is caused by tissue heterogeneity and skin surface irregularity. Here, we see that with electron energy and intensity modulations, it is possible to reduce the degree of dose heterogeneity and achieve a satisfactory dose distribution and uniformity.

Significant differences between the two DVHs for the critical structures indicated that the MERT plan also delivered much less doses to the critical structures than the photon beam IMRT plan. It is undoubtedly clear from Figure 10 that the MERT plan showed a superior normal tissue sparing. The maximum, minimum, and mean doses to the spinal cord in the MERT plan were 16.62, 0.02, and 5.24 Gy, respectively, while the corresponding doses in the photon beam IMRT plan were 36.22, 0.60, and 17.50 Gy. Only 16% of the spinal cord volume in the MERT plan received a dose of greater than or equal to 10 Gy compared to 97% in the IMRT plan. Similar sparing for other structures were also observed in the MERT plan. The maximum, minimum, and mean doses given to the brainstem in the MERT plan were 13.65, 0.45, and 2.66 Gy, respectively. In contrast, the corresponding doses given in the photon beam IMRT plan were 29.88, 8.45, and 16.66 Gy, significantly higher than the doses delivered in the MERT plan. As to the orbits, both the MERT and the photon beam IMRT plans gave very low doses. Especially, the MERT plan delivered an extremely low dose to the contra-lateral orbit, with the maximum, minimum, and mean doses being 0.15, 0.01, and 0.05 Gy, respectively. This is very significant and clinically relevant since the tolerance dose for the lenses is only 10 ~ 15 Gy. In the cases we studied, the contra-lateral parotid gland was not contoured as an independent critical structure. However, based on the isodose distributions shown in Figure 9, it is clear that the dose delivered to the contra-lateral parotid gland for the MERT plan was well under the established tolerance dose of 20 ~ 30 Gy [29]. Even if we increased the prescribed dose to 60 Gy, the dose delivered to the contra-lateral parotid gland for the MERT plan would be still kept well within the tolerance. It is very important to point out that the mean dose to the non-target tissue in
the photon beam IMRT plan was 7.54 Gy as compared with 3.75 Gy in the photo beam MERT plan. This is of clinical significance as the MERT plan could significantly reduce low radiation doses to large normal tissue volume.

For many years, parotid cancers have been largely treated using one of these three radiotherapy techniques: an ipsilateral wedged pair of photon beams oriented at oblique angles, an ipsilateral field treated with high energy electrons, and a combination of high energy photon and electron beams with carefully chosen weights. Unfortunately, because of the intrinsic limitation of the underlying physics, all these techniques are not able to produce treatment plans that provide both a high degree of target dose conformity and a significant normal tissue sparing. Recently, the photon IMRT has shown some success in treating certain head and neck cancers, but it is still not suitable to treat shallow tumors due to extremely low surface dose and excessively high exit dose. The low surface dose is not effective in killing tumor cells in superficial tissues. The high exit dose constitutes a significant risk to the normal function of the distal critical structures, such as the spinal cord and the contra-lateral orbit and parotid gland. Therefore, it would be desirable to develop a technique that can eliminate these drawbacks. As the results presented here indicate, through both electron intensity and energy modulations, MERT was able to deliver highly conformal doses to targets with complex shapes. In the mean time, it provided sufficient protection of the critical structures and substantial normal tissue sparing. Considering the radiation side effects and the quality of life limiting organs at risk like the contra-lateral parotid gland and orbit, it is necessary to keep the dose to the healthy tissue to a minimum and preserve the organ normal function as much as possible. In this respect, MERT had an undisputable advantage and a great potential.

CONCLUSIONS

Based on the results of this comparative dosimetric study, we conclude that EMLC was able to provide sufficient beam collimation for MERT treatments and for superficial targets, such as parotid cancers, MERT offered not only a better target dose coverage and
uniformity, but also a superior normal tissue sparing. Therefore, it could become the treatment of choice. As the development of the computer-controlled EMLC is underway, we believe that the widespread routine implementation of this novel technique for superficial tumors should be investigated.
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Figure 1
Conventional radiotherapy techniques for the treatment of parotid tumors. (A) An ipsilateral wedged pair of 6 MV photon beams oriented at oblique angles to cover the entire parotid bed, (B) An ipsilateral field treated with high energy electrons (12, 16 or 20 MeV), and (C) A combination of high energy photon and electron beams (6 MV + 12 or 16 or 20 MeV) with proper weighting.

Figure 2
Schematic drawings of the EMLC and a Varian Clinac 2100C treatment head. (A) The manually-driven EMLC was originally placed at the last scraper of a standard Varian 25 x 25 cm² electron applicator. This resulted in a considerably large air gap (10 cm) between the bottom of the EMLC leaves and the patient skin for a nominal 100 cm SSD. (B) To further lower the EMLC leaves, we have now removed the entire last scraper of the electron applicator and its electronic circuitry. The EMLC was placed immediately at the bottom of the modified electron applicator and stabilized with eight screws. This modification greatly reduced the air gap (5.0 cm) between the bottom of the EMLC leaves and the patient skin.

Figure 3
The MERT treatment planning flowchart.

Figure 4
Schematic layouts of the beam orientations. (A) Each MERT plan consisted of three coplanar ports, oriented at 205⁰, 235⁰, and 255⁰, respectively. Each port was treated with five nominal electron energies (6, 9, 12, 16, and 20 MeV) consecutively. (B) Corresponding photon beam IMRT plan had five coplanar ports: 0⁰, 205⁰, 235⁰, 270⁰, and 320⁰, with each port being treated with a 4 MV photon beam.
Figure 5

A photo of the EMLC assembly mounted on a Varian Clinac 2100C linear accelerator. The air gap between the bottom of the EMLC leaves and the patient skin was 5.0 cm.

Figure 6

A representative parotid tumor and corresponding tumor depth map. (A) A 3-D beam’s eye view of a parotid tumor at the beam angle of 235°. (B) Corresponding tumor depth map, with darker pixels indicating the deeper parts of the tumor at this viewing angle.

Figure 7

A representative tumor depth histogram. The histogram was created based on Figure 6B, showing the number of pixels distribution as a function of tumor depth. Based on this distribution, a suitable set of electron energies were selected for this particular beam angle.

Figure 8

Representative beam intensity maps. (A-E) Intensity maps for the MERT plan for the 6, 9, 12, 16, and 20 MeV fields at the beam angle of 235°. (F) Corresponding photon beam IMRT intensity map for the 4 MV field at the same beam angle. This intensity map consisting of two separate intensity maps and combined together manually.

Figure 9

Comparison of the MERT and IMRT plan isodose distributions. (A, D) Isodose distributions for the central axial slices for a representative parotid cancer case. (B, E) Isodose distributions for the central coronal slices from the same case. (C, F) Isodose distributions for the central sagittal slices from the same case. The isodose curves,
normalized to 55 Gy, represent 10, 20, 30, 40, 50, 60, 70, 80, 90, and 100%, respectively. Only selected isodose lines are labeled here.

**Figure 10**

Comparison of dose volume histograms (DVH) for the photon beam IMRT (A) and MERT (B) plans. Clearly, the MERT plan shows a superior normal tissue sparing and a better dose distribution.
Table 1. List of ports used in the MERT plans

<table>
<thead>
<tr>
<th>Port No</th>
<th>Gantry Angle</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>205°</td>
</tr>
<tr>
<td>2</td>
<td>235°</td>
</tr>
<tr>
<td>3</td>
<td>270°</td>
</tr>
</tbody>
</table>

Table 2. List of fields used in the MERT plans

<table>
<thead>
<tr>
<th>Field No</th>
<th>Gantry Angle</th>
<th>Beam Energy (MeV)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>205°</td>
<td>6</td>
</tr>
<tr>
<td>2</td>
<td>205°</td>
<td>9</td>
</tr>
<tr>
<td>3</td>
<td>205°</td>
<td>12</td>
</tr>
<tr>
<td>2</td>
<td>205°</td>
<td>16</td>
</tr>
<tr>
<td>5</td>
<td>205°</td>
<td>20</td>
</tr>
<tr>
<td>6</td>
<td>235°</td>
<td>6</td>
</tr>
<tr>
<td>7</td>
<td>235°</td>
<td>9</td>
</tr>
<tr>
<td>8</td>
<td>235°</td>
<td>12</td>
</tr>
<tr>
<td>9</td>
<td>235°</td>
<td>16</td>
</tr>
<tr>
<td>10</td>
<td>235°</td>
<td>20</td>
</tr>
<tr>
<td>11</td>
<td>270°</td>
<td>6</td>
</tr>
<tr>
<td>12</td>
<td>270°</td>
<td>9</td>
</tr>
<tr>
<td>13</td>
<td>270°</td>
<td>12</td>
</tr>
<tr>
<td>14</td>
<td>270°</td>
<td>16</td>
</tr>
<tr>
<td>15</td>
<td>270°</td>
<td>20</td>
</tr>
</tbody>
</table>
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ABSTRACT

Independent verification of the MU settings and dose calculation of IMRT treatment plans is an important step in IMRT quality assurance (QA) procedure. At present, the verification is mainly based on experimental measurements, which are time consuming and labor intensive. Although a few simplified algorithms have recently been proposed for the independent dose (or MU) calculation, head scatter has not been precisely taken into account in all these investigations and the dose validation has mainly been limited to the central axis. In this work we developed an effective computer algorithm for IMRT MU and dose validation. The technique is superior over the currently available computer-based MU check systems in that (1) it takes full consideration of the head scatter and leaf transmission effects; and (2) it allows precise dose calculation at an arbitrary spatial point instead of merely a point on the central axis. In the algorithm the dose at an arbitrary spatial point is expressed as a summation of the contributions of primary and scatter radiation from all beamlets. Each beamlet is modulated by a dynamic modulation factor (DMF), which is determined by the MLC leaf trajectories, the head scatter, the jaw positions and the MLC leaf transmission. A three-source model was used to calculate the head scatter distribution for irregular segments shaped by MLC and the scatter dose contributions were computed using a modified Clarkson method. The system read in MLC leaf sequence files (or RTP file) generated by Corvus (NOMOS Corporation, Sewickley, PA) inverse planning system and then computed the doses at the desired points. The algorithm was applied to study the dose distributions of several testing intensity modulated fields and two multi-field Corvus plans and the results were compared with Corvus plans and experimental measurements. The final dose calculations at most spatial points agreed with the experimental measurements to within 3% for both the specially designed testing fields and the clinical intensity modulated field. Furthermore, excellent agreements (mostly within ±3.0%) were also found between our independent calculation and the ion chamber measurements at both central axis and off-axis positions for the multi-field Corvus IMRT plans. These results indicate that the approach is robust and valuable for routine clinical IMRT plan validation.

Key word: dose verification, quality assurance, MU calculation, IMRT
I. INTRODUCTION

Intensity modulated radiation therapy (IMRT) is an advanced form of external beam irradiation and represents a radical change in radiation oncology practice. This new process of treatment planning and delivery shows significant potential for improving therapeutic ratio and offers a valuable tool for dose escalation and/or radiation toxicity reduction\textsuperscript{1-9}. Intensity modulation adds a new degree of freedom to the conventional radiation treatment based on open or wedged fields and allows us to modify dose distribution on an individual beamlet level, a rigorous quality assurance (QA) procedure is required to ensure what has been planned on an IMRT treatment planning system will be delivered safely and accurately\textsuperscript{10-14}.

Among various issues related to plan validation, an important item is the verification of the monitor unit (MU) settings and the spatial dose distribution of an IMRT treatment plan. The basis for the MU calculation is the correlation between the calibrated dose under a reference condition to the dose delivered by the incident beam for the same MU. Upon completion of a patient’s treatment plan, the system provides a set of MUs for the incident fields. The MU values determine the dose delivered to the tumor and are critically important for the success of radiation treatment. Little is gained if the target volume is underdosed or normal tissue is overdosed because the MUs are not accurately computed. The MU validation or a point dose check is usually performed by a manual calculation in conventional 3D radiation therapy. This calculation becomes intractable for an intensity modulated field due to the increased complexity of IMRT. In the last few years, a few groups have developed independent dose calculation algorithms\textsuperscript{15-18}. These algorithms share two common shortcomings: (i) the influence of the head scatter factors resulting from the irregular segmented fields shaped by MLC has been ignored\textsuperscript{19, 20}, and (ii) the dose calculation point has been limited to the isocenter.

In this work, we present a more general independent point dose calculation algorithm with inclusion of head scatter and MLC transmission. With the improved modeling of the incident beams, the algorithm allows us to compute accurately the doses not only at the points along the central axis, but also an arbitrary point in a patient. The algorithm was applied to validate several testing IMRT fields and two Corvus treatment plans. Excellent
agreements (<3%) were found with ion chamber measurements and Corvus plans at most spatial points. Given the relative simplicity and the robustness of the algorithm, it is anticipated that the technique will have widespread application in clinical IMRT.

II. METHODS AND MATERIALS

A. Input data

In order to implement the independent dose verification algorithm, three groups of data are required: (i) primitive machine data, which include tissue maximum ratios (TMRs), head scatter factors (Sc) and phantom scatter factors (Sp) for square fields shaped by jaws, off axis ratios (OARs) for the maximum field size at several different depths, MLC transmission factors; (ii) treatment parameters, which include the jaw settings, gantry angles, collimator angles, couch angles, beam energy, the MLC leaf sequences, and the MU settings; and (iii) patient's geometry and set-up data, which include the coordinates of verification points, external contour of the patient or phantom, beam setup information (such as source-to-surface distance (SSD) for each beam). The second group of data is contained in the RTP file of the patient treatment plan.

B. Dose calculation with inclusion of head scatter and MLC transmission at an arbitrary spatial point

A few simplified algorithms have been proposed for the independent dose (or MU) calculation. In this work, we employ the MU calculation formalism developed by Xing et al. This method provides a clear physical picture and allows implementing the MU calculation at different level of sophistication to meet the specific requirement of different systems. For a single incident intensity modulated beam, we assume that the treatment field defined by the jaws can be partitioned into M beamlets and that there are K segments in the treatment field. The dose at a given point \((x, y, z)\) in the patient can be expressed as

\[
D(x, y, z) = MU \sum_{m} C_m D_m^0 ,
\]  

(1)
where the $D^0_m$ is the dose contribution to the calculation point per monitor unit from the $m$-th beamlet when it is open, $MU$ is the total monitor unit, $C_m$ is called the dynamic modulation factor (DMF), which represents the fractional monitor unit of the $m$-th beamlet in the isocenter plane perpendicular to central beamline when the beam is assigned with a monitor unit. When the MLC leaf transmission and head scatter effects are taken into account, the generalized DMF, $C'_m$, can be calculated by

$$C'_m = \sum_k [Sc_{m,k} + \alpha Sc'(1 - \delta_{m,k})] f_k,$$  \hspace{1cm} (2)

with

$$\delta_{m,k} = \begin{cases} 1 & \text{if } m \in A_k \\ 0 & \text{if } m \notin A_k \end{cases},$$  \hspace{1cm} (3)

where $f_k$ is the fractional monitor unit of the $k$-th segment, $A_k$ is the radiation field shape of the $k$-the segment. $Sc_{m,k}$ is the head scatter factor of the beamlet $m$ in the $k$-th segment, $Sc'$ is the head scatter factor for the rectangular field defined by the jaws, and $\alpha$ is the average transmission factor, representing the amount of radiation passing through the MLC leaves (on average) as a percentage of the radiation of a reference open field defined by the jaws. Here, we approximate the transmission for a point under the MLC (but inside the rectangular jaw field) as the product of the transmission factor, $\alpha$, and the head scatter factor, $Sc'$, of the rectangular field set by the jaws. For a Varian machine, $Sc'$ is a field-specific constant since the jaw settings do not change during the delivery process of an IMRT field. For the 15MV photon beam from our Clinic 2300C/D (Varian Oncology Systems, Palo Alto, CA), the average transmission factor is determined to be 1.74%.

The head scatter factor $Sc_{m,k}$ for each beamlet in a segment is calculated using a three-source model reported earlier. In this model, the photon radiation to the point of calculation is treated as if from three effective sources: one source for the primary photons from the target and two extra-focal photon sources for the scattered photons from the primary collimator and the flattening filter, respectively. The intensity distributions of the scatter sources and their positions and the off-axis difference of the scatter radiation
are taken into account in the calculation model on a machine and energy specific basis. Source parameters are determined by fitting the head scatter factors to the data of a series of square fields. Head scatter factor for an arbitrarily shaped segment is calculated by integrating the radiation contributed from areas (determined by the detector’s eye view) in the two scatter sources.

A radiation beam is specified by the gantry angle, couch angle and collimator angle in the machine coordinate. On the other hand, a point in a patient is more conveniently specified by using a patient-fixed coordinate system. To calculate the absolute dose at an arbitrary point in the patient for a multiple field IMRT plan, a coordinate transform between the patient coordinate system and the machine coordinate system (shown in figure 1) is required. We assume that the coordinates of a verification point are \((x, y, z)\) and \((x', y', z')\) in the patient and machine coordinate systems, respectively, and that the origins of two systems are set at the isocenter. In an isocenter setup treatment, only rotation transformations are involved and the coordinates of a point in the two systems are related by

\[
\begin{bmatrix}
  x' \\
  y' \\
  z'
\end{bmatrix} =
\begin{bmatrix}
  \cos \beta & \sin \beta & 0 \\
  -\sin \beta & \cos \beta & 0 \\
  0 & 0 & 1
\end{bmatrix}
\begin{bmatrix}
  \cos \theta & 0 & \cos \varphi \\
  0 & 1 & 0 \\
  -\sin \varphi & \cos \varphi & 0
\end{bmatrix}
\begin{bmatrix}
  x \\
  \sin \theta & \cos \theta & 0 \\
  0 & 1 & 0 \\
-\sin \theta & \cos \theta & 0
\end{bmatrix}
\begin{bmatrix}
  x \\
  y \\
  z
\end{bmatrix},
\]  

(4)

where \(\theta, \beta, \varphi\) are the gantry, collimator and couch rotation angles in the IEC convention, respectively.

We rewrite Eq. (1) as the sum of the contributions of the primary radiation and the scatter radiation:

\[
D(x', y', z') = MU[C_m D_{p,m_0}^0(x', y', z') + \sum_{m=m_0}^M C_m D_{s,m}^0(x', y', z')],
\]  

(5)

where \(m_0\) is the beamlet contributing to the primary dose of the verification point, \((x', y', z')\), \(C_{m_0}'\) is the corresponding weight-averaged DMF for this point, the \(D_{p,m_0}^0(x', y', z')\) is the primary dose per monitor unit to the verification point when the beamlet \(m_0\) is open, \(C_m'\) is the DMF for beamlet \(m\), and the \(D_{s,m}^0(x', y', z')\) is the scatter contribution to the point per monitor unit from a beamlet indexed by \(m\). Here we should note that there are typically more than one beamlets contributing to the primary dose at a given point of
interest. In our algorithm, a finite-size pencil beam method was used to determine the primary intensity. A well-benchmarked Monte Carlo dose calculation system was used to compute the fluence distribution of a 1x1cm² beamlet at the dmax with SSD= 97cm. It was found that the primary beam intensity at a point of interest (POI) is predominantly from the central 2x2cm² square. Furthermore, different points (beamlet/sub-beamlets) on the 2x2cm² square contribute differently to the primary intensity. Intuitively, this is understandable since the difference in their distances to the POI. In our calculation we divided each beamlet (1cm×1cm) into 4 subbeamlets (0.5cm×0.5cm) and our Monte Carlo calculation indicated that the weights in Eq. (5) for the three kinds of sub-beamlets in the central 2cm×2cm square are 0.200, 0.02 and 0.01, respectively. Therefore, $C_{m_0} = \sum_{i} W_i C_i'$, here $W_i$ and $C_i'$ is the corresponding weight and DMF for the beamlet $i$ in the 16 beamlets surrounding beamlet $m_0$.

The $D_{p,m_0}^0(x', y', z')$ can be calculated using

$$D_{p,m_0}^0(x', y', z') = \left(\frac{100}{100 - z'}\right)^2 C_f S_p(0) TMR(d_{eff}, 0) POAR(d_{eff}, x', y') ,$$

(6)

where $C_f$ is the calibration factor of the linac, $d_{eff}$ is the water equivalent depth of the calculation point, $S_p(0)$ and $TMR(d_{eff}, 0)$ are the phantom scatter factor and $TMR$ for zero field size, respectively. $POAR(d_{eff}, x', y')$ is the primary off-axis ratio at the calculation point, which can be determined using the method presented by Gibbons and Khan. Only the standard central axis data, including output factors, $TMR$s, and 40x40 cm² profiles, are required in the method.

A modified Clarkson integration method is used to compute the scatter dose contribution. As was done before, we use square beamlets as the elementary calculation units, which are more natural for MLC-based IMRT. The $D_{s,m}^0(x', y', z')$ can be obtained by

$$D_{s,m}^0(x', y', z') = \left(\frac{100}{100 - z'}\right)^2 C_f [S_p(r + \Delta r) TMR(d_{eff}, r + \Delta r) - S_p(r) TMR(d, r)] POAR(d_{eff}, m),$$

(7)

where $r$ is the distance between the center of the $m$-th beamlet and the projection of the calculation point on the isocenter plane, $\Delta r = l^2/2\pi r$, $l$ is the beamlet size used in
calculation, $POAR(d_{eff}, m)$ is the primary off-axis ratio at the center of the $m$-th beamlet in water equivalent depth $d_{eff}$. For calculation purpose, a beamlet can be further divided into a number of sub-beamlets. We found a sub-beamlet size of 0.5×0.5cm$^2$ can yield a satisfactory accuracy.

In the case of a multiplet incident beams, the dose at a point can be calculated by simply summing the contributions from all beams, that is

$$D(x, y, z) = \sum_{j=1}^{J} D_{j}(x', y', z') = \sum_{j=1}^{J} MU_{j} \left( D_{m0, j}^{0} D_{p, m, j}^{0}(x, y, z) + \sum_{m=m_0}^{M} C_{m, j} D_{s, m, j}^{0}(x, y, z) \right),$$  

(8)

where index $j$ has been added to label each individual incident beam, and $J$ is the total number of beams.

C. Phantom description and experimental verification

In order to ensure the functionality of the point dose calculation algorithm described above, a series of measurements and Corvus calculations were carried out for several testing cases using either a cubic water equivalent phantom or a cylindrical Lucite phantom of radius 15 cm. Given a phantom and the coordinate of a validation point in the machine coordinate system, $(x', y', z')$, it is straightforward to obtain the effective depth, $d_{eff}$, defined in Eq. (6). For the cubic phantom geometry, we have

$$d_{eff} = \rho_{e} (100 + SSD - z') \sqrt{(100 - z')^2 + (x'^2 + y'^2) / (100 - z')},$$  

(9)

and for the cylindrical phantom, we have

$$d_{eff} \approx \rho_{e} (\sqrt{(100 - SSD)^2 - (x'^2 + y'^2)} - z') \times \sqrt{1 + (\frac{x'}{100 - z'})^2 + (\frac{y'}{100 - z'})^2},$$  

(10)

where $SSD$ is source-skin distance of the calculation point and $\rho_{e}$ is the electron density of the phantom material relative to that of water.

A Varian Clinic 2300C/D with a standard 80-leaf MLC and 15MV photon beam was used to test the independent dose calculation software. Two groups of experiments were performed. The first group includes four specifically designed testing fields and a field from a clinical IMRT plan. The four specially designed fields are: (i) 10×10 cm$^2$ field formed by five consecutive 2×10 cm$^2$ subfields (Fig. 2a); (ii) a wedge field (Fig. 2b); (iii) a pyramid field (Fig. 2c); and (iv) an inverse pyramid field (Fig. 2d). The MLC leaf sequence file for the first field (Fig. 2a) was generated using Varian's Shaper program.
For the rest of fields in Fig. 2, the Beam Utility Program of the Corvus system was used to take the intensity maps to compute the corresponding dose distributions in the cubic water equivalent phantom. Upon the completion of dose calculations, the leaf sequencing module of the Corvus system was used to generate the leaf sequences for the delivery of the fields.

The dose distributions for the intensity modulated fields shown in Fig. 2 were measured using Kodak XV2 films at different depths perpendicular to the incident beams. The calibration curve for the radiographic films was determined by optical densities measured at $d_{max}=3.0$ cm for different MU irradiation in the center of a $10\times10$ cm$^2$ field with SSD=100 cm. The optical density distributions for the fields were then converted to dose distributions by using the calibration curve. The absolute doses were also measured with a PTW Farmer 0.6cm$^3$ ion chamber in the relatively flat parts of the fields for normalization purpose.

In the second group of study, we used a cylindrical Lucite phantom as a surrogate to recalculate the dose distribution of two multi-field IMRT treatments using the Corvus system. The first case was an IMRT treatment of prostate cancer, where the targets consisted of prostate and seminal vesicle of the patient. Six coplanar beams (gantry angles of these fields are 0, 55, 145, 180, 215, and 305 degrees, respectively) were used for the treatment and the corresponding intensity maps are shown in figure 3. The second case was an advanced stage prostate cancer with the involvement of pelvic lymph nodes. This plan also used six coplanar beams, two of which were split into two beams since the field widths were larger than the maximum extension of the MLC (14.5 cm). The corresponding gantry angles for this treatment are 0, 40, 115,180, 245, and 320 degrees, respectively. The intensity maps are shown in figure 4.

The doses at different spatial points in the Lucite phantom were measured using a 0.147 cm$^3$ IC-10 ionization chamber (Wellhöffer Dosimetric, Schwarzenbruck, Germany) following the recommendations of the AAPM protocol. No corrections were made for the variation in the chamber replacement effect. The results of the CORVUS planning, our independent calculations and the measurements were compared for both groups of tests.
III. RESULTS

A. Single testing fields on a cubic water equivalent phantom

Figure 5 shows the comparison of the absolute dose profiles along the midline of the 21st leaf pair in the isocenter plane at the 5.0 cm depth (SSD=95 cm) in the cubic phantom for the four testing fields shown in Fig. 2. Except for Fig. 5a, in which no Corvus result is shown, three groups of data are presented: film measurements (solid lines), Corvus results (cross+lines) and our calculations (scattered solid circles). The three sets of data agree within ±3.0% in most parts of the high dose regions. It is also intriguing to note that good agreement is found in the low dose and penumbra regions of the fields, which indicates that the head scatter radiation has been modeled adequately in our algorithm since the doses in these regions arise mainly from the head scatter and phantom scatter. The absolute dose profiles at depth 10.0 cm with SSD=95 cm along the midline of the 21st leaf pair for the wedge (Fig. 2b), pyramid (Fig. 2c), and inverse pyramid (Fig. 2d) shaped field are shown in Fig. 6. Similar levels of agreement are found for these fields.

Figure 7a shows the intensity map of a treatment field from a clinical IMRT case. The absolute dose profiles along the four lines marked in Fig. 7a were computed using our algorithm in isocenter plane at 3.0 cm depth (SSD=97 cm) in the cubic water equivalent phantom and the results are shown in Fig. 7b, 7c, 7d, and 7e as solid dots. The film measurements and Corvus calculations were also performed in the phantom. While the overall agreement between our calculations, the Corvus plans and the ion chamber measurements is excellent, there are regions (region A, B, C in figure 7) where the dosimetric discrepancies between the three are more than 5%. In these regions, it seems that our program yielded closer doses to the measured values in comparison with that of the Corvus calculation. Furthermore, as can be seen from Fig. 7, the penumbra regions are modeled adequately by our calculation.

B. Multi-field IMRT Plans

The dosimetric validation for the two multi-field IMRT plans was performed on the cylindrical Lucite phantom. Using the RTP files of the surrogate Lucite phantom plans,
we independently computed the doses at eight pre-selected spatial points inside the phantom for each plan. In selecting the calculation points, we have intentionally distributed them in high, medium and relatively low dose regions, respectively, in order to have a complete coverage of all possible scenarios. The coordinates of the points of interest relative to the isocenter are listed in Table I and II for both cases.

Table I summarizes the absolute doses from our calculations, Corvus plans and the measurements for the first case. Our calculations agree with the measurements to within 3.0% for all the eight verification points. The agreement between our calculations and the Corvus plans are also within 3.0% for all the points except point 5. At the point 5, the deviation of the Corvus dose from the measurement was found to be 5.6%, whereas our calculated dose for the point is only 0.6% different from the measured value.

Table II lists the three sets of data for the case 2. In this case, it was found that our calculations agreed with ion chamber measurements to within 3% for five out of the eight points. The relative errors of our independent calculations with respect to the measurements at the rest three points were above 3.0% but less than 5.0%. We also noticed that there are three points (point 3, 4, 5 in Table II) where the errors of the Corvus calculations against the measurements were quite large: 5.6%, 11.8% and 7.8%, respectively. The discrepancies of our calculations from the measurements for the three points are –4.6%, 1.1% and –4.6%, respectively, which are much closer to the measurements. We attribute the superior performance of our system to the better modeling of head scatter contributions. We note that the point 4 is located in a region where dose gradient is high, which may explain the large deviation of Corvus calculation from the measurement.

We also compared the calculated doses with and without head scatter correction for the all test points for the two cases and found that the average difference is about 4% for the points in the case 2 (large field IMRT) and about 2% for those in the case 1 (small field IMRT). These results indicate the importance of head scatter in IMRT, in particularly IMRT with large fields, and strongly suggest that the head scatter correction should be included in plan validation algorithm.
IV. DISCUSSION

The dose verification is mainly done by experimental measurements in current practice. A drawback of the approach is that it is time consuming and manpower intensive. Clinically, the task of carrying out the patient specific plan validation becomes quite burdensome as the number of IMRT patients increases to more than two or three per week and this has become a major bottle-neck problem in IMRT implementation. Just like that in the conventional 3D conformal radiation therapy, an independent dose calculation may be more practical approach for patient-specific QA of IMRT. While the basic philosophy is similar, there are a few issues specific to IMRT that must be resolved in order to have a truly reliable computer-based plan validation tool.

First of all, we wish to stress that the conventional approach based on point dose verification is not enough to validate an IMRT plan\textsuperscript{14}. To have a comprehensive understanding of the issue here, let us start by discussing the independent dosimetric verification procedure in conventional 3D conformal radiation therapy (CRT). In CRT, the verification is mainly concerned with the MU calculation for each incident field. An independent calculation of the dose or MU at a point based on primitive machine data is recommended by AAPM TG-40\textsuperscript{23}. Because the fluence of a uniform/wedged field is spatially correlated, information of the dose at a spatial point can in principle be used to estimate the dose in other spatial points provided that the off-axis information is known. This is, however, not the case for an intensity modulated field since the weights of the beamlets across the field are independent. The correctness of the dose at a spatial point only warrants, at most, the correctness of the beamlets passing through or nearby that point. As shown in Table I and Table II, although the dose discrepancies between the Corvus calculations and the measurements are all within 2.0\% at isocenter for the two clinical cases, the dose discrepancies in the off-axis positions may be much larger. To ensure that the final dose distribution adheres to the plan, a dosimetric check at multiple points should be an integral part of patient-specific QA to take consideration of the independence of the beamlets. An independent fluence map measurement/calculation would also be useful to remedy the uncertainty caused by the insufficient number of validation points and provide additional assurance.
In order to compute the spatial doses of an IMRT field, it is critical to model the MLC transmission and head scatter accurately because beamlet intensities are varied by moving MLC leaves across the irradiation field and a spatial point may often be at the edge(s) of one or more segmented fields. In this work, the head scatter contribution is calculated by using a well-established three-source model. This makes it possible to accurately compute the point doses at an arbitrary spatial point in a phantom or patient.

V. CONCLUSION

The level of quality in IMRT treatment is the result of many factors, but at this point, perhaps no factor has such a far-reaching effect as the timely development of computer based QA tools. With more and more hospitals starting their IMRT programs, it becomes increasingly important to have effective QA tools ready in the clinics. Otherwise, the gain from IMRT may be lost in non-optimal QA procedure and/or be offset by the increased cost of treatment. In this paper, an effective dose verification algorithm has been developed for IMRT treatment plan validation. The algorithm separates the primary and scatter radiation calculations. A modified Clarkson method is employed to compute the scatter dose contributions. A salient feature of the algorithm is the accurate inclusion of head scatter and MLC transmission. The inclusion of head scatter allows us to compute the IMRT dose not only at the central-axis point but also an arbitrary off-axis point. Given the relative simplicity and accuracy, the algorithm seems to balance the practicality and precision required by an IMRT plan validation tool and is thus valuable to greatly facilitate the routine clinical IMRT QA process.
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\textbf{Table I} Absolute doses measured and calculated in a Lucite phantom for the case 1

<table>
<thead>
<tr>
<th>Number of Calc point</th>
<th>Coordinates of Calc points (cm)</th>
<th>Current Calc dose (cGy)</th>
<th>Corvus calc dose (cGy)</th>
<th>Ion chamber measurement (cGy)</th>
<th>Deviation with Corvus (%)</th>
<th>Deviation with measurement (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>(0,0,0)</td>
<td>218.5</td>
<td>217.0</td>
<td>216.7</td>
<td>0.7</td>
<td>0.8</td>
</tr>
<tr>
<td>2</td>
<td>(2,0,0)</td>
<td>212.2</td>
<td>215.0</td>
<td>216.7</td>
<td>-1.3</td>
<td>-2.1</td>
</tr>
<tr>
<td>3</td>
<td>(0,2,0)</td>
<td>211.4</td>
<td>209.0</td>
<td>210.9</td>
<td>0.9</td>
<td>0.2</td>
</tr>
<tr>
<td>4</td>
<td>(0,0,2)</td>
<td>210.6</td>
<td>211.0</td>
<td>207.2</td>
<td>-0.2</td>
<td>1.6</td>
</tr>
<tr>
<td>5</td>
<td>(0,0,6)</td>
<td>78.6</td>
<td>74.0</td>
<td>78.1</td>
<td>6.2</td>
<td>0.6</td>
</tr>
<tr>
<td>6</td>
<td>(-6,0,6)</td>
<td>78.5</td>
<td>80.0</td>
<td>79.2</td>
<td>-0.6</td>
<td>-0.9</td>
</tr>
<tr>
<td>7</td>
<td>(6,0,-5)</td>
<td>97.8</td>
<td>96.0</td>
<td>100.6</td>
<td>1.9</td>
<td>-2.8</td>
</tr>
<tr>
<td>8</td>
<td>(-6,2,-5)</td>
<td>102.5</td>
<td>103.0</td>
<td>104.3</td>
<td>-0.5</td>
<td>-1.7</td>
</tr>
</tbody>
</table>

\textbf{Table II} Absolute doses measured and calculated in a Lucite phantom for the case 2

<table>
<thead>
<tr>
<th>Number of Calc point</th>
<th>Coordinates of Calc points (cm)</th>
<th>Current Calc dose (cGy)</th>
<th>Corvus calc dose (cGy)</th>
<th>Ion chamber measurement (cGy)</th>
<th>Deviation with Corvus (%)</th>
<th>Deviation with measurement (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>(0,0,0)</td>
<td>206.2</td>
<td>207.0</td>
<td>209.8</td>
<td>-0.4</td>
<td>-1.7</td>
</tr>
<tr>
<td>2</td>
<td>(2,0,0)</td>
<td>223.4</td>
<td>218.0</td>
<td>224.5</td>
<td>2.5</td>
<td>0.5</td>
</tr>
<tr>
<td>3</td>
<td>(0,6,0)</td>
<td>122.3</td>
<td>121.0</td>
<td>128.2</td>
<td>1.1</td>
<td>-4.6</td>
</tr>
<tr>
<td>4</td>
<td>(0,0,8)</td>
<td>91.7</td>
<td>80.0</td>
<td>90.7</td>
<td>14.6</td>
<td>1.1</td>
</tr>
<tr>
<td>5</td>
<td>(0,5,2)</td>
<td>84.8</td>
<td>82.0</td>
<td>88.9</td>
<td>3.3</td>
<td>-4.6</td>
</tr>
<tr>
<td>6</td>
<td>(-5,9,0)</td>
<td>187.9</td>
<td>191.0</td>
<td>186.9</td>
<td>-1.1</td>
<td>0.5</td>
</tr>
<tr>
<td>7</td>
<td>(-4,5,0)</td>
<td>180.0</td>
<td>180.0</td>
<td>178.3</td>
<td>0</td>
<td>1.0</td>
</tr>
<tr>
<td>8</td>
<td>(4.5,7.5, -2)</td>
<td>171.8</td>
<td>175.0</td>
<td>178.0</td>
<td>-1.8</td>
<td>-3.5</td>
</tr>
</tbody>
</table>
Legends

Fig. 1. Patient coordinate system (X-Y-Z) and the machine coordinate system (X’-Y’-Z’). θ, β and φ are the gantry, collimator and couch rotation angles in the IEC convention, respectively. The line 1 is in the X_Y plane with a rotation angle φ along Z-axis. The line 2 is the corresponding line of line 1 after the gantry rotation of θ angle.

Fig. 2. The intensity maps for four testing intensity modulated fields: (a) a uniform field formed by five consecutive 2×10 cm² subfields; (b) a wedge field; (c) a pyramid field; and (d) an inverse pyramid field. The beamlet size is 1×1 cm². Intensity level of a beamlet is characterized by its gray level, ranging from 0 (white) to 100 (black).

Fig. 3. The intensity maps for a six-field IMRT prostate treatment. Intensity level of a beamlet is characterized by its gray level, ranging from 0 (white) to 100 (black).

Fig. 4. The intensity maps for a six-field IMRT treatment of an advanced stage prostate cancer with the involvement of the pelvic lymph nodes. Intensity level of a beamlet is characterized by its gray level, ranging from 0 (white) to 100 (black).

Fig. 5. Dose profiles along the midline of the 21st leaf pair obtained by using film measurements, Corvus planning system, and the current independent calculation for the four test intuitive fields: (a) a uniform open field formed by five 2×10 cm² subfields; (b) a wedge field formed by MLC; (c) a pyramid field; and (d) an inverse pyramid field. The measurements and calculations were done in the isocenter plane at depth 5.0cm in water equivalent phantom.

Fig. 6. Dose profiles at depth 10.0cm with SSD= 95cm in solid water along the midline of the 21st leaf pair for three test intuitive fields: (a) a wedge field; (b) a pyramid field; and (c) an inverse pyramid field.

Fig. 7. Comparison of our calculations with ion chamber measurements and Corvus plan for a clinical intensity modulated field. The intensity map of the field and the four lines along which the doses were compared are shown in (a). The absolute dose profile for line-1, -2, -3, and -4 are shown in panel b, c, d, and e, respectively.
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INCORPORATING PRIOR KNOWLEDGE INTO BEAM ORIENTATON OPTIMIZATION IN IMRT

ANDREI PUGACHEV, M.S., AND LEI XING, PH.D.

Department of Radiation Oncology, Stanford University School of Medicine, Stanford, CA

Purpose: Selection of beam configuration in currently available intensity-modulated radiotherapy (IMRT) treatment planning systems is still based on trial-and-error search. Computer beam orientation optimization has the potential to improve the situation, but its practical implementation is hindered by the excessive computing time associated with the calculation. The purpose of this work is to provide an effective means to speed up the beam orientation optimization by incorporating a priori geometric and dosimetric knowledge of the system and to demonstrate the utility of the new algorithm for beam placement in IMRT.

Methods and Materials: Beam orientation optimization was performed in two steps. First, the quality of each possible beam orientation was evaluated using beam's-eye-view dosimetric (BEVD) developed in our previous study. A simulated annealing algorithm was then employed to search for the optimal set of beam orientations, taking into account the BEVD scores of different incident beam directions. During the calculation, sampling of gantry angles was weighted according to the BEVD score computed before the optimization. A beam direction with a higher BEVD score had a higher probability of being included in the trial configuration, and vice versa. The inclusion of the BEVD weighting in the stochastic beam angle sampling process made it possible to avoid spending valuable computing time unnecessarily at "bad" beam angles. An iterative inverse treatment planning algorithm was used for beam intensity profile optimization during the optimization process. The BEVD-guided beam orientation optimization was applied to an IMRT treatment of paraspinal tumor. The advantage of the new optimization algorithm was demonstrated by comparing the calculation with the conventional scheme without the BEVD weighting in the beam sampling.

Results: The BEVD tool provided useful guidance for the selection of the potentially good directions for the beams to incident and was used to guide the search for the optimal beam configuration. The BEVD-guided sampling improved both optimization speed and convergence of the calculation. A comparison of several five-field IMRT treatment plans obtained with and without BEVD guidance indicated that the computational efficiency was increased by a factor of ~10.

Conclusion: Incorporation of BEVD information allows for development of a more robust tool for beam orientation optimization in IMRT planning. It enables us to more effectively use the angular degree of freedom in IMRT without paying the excessive computing overhead and brings us one step closer to the goal of automated selection of beam orientations in a clinical environment. © 2002 Elsevier Science Inc.

IMRT, Inverse planning, Intensity modulation, Optimization, Beam orientation.

INTRODUCTION

Beam configuration may have significant influence on intensity-modulated radiotherapy (IMRT) dose distribution, and an individualized beam configuration is frequently needed to achieve the best possible treatment (1, 2). Clinically, beam orientations are usually selected based on trial-and-error search. Considerable effort may be required to come up with a set of acceptable beams. The final results may strongly depend on the planner's experience and understanding of the planning system. An ideal solution is to incorporate the beam orientation optimization into the planning system to automate the beam placement process. With currently available techniques, unfortunately, this would take a prohibitive amount of computing time, even on a high-end workstation. Generally speaking, to optimize beam configuration, one can add the degree of freedom of beam angles to the objective function and optimize them
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together with the beamlet weights. Although this does not pose any conceptual challenge, the search space is greatly enlarged, because of the coupling between beam profiles and beam configuration (1, 3–8). Improving the computational efficiency is a key to having a clinically practical beam orientation optimization tool.

A stochastic algorithm used for beam orientation optimization involves testing a large number of beam configurations. In the current algorithms, the beam orientations are sampled randomly and, for every sampled beam configuration, the beam profiles must be optimized to obtain the value of the objective function for determining whether the trial should be accepted. In practice, some beam directions are better/worse than others, and this information is available through an independent evaluation based on the system’s geometric and dosimetric information (2, 9, 10). Incorporation of this type of prior knowledge can potentially make the angular search more intelligent and greatly facilitate the calculation. The prior knowledge here acts like a filter that prescreens the search space by identifying the potential “good” and “bad” gantry angles. In this way, the simulated annealing algorithm can heavily sample the region where the potential for a beam to be placed is high and avoid spending valuable computing time exploring the beam configurations that are less likely to be the optimal solution.

We have recently introduced a beam’s-eye-view dosimetry (BEVD) to rank the beam orientations (2, 9). The central point of the technique is that the figure of merit of a beam direction should be measured by what that beam could achieve dosimetrically without exceeding the dose constraints of the system. Application of the BEVD technique to several model systems and clinical cases clearly showed its advantage in IMRT (2, 9). In this study, we point out that the BEVD represents the prior knowledge of the system, and an effective use of the information can provide a computationally intelligent algorithm for beam orientation optimization. In our calculation, the BEVD score was first evaluated for every possible beam orientation, and the simulated annealing optimization of beam orientations was then followed under the guidance of BEVD score. The probability of a beam orientation being sampled in the BEVD-guided calculation depended on the corresponding BEVD score. The new optimization scheme was tested using a clinical case, and the results indicated that this approach significantly reduced the computational time and greatly facilitated the IMRT beam orientation selection process.

**METHODS AND MATERIALS**

**BEVD as a priori knowledge for beam orientation optimization**

Relative merit of a single beam can be obtained before beam orientation optimization. An appealing approach is along the line of the beam’s-eye-view (BEV), which was originally used in three-dimensional treatment planning as an interactive tool to assist the oncologists in defining radiation portal entry angles that exclude critical structures while fully encompassing the target volume (2, 9, 11). The binary beam orientation scoring was further improved by the introduction of BEV volumetrics (12–15). The volume of normal structures intersected by a specified aperture/portal direction was calculated for all possible incident directions, permitting the planner to evaluate quantitatively the relative merit of a given portal field. In this approach, the good beam directions were those minimizing the volume of normal tissue intersected. Although the technique worked well for conventional three-dimensional radiation therapy, radical modifications must be made for it to be suitable for IMRT.

Generally speaking, an intensity-modulated beam that intercepts a large volume of sensitive structure(s) is not necessarily a bad beam. The dose tolerances of the involved sensitive structures should be considered also when constructing a metric for measuring the quality of incident beam directions (Note that the BEV volumetrics approach is based purely on the geometric information of the patient). We have recently derived a BEVD that ranks a beam direction by what the beam could achieve dosimetrically without violating the dose constraint of the system. To compute the BEVD score of a given gantry angle, a ray tracing is performed for each involved beamlet, and the sensitive structure(s) along the path of the beamlet is located. The maximum achievable weight of a beamlet, which depends on the tolerance(s) and location(s) of the sensitive structure(s), determines the width of the radiation “window” of the beamlet. The score of the beam is calculated according to Eq. 1, as follows (2, 9):

$$S_i = \frac{1}{N_T} \sum_{n \in \text{Target}} \left( \frac{d_{\alpha_n}}{D^T_i} \right)^2,$$

where $d_{\alpha_n}$ is the maximum dose delivered to the voxel $n$ by the beam from the direction indexed by $i$, $N_T$ is the number of voxels in the target, and $D^T_i$ is the target prescription dose.

The BEVD score described above is obtained under the assumption of a single incident beam. It is capable of identifying potentially “good” and “bad” directions and can be used as a useful guidance for beam placement in either manual planning or computer optimization. The optimal beam configuration for an IMRT treatment balances the BEVD score and the beam interplay as a result of the overlap of radiation fields. In the following section, we describe how to use the BEVD information to facilitate the beam orientation optimization calculation.

**BEVD-guided beam orientation optimization**

For simplicity, only coplanar beams were considered in this paper. Noncoplanar beams could be similarly included in the search space by adding the degree of freedom of couch angle (1, 2, 16). We also assumed that the number of beams to be used for the treatment had already been selected
based on clinical consideration. Beam orientation was specified by the gantry angle, varying from 0° to 360° in 5° increments. All calculations were done on a Silicon Graphics O2 R5000 workstation (Silicon Graphics, Inc., Mountain View, CA) using the PLUNC treatment planning system (University of North Carolina, Chapel Hill, NC).

System variables were divided into two groups: gantry position and beam profile (beamlet weights). Simulated annealing (17–20) was used for beam orientation optimization and the simultaneous iterative inverse treatment planning algorithm for beam intensity profile optimization (21, 22). However, the beam profile optimization could also be done using other existing inverse planning algorithms (23–26). A quadratic objective function defined by:

$$F = \sum_i W_i (D_i - D_i^p)^2$$  \hspace{1cm} (2)

was used in this study, where $D_i$ is the calculated dose value in voxel $i$, $D_i^p$ is the desired dose, and $w_i$ is the structure-specific importance factor. The values of the importance factors were determined empirically (27–31). $D_i^p$ was the prescribed dose for the target and zero for sensitive structures. The zero prescription dose to the sensitive structures ensured that the optimization continuously improved the dose to the sensitive structures when there was room for improvement, instead of stopping at an a priori nonzero value.

In previously reported algorithms, the gantry angles underwent random changes to explore different combinations of beam orientations. The corresponding dose distribution was then calculated, and the objective function evaluated. The trial beam configuration was accepted with the probability

$$P = \begin{cases} 
1 & \text{if } \Delta F < 0 \\
\exp\left(-\frac{\Delta F}{T}\right) & \text{Otherwise} 
\end{cases}$$  \hspace{1cm} (3)

where $\Delta F$ is the change of the objective function, and $T$ the system temperature. The temperature was gradually lowered according to an exponential cooling schedule, in which the temperature at each iteration step was reduced by a predetermined factor to ensure adiabatic cooling (32, 33). Typically, ~3,000–5,000 sets of beam orientations were sampled in the optimization of coplanar beams to find the solution. The conventional approach is brute force in nature. Given a patient, the geometric characteristics and dose tolerances of sensitive structures are known. The angular search space can be pre-ranked using BEVD, and this ranking can be used to assist the optimization process.

Ideally, the integration of BEVD into beam orientation optimization algorithm should be done in two steps. First, we use the BEVD information to prescreen the search space to eliminate the “bad” gantry angles. A computer optimization is then used to individualize the beam orientations by searching the reduced solution space. Although conceptually simple, the situation is more complicated here. The issue is that the BEVD score is obtained under the assumption of a single incident beam. Therefore, it reflects only one facet of the beam configuration selection problem. The final beam configuration depends also on the interplay between the incident beams, because of the overlap of radiation fields. The optimal beam configuration needs to balance between the BEVD scores and the beam interplay. Even though less likely from the perspective of the BEVD, a beam direction with a low but nonzero BEVD score may show up in the final solution if it is angularly well separated from others. In other words, our prior BEVD knowledge about the angular space is “fuzzy” and incomplete. The goal here is to develop a formal and robust approach to incorporating the partial information into the beam orientation optimization.

In conventional beam orientation optimization, the most time-consuming part of the computation is the optimization of beam profiles for every trial beam configuration. Before proceeding to optimize the beam profiles of a trial beam configuration, the strategy here is to evaluate first the likelihood that the trial beam configuration is the final solution, based on prior knowledge of the angular variables (e.g., BEVD). If the likelihood is small that the trial configuration is the final solution, the algorithm will most likely not continue to the next step (i.e., to optimize the beam profiles). Instead, a new sampling of trial beam configuration will be performed. Although our requirement for the general behavior of the BEVD-based likelihood function for accepting a trial beam is clear, its specific form is a matter of experimenting. We found that fast convergence was achieved when the likelihood was proportional to the square of the BEVD score. That is,

$$P(\theta) = \left(\frac{BEVD(\theta)}{BEVD_{\text{max}}}\right)^2,$$  \hspace{1cm} (4)

where BEVD($\theta$) is the score corresponding to the gantry angle ($\theta$), and BEVD_{max} is the normalization factor equal to the maximum value of the score function. Several other expressions, including linear and cubic forms, were tested. Even though they all led to the same optimal solution and speeded up the conventional simulated annealing calculation, the level of improvement was less significant than that from Eq. 4. It is possible to incorporate any other type of relative measures of the beam orientation, such as entropy measure (10), into the expression for the probability of acceptance given by Eq. 4.

The overall calculation process, along with the conventional simulated annealing algorithm, is outlined in Fig. 1. The starting temperature was chosen to be higher than the largest value of the objective functions calculated for several sets of randomly sampled beam orientations. During an
A. Simulated annealing (SA) optimization

1. Initial set of beam orientations
2. Vary beam orientations to obtain a trial set
3. Beam intensity profile optimization
4. Accept or reject trial set of beam orientations based on SA criterion
5. Temperature low enough?
   - Yes
   - No
   - Reduce temperature

Optimized set of beam orientations

B. BEVD-Guided Optimization

1. Initial set of beam orientations
2. Vary orientations to obtain a trial set
3. Accept or reject judged by the BEVD-based likelihood function
4. Reduce temperature
5. Beam intensity profile optimization
6. Accept or reject trial set of beam orientations based SA criterion
7. Temperature low enough?
   - Yes
   - No
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Fig. 1. (A) Flow chart of the conventional simulated annealing beam orientation optimization algorithm. (B) Flow chart of the BEVD-guided simulated annealing sampling algorithm.

iteration, a trial beam configuration was introduced by randomly selecting a set of beams and varying the directions of the beams using a preselected distribution function. In our algorithm, the probability of selecting an arbitrary number of beams from the total number of beams is set to be equal (i.e., $1/K$ for each possibility, where $K$ is the total number of beams used for treatment). The sampling probability of an angular variation of a beam was determined by a symmetrical exponential distribution function (i.e., proportional to the reciprocal of the exponential of the angular increment).

As stated earlier, a trial set of angular variations has only a certain chance to be accepted and evaluated by the simulated annealing algorithm. Before proceeding to beam profile optimization, we sequentially determine the acceptance of every beam within the configuration based on the value of the precalculated BEVD-based likelihood function (4). If not accepted, a new sampling was done for the beam. Only when all the beams within the set were accepted was the beam profile optimization carried out and the trial further checked by the simulated annealing acceptance probability defined in Eq. 3. In a sense, the overall acceptance probability for a trial beam orientation sampling can be viewed as a product of the traditional acceptance probability and the BEVD-based probability distribution.

Because of the prescreening of the BEVD-based likelihood function, we reduced the chance for the algorithm to spend valuable computing time on those trials that were less likely to be the final solution. The temperature was gradually lowered according to an exponential cooling schedule described earlier. The stopping temperature was determined by monitoring the objective function as a function of the temperature change. We would like to emphasize here that the likelihood for a trial variation of a beam to pass the BEVD-based prescreening is not zero unless the BEVD score of the trial direction is zero (corresponding to a situation in which the beam is completely blocked by the sensitive structure(s) having zero tolerance). In other words, we do not completely eliminate a beam configure containing one or a few beams with low BEVD score(s) from being tested by the simulated annealing algorithm. This is because BEVD represents only the partial/incomplete knowledge of the angular variable, and a beam configuration containing one or a few beams with relatively low (but not close to zero) BEVD scores may not necessarily be a bad beam configuration. This issue has been discussed already in the third paragraph of this section.

An IMRT treatment of paraspinal tumor was used here to illustrate the usefulness of prior knowledge of the system in facilitating IMRT planning. Five 15-MV photon beams were used for the treatment. To assess the computational efficiency, the convergence behavior of the new algorithm was compared with that of the conventional simulated annealing calculation. To demonstrate the improvement in plan quality, the results of the BEVD-guided optimization were compared with an IMRT plan obtained with five equiangular-spaced beams. The dose–volume histograms, as well as the dose distributions, for the target and sensitive structures were used for the evaluation of the treatment plans.

RESULTS

The BEVD-guided beam orientation optimization was applied to a five-field IMRT treatment of paraspinal tumor. The prescribed doses and importance factors of different structures are given in Table 1. In Fig. 2 we show the BEVD score as a function of gantry angle. This calculation was performed before beam orientation optimization calculation, and the result depended only on the patient’s geometric information and on the dosimetric tolerances of the involved sensitive structures. Because of the dosimetric restriction of
Table 1. Relative importance factors and dose tolerances.

<table>
<thead>
<tr>
<th>Relative importance factors</th>
<th>Target prescription and sensitive structure tolerance doses</th>
</tr>
</thead>
<tbody>
<tr>
<td>GTV</td>
<td>1.0</td>
</tr>
<tr>
<td>Spinal cord</td>
<td>1.0</td>
</tr>
<tr>
<td>Liver</td>
<td>0.01</td>
</tr>
<tr>
<td>Kidney</td>
<td>0.02</td>
</tr>
<tr>
<td>Skin</td>
<td>0.001</td>
</tr>
</tbody>
</table>

- the liver and the long radiologic path for the photon to reach the target, the angles between 260° and 360° are considered to be in a disadvantageous region in terms of target irradiation, as reflected by the lower BEVD scores. The BEVD has a distinct peak at 225°. The optimal beam angles from the BEVD-guided beam orientation optimization are listed in Table 2. It is interesting to note that one of the optimal gantry angles (220°) is located very near the highest BEVD score (225°) in the final optimized solution. Furthermore, there is no beam located in the angularly disadvantageous region (between 260° and 360°) identified by BEVD.

The conventional simulated annealing algorithm generated the same beam configuration as listed in Table 2 for four out of five independent runs, but with much longer computing time. To assess the improvement in computing efficiency, we studied the convergence behavior of the BEVD-guidance optimization in parallel to the conventional simulated annealing optimization. Two tests were done. First, we set the temperature in the simulated annealing to zero and compared the performance of the beam orientation optimizations with and without incorporation of BEVD knowledge. When the temperature is set to zero, only trial configurations with lower objective function values are accepted in both cases, and the system moves only toward the downhill direction. However, this calculation cannot be replaced by a gradient search, because it does not allow the system to jump over the barriers of a “bumpy” objective function. The evolution of the objective function as a function of iteration step for conventional simulated annealing is shown as the dashed line in Fig. 3. The solid line shows the convergence of the system when the BEVD is incorporated into the sampling using the algorithm described in the last section. The stepwise decrease of the objective function indicates that the system jumps from one “valley” of the objective function to another during the computational process. With the guidance of BEVD score, the performance of the modified simulated annealing algorithm was improved significantly. The objective function reached its minimum.
in approximately 360 iterations, whereas the conventional simulated annealing took many more iterations to converge. Theoretically, the convergence of the simulated annealing algorithm to the global minimum of the objective function is guaranteed only in the case of a very slow logarithmic cooling schedule, which is hardly realized in practice. When a realistic cooling schedule is used, it is possible that some optimization runs get “stuck” in a local minimum (19). The result indicated that the incorporation of prior BEVD knowledge not only increases the calculation speed but also improves the convergence behavior of the simulated annealing calculation based on a realistic cooling schedule.

The next level of test involved a comparison of the BEVD-guided optimization and the conventional simulated annealing optimization with an exponential cooling schedule (32, 33). Figure 4 shows the objective function as a function of iteration step for the two types of calculations. In each case, an average was taken over five independent runs to reduce the “noisy” behavior of the evolution of the objective function. Comparing Figs. 3 and 4, it can be seen that switching on the annealing in both cases speeds up the convergence and decreases the number of iterations required for the system to reach the ground state. From Fig. 4, it is seen that the BEVD-guided simulated annealing significantly outperformed the standard simulated annealing. All five BEVD-guided optimization calculations reached the global minimum within 300 iterations. With 400 iterations, only one out of five runs of standard simulated annealing was able to get to the ground state. All four other simulations led to suboptimal solutions with higher objective function values. Generally, it took about 5,000 iterations for the standard simulated annealing calculations to converge to the optimal solution.

For comparison, in Fig. 4 we plotted also the value of the objective function (dashed horizontal line) for a five-field IMRT plan with equally angled beams listed in Table 2. The dose distribution corresponding to the five equally angled beams is shown in Fig. 5a. The improvement in dose distribution after BEVD-guided optimization is shown in Fig. 5b. Figure 6 shows comparisons of dose–volume histograms for plans obtained using the equiangular-spaced beam configuration and the BEVD-guided optimization. Whereas the target dose–volume histogram was improved slightly, the fractional dose–volume of the spinal cord, kidney, and liver were all lowered by moderate to significant amounts. Considering the large volumes of the kidney and liver and the reduction in radiation doses, the improvement should be considered as clinically significant.

On average, it took slightly more than 2 hrs for the SGI 02 workstation to carry out 300 iterations. However, with state-of-the-art computer hardware now available on the market, as well as improved programming, it is likely that the calculation efficiency will be enhanced to a level where BEVD-guided beam orientation becomes practically achievable in a clinical environment.
Fig. 4. The objective function vs. iteration step for simulated annealing with the exponential cooling schedule. Dashed and solid lines correspond to the simulated annealing performed with standard sampling and the BEVD-guided sampling, respectively. Horizontal dashed line indicates the objective function value of an IMRT plan with 5 equiangular beams.

DISCUSSION

In this study, we have proposed incorporating the BEVD information into the beam orientation optimization algorithm to guide the angular search. The BEVD ranking is a single beam score function available before inverse treatment planning. Generally speaking, an intensity-modulated beam that intercepts one or more sensitive structures is not necessarily a bad beam. In reality, it is the dose and/or dose-volume that determines the damage to a sensitive structure. The BEVD score measures the dosimetric capability of a given beam direction. Although it does not provide the optimal beam configuration, because of the absence of beam interplay, it points out the location of the potentially good and bad directions for beam placement and represents prior partial knowledge of the system. This is supported by our optimization results, presented in “Results.” Indeed, all the beams in the final optimal solution have high BEVD scores, and in particular, one of the beams appears very near the peak position of the BEVD function. We observed that, even in a suboptimal solution resulting from the conventional simulated annealing calculation, none of the beams took a position in the disadvantageous region of the BEVD function.

We have shown that incorporation of the valuable BEVD information greatly facilitated the beam orientation optimization. The approach proposed here is different from other beam orientation optimization algorithms, for example those described in Refs. 34, 35 in the way the available information is used. Instead of adding to the objective function used to evaluate the “fitness” or “energy” of a trial configuration, we use the BEVD at the step of designing the trial configuration. In our calculations, the gantry angles were sampled according to a simulated annealing algorithm with consideration of BEVD. During an iteration step, the angle of an arbitrarily chosen beam was varied by a random amount. The trial was prescreened by the BEVD according to Eq. 4. Instead of performing beam profile optimization for every trial beam configuration, we performed the conventional simulated annealing calculation (optimizing beam profiles and computing the corresponding value of the objective function) only for those trials that passed the prescreening, as depicted in Fig. 1. The prescreening allowed us to eliminate those beam configurations that were less likely to be the candidates for the optimal solution and saved a large amount of computing time. Application of the technique to clinical cases clearly showed its advantage. It reduced the sampling rate for those angles that were less likely to appear in the final solution and saved a large amount of computing time.

The inclusion of BEVD makes the computation more intelligent and can bring the system into the vicinity of the optimal solution more rapidly. As a result, the BEVD-
Fig. 6. Target and sensitive structure dose–volume histograms of the IMRT treatment plans for a paraspinar tumor. The dashed curves and solid curves correspond to the plans with 5 equiangular-spaced beams and 5 beams obtained using BEVD-guided optimization.

Finally, in this article we have assumed that the number of beams was given before beam orientation optimization. The optimal choice of the number of beams represents another important issue in IMRT planning and should be addressed in future research. In general, the sensitivity of an IMRT treatment plan with respect to the number of beams varies from site to site. A systematic study of the beam number dependence for a variety of clinical cases should be helpful in obtaining important insight and in providing practical guidance on this important issue.
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Purpose: To establish the multiple segment radiation therapy (MSRT) as a general technique for the treatment of breast cancer, to demonstrate its superiority over the standard opposed tangential-field (OTF) technique, and to illustrate why forward planning is more efficient than beamlet-based inverse planning approach for breast irradiation.

Methods and Materials: The patient setup and target definition were the same as that used in the standard OTF treatment. The MSRT treatment plan was obtained using a conventional 3D planning system with manual trial-and-error forward planning method. The approach utilized additional MLC segments stacking on top of the original OTF to improve the dose distribution. The aperture and weight of the added segment were chosen in such a way that the dose was most uniform in the breast target. After the plan was completed, the static MLC fields of each gantry angle were concatenated together for step-and-shoot delivery. An algebraic method was used to minimize the MLC transmission in the delivery process. As a standard QA procedure, the fluence map and MU of each field were independently checked before a patient treatment. Ten patients with early-stage breast tumors were planned with the MSRT and the results were compared with those using OTF.

Results: The MSRT plans significantly improved target dose uniformity in comparison with the standard OTF plans. The overall planning and treatment delivery overhead of the MSRT was found to be minimum. Our results for ten breast cases revealed that the target dose uniformity could easily be reduced from 109%–117% to 106% to 112%. The volume of receiving high dose irradiation in the breast target was also markedly reduced. It was also possible to use MSRT to reduce the dose to the ipsilateral lung/heart.

Conclusions: The current IMRT planning, delivery, and QA deviate significantly from the conventional approach and requires additional steps in the treatment process. MSRT bridges the gap, both conceptually and operationally, between the conventional and IMRT treatments. The underlying reason for this method to be a viable choice is that the initial OTF plan have already brought the system to the vicinity of optimal solution. As a result, it is often sufficient to add 1–3 segments to substantially improve the dose distribution. For breast cancer, MSRT is a natural extension of standard treatment and improves the dosimetry without paying excessive overhead associated with the current IMRT. It does not rely on an inverse planning system, nor require
explicit delineation of the breast target. Furthermore, each segment is a standard field and conventional dose calculation and checking methods can be used for QA of MSRT.

Key Words: breast cancer, treatment planning, IMRT, inverse planning, step-and-shoot.
I. INTRODUCTION

Radiation therapy is accepted as an effective treatment modality in the management of both invasive and non-invasive breast cancer [1-4]. Conventional breast radiotherapy utilizes two opposed tangential photon beams with either uniform or wedged shaped fluence profiles. A certain volume of the ipsilateral lung and, in the case of the left breast, a small volume of the heart is inevitably included in the tangential field, resulting in high radiation dose to this part of the lung and heart. For large sized breast, the technique is frequently incapable of producing homogeneous dose distribution in the target volume. Consequently, breast irradiation has been associated with a number of potential complications, including radiation induced pneumonitis, cardiac toxicity, rib fracture, arm edema, severe breast or chest wall fibrosis, and soft tissue or bone necrosis, and radiation induced secondary cancer [4]. Adjuvant treatment with chemotherapy may further aggravate these effects.

Many approaches have been proposed to improve the current OTF treatment which aims at achieving more homogeneous dose distributions in the breast target volume and limit radiation dose to normal structures to reduce cardiac and pulmonary toxicity. Karlsson and Zackrisson [5, 6] and Jansson et al. [7] proposed the use of matched electron and photon beams to reduce dose to the underlying structures. The medial part of the breast is treated with an electron beam, which is matched to two opposed photon beams used to treat the most lateral part of the breast. However, large dose inhomogeneity was seen in the matched region between the electron and photon beams. As was demonstrated in recent theoretical and experimental studies by Li et al. [8, 9], the matching was improved by using intensity-modulated photon beams because of effective penumbra broadening. A drawback of the approach is that the beam setup and treatment procedure becomes less straightforward. Smitt et al. [10] examined the potential of fan-beam IMRT for breast cancer. While the volumes of the ipsilateral lung and the heart that received high doses were smaller as compared to the conventional plans, it was found that significantly larger volume of the two structures as well as the contralateral lung and the contralateral breast received low doses. Williams et al. [11] studied the feasibility of using multiple (3~7) intensity-modulated beams for breast cancer. The technique can treat the breast target as well as the nodal sites with a single set of IMRT fields, simplifying thus the treatment when the regional lymph nodes (supraclavicular, axillary and internal mammary nodes) are involved and eliminating the
potential overdosing/underdosing caused by matching the supraclavicular/axillary field with the tangential fields. But the adjacent sensitive structures are exposed to low, or moderate or even high dose of radiation because of the exiting and scatter photons. This is similar to that seen in breast cancer treatment using fan-beam IMRT [10] and cone-beam IMRT with multiple beams [8, 9]. The increase in the volumes of normal structures receiving a low dose of radiation is detrimental to the clinical application of these techniques. Breast irradiation using modulated electron radiotherapy (MERT), which attempts to achieve conformal dose distributions by intensity- and/or energy-modulation of an electron beam, has also been proposed [12]. While it is straightforward to simulate MERT on a computer, there are a number of serious engineering and physics problems that must be overcome before its practical implementation.

Tangential field treatment using intensity-modulated fields offers a viable choice for breast cancer treatment [13]. This technique has been recently evaluated on 10 breast patients and notable improvement in the doses to critical structures was achieved. Compared with standard OTF plans, there is a significant reduction in the dose to the coronary artery region (for patients treated to the left breast), the mean dose to the contra-lateral breast, and the ipsilateral lung and soft tissue volumes receiving more than prescribed dose. The dose homogeneity within the target volume was also improved (~8%), especially in the superior and inferior regions of the breast. Similar results were also reported by McCormick [14], Chang et al.[15], Donovan et al [16], Kestin et al. [17], Lo et al [18], and van Asselen et al. [19].

While the dosimetric advantage of IMRT with opposed tangential beam configuration for breast cancer is clear, an important question is how to efficiently implement the technique in a busy clinical environment. The current IMRT planning and treatment process deviates significantly from the conventional approach and requires additional steps in planning, delivery and quality assurance [15, 20-23]. When applied to breast irradiation, the current beamlet-based IMRT has two additional limitations: (1) it is required to segment explicitly the target volume, which adds a large amount of extra work to physicians; and (2) a tangential treatment field is often split into two separate fields for delivery because of the large field width and the disintegration of the dose optimization and the MLC leaf sequencing in the planning process. Characteristics that are special to breast cancer treatments are not incorporated in the current inverse planning system.
design and the inverse planning algorithms are by no means the most efficient optimization scheme for breast cancer. In addition, the procedure of dosimetric verification of an arbitrarily shaped intensity-modulated beam is not well established and the QA is of a great concern [20, 22, 24-26]. If intensity modulation is to have truly impact on breast treatment, it has to be more adaptive and efficient than it is today.

In this paper we establish a variant of IMRT, multiple segment radiation therapy (MSRT) [27-29], for breast cancer treatment and illustrate its utility by using several clinical cases. While a few research groups have reported the use of MSRT for breast treatment [20, 22, 24-26], the focus of this work is on developing a clinically practical procedure and providing intuitive explanation on why forward planning with multiple segment delivery is more competitive than the conventional IMRT. We address several untouched clinical issues related to the technique, including the use different types of wedges (physical or dynamic), field width problem, incorporation of MLC transmission into the step-and-shoot delivery, and QA related issues. We have applied the technique to ten clinical cases and our results indicated that the MSRT markedly improved breast irradiation and provided superior dose distributions needed to reduce radiation side effects and complications. The technique is especially valuable for radiation treatment of large-breasted women, where it is difficult to achieve homogeneous target dose distribution. In addition, the methodology developed here should be useful also for radiation treatment of other diseases (such as Hodgkins disease, lung cancer), where isodose shaping at the field boundary can be realized by beam shaping with a simple beam configuration.

II. METHODS AND MATERIALS

II.1 CT data acquisition and target definition

Five right-sided and five left-sided breast cancer patients with invasive carcinomas of the breast, who had previously undergone lumpectomy, were selected for the study. The patients underwent computed tomography (CT) in the conventional treatment position supported by an Alpha Cradle immobilization device (Smithers Medical Products, Tallmadge, Ohio). Radiopaque markers were
placed on the patients' chest to indicate the medial and lateral borders of the palpable breast tissue and the location of the lumpectomy scar. All ten breast patients underwent MSRT planning for the whole breast.

The radiation-sensitive structures included the left and right lungs, the heart, and the contralateral breast. For this study, the contours of the skin, target volume and the sensitive structures were outlined using the segmentation tools provided by the AcQSim virtual simulation workstation (Marconi Medical System, Cleveland, OH). It is, however, not required to outline the structures in general MSRT treatment, similar to that in the routine OTF breast irradiation. The tangential fields were determined by the routine virtual simulation procedure performed on an AcQSim workstation. The fields may be adjusted at the stage of treatment planning according to the actual treatment objective for each patient with considerations concerning tumor bed coverage, in-field lung and cardiac volume, if for left breast irradiation. Figure 1a shows an example of the OTF setup for the treatment of a left breast cancer patient. A flash region of 2 cm was used in the anterior field border to account for patients' respiration motion and setup uncertainty.

II.2 Treatment planning

Treatment planning was done with the FOCUS 3D treatment planning system (Computerized Medical System, St. Louis, MO). A uniform dose of 4,500 cGy or 5,040 cGy was prescribed to the target volume in 180-cGy fractions. For comparison, three plans were generated for each patient. One was the standard opposed OTF plan and the other two were the MSRT plans with different constraints. Standard plans involved a medial and lateral tangential field with 6 or 15 MV photon energy. A wedge filter was used in lateral direction. When a physical wedge was used, we avoided placing it in the medial field to reduce the scatter dose to the lung/heart and the contra-lateral breast. In this case, both fields were modulated with multiple segments (MSRT-B). The segmented fields in the lateral direction were delivered concurrently with the physical wedge in place. For treatment involved dynamic wedge(s), a slightly different approach was used and this will be described in Section II.3. All plans were obtained through manual trial-and-error process.
For intermediate or large sized breast patients, a standard OTF plan is frequently incapable of generating homogeneous dose distribution. MSRT affords an effective way to improve the dose distribution. The MSRT planning started with a standard OTF plan. After the initial wedged plan was obtained, we proceeded to introduce an additional MLC field segment to one or both beam directions to boost the "cold" region(s) under the guidance of dose distributions in the plane perpendicular to the incident beam direction. For MSRT-B, multiple segment modulation was allowed for both beams. All segments in the lateral beam were planned and delivered with the physical wedge in place. Figures 1d-1i show the three segments of the lateral and the medial fields for a MSRT-B treatment. The weights and MLC apertures of the segments were adjusted manually to achieve a uniform dose distribution. Our experience indicated that, for intermediately complex cases, it was often sufficient to introduce one or two additional segments to the original opposed tangential fields. For complex cases, two or three additional segments were frequently used. A segment with ipsilateral lung or heart blocked by MLC (the third segment in either medial or lateral MRST field) was also helpful in reducing the dose to these structures.

**II.3 MSRT plan with dynamic wedge**

In the MSRT-B treatment described above, both lateral and medial fields were modulated by multiple segments. Upon the completion of the MSRT-B planning, the sequential MLC shapes from the same gantry angle were stacked together for step-and-shoot delivery (see Sec. II.4). For the lateral field, the multiple segments were delivered with a physical wedge in place. If dynamic wedge is to be employed for treatment, the above planning and delivery procedure needs be modified.

The complication with dynamic wedge based MSRT arises from the interplay between the MLC leaf movement and the dynamic jaw motion. In reality, there are two ways to proceed. The first one is to plan the treatment using the MSRT-B scheme described in Sec. II.2 and then deliver the segmented MLC fields and the dynamic wedge field separately. If this scheme is to be used, each segment is an MLC-shaped uniform field which must not be modified by the wedge filter. This is different from the delivery based on a physical wedge, where the fluence of each segment was modified by a physical wedge (unless one chooses to deliver the wedged field and the multiple
segments separately). The major disadvantage of this approach was that it doubled the number of delivery fields and prolonged the treatment. To facilitate the treatment, we restricted one of the incident beam to be modulated with only dynamic wedge and the other beam with only MLC-shaped segmented fields (MSRT-S). This approach enabled us to take advantage of the MSRT treatment yet avoiding the separated delivery of the dynamic wedge field and the multiple segmented fields. The overall treatment planning procedure for this delivery scheme was similar to that described in the Section II.2. In figure 2 we show an example of such a treatment with three segments in the medial direction and a 30° enhanced dynamic wedge in the lateral direction.

**II.4 Step-and-shoot delivery**

The MLC movement trajectories (or leaf sequences) were known upon the completion of MSRT plan and there was no need for a leaf sequencing algorithm to convert an optimal fluence map into MLC sequences. The static MLC file of each segment was exported as an ASCII file from the FOCUS treatment planning system. For each gantry angle, the segmented fields were stacked together to form a step-and-shoot delivery using a simple software tool, developed in-house, which read in each individual MLC segment and output the step-and-shoot delivery file according to the MLC manufacture's specifications. In addition, a step-and-shoot delivery file for portal verification was also generated (see Sec. II.5).

A step-and-shoot delivery is perhaps the simplest scheme from the delivery and QA points of view. In this modality, MLC leaf movements and dose deliveries are done at different instances [30-33]. A leaf sequence file consists of alternatives of dose-only and motion-only instances. Figure 3 shows an example, which corresponds to the delivery of the MSRT-B treatment outlined in Fig. 1. In figure 3 $f_k$ and $a_k$ are the fractional MU of the $k^{th}$ instance and the accumulated fractional MU, respectively. If the treatment planning system has already considered the MLC transmission in treatment plan, we have

$$f_k = MU_k / MU,$$  \hspace{1cm} (1)

where $MU_k$ ($k=1, 2, 3, \ldots$) are the monitor units of the $k$-th segment from the treatment planning system and $MU = \sum_k MU_k$ is the total MU of the field. Equation (1) was applied directly to the treatment plan obtained using FOCUS 3D planning system since the MLC transmission has been
already taken into account in the dose calculation of each segment. Otherwise, it is desirable to take the MLC transmission into account during the delivery process. The influence of MLC transmission can be compensated by adjusting the values of \( f_k \) in the step-and-shoot delivery file. A general method of incorporating the MLC transmission into the step-and-shoot delivery has been established [34, 35]. Assuming that the average MLC transmission coefficient is \( \alpha \), the transmission fluence of a segment with fractional monitor unit of \( f_k \) is given by \( MU(1-f_k)\alpha \). To the first order approximation, the \( f_k \) used in the MLC leaf file should be replaced by \( \bar{f}_k = f_k - (1 - f_k)\alpha \), where \( f_k \) is given by Eq. (1). It has been shown in Ref. [35] that this algebraic relation offers an effective way to compensate the MLC transmission for the step-and-shoot delivery.

The step-and-shoot file must have correct CRC (computer redundancy check) code attached at the end of the file in order to be executable by the MLC workstation. The subroutine generating CRC code was implemented into the in-house software that concatenated a series of static MLC segments into a step-and-shoot file.

For Varian's accelerators, the upper and lower jaws are fixed during the whole step-and-shoot delivery process. At a given segment, some pairs of leaves may needed to be closed. In order to avoid unnecessary exposure from the ends of a pair of closed leaves, it is desirable to move the leaf ends to a position under the lower jaw protection, as shown in the third segment in Fig. 2c. A MLC configuration for the same segment shown in Fig. 4 is not acceptable. Otherwise, a large amount of leakage (~25%) will be resulted in the region of closed leaf ends.

### II.5 Quality assurance

Quality assurance is of practical importance. MSRT is a modality in between a conventional conformal radiation therapy and IMRT. The patient specific pre-treatment QA of MSRT consisted of two integral parts: MU and fluence map checks. We used an in-house MU calculation program to check independently the MU settings [36]. The MU setting of each segment could also be easily checked using a manual calculation procedure. But this does not check the functionality of the software module that concatenates the individual MLC segments together for step-and-shoot delivery. After a MLC leaf sequence file was obtained, we used the
file as input and re-computed the fluence map using a software described in an earlier publication [22]. This independent calculation ensured that the step-and-shoot MLC files were executable and generated the intended fluence map.

The on-treatment QA included isocenter setup verification and the verification of treatment portals relative to the patient's anatomy [37]. Different from an IMRT field, an MSRT field consists of, generally, two or three segments for most cases. Hence it is practically possible to obtain the portal image of each segment on a single film. In principle, the step-and-shoot treatment file created with Eq. (1) is usable for the portal verification. However, the fractional MU for some segments could be very small, leading to unclear segmental images. We thus created a step-and-shoot file specific for portal verification for each MSRT field. This file was essentially the same as the original MSRT treatment delivery file except that an equal fractional MU was assigned to each segment. Multiple segment portal film was then obtained by executing this file at the time of portal verification. The total MU was set to 2K, where K is the number of segment in the MSRT field.

III. RESULTS

Ten patients with various breast sizes have been studied using MSRT. In Table 1 we summarize the treatment plans obtained using the standard OTF technique, MSRT-B, and MSRT-S. Minimum, maximum, and mean doses in the breast target volume and critical structures are given for each treatment plan. For these cases, the prescribed dose was specified to a point ~3 cm anterior to the isocenter and it was desired that the 100% isodose curve to cover the breast target volume. For comparison, we have scaled the prescription dose of all treatment plans to 5,040 cGy. The hot spots of the standard OTF plans in the breast volume ranged from 109% to 118% when normalized to the prescription dose. These plans represented typical clinical cases that fell into the category of intermediately complicated or complicated cases.

Figure 1 shows the standard setup of the opposed fields (top row) and the segmented fields in the medial (middle row) and lateral (bottom row) direction of an MSRT-B treatment for the first
patient listed in Table I. Figure 2 shows the same setup obtained with an MSRT-S treatment technique, in which the lateral field was generated using a 30° dynamic wedge. The isodose distributions in the central transverse section and in a plane perpendicular to the incident beams for the standard OTF, MSRT-B, and MSRT-S treatments are plotted in figure 5, and the corresponding cumulative dose-volume histograms (DVHs) are displayed in figure 6. As can be seen from figures 5 and 6, the dose inhomogeneity in the target volume was significantly reduced with both MSRT-B (figure 5b) and MSRT-S (figure 5c) techniques, as well as reduction in the high dose to the ipsilateral lung and heart when compared with the OTF plan. The target maximum dose was reduced from 117.7% to 112.2% for the MSRT-B plan, and to 111.9% for the MSRT-S plan. Furthermore, the target volume receiving high dose irradiation was significantly reduced. In order to include the mammary nodes into the radiation field, ~10% of the heart volume and the left lung were included in the tangential fields, resulting for these parts of the heart and lung receiving high radiation dose. The high doses to the heart was reduced by almost 6% using MSRT-B technique as a result of adding one additional segment in each incident beam (figures 1f and 1i), together with ~5% improvement in the maximum target dose in the target volume. The heart volume and ipsilateral lung volumes receiving high dose irradiation were also markedly reduced for MSRT-B treatment. As can be seen from figures 5 and 6, the MSRT-S also showed moderate improvement in the lung/heart doses in comparison with the standard OTF plan.

In Table II we list the MU setting of each segment of the MSRT-B and MSRT-S plans for the patient discussed above. In addition, the MU values from the independent calculation are also presented. We have also recomputed the fluence map based on the MLC leaf sequences and compared it with the intended fluence map for each beam. The independent fluence maps were found to be the same as the intended maps from the planning system.

IV. DISCUSSION

IV.1 Forward planning vs. inverse planning
There are two aspects in conformal radiation treatment planning: conformance of a certain isodose-curve to the target volume and the dose uniformity inside the target. For simple beam configurations (e.g., OTF, AP/PA), the isodose-curve shaping is usually realized through beam shaping based on the initial MLC segments. In this case, a field-in-field technique obtained by adding a few segments to the original incident beams is often a viable choice to significantly improve the target dose uniformity. Breast irradiation using OTF belongs to this category of treatments. The isodose-curve shaping here is realized by the proper choice of the two initial tangential fields. The main purpose of introducing additional segments is to improve the dose homogeneity inside the target volume and/or to spare the sensitive structure(s) located along the path of the beams. Previous studies and our results clearly showed the dosimetric advantage of the MSRT for breast treatment.

MSRT is a convenient scheme of IMRT. For breast irradiation, MSRT is superior over IMRT for a few reasons. First, it is possible to obtain a MSRT treatment plan through a manual procedure using a conventional 3D treatment planning system. In practice, when the isodose curve shaping can be accomplished by MLC shaping of the initial segments, a manual forward planning is a competitive approach to inverse planning. In inverse planning, an objective function is constructed based on general physical/dosimetric or biological considerations and is defined as a global quantity [38]. In constructing an objective function, the voxel-dependent local information is "compressed" into a global quantity. Hence, one loses, to a certain extent, control over them. When a desired dose distribution is not attainable, a compromised solution is found using the algorithm's ranking. In reality, the compromised distribution may not necessarily be what the planner wants and several trial-and-error adjustment of prescription and relative importance factors of different anatomical structures may be needed to obtain a clinically sensible plan. For a simple beam configuration, the inverse planning approach may not necessarily be more efficient than a manual MSRT planning with the aperture weights and shapes adjusted in a trial-and-error fashion. After all, the final dose distribution has to be evaluated by the planner in either inverse or forward method. The manual planning is more direct in fine-tuning the doses in the target when isodose shaping is already achieved with the initial segments.
For a simple beam configuration, *a priori* knowledge can be incorporated into a manual forward planning process more efficiently as compared with computerized inverse planning. The feedback mechanism (or the trial-and-error) is more natural and straightforward. Based on the empirical experience, a planner can quickly find a suitable wedge filter to lead him/her to the vicinity of an optimal solution. The planner can then fine-tune the dose distribution with additional segmented field(s). The whole planning process was found not much more complex than the standard OTF planning process. Note that a wedged field in MSRT planning represents a "hidden" intensity modulated field. It would require at least ten segmented fields to produce a wedged field. Plus the added segments, the "effective" modulation in MSRT should be comparable to that of beamlet-based IMRT. The use of a wedge filter in planning provides a way for us to take a "shortcut" to find the optimal solution. Of course, the forward planning is efficient only when the number of system variables is not large and when the optimal solution is not "far" from the conventional OTF solution. The types of clinical cases that can potentially benefit from the proposed method include, but not limited to, tangential breast irradiation, AP/PA or oblique-field treatment of lung and Hodgkins disease. When the number of system variables increases and/or when the isodose-curve shaping cannot be achieved by simply changing the initial MLC leaf positions, the computer based inverse planning becomes more efficient. That is, the inverse planning technique becomes necessary for cases in which both isodose-curve shaping and dose uniformity need to be accomplished through intensity modulation.

**IV.2 Field width problem**

Inverse planning system obtains the solution by optimizing an objective function. The hardware limitations are usually not considered in the plan optimization process. A major limitation is the maximum spread of the MLC leaves, which restricts the maximum achievable field width without cartridge movement. Currently, the maximum field spread is 14.5cm for Varian accelerators. Other vendors have similar constraints. With beamlet-based IMRT, the maximum usable field width without abutting two or more photon fields is often smaller than the maximum field width achievable using conventional treatments.
For large-sized breast patient, we found that, when an inverse planning system was used for breast planning, a tangential treatment field was sometimes split into two intensity-modulated sub-fields for delivery due to the MLC physical limitations. An implicit feature of MSRT is that the MLC and jaw setting constraints have been taken into account during the manual treatment planning process. For a given jaw setting, the planning system would not allow for any MLC configuration that violates the machine constraints to happen at any stage of the planning process. It thus ensured that all the MLC segments were deliverable with a single step-and-shoot delivery upon completion of the MSRT plan.

**IV.3 Miscellaneous**

We emphasize that the MSRT planning does not require explicit delineation of the target volume and sensitive structures. This is another major advantage of MSRT over the current IMRT inverse planning approach, in which one must outline the breast target slice-by-slice in order for the automated inverse planning algorithm to perform dose optimization. Clinically, there exists a class of radiation treatment where the target volume is often defined on radiographic films or empirically without explicit delineation for the target. MSRT provides a natural solution to improve the dose distribution of this type of treatment.

IMRT represents a major deviation from conventional radiation therapy. Currently, IMRT with inverse planning is still in its early stage of clinical implementation and much educational training in planning, QA and the overall process are needed to bring the new modality into routine clinical practice. MSRT, on the other hand, combines the useful features of conventional radiation therapy and intensity-modulation and bridges the “gap” between what seemingly to be two different processes. It affords a valuable educational mechanism to familiarize the staff with IMRT and makes it possible to evolve gradually instead of going through a paradigm change in planning, delivery, and QA. MSRT provides thus a timely solution to improve not only breast irradiation but also the clinical implementation of IMRT. At the implementation level, each segment in MSRT is a conventional field and the dose calculation can be done using standard methods developed over the years in 3D conformal radiation therapy. In addition, there is no
need for a leaf sequencing algorithm since the MLC sequences are known upon the completion of the MSRT plan.

V. CONCLUSION

Despite of the well-appreciated fact that intensity-modulation could lead to significantly improved dose distributions in breast irradiation, its clinical implementation has been hindered by the deficiencies in the current inverse planning system and by the lack of a comprehensive treatment procedure. This is evidenced by the fact that very few institutions are using IMRT routinely for breast cancer treatment. A clinical challenge in IMRT breast treatment is how to modulate breast irradiation without increasing the treatment complexity. In this work we have described MSRT treatment of breast cancer in details and demonstrated its utility using several examples. Two different delivery schemes (MSRT-B and MSRT-S) have been discussed to meet the requirements of different clinical environments. We have also attempted to illustrate the pros and cons for the forward and inverse planning techniques. We pointed out that when isodose shaping can be realized using MLC beam shaping devices, the addition of a few extra segments can often improve the dose distribution significantly. In this case, the manual forward planning technique is a competitive approach in comparison with computerized inverse planning. MSRT is particularly efficient in incorporating prior and posterior knowledge and physical constraints into the treatment planning process. In addition, it allows us to take advantage of intensity-modulation without changing the conventional procedure of patient setup and tumor volume definition and even without relying on an inverse planning system. It is thus a more natural way to evolve from conventional radiation therapy to the more sophisticated IMRT treatment. MSRT is likely to be beneficial for any radiation treatment where a simple beam configuration is used and where it is difficult to achieve a homogeneous dose distribution within the target volume.
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Table 1

Doses for ten breast cases. Five left breasts (#1-5) and five right breasts (#6-10) were studied. Results of three different treatment techniques, including standard tangential-field treatment, MSRT-B, and MSRT-S, are listed here. The breast size is defined by the dimension of the medial field (the first number is the inferior-superior dimension and the 2nd one measures the distance in the posterior-anterior direction), and the distance between the entrance points of the medial and the lateral fields.

<table>
<thead>
<tr>
<th>Patient #</th>
<th>Breast size (cm²)</th>
<th>Standard plan</th>
<th>MSRT-B</th>
<th>MSRT-S</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>D²_{max} D³_{max} D⁴_{avg} D⁵_{max} D⁶_{max}</td>
<td>D²_{max} D³_{max} D⁴_{avg} D⁵_{max}</td>
<td>D²_{max} D³_{max} D⁴_{avg} D⁵_{max}</td>
<td>D²_{max} D³_{max} D⁴_{avg} D⁵_{max}</td>
</tr>
<tr>
<td>1</td>
<td>13.0x20.6x26.7</td>
<td>5932 3235 5212 5494 5312</td>
<td>5653 3247 5240 5342 4989</td>
<td>5639 3240 5177 5464 5296</td>
</tr>
<tr>
<td>2</td>
<td>9.5x22.0x19.1</td>
<td>5692 3497 5155 5314 4501</td>
<td>5536 3465 5111 5232 4140</td>
<td>5521 3344 5147 5220 4492</td>
</tr>
<tr>
<td>3</td>
<td>14.0x19.0x24.1</td>
<td>5861 3593 5236 5363 4658</td>
<td>5630 3579 5117 5122 4452</td>
<td>5500 3479 5074 4985 4015</td>
</tr>
<tr>
<td>4</td>
<td>8.0x16.5x17.7</td>
<td>5513 3738 5028 4867 4408</td>
<td>5369 3783 5047 4847 4427</td>
<td>5462 3742 5162 5109 4676</td>
</tr>
<tr>
<td>5</td>
<td>10.0x19.2x16.8</td>
<td>5686 4497 4886 5467 4908</td>
<td>5421 4639 4792 5203 4824</td>
<td>5385 3452 4948 5235 4828</td>
</tr>
<tr>
<td>6</td>
<td>9.0x20.0x21.1</td>
<td>5703 3940 5230 5101             *</td>
<td>5532 3939 5195 5015             *</td>
<td>5542 3948 5214 5081             *</td>
</tr>
<tr>
<td>7</td>
<td>8.0x18.2x17.0</td>
<td>5590 4066 5111 5172             *</td>
<td>5408 4053 5082 5099             *</td>
<td>5402 3809 5105 5057             *</td>
</tr>
<tr>
<td>8</td>
<td>7.0x14.0x17.9</td>
<td>5630 4175 5113 5542             *</td>
<td>5433 4125 5043 5345             *</td>
<td>5502 4205 5148 5387             *</td>
</tr>
<tr>
<td>9</td>
<td>8.5x19.0x19.0</td>
<td>5838 4027 5185 5257             *</td>
<td>5471 4005 5120 5207             *</td>
<td>5545 4018 5148 5236             *</td>
</tr>
<tr>
<td>10</td>
<td>9.0x17.5x20.2</td>
<td>5799 3823 5217 5424             *</td>
<td>5535 3808 5148 5268             *</td>
<td>5522 4044 5155 5258             *</td>
</tr>
</tbody>
</table>
Table 2  Parameters of MSRT-B and MSRT-S treatment of a left breast case. For MSRT-B, three segments were used in each incident beam direction. The MU setting of each segment was provided by the FOCUS treatment planning system. The fractional MU, $f_k$, of the $k$-th segment was obtained using $f_k = \frac{MU_k}{\sum_k MU_k}$.

<table>
<thead>
<tr>
<th>Tx technique</th>
<th>MSRT-B</th>
<th>MSRT-S</th>
</tr>
</thead>
<tbody>
<tr>
<td>Beam direction</td>
<td>Medial field</td>
<td>Lateral field</td>
</tr>
<tr>
<td>Wedge fileter</td>
<td>None</td>
<td>$30^\circ$ physical wedge</td>
</tr>
<tr>
<td>Segment</td>
<td>1</td>
<td>2</td>
</tr>
<tr>
<td>Segment MU</td>
<td>96</td>
<td>11</td>
</tr>
<tr>
<td>Independent cal.</td>
<td>97</td>
<td>11</td>
</tr>
<tr>
<td>$f_k$</td>
<td>0.8431</td>
<td>0.0980</td>
</tr>
</tbody>
</table>
Figure Caption

Figure 1. Standard tangential field arrangement for treatment of a left breast cancer patient (top row). The middle and bottom rows are the MLC shapes of the three segments of the medial and lateral MSRT fields, respectively. A physical wedge of 30° was used in the lateral field.

Figure 2. MLC shapes of the medial field (a-c) of a MSRT-S plan. The lateral field (d) in the MSRT-S treatment is a 30° enhanced dynamic wedge field.

Figure 3. Instances in a step-and-shoot delivery scheme for the medial and lateral MSRT fields shown in figure 1. Here $a_i$ represents the accumulated fractional MU at a given instance and varies from zero to unity. Subtraction of the two consecutive segments gives the fractional MU delivered when the system goes from one instance to the subsequent one. For convenience, the fractional MU, $f_i$, of each segment are specified for each segment (a "step" instance plus a "shoot" instance makes a segment).

Figure 4. When one or more pairs of leaves inside the rectangular field extended by the jaws needs to be closed, the leaf ends should be moved to a position under the lower jaw protection, as shown in Fig. 2c. This figure shows an unacceptable leaf configuration.

Figure 5. Comparison of the isodose distributions of the treatment plans of the left-sided breast case using the tangential field technique (a), MSRT-B (b), and MSRT-S (c). Target volume includes the whole breast and the internal mammary nodes. Isodose levels are shown at 110%, 100%, 90%, 70%, 50%, 30%, and 10%.

Figure 6. Dose-volume histograms for the targets and normal structures for the treatment plans of the left-sided breast cancer patient shown in Fig. 5. The build-up region of 0.5cm is excluded from the breast tissue. Dash-dotted lines: OTF plan. Dashed lines: MSRT-B plan. Solid lines: MSRT-S plan.
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Introduction

Intensity-modulated radiation therapy (IMRT) is being developed into an important radiation therapy modality (Ling et al. 1996; Wang et al. 1996; Tsai et al. 1998; Xing et al. 2000b; Webb 2001; IMRT-CWG 2001; Cheng and Das 2002; Xia et al. 2000) and methods for the plan optimization and delivery have evolved to a high level of sophistication (Xing et al. 1999; Lian, Cotruitz, and Xing 2002; Wu et al. 2002; Pugachev and Xing 2002; Shepard et al. 1995; Hou et al. 2003). However, the development of means for quality assurance (QA) has lagged behind. At present, the verification of IMRT treatment plans remains a labor-intensive and institution-dependent process. Considerable confusion exists regarding what dosimetric tests are needed to validate an IMRT plan and how to efficiently execute these tests in a routine
clinical environment. Generally, the methods of IMRT plan validation can be classified into two categories: experimental measurement and independent calculation. While the former method is, in principle, more reliable, the latter approach has a number of advantages and may be more suitable for routine application. Instead of using ionization chamber and/or radiographic films to actually perform the dosimetric measurements, it attempts to simulate the treatment on a computer and independently calculates the dosimetric quantities, such as the spatial doses or fluence maps. The philosophy here is similar to that used in plan validation in three-dimensional (3-D) conformal radiation therapy (3DCRT), where a manual or simple computer calculation is employed to double check the monitor units (MUs) of a treatment. In this chapter, we review different techniques used for computer-based IMRT plan validation and summarize our experience in implementing the technique.

Review Of IMRT Dose Validation Algorithms

Dose Calculation In IMRT

It is useful to first summarize the dose calculation algorithms that are widely used in IMRT treatment planning systems. There are two major types of dose calculation algorithms: correction-based and model-based (IMRT CWG 2001). Correction-based models compute the dose distributions in patients by correcting the dose distributions of similar geometries in a homogeneous water phantom for the beam modifiers, patient contours, tissue heterogeneities, and volume scattering effect. The type of heterogeneity corrections includes the 1-D method, in which only densities along the primary photon path are considered, and the equivalent tissue-air ratio method. The volume scattering effects (scatter dose as a function of field size and shape) are often computed by using the equivalent square field method and/or Clarkson integration. Some pencil beam methods, like the finite-size pencil beam algorithm (Bourland and Chaney 1992), are also classified as the correction-based models.

Model-based models can directly calculate the dose distributions in a patient for a given beam energy, geometry, beam modifiers, patient contour, and tissue heterogeneities. The kernel-based convolution/superposition (Mackie, Scrimger, and Battista 1985; Mackie et al. 1988; Boyer and Mok 1985; Boyer et al. 1989) and Monte Carlo method (Ma et al. 2000; Jeraj and Keall 1999; Solberg et al. 1998) are representatives of the kind. In the convolution/superposition techniques, the dose deposition is viewed as a superposition of appropriately weighted kernels to point irradiations and the superposition can be efficiently evaluated by means of convolution if the kernels are considered as spatially invariant. The kernels, representing the energy transport and dose deposition of secondary particles stemming from a point irradiation, can be calculated by Monte Carlo simulation. Monte Carlo method computes the dose distributions by simulating particle transport in a patient. Model-based models are capable of accounting for the electronic disequilibrium effects and therefore are more accurate in dealing with the tissue inhomogeneity and calculating the dose in the electron disequilibrium regions.
Monitor Unit Calculation And Plan Validation For IMRT

Despite the fact that kernel-based models are superior to the correction-based models in calculation accuracy, the correction-based models are still useful, especially as a means for independent check of the treatment planning calculations because of their simplicity and efficiency. Pencil beam algorithms, which are the hybrid of the two approaches, are also useful for IMRT dose optimization and for independent IMRT dosimetric check because of their flexibility to model lateral fluence variations and their computational efficiency.

A General Formalism For MU Or Point Dose Check

A few simplified algorithms have been proposed for the independent dose (or MU) calculation (Xing et al. 2000a; Kung and Chen 2000; Watanabe 2001; Chen, Xing, and Nath 2002). Here we briefly review a general algorithm developed by our group (Xing et al. 2000a; Yang et al. 2003). This method provides a clear physical picture and allows implementation of the MU calculation at a different level of sophistication to meet the specific requirements of different systems. For a single incident beam, the dose at a given point, \((x, y, z)\), can be expressed as a sum of the contributions from all beamlets (Xing et al. 2000a),

\[
D(x, y, z) = MU \sum_{m} C_m D_m^0,
\]

where \(MU\) is the total monitor unit of the field, is the dose per unit MU from the \(m\)th beamlet when it is open, \(C_m\) is called the dynamic modulation factor (DMF), which represents the fractional MU of the \(m\)th beamlet when the beam is assigned with a unit MU, and \(M\) is the total number of beamlets. The DMF, \(C_m\), can be calculated by

\[
C_m = \sum_{k} [S_{c,m,k} + \alpha S_{c} (1 - \delta_{m,A_k})] f_k,
\]

with

\[
\delta_{m,A_k} = \begin{cases} 1 & \text{if } m \in A_k \\ 0 & \text{if } m \not\in A_k \end{cases}
\]

where \(K\) is the number of segments of the field, \(f_k\) is the fractional MU of the \(k\)-th segment, \(A_k\) is the field boundary defined by the \(k\)-th segment, \(S_{c,m,k}\) is the head scatter factor of the beamlet \(m\) in the \(k\)th segment, \(S_{c}\) is the head scatter factor for the rectangular field defined by the jaws, and \(\delta\) is the average transmission factor (Arnfield et al. 2000). Here we have ignored the tongue-and-groove and MLC leaf end effects. When the head scatter is negligible, equation (2) becomes (Xing et al. 2000a)
\[ C_m = \sum_{k}^{K} (\delta_{m, A_k}) f_k + \alpha(1 - \delta_{m, A_k}) f_k \] (4)

To accurately compute the dose, it is also required to know the beamlet kernel, \( D_m^0 \). The formalism described above is general enough and allows using beamlet kernels derived from any method. We have implemented a Clarkson summation method, in which equation (1) is re-written as the sum of the contributions of the primary radiation and the scatter radiation:

\[ D(x, y, z) = MU[C_{mn_0} D_{p,mn_0}^0(x, y, z) + \sum_{m \neq mn_0} C_m D_{s,m}^0(x, y, z)], \] (5)

where the first term is the primary dose and the second one is the scatter contribution. We treat the primary dose by a weighted average of the intensities in the surrounding 16 beamlets (a 2 \( \times \) 2 cm\(^2\) square). The \( D_{p,mn_0}^0(x, y, z) \) can be calculated using

\[ D_{p,mn_0}^0(x, y, z) = \frac{100}{100 - z} C_f S_p(S_0) TMR(d_{eff, p}) POAR(d_{eff, p}, x, y), \] (6)

where \( C_f \) is the calibration factor of the linac, \( d_{eq} \) is the water equivalent depth of the calculation point, \( S_0 \) and \( TMR(d_{eq}) \) are the phantom scatter factor and tissue-maximum ratio (TMR) for zero field size, respectively. \( POAR(d_{eq}, x, y) \) is the primary off-axis ratio at the calculation point (Gibbons and Khan 1995). As was described earlier (Xing et al. 2000a), the scatter dose contribution is computed by summing over the contributions from all the scatter sources. We use 0.5 \( \times \) 0.5 cm\(^2\) sub-beamlets as the elementary calculation units. The \( D_{s,m}^0(x, y, z) \) can be obtained by

\[ D_{s,m}^0(x, y, z) = \frac{100}{100 - z} C_f (S_p(r + \Delta r) TMR(d_{eff, s}) POAR(d_{eff, s}, m) - S_p(r) TMR(d, r) POAR(d_{eff, s}, m)), \] (7)

where \( r \) is the distance between the center of the \( m \)th sub-beamlet and the projection of the calculation point on the isocenter plane, \( \Delta r = 0.5 \sqrt{2}\pi r \), \( POAR(d_{eq}, m) \) is the primary off-axis ratio at the center of the \( m \)th sub-beamlet in water equivalent depth \( d_{eq} \).

Figure 1 shows the intensity map of a clinical IMRT treatment field (figure 1a) and the absolute dose profiles along the four lines marked in figure 1a were computed using the above algorithm in isocenter plane at 3.0 cm depth in the cubic water equivalent phantom. The results are shown in figures 1b, 1c, 1d, and 1e as solid dots. The film measurements and CORVUS\textsuperscript{\textregistered} calculations were also performed in the phantom using a Varian Clinic 2300C/D with 80-leaf MLC and 15 MV photon beam. The results are shown in figure 1. While the overall agreement between our calculations, the CORVUS plans and the ion chamber measurements is excellent, there are regions (region A, B, C in figure 1) where the dosimetric discrepancies between the three are more than 5%. 
In these regions, it seems that our program yielded closer doses to the measured values in comparison with that of the CORVUS calculation. Furthermore, as can be seen from figure 1, the penumbra regions are modeled adequately by our calculation.

Figure 1. Comparison of our calculations with ion chamber measurements and CORVUS® plan for a clinical intensity-modulated field. The intensity map of the field and the four lines along which the doses were compared are shown in (a). The absolute dose profile for line –1, –2, –3, and –4 are shown in panels b, c, d, and e, respectively. [Reprinted from International Journal of Radiation Oncology Biology Physics, Y. Yang, J. G. Li, J. Falta, Y. Chen, G. Luxton, A. Boyer, and L. Xing, "Independent dosimetric calculation with inclusion of head scatter and MLC transmission for IMRT," Submitted for publication. © 2003, with permission from Elsevier.]
Point Dose Calculation For Multifield IMRT

A point of interest (POI) is conveniently specified using a patient-fixed coordinate system and a radiation beam is usually described in the machine coordinate. To calculate the dose at an arbitrary point in the patient for a multiple field IMRT treatment, a coordinate transform between the two systems is required. We assume that the coordinates of a verification point are \((x, y, z)\) and \((x', y', z')\) in the patient and machine coordinate systems, respectively, and that the origins of two systems are set at the isocenter. In an isocenter treatment, only rotation transformations are involved and the dose at a point can be calculated by simply summing the contributions from all beams, that is

\[
D(x, y, z) = \sum_{j=1}^{J} D_j(x', y', z') = \sum_{j=1}^{J} \left( C_{m_0}^{0, J} D_{p,m_0}^{0, J}(x', y', z') + \sum_{m \neq m_0}^{M} C_{m}^{0, J} D_{s,m_j}^{0, J}(x', y', z') \right), \tag{8}
\]

where index \(j\) has been added to label each individual incident beam, and \(J\) is the total number of beams.

**Table 1. Absolute Doses Measured and Calculated in a Lucite\textsuperscript{TM} Phantom for the Case 1**

<table>
<thead>
<tr>
<th>Number of Calc Point</th>
<th>Coordinates of Calc Points (cm)</th>
<th>Current Calc Dose (cGy)</th>
<th>CORVUS Calc Dose (cGy)</th>
<th>Ion Chamber Measurement (cGy)</th>
<th>Deviation with CORVUS (%)</th>
<th>Deviation with Measurement (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>(0,0,0)</td>
<td>218.5</td>
<td>217.0</td>
<td>216.7</td>
<td>0.7</td>
<td>0.8</td>
</tr>
<tr>
<td>2</td>
<td>(2,0,0)</td>
<td>212.2</td>
<td>215.0</td>
<td>216.7</td>
<td>–1.3</td>
<td>–2.1</td>
</tr>
<tr>
<td>3</td>
<td>(0,2,0)</td>
<td>211.4</td>
<td>209.0</td>
<td>210.9</td>
<td>0.9</td>
<td>0.2</td>
</tr>
<tr>
<td>4</td>
<td>(0,0,2)</td>
<td>210.6</td>
<td>211.0</td>
<td>207.2</td>
<td>–0.2</td>
<td>1.6</td>
</tr>
<tr>
<td>5</td>
<td>(0,0,6)</td>
<td>78.6</td>
<td>74.0</td>
<td>78.1</td>
<td>6.2</td>
<td>0.6</td>
</tr>
<tr>
<td>6</td>
<td>(–6,0,6)</td>
<td>78.5</td>
<td>80.0</td>
<td>79.2</td>
<td>–0.6</td>
<td>–0.9</td>
</tr>
<tr>
<td>7</td>
<td>(6,0, –5)</td>
<td>97.8</td>
<td>96.0</td>
<td>100.6</td>
<td>1.9</td>
<td>–2.8</td>
</tr>
<tr>
<td>8</td>
<td>(–6,2,–5)</td>
<td>102.5</td>
<td>103.0</td>
<td>104.3</td>
<td>–0.5</td>
<td>–1.7</td>
</tr>
</tbody>
</table>


The dosimetric validation of the above algorithm for a six-field IMRT prostate treatment plans was performed on the cylindrical Lucite\textsuperscript{TM} phantom. The gantry angles of the six beams are 0°, 55°, 145°, 180°, 215°, and 305°, respectively, and the corresponding intensity maps are shown in figure 2. We independently computed the doses at eight pre-selected spatial points inside the phantom. The coordinates of the points
of interest relative to the isocenter are listed in table 1, along with the results from the CORVUS calculation and the ion chamber measurements. Our calculations agree with the measurements to within 3.0% for all eight verification points. The agreement between our calculations and the CORVUS plans are also within 3.0% for all the points except point 5. At point 5, the deviation of the CORVUS dose from the measurement was found to be 5.6%, whereas our calculated dose for the point is only 0.6% different from the measured value. We attribute the superior performance of our system to the better modeling of head scatter contributions.

Figure 2. The intensity maps for a six-field IMRT prostate treatment. Intensity level of a beamlet is characterized by its gray level, ranging from 0 (white) to 100 (black). [Reprinted from International Journal of Radiation Oncology Biology Physics, Y. Yang, J. G. Li, J. Palta, Y. Chen, G. Laxton, A. Boyer, and L. Xing, “Independent dosimetric calculation with inclusion of head scatter and MLC transmission for IMRT,” Submitted for publication. © 2003, with permission from Elsevier.]
Role Of Scatter From MLC Segments

To compute the spatial doses of an IMRT field, it is critical to model the MLC transmission and scatter accurately. The calculation of head scatter for irregularly shaped MLC segments is challenging and, up to this point, its effect has not been accounted for adequately in many commercial systems. Recently, Yang et al. (2002) have reported an effective three-source model for the calculation and it is claimed that less than 0.3% of accuracy can be achieved for the measured and calculated head scatter factors for a variety of testing fields. In this model, the photon radiation to the point of calculation is treated as if from three effective sources: one source for the primary photons from the target and two extra-focal photon sources for the scattered photons from the primary collimator and the flattening filter, respectively. The intensity distributions of the scatter sources and their positions and the off-axis difference of the scatter radiation are taken into account in the calculation model on a machine- and energy-specific basis. Source parameters are determined by fitting the head scatter factors to the data of a series of square fields and no backscatter measurements are needed. Head scatter factor for an arbitrarily shaped segment is calculated by integrating the radiation contributed from areas in the two scatter sources. Using this model, Yang and Xing (Yang et al. 2002) have recently investigated the influence of head scatter on IMRT delivery for a Varian 2100 C/D accelerator and showed that an error of 3% to 5% error can result if the head scatter from a MLC shaped segment is ignored. It is anticipated that the inclusion of head scatter will be even more crucial for Siemens and Elekta machines due to their specific MLC designs.

Inverted Field And Point Dose Calculation In A Low-Dose Region

Our experience with IMRT dose validation in high-dose regions indicated that dose agreement within 3%–5% is adequate and reflects the current standard of practice. Implementation of the criterion for all IMRT cases is complicated, however, by the fact that the beam intensity is modulated and frequently, the POI is located in the low-dose region of one or more treatment fields. The relative dosimetric error can be as high as 5% to 30% in a low-dose region when the data are normalized to the dose at the POI. In reality, a large relative error may rise from a true dosimetric error or simply from the “amplification” effect in the low-dose region. One method to better portray the dosimetric impact is to normalize to the maximum dose (see the chapter herein by Xia and Chuang, Patient-Specific Quality Assurance in IMRT). Another way is to be able to draw a more decisive conclusion based on the independent dose calculation; it is desirable to have a unified QA criterion for both high- and low-dose regions.

We introduce a useful concept of the inverted field for IMRT. For each intensity-modulated field (primal field), there exists a unique inverted field whose beamlet weights are defined as

\[ W(n) = W_{\text{ref}} - W(n) \] \hspace{1cm} (9)
where $W_i(n)$ and $W_i'(n)$ are the weights of the $n$th beamlet in the inverted and primal fluence maps, respectively, and $W_{max}$ is the maximum beamlet weight of the primal beam. By convention, we set the maximum beamlet weight of the primal field to be 100. The inverted field plus the primal field constitutes a uniform open field defined by setting the weights of all beamlets under the collimator jaws to be 100. As a result of the inversion relation defined by equation (9), the low-dose region of the primal field corresponds to the high-dose region of its inverted field, and vice versa. This complementary relation bridges what appears to be two independent schemes and allows us to validate the MU setting of the primal field by using the dosimetric data of the inverted field. That is, instead of directly evaluating the primal field, we may proceed by assessing the dose of the inverted field when the POI is located in a low-dose region of the primal field. Because the POI is in the high-dose region of the inverted field, the commonly used QA criterion can be readily employed for QA decision-making. Without the criterion based on the inverted field, it would be difficult to judge whether a QA action should be taken if we were to rely only on a relative dose error of the primal field dose.

Three intensity maps, consisting of a wedged field and two well-shaped fields, are shown in figure 3 to illustrate the inverted field approach. The dose distributions of the three intensity-modulated beams in a circular Lucite phantom were computed using the CORVUS planning system. The gray scale intensity maps of the inverted fields are plotted in figures 3d through 3f. The total MUs of each beamlet from the two fields were set to 100 MU. In table 2 we list the isocenter dose for the three primal and inverted fields. In these three cases, the sum of the primal and inverted fields constituted a 10 × 10 cm square field. In table 2, we also list the results of ion chamber measurement. For comparison, we have also computed directly the dose distributions of the three inverted fields using the CORVUS system. The CORVUS isocenter doses for the three sets are listed in the table.

The wedged field represents an intuitive example and it is easy to conceive that, when the positive and negative wedges shown in figures 3a and 3d are combined, a uniform open field is the result. Indeed, as shown in table 2, the summation of the isocenter doses of the primal and inverted wedged fields is equal to that of the uniform 10 × 10 cm field to within 2.0% for both ion chamber measurements and theoretical calculations. The two well-shaped fields are similar except that the central four beamlets are zero for the field shown in figure 3c. The isocenter is located in a low-dose region in both cases. Once again, the sum of the primal and inverted field doses for the two cases was found to be equal to that of the open field dose to within 2.5% for both energies. For the third case shown in figure 3c, the isocenter dose is completely from scatter and transmission. The disagreement between the ion chamber measurements and the direct calculations was found to be large, ~5.1% for 6 MV photon beam and 13.2% for 15 MV photon beam when normalized to the measurement data. The relative discrepancy between the independent calculation and the CORVUS calculation was also found to be excessive (~18%) for the 15 MV photon beam. Similarly, for the 6 MV photon beam shown in figure 3b, the relative discrepancy between the
independent calculation and the CORVUS calculation was found to be ~11%. As we have mentioned earlier, in reality, a large relative error may rise from a true dosimetric error or simply because the point is in a low-dose region which “enhances” the relative error. The concept of the inverted field provides an effective method to properly evaluate the error. For these two particular cases, we found that the relative discrepancies were all within 4.0% when normalized to the inverted field dose. It is thus concluded that the CORVUS calculation for these fields meets the QA criterion.

Figure 3. Fluence maps of a wedged field (a) and two well-shaped fields ([b] and [c]). The intensity levels for the wedged field are 10, 20, 30, 40, 50, 60, 70, 80, 90, and 100 from right to left. The intensity levels for figure 1b are 0, 10, 30, 60, and 100 from inside to outside. For figure 3c, the intensity levels are 10, 20, 30, 60, and 100 from inside to outside. The inverted fields for the primal fields are shown in 3d, 3e, and 3f.
Monitor Unit Calculation And Plan Validation For IMRT

Table 2. Measured and Calculated Doses at the Center of a Cylindrical Lucite™ Phantom for the Intensity-Modulated Beams Shown in Figure 3

The top of each row shows the 6 MV data and the bottom row shows the data for 15 MV photons. The data shown in the third column is obtained using the complementary relation of the primary and inverted fields. The dose of the 10 × 10 cm open field at the center of the phantom is 0.627 Gy for 6 MV photon beam and 0.781 Gy for 15 MV photon beam, which is consistent with an ion chamber measurement and a simple hand calculation.

<table>
<thead>
<tr>
<th>Field Name</th>
<th>Direct Calculation (Gy)</th>
<th>Calculation Using Inverted Field (Gy)</th>
<th>Ion Chamber Measurement (Gy)</th>
<th>CORVUS Calculation (Gy)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>6 MV Photon</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Wedged field (fig. 3a)</td>
<td>0.315</td>
<td>0.311</td>
<td>0.314</td>
<td>0.318</td>
</tr>
<tr>
<td>Inverted wedged field (fig. 3d)</td>
<td>0.316</td>
<td>0.312</td>
<td>0.318</td>
<td>0.321</td>
</tr>
<tr>
<td>Well-shaped field (fig. 3b)</td>
<td>0.100</td>
<td>0.091</td>
<td>0.106</td>
<td>0.111</td>
</tr>
<tr>
<td>Inverted well-shaped field (fig. 1e)</td>
<td>0.536</td>
<td>0.527</td>
<td>0.522</td>
<td>0.528</td>
</tr>
<tr>
<td>Well-shaped field (fig. 3c)</td>
<td>0.074</td>
<td>0.066</td>
<td>0.078</td>
<td>0.071</td>
</tr>
<tr>
<td>Inverted well-shaped field</td>
<td>0.561</td>
<td>0.553</td>
<td>0.548</td>
<td>0.565</td>
</tr>
<tr>
<td><strong>15 MV Photon</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Wedged field (fig. 3a)</td>
<td>0.399</td>
<td>0.383</td>
<td>0.391</td>
<td>0.399</td>
</tr>
<tr>
<td>Inverted wedged field (fig. 3d)</td>
<td>0.398</td>
<td>0.381</td>
<td>0.394</td>
<td>0.398</td>
</tr>
<tr>
<td>Well-shaped field (fig. 3b)</td>
<td>0.111</td>
<td>0.092</td>
<td>0.116</td>
<td>0.115</td>
</tr>
<tr>
<td>Inverted well-shaped field (fig. 3e)</td>
<td>0.689</td>
<td>0.670</td>
<td>0.665</td>
<td>0.672</td>
</tr>
<tr>
<td>Well-shaped field (fig. 3c)</td>
<td>0.072</td>
<td>0.056</td>
<td>0.083</td>
<td>0.059</td>
</tr>
<tr>
<td>Inverted well-shaped field (fig. 3f)</td>
<td>0.725</td>
<td>0.709</td>
<td>0.712</td>
<td>0.731</td>
</tr>
</tbody>
</table>
Is A Point Dose Enough For Validating
An IMRT Treatment Plan?

Necessity Of Multiple Points Validation For IMRT

Let us start by discussing the independent dosimetric verification procedure in conventional 3-D conformal radiation therapy (3DCRT). In 3DCRT, the verification is mainly concerned with the MU calculation for each incident field. An independent calculation of the dose or MU at a point based on primitive machine data is recommended by AAPM Task Group 40 (Kutcher et al. 1994). Because the fluence of a uniform/wedged field is spatially correlated, information of the dose at a spatial point can in principle be used to estimate the dose in other spatial points provided that the off-axis information is known. This is, however, not the case for an intensity-modulated field since the weights of the beamlets across the field are independent. The correctness of the dose at a spatial point only warrants, at most, the correctness of the beamlets passing through or nearby that point. Because of the independence of the beamlets, the doses at multiple points must be verified to ensure the correctness of the whole field. An independent fluence map check is also highly recommended to ensure the integrity of the field. This is addressed in the following.

Independent Fluence Map Calculation And Its Utility
For IMRT Plan Validation

The fluence map check can yield valuable information about the spatial correlation of the beamlets and thus complements the point dose check. In the past, the verification of a fluence map has been done using radiographic film, an electronic portal imaging device (EPID) (Pasma et al. 1999; Curtin-Savard and Podgorsak 1999; Partridge et al. 1998) or a beam imaging system (BIS) (Ma, Geis, and Boyer 1997) by actually delivering the leaf sequence file. While the measurement provides a reliable test on whether the leaf sequence file is deliverable and whether the execution of the file reproduces the intended fluence map, it is a labor-intensive and time-consuming process. Furthermore, the electronic devices are suitable only for a step-and-shoot delivery. They may have difficulty in verifying dynamic delivery because of finite dead-time of the electronics. Xing and Li (2000) have pointed out that it is more practical to use a computer simulation for the independent verification of the leaf sequences or fluence map. It is proposed to separate the IMRT treatment plan verification and the QA of the dynamic MLC. In the independent fluence map calculation, the program reads in the leaf sequence file generated by the planning system and recalculates the fluence map. The calculation is then compared quantitatively with the intended fluence map from the treatment planning system. The goal of the simulation is to warrant that, assuming that a rigorous independent QA of the MLC system has been performed so that the dynamic MLC can accurately execute the instruction of a leaf sequence file, the execution of
the leaf sequence will generate the desired fluence map should it pass the simulation
test. This eliminates the experimental verification for each treatment field and each
patient and significantly simplifies the QA procedure. The philosophy here is similar
to that of using an independent dose calculation to replace the ion chamber or film
measurements.

We consider the QA of dynamic MLC delivery a separate important issue. In prac-
tice, the point doses and fluence maps should be verified for every patient treatment.
The frequency and the extent of the MLC QA are, on the other hand, independent
issues and should be determined by the need to maintain the normal operation of
dynamic delivery. This does not require an actual delivery check for every IMRT
patient treatment field, similar to that we do not usually check dynamic jaw movement
for every treatment involved with a dynamic wedge in conventional radiation therapy.

The fluence map calculation for both step-and-shoot and dynamic deliveries has
been discussed by Xing and Li (2000). Computationally, the fluence map of a field
can simply be obtained by normalizing the DMF distribution with respect to its maxi-
mum value. To quantitatively compare the independently computed fluence map and
the intended fluence map from the treatment planning system, we have introduced two
indices. The first one is the maximum difference between the two maps. The pixel
value difference is reported. In addition, a global quantity that has proved useful in
IMRT is the correlation coefficient defined as (Ma, Geis, and Boyer 1997; Xing and
Li 2000)

\[
r = \frac{\sum_n (F_n - \bar{F})(R_n - \bar{R})}{\sqrt{\sum_n (F_n - \bar{F})^2} \sqrt{\sum_n (R_n - \bar{R})^2}},
\]

(10)

where \(F_n\) and \(R_n\) are the pixel values of the computed and the reference images, respect-
ively, \(\bar{F}\) is the average of \(F_n\), and \(\bar{R}\) is the average of \(R_n\). The correlation coefficient
measures the strength of the association between the two images and tests the linear
predictability of the calculation from its reference image, and vice versa. The corre-
lation coefficient is not very sensitive to the variation of the individual pixel value, but
may provide valuable information on the global behavior of the fluence map.

Depending on the MLC manufacturer, different MLCs may have different specifi-
cations and constraints. These physical restrictions also need to be checked by the
software to ensure that the leaf sequences not only reproduce the intended fluence map
in a computer simulation, but also meet the machine constraints. A warning should be
issued if these limitations are exceeded in an MLC file. This will prevent scheduling
an undeliverable treatment from taking place since the MLC application cannot load
a faulty file.
Conclusions

In this chapter we have discussed the rationale and methods for independent point dose and fluence map check. From the IMRT dosimetry point of view, we believe that it is necessary to perform these two tests to validate an IMRT treatment plan. The validation of fluence map is unique to IMRT and ensures the integrity of the IMRT field (or the correctness of the relative planar distribution of the beamlets). Furthermore, we have argued that both types of tests can be more efficiently done using a computer and summarized our previous work on how to carry out these calculations. We emphasize that the proposed computer verification of the MU and fluence map is not intended to replace the QA of the MLC delivery system. A rigorous QA procedure for MLC must be established independent of the proposed software development to achieve the desired fluence/dose distribution through the actual delivery. The QA items for a dynamic MLC delivery system should include various mechanical and dosimetric properties as well as the proprietary software that controls the movement of the MLC leaves during radiation delivery.
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