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ABSTRACT

With advances in computer and sensor technol ogies, autonomous underwater
vehicles (AUVs) are now capable of reaching alevel of independent action once thought
impossible. Through the use of cooperative behaviorsit is possible to further increase
their autonomy by alowing multiple operating AUV s to simultaneously coordinate their
activitiesin order to improve the efficiency and effectiveness of the overall system.

This thesis research defines the algorithms and rules needed to perform “follow
the leader” cooperative behaviors during AUV rendezvous. Thisisalow-level first step
towards more sophisticated cooperative behaviors, such as swarming or new forms of
obstacle/trap avoidance. The approach taken here differs from previous research in that it
does not rely on beacons or locator sensors, but instead uses ranging and intention
information shared between the vehicles using acoustic communications.

Several tools and algorithms are presented to support the future development of
cooperative behaviors. In particular, a previously developed 3D virtual world simulator
that utilizes dynamics-based vehicle models has been enhanced to support multiple
simultaneously operating vehicles. Finally, a procedural algorithm is shown to correct
the relative navigation errors between two vehicles through the use of vehicle-to-vehicle

communications and ranging information obtained via acoustic modems.
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INTRODUCTION

A. PROBLEM STATEMENT

With advances in computer and sensor technologies, autonomous underwater
vehicles (AUVs) are now capable of performing tasks that were once thought impossible.
Currently there are research efforts underway to develop new methods to improve the
efficiency and effectiveness of operations completed using AUVs. One such area of
research is cooperative behaviors, which enables multiple simultaneously operating

AUVsto coordinate their efforts to meet the mission objectives.

This thesis research defines the algorithms and rules needed to perform the low-
level cooperative behavior of “follow-the-leader” during AUV rendezvous, which
provides the tools needed to develop more sophisticated cooperative behaviors, such as
swarming and group-level obstacle/trap avoidance. Thisthesis explores two key
components needed to successfully implement the follower-the-leader behavior. The first
isto minimize the relative navigation error between vehicles that do not share acommon
long-baseline navigation (LBL) system. This step is necessary because it reduces the
likelihood of vehicle-to-vehicle collisions and increases the accuracy of the vehicle-
following behavior. The second component is the follow-the-leader or pursuit algorithm
and the rules required to cope with the somewhat unpredictable nature of the acoustic

communications channel.

Both the relative-navigation error-correction procedure and the follow-the-leader
algorithm utilize vehicle-to-vehicle communications and ranging information obtained
using commercia-off-the-shelf (COTS) acoustic modems. Acoustic modems provide
limited bandwidth and their reliability is range dependent, so to provide a robust solution
the proposed algorithms were designed to cope with these limitations. Furthermore, a
distributed control structure was selected to minimize the communications requirements

and to further increase the robustness of the system.



B. OVERVIEW

The U.S. Navy and other governmental agencies are currently using or
considering the use of AUV sfor awide variety of applications, such as force protection,
reconnai ssance, mine countermeasures (MCM), and oceanography. Hydroid’' s Remote
Environmental Measurement UnitS (REMUS) AUV was introduced to the fleet on a
limited basis severa years ago and it was recently used by the Navy during Operation
Iragi Freedom to support MCM operations in the port of Umm Qasr (Coleman 2003).

It is not uncommon to have multiple vehicles simultaneously operating in the
same work area to reduce the time required to complete amission. In most cases a
simple divide-and-conquer approach is taken, such as depicted in Figure 1, in which the
primary work areais divided and each vehicle operates independent of the other vehicles
initsown sub-area. This approach requires all vehicles to have afull sensor suite and

provides only alinear reduction in the time required to complete the mission.

AUV 1 AUV 2
Work Area Work Area
- - T T T T T T T T T - T T T T T T T T T
AUV 3 AUV 4
Work Area Work Area

Figurel.  Common divide-and-conquer approach for multiple AUV
minefield-search missions.

With the use of cooperative behaviors and the sharing of near real-time
information between vehicles, it is possible for simultaneously operating AUV sto
coordinate their efforts. Cooperative behaviors allow vehicles to adjust their actions and
respond to information collected by other vehiclesin the group, thereby allowing the
vehiclesto dynamically adjust their actions to better cope with the situation at hand.
Furthermore, this approach has the potential of providing a better-than-linear reduction of
the required mission time and also allows for additional vehicle configuration flexibility.
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C. MOTIVATION

There are two primary motivating factors for this research. Thefirst isto develop
the basic foundation and tools needed to develop sophisticated cooperative behaviors for
AUVs. Through the use of such cooperative behaviorsit will be possible to increase the
overall level of autonomy and to improve efficiency and the effectiveness of autonomous

systems.

The second motivation is to support the current research efforts at NPS involving
the Acoustic Radio Interactive Exploratory Server (ARIES) AUV. A future objective for
ARIESisto have it collect data from one or more AUV s through an acoustic modem and
then relay the information over aradio frequency (RF) link to other vehicles or to an
operator not within acoustic communications range. Since the maximum baud rate for
acoustic modems is achieved when the distance between the sending and receiving
modems is minimized, the “follow the leader” behavior will allow ARIES to rendezvous
and closely follow other AUVsto perform in-transit high-speed data transfers, thereby
allowing multiple-AUV searches to proceed for long durations.

D. OBJECTIVES

This thesis defines the algorithms and rules needed to implement a “follow-the-
leader” cooperative behavior in AUVs. To successfully meet this goal and to provide the
tools needed for the future development of cooperative behaviors, the following sub-tasks
must be completed.

1. Develop the procedure and algorithms needed for reducing the relative
navigation errors between vehicles that do not use GPS or share acommon

long baseline navigation system.

2. Develop the follow-the-leader algorithm and rules necessary to cope with the

somewhat-unpredictable nature of acoustic communications.

3. Develop reusable software tools that can be leveraged to develop future

cooperative behaviors.



4. Validate the developed algorithms using physics-based modeling and
simulation (M&S).

5. Futurework isto test the algorithms in the water using two or more AUV,

E. THESISORGANIZATION

Chapter Il discusses similar research and provides general background
information to enhance the reader’ s understanding of concepts developed in this thesis.
Chapter 111 explains the theory and equations used for triangulating positions using
ranging information. Chapter IV examines the relative navigation error problem and
proposes a solution for correcting these errors based on the concepts presented in Chapter
[1l. Chapter V discusses the Matlab simulator used to evaluate the relative navigation
error correction algorithm and presents the results. Chapter V1 explores the follow-the-
leader problem and proposes a set of algorithms and rules. Chapter VI discusses the
AUV Workbench and its use for smulating the follow-the-leader algorithm. Chapter

V11 provides thesis conclusions and recommendations for future work.



II.  BACKGROUND AND RELATED WORK

A. INTRODUCTION
This chapter provides background information and summarizes related research to

aid the reader’ s understanding of material presented in later chapters.

B. AUTONOMOUSUNDERWATER VEHICLES (AUVS)

1 Overview

An autonomous underwater vehicle (AUV) is an unmanned, free-swimming
vehicle that requires little or no human intervention after it is deployed. Most AUV's
resemble miniature submarines or torpedoes that move through the water using a
propulsion system typically consisting of electric motors and propellers. Data collected
from inertial sensors, an acoustic Doppler velocity log (DVL), compass, acoustic long
baseline (LBL), and/or other navigation sensorsis integrated and processed by an
onboard computer that typically uses a Kalman filter to estimate the position and
orientation of the vehicle. The overall control and behavior of the vehicle is controlled
by an on-board computer, which enables the vehicle to complete a mission without the
need for low-level operator commands. AUVsaretypically battery powered. In some

cases more powerful energy sources are used, such as fuel cells (Tervalon 2003).

In addition to navigation sensors, AUV stypicaly carry additional sensorsto
collect environmental and other types of information. There are many application
specific sensors, but some common sensors are conductivity, temperature, and depth
(CTD) sensors, side-scan sonar to search for objects on the seafloor, forward-looking
sonar for obstacle avoidance, and acoustic Doppler current profilers (ADCPs) for

monitoring water currents.

2. Acoustic Radio Interactive Exploratory Server (ARIES)

The ARIES AUV was developed and constructed by the Naval Postgraduate
School (NPS) Center for AUV Research. ARIES s designed to function asa
communications and data server to collect and distribute data between multiple vehicles

and/or the system operator. For example, ARIES might collect datafrom other AUVs



operating in the work area and then surface to transmit the collected data to the operator
viaaradio frequency (RF) modem. In addition to serving as a communications server,
ARIES s easily modified to support awide variety of research topics and has been the

subject of numerous theses and dissertations.

ARIESis 10"x16"x120" (25 x 40 x 304 cm), 490 pounds (220 kg), and it has a
maximum speed of 4 knots (2 m/s). Onboard sensor include an acoustic Doppler current
profiler (ADCP) for monitoring water currents and a video camera for identifying mine-
like objects on the sea floor (NPS Center for AUV Research, 2003a). The vehicle's
navigation system include the above-mentioned ADCP which acts as a Doppler velocity
log (DVL), aninertia measurement unit (IMU), compass, and a Kalman filter isused to
combine the navigation sensor data to calculate an estimate of the vehicle's position and
orientation. ARIES s aso equipped with aDifferential Global Positioning System
(DGPS) receiver, which corrects the dead-reckoning (DR) solution when the vehicle

surfaces.

Figure2.  Shipboard handling of NPS' Acoustic Radio Interactive Exploratory Server
(ARIES) AUV aboard the Portuguese research vessel ARGUIPELIGO during Azores
operations in August 2001 (from NPS Center for AUV Research, 2003Db).
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3. Remote Environmental Measurement UnitS (REMUS)

The original REMUS AUV was designed and built as aresearch vehicle at the
Woods Hole Oceanographic Institute (WHOI). In 2001 REMUS entered commercial
production and is now sold by Hydroid, Inc. REMUS is used for a number of
applications including oceanographic surveying and mine countermeasures.

REMUS is atwo-man portable system that is 7.48” (19 cm) in diameter, 63" (160
cm) long, and weighs 80 pounds (37 kg). There are a number of sensor options for
REMUS, such as side-scan sonar, an ADCP, light scattering sensors, CTD sensors, and
the Dual Frequency ldentification Sonar (DIDSON) (Belcher 2003) and (Hydroid 2003).
The navigation sensor suite includes a compass, the above-mentioned ADCP to provide
speed over ground when ground lock is available, and an acoustic long-baseline (LBL)
system or an optional GPS receiver to correct accumulated DR errors.

Figure4.  Hydorid' s Remote Environmental Measurement UnitS (REMUS) AUV istwo-
man portable and does not require specialized equipment or a crane for
deployment or recovery (from Hydroid 2003).
4. AUV Navigation
a. Overview
To successfully complete most missionsit is essential that AUV's can
accurately estimate their position. For exampleif an AUV is used to perform asearch /
classify / map (SCM) operation for mine countermeasures (MCM)), it iscritical that the
vehicle be able to accurately determine the position of detected mine-like objects to later
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enable efficient reacquire / identify / neutralize (RIN) operations. In the case of
oceanographic surveys, the vehicle must accurately know its position or else the collected

data and mapping information will be inaccurate.

An AUV navigation system typically consists of two components. The
first component is dead reckoning (DR), which uses internally mounted sensors to
estimate the orientation and position of the vehicle based on estimated course and speed
over ground. The second component of a navigation system utilizes sensors like an
acoustic long baseline (LBL) or the Global Positioning System (GPS) to provide periodic
position updates to minimize the accumulated navigation errors associated with dead

reckoning.

b. Dead Reckoning (DR)

Dead-reckoning navigation utilizes sensors internal to the vehicle, such as
inertial measurement units (IMUs), Doppler velocity logs (DVLSs), compasses, Hall
Effect sensors to monitor propeller speed, and/or other similar sensors. The datafrom
these sensorsis typically combined using a Kalman filter to cumulatively estimate the
vehicle' s position and orientation. Accumulated errors associated with DR are often
significant and are usually on the order of one to three percent of the distance traveled
(%DT), though some newer integrated IMU/DVL systems advertise as little as 0.05 %DT
(Kearfott 2001). For ARIES, under minimal set and drift current conditions, the dead
reckoning errors were found to be between 2.22 and 2.72 %DT without the use of inertial
sensors (Nguyen 2003). DR errors are aresult of compass bias, inertial sensor drift, etc.,
which can |lead to heading errors as large as 5-degrees (Alleyne 2000). The accumulative

effect of these errors over timeis shown in Figure 5.
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Figure5.  Typical accumulated dead-reckoning (DR) errors as a function of time
for error rates ranging from 1.5 to 3 percent distance traveled (%DT)
(without LBL or GPS position updates).

C. Acoustic Long Baseline (LBL)

Long baseline (LBL) navigation systems provide periodic position updates
to supplement the dead reckoning solution to minimize accumulated DR navigation
errors. LBL systems consist of at |east two transducersinstalled at “surveyed” positions
and areceiver instaled in the vehicle. The vehicle determinesits range from each
transponder by measuring the amount of time it takes acoustic pressure waves or “pings’
sent by the transponders to reach the vehicle. The calculated ranges are then used to

triangul ate the position of the vehicle as shown in Figure 6.
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Figure6.  Acoustic long-baseline navigation systems use range readings to triangul ate the
vehicle s position. Vehiclestypically operate on only one side of the x-axis to eliminate
the ambiguity resulting from the range rings intersecting in two locations.

There are avariety of possible errors associated with the use of an acoustic
LBL system. For the purpose of thiswork, the errors are typically placed into one of two
categories. Thefirst category consists of errorsthat equally affect all vehicles using the
LBL system and therefore have minimal impact on the relative-navigation errors. One
such error might be the incorrect placement of the LBL transducers, which causes a
constant bias for all vehiclesusing the LBL. The second category includes errors that
only affect individual vehiclesin the group, such as errors resulting from internal clock
errors, channel noise, etc., which impact the relative-navigation errors between the

vehiclesin the group.

d. Global Positioning System (GPS)

GPS is a space-based navigation system that uses triangulation to calculate
the position of receivers|ocated on or near the surface of the earth. The distance of the
receiver from each satellite is determined using atime of flight scheme. The satellites

periodically transmit messages containing the position of the satellite (ephemeris),
11



timing, and status information. The distance (pseudorange) to each satellite is determined
by measuring the amount of time it takes these messages to reach the receiver. By using
the position of the satellites and the distance of the receiver from the satellites, the

receiver can triangulate its position as shown in Figure 7.

Figure7.  GPS uses pseudoranges and ephemeris information to triangul ate the positions of
receivers located on or near the surface of the earth (from University of Pennsylvania
NROTC 2003).

Datais transmitted from the GPS satellites to the user’ s receiver using two
L-Band carrier frequencies 1575.42 MHz (L1) and 1227.60 MHz (L 2), which are not able
to penetrate the water. Asaresult, AUV's equipped with GPS must periodically perform
what is known as a GPS pop-up, as shown in Figure 8. During a pop-up the vehicle must

surface, obtain at |east one GPS fix, and then re-submerge to continue the mission.
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Figure8. NPS Acoustic Radio Interactive Exploratory Server (ARIES) AUV performing a
GPS pop-up during Azores operations in August 2001 (from Nguyen 2002).

C. ACOUSTIC COMMUNICATIONS (ACOMMYS)

1. Overview

Acoustic or telesonar modems provide bidirectional half-duplex wireless
underwater communications, which allows multiple AUV s to share data without
surfacing or being physically connected through a tether.

Acoustic modems typically receive data from the AUV’ s computer over awired
seria link, such as RS-232. The modem then frames the data and encodes frame, adding
information for error detection and correction. Next the signal is modulated onto a
carrier frequency and transmitted using a transducer, which converts the electrical signals
into acoustic pressure waves. The pressure waves are recovered by the transducer
connected to the receiving modem, which then demodulates the signal, decodes the data,
corrects any errors, and transfers the received digital datato the receiving vehicle's
computer.

13



AUV 1 AUV 2

Computer Computer
Serial Digital Data Serial Digital Data
Acoustic Modem Acoustic Modem
Analog Encoded Data Analog Encoded Data
Transducer ) ) ) —> C ( ( Transducer

Acoustic Data
Figure9. The basic operation and data flow for typical acoustic modems.

2. Ranging Function

Acoustic modems typically include aranging feature that can determine the
distance between two modems. Thisis an active system that requires the modem
requesting the range to send a request to the modem in question, which in turn transmits a
reply. The modem requesting the range measures the elapsed time between when the
range request was sent and when the reply was received. The timing information is then
adjusted to reflect the one-way time of flight, which is used in conjunction with the speed
of sound in water to calcul ate the distance between the two transducers.

There are latencies associated with obtaining the range reading. For example, the
Benthos 885 modems require several seconds to complete the ranging process even at
short distances. Furthermore, user data cannot be transmitted while ranging requests are
being processed because the half-duplex communications channel is utilized for the
ranging operation.

Repeated performance of the ranging function permits the approximate
computation of range rate. Some systems are further able to detect Doppler shift due to

relative motion and thus estimate range rate directly.
14



3. Limitations

There are several limitations associated with the use of acoustic modems for
underwater communications. Acoustic modems provide very limited bandwidth; for
some modems the baud rate is 80 bps with best case conditions. Typically the
communications reliability increases when the baud rate is decreased, so it may be
necessary to reduce the baud rate based on the distance between the modems, background
noise, depth, the position of the transducers relative to other underwater structures, or
other similar factors. Moreover, acoustic modems are much more likely to experience
drop-outs, dead zones, and corrupted message compared to today’ s RF modems.

The baud rate for an acoustic modem is usually selected based on environmental
conditions and the distance between the transmitting and receiving modems. (Marr 2003)
presents the results of “real-world” acoustic modem tests completed in Monterey Bay
California. For all modem configurations tested it was found that the distance between
the sending and receiving modems must be minimized to in order to achieve the
maximum baud rate. Figures 10, 11, and 12 summarize the results of the modem
experiments completed using Benthos 89x modems for various configurations and water

depths.
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Baud Rate and Range Performance
in Constant Depth Channel
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Figure10. Benthos 89x acoustic modem performance in 15m of water with
the transducers placed at a depth of 8m. (from Marr 2003)

Baud Rate and Range Performance
in Diverging (Increasing Depth) Channel
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Figure11. Benthos 89x acoustic modems performance with a diverging channel
where the data is sent from approximately 15m of water to a modem in approximately
30m of water with both modem transducers placed at a depth of 8m. (from Marr 2003)
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Baud Rate and Range Performance for Control
Commands in Converging (Decreasing Depth) Channel
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Figure12. Benthos 89x acoustic modems performance with a converging channel
where the data is sent from approximately 30m of water to a modem in approximately
15m of water with both modem transducers placed at a depth of 8m. (from Marr 2003)

Research has been completed to design methods of reducing the number of
corrupted messages received using acoustic modems. For example, (Reimers 1995)
presents a method of using forward error detection and error correction (FEC) coding to
correct bit-errorsin received messages. Despite the increased bandwidth required to
transmit the FEC coding, (Reimers 1995) proposes a viable solution for the transmission
of critical data or for coping with excessive hit-errors that are the result of environmental

noise, fading signal strength, or other similar conditions.

D. COORDINATE SYSTEM DEFINITIONS

1. Overview

There are two coordinate systems used when discussing AUV navigation, the
global reference frame and the vehicle local reference frame. This section discusses these

frames and their relationship to each other.
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2. Global Reference Frame

The global reference frame, also known as the global navigation or the north / east
/ down (NED) reference frames, is the coordinate system common to al underwater
vehiclesin the group. The global reference frame is defined with some origin O located
at the surface of the water and axes aligned in the north, east and down (NED) directions
as shown in Figure 13.

X (north)
Q >

Y (east)

V¥ Z (down)

Figure 13. Theglobal / NED reference frame has some origin O located at the surface of the
water and axes aligned in the north, east, and down directions.
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Figure 14. Angles measured in the horizontal plane of the global / NED reference frame,
such as heading and course, are referenced to the north axis, such that O-degrees
represents north, 90-degrees is east, 180-degrees is south, and 270-degrees is west.
3. Body Fixed Frame of Reference
The body fixed frame of reference, also referred to as a vehicle' slocal reference
frame, is unique to each vehiclein the group. The reference frame has an origin O’
located on the centerline of the vehicle halfway between the bow and stern, which
typically does not quite coincide with the vehicle' s center of mass. The x-axisisaong
the center line pointing forward out of the bow, the positive y-axis starts at the origin and
points out from the vehicle s starboard side, and the z-axis points down. It isimportant to
note that the body-fixed reference frame moves and rotates to match changesin the

vehicle' s position and orientation.
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Figure 15. Starboard view of the body fixed reference frame with origin O’ and the y-axis
coming out of the page.
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Figure16. Stern view of the body fixed reference frame with origin O’ and the x-axis going
into the page.
E. RELATIVE NAVIGATION ERROR CORRECTION
Asdiscussed earlier, accumulated DR errors are often significant and therefore

can quickly degrade the accuracy of avehicle' s estimated position, in particular when an
LBL or GPSisnot used to periodically correct these errors. In context of cooperative
behaviors, accumulated DR errors can have an even more profound impact. For example,
assume two vehicles are performing follow the leader and the LV transmits its estimated
position to the FV for the purpose of planning its course. The FV will then calculate its

required course based on erroneous LV positional information that does not accurately
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reflect the LV’ strue position. The problem is further compounded because the FV will
then use its own erroneous position estimate while attempting to follow the course. The
errors for the LV and FV then become additive in the context of the follow-the-leader
cooperative behavior, and the loss of acoustic contact or threat of collision can be the

unexpected results.

There are several proposed solutions for correcting accumulated dead reckoning
(DR) errors using range or range rate information. For example, (Alleyne 2000) proposes
asolution that uses a Kalman filter and frequent range readings taken while the FV
performs a zig-zag pattern to estimate the position of the FV relativeto the LV.
Solutions are proposed in (Dai 1997a) and (Dai 1997b) that use range-rate information to
locate and track moving objects, which can be modified for the purpose of correcting the
relative navigation errors between two vehicles.

One long-term goal of cooperative behaviorsisto have large groups of vehicles
simultaneously working together in an areato complete amission. Asaresult there may
be numerous vehicles sharing the limited bandwidth provided by acoustic modems.
Furthermore, many commercially available modems use a portion of the bandwidth to
request and receive ranging information. For these reasonsit is essential that the vehicles
minimize their communications and ranging requests, so as not to disrupt the cooperative
behaviors being performed by other vehicles in the group. Additionally, the
minimization of vehicle-to-vehicle communications further reduces the likelihood of the
vehicles being detected by opposing forces. Many of the previously proposed solutions
do not meet this requirement or have requirements that cannot realistically be met in the
context of cooperative behaviors. For this reason, a solution for correcting the relative
navigation errors between vehicles that uses only a small portion of the communications
bandwidth and does not impose specific performance requirements on the vehiclesis

proposed in Chapter V.
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F. AUV WORKBENCH SIMULATOR

1. Overview

This section provides background information for the AUV Workbench, which is
physics-based 3D virtual world AUV simulator and mission planning tool, which was
enhanced as part of thisthesisto support the development and evaluation of cooperative
behaviors.

2. Supporting Technologies
a. Overview
The AUV Workbench uses several open-source software libraries and well
established standards, which are discussed in this section.

b. Extensible Markup Language (XML)

The Extensible Markup Language (XML) isarestricted form of the
Standard Generalized Markup Language (SGML). XML provides a means of describing,
validating, and structuring any type of datafor storage or transmission over the internet.
XML isnot alanguage in the traditional sense, but instead provides a standard for
creating languages to describe data for any application. The XML standard uses tags to
mark and identify data, such as shown in Figure 17. Refer to (Hunter 2000), (Deitel
2001), or similar references for additional information regarding the XML standard.

<name>
<first>John</first>
<last>Smith</last>
</name>

Figure17. XML example demonstrating the use of tags
to store name information.

C. Extensible Style Sheet Language Transformations (XSLT)

Extensible style sheet transformations (XSLT) provide a means of
transforming an XML document to another text format (XML or otherwise). XSLT uses
XML-based style sheets, also known as templates, to interpret data contained in the input
XML file and to define the output file format. Refer to (Hunter 2000), (Deitel 2001), and
(Burke 2001) for additional information regarding XSLT.
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d. Simple API for XML (SAX)

The simple API for XML (SAX) provides a method of reading and parsing
XML filesfor use in application programs. SAX parsers are event driven, so when the
parser encounters tags within the input XML document, it generates events that invoke
user-written functions to process the data. For example, assume a SAX parser is used to
read the XML filein Figure 17. Once the parser reaches the <name> tag, it calls a user-
defined function to process the name information. Refer to (Hunter 2000) and (Deitel
2001) for additional information regarding SAX.

e Virtual Reality Modeling Language (VRML)

The Virtual Reality Modeling Language (VRML) is astandard for
defining 3D virtual worlds through the use of a structured text file, such as depicted in
Figure 18. Thetext filesaretypically small and are ideal for transmission over the
internet. VRML virtual worlds are rendered using specialized viewers that read the
VRML text files and render the content defined in the file. There are severa free VRML
viewers available, such as Cortona and Cosmo Player, which are installed as internet
browser plug-ins. There are aso several open source VRML viewers available on the
internet, such as Xj3D. Refer to (Ames 1997) for additional information regarding the
VRML standard.

#VRML V2.0 utf8
Navigationlnfo {
type[ "EXAMINE" "ANY" ]
}
Shape {
appearance Appearance {
material Material {
diffuseColor 111

}

}
geometry Box {

sizell1l
}
}

Figure18. VRML example defining a 1m x 1m x 1m white square.
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’; C:\Documents and Settings\Daniel Kucik Primary\Desktop\VRML shot\_new_result.wrl — |£l|
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Address I.# C:\Documents and Settings'Daniel rimary'\Desktop| VRML shot',_new _result.vrl

> Back ~

'@[ Done ‘ ‘ ‘ ‘_-,5 My Computer

Figure19. Rendering of the 1m x 1m x 1m white square defined in Figure 18 using Internet
Explorer and the Cortona VRML plug-in.

f. Extensible 3D (X3D) Graphics

Extensible 3D (X3D) Graphicsis alanguage for defining 3D virtua
worldsthat issimilar to VRML, except X3D conforms to the XML standard. There are
numerous benefits to using X3D opposeto VRML, such asfile validation and portability.

X3D files aretypically small and are optimized for transmission over the internet.

Several viewers are available that are capable of rendering 3D worlds
using native X3D files, such asthe Xj3D browser (Xj3D 2003). There are also severdl
open-source tools available for developing X3D content and for translating X3D to/from
VRML (Web3D 2003b). Refer to (Web3D 2003a) for more information regarding the
X3D standard.

24



<?xml version="1.0" encoding="UTF-8"?>
<IDOCTY PE X3D PUBLIC "http://www.web3d.org/specifications/x3d-3.0.dtd"
“file://lwww.web3d.org/TaskGroups/x3d/transl ation/x3d-3.0.dtd">
<X3D profile="Immersive">
<head>
<meta content="X3DBoxExample.x3d" name="filename"/>
<meta content="Dan Kucik" name="author"/>
<meta content="22 September 2003" name="created"/>
<meta content="1m x 1m x 1m blue box" name="description"/>
</head>
<Scene>
<Navigationinfo type=" “EXAMINE” “ANY” />
<Shape>
<Appearance>
<Materia diffuseColor="111"/>
</Appearance>
<Box size="111"/>
</Shape>
</Scene>
</X3D>

Figure20. X3D equivaent of the 1m x 1m x 1m white box defined in Figure 18.

g. Extensible Java 3D (Xj3D) Browser

Extensible Java 3D (Xj3D) isaWeb3D Consortium project focused on the
development of open-source Java-based tools for VRML 97 and X3D. The goa of this
effort isto develop the tools necessary to incorporate X3D and VRML content into any
application (Xj3D 2003). Updates are distributed online and also on CD via atwice-
yearly update of the X3D Software Development Kit (SDK). Refer to
http://sdk.web3D.org for additional X3D SDK distribution information.

The Xj3D Browser is a standalone viewer capable of rendering scenes
written in both VRML and X3D. Figure 21 shows the Xj3D rendering of the X3D file
defined in Figure 20. For additional information regarding the Xj3D project refer to
(Xj3D 2003).
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g Xj3D Browser — 1O X
Open Reload Location: CiDocuments and SettingsiDaniel Kucik PrimandDesktoplVRML shotiFigure03.01 DefaultBoxx3d

File "C:/Dv and i /Daniel Kucik Primary/Desktop AVRML shot Figure03.01DefaultBox.x3d" ready Infin

Figure21. Xj3D rendering of the X3D 1m x 1m x 1m white square defined in Figure 20.

3. AUV Workbench

The AUV Workbench is a physics-based 3D virtual-world ssmulator and mission-
planning tool developed and built by NPS. It provides a means of writing, executing, and
evaluating mission scripts before running the mission at seawith an AUV. There are
many benefits to using the workbench. The most important benefit is the ability to test
mission scripts before seatesting because it minimizes the time required at seato
troubleshoot “broken™ scripts and it reduces the likelihood of vehicle damage or loss that
may be the unexpected result incorrectly written scripts. The overall architecture of this

virtual-world system is described in (Brutzman 1994)

The workbench is written in Java and uses open-source tools and libraries
exclusively. During the execution of amission, the workbench reads the mission script,
simulates the vehicle s behavior using physics-based models, and renders the result in an

Xj3D window, as depicted in Figure 22.
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Figure22. The graphical user interface (GUI) for the original AUV Workbench (from

4.

Grunesien 2002).

History and Contributors
The AUV Workbench is the result of the combined efforts of several past and

present NPS students and faculty. The first version of the workbench, developed by
Adrien Gruneisen and Y ann Henriet (Grunesien 2002), and based on the dissertation

research of Don Brutzman (Brutzman 1994), executes AUV missions while providing the

user with a*“close-up” view of the vehicle so the vehicle dynamics may be observed, as
show in Figure 22. Doug Horner enhanced the workbench to include XML -based

mission scripting, an obstacle avoidance algorithm, and modified the virtual world to

provide aview of the work areato support mission planning, as depicted in Figure 23.

27



Refer to (Grunesien 2002) and (Brutzman 1994) for additional information regarding

AUV simulation and the workbench.

X3j3D Browser Window

£ NPSs AUV Workbench _ =[x

Xj3D Viewfr for X3D

S| Q %] 48] < | mimrgromes " ~[> |8

I X3D File: None
[ Route Planner |
[ New || open || save || import
<?xml version="1.0" encoding="UTF-8"?> =
<I-- edited with XMLSPY v5 rel. 2 U (hitp:iwww.xmlspy.com) by Marthaq L Wring (naval Postaraduate chool) --»
<?xml-stylesheet type="textixs|" href="C:\(SLCodeltest-random.xsI"?>
<AUVMission xmins:xsi="http:iiwww.w3.0rgl20015MLSch inst: " xsi ocation="C:AU i i iSSil i UvMissionxsd">
=<Profile>
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<Ycoordinate=10</Ycoordinate>
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Mission : BackUp Error

AUV Mission Editor

Figure23. Mission planning version of the AUV Workbench showing ARIES using its
obstacle avoidance algorithm to maneuver around Manta mines.
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G. SUMMARY

AUVs are unmanned underwater vehicles capable of performing awide variety of
missions, such as MCM and oceanographic surveys, with little or no operator
intervention. Many AUV's are equipped with acoustic modems, which enable the
vehiclesto share near real-time information and to determine their ranges to other
vehicles operating in the same area. Research efforts are underway to improve the
efficiency and effectiveness missions completed using groups of AUV s through the use
of cooperative behaviors, which enables the vehicles to coordinate their activities using
information shared via acoustic modems. The AUV Workbench is an open-source
physics-based virtual world simulator and mission planning tool for AUV sthat has been
modified for thisthesis to support the development of cooperative behaviors.
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[11. TRIANGULATION THEORY:
GEOMETRY AND EQUATIONS

A. INTRODUCTION

This chapter explains the theory and equations used by a number of operational
LBL systemsto triangulate positions using range values, which is an essential component
of the proposed relative-navigation error-correction algorithm presented in the next
chapter. The simplest method of triangulation is the two transponder approach, where the
vehicle' s range from two surveyed points is used to determine the vehicle' s position. Itis
also possible to triangul ate the position of a vehicle using three or more transponders;
however this approach requires the deployment of additional transponders and the
equations are more CPU intensive than the equations for the two transponder approach.
When using either LBL configuration it is essential that the vehicle operates in the ideal

operating areafor that particular system to ensure the position solutions are observable.

B. TRIANGULATION USING TWO RANGE VALUES
1 Overview
This section presents the theory and equations for triangulating the position of a

vehicle using two range values.

2. Assumptions

The method discussed in this section is capable of determining the two-
dimensional (2D) position of avehicle relative to one of the transponders and the fix is
only accurate on one side of the line connecting the two transponders, also know as the
baseline. Furthermore, to minimize the vertical component included in the ranging value
that results from the vehicle and transponders being at different depths, it is assumed that
vehicle depth is approximately equal to the depth of the transponders.

3. Triangulation Theory: Geometry and Equations
a. Overview
This section discusses the theory behind triangulation and presents a

simplified set of equations for calculating positions using two range values.
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b. System Configuration and the Triangulation Reference Frame

The LBL system requires that two transponders are placed at fixed
positions that are typically surveyed using a GPS receiver. The positions of the
transponders are then used to define alocal LBL reference frame such as depicted in
Figure 24, where the line connecting the two transponders, also known as the baseline,
defines the x-axis and the y-axis is perpendicular to the baseline with the origin being one
of the two transponders. It isimportant to note that the LBL reference frameis entirely
dependent on the placement of the transponders, so this reference frame is typically not
aligned with the global NED reference frame.

O Baseline C X

Transponder 1 Transponder 2

LBaseIine
Figure24. The triangulation reference frame where the origin is located at transponder 1, the
x-axisis aligned with the baseline and runs through transponder 2, and the y-axisis
perpendicular to the baseline and is positive in the direction of the work area.

LBL systems that use only two transponders require that the vehicles
operate on only one side of the baseline, otherwise the ambiguity depicted in Figure 25
will occur. Some vehicles utilize their dead reckoning sensors in combination with the
LBL system to determine when a baseline crossing occurs so they can adjust the LBL
position fixes to compensate for the baseline crossing, and therefore these vehicles can

operate on either side of the baseline.
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Position 1

Baseline
Transponder 1 Transponder 2

Position 2

Figure 25. Baseline crossings result in ambiguities because the range rings centered on the
transpondersintersect in two places, so the LBL system is not able to determine if the
vehicleislocated at Position 1 or Position 2.
C. Triangulation Equations
Vehicles using the LBL system periodically receive range readings from
the two transponders, which are represented as range rings centered on the transponders
as shown in Figure 26. After eliminating the secondary intersection of the range rings
located on the “wrong” side of the baseline, the ranging data can be simplified as shown
in Figure 27. Figure 28 shows a further simplified version of the problem with the x and
y components of the vehicle s position represented. Equation 2 and 3 are the Law of
Cosines and ageneral trigonometric equation respectively, which are combined to
produce Equation 4. Equation 4 uses the range readings from the two transponders and
the baseline length to calculate the x-position of the vehicle. The y-position of the
vehicleis calculated using equation 5, which is the Pythagorean Theorem.

33



Baseline

Figure26. Range readings (Rr; and Ry,) obtained from the transponders represented as range
rings centered on the transponders.

Vehicle

T1

T2

baseline

Figure27. A simplified interpretation of the range readings after the exclusion of the
secondary intersection of the range rings located on the “wrong” side of the baseline.

Lbaseline = \/(TlN - T2N )2 + (TlE - T2E)2
Equation 1:  Calculation of the baseline length, which is the distance between
transponders 1 and 2.



where,
Lhasaine = The distance between transponders 1 and 2.

T1\, T1le = The north and east components of transponder 1's position in the NED
reference frame.

TP2y, TP2e = The north and east components of transponder 2’ s position in the NED
reference frame.

vehicle

yvehicle

Crq

X

T1

vehicle
Figure28. Simplified triangulation computation using the x and y values of the vehicle's
position.

2 2 2
RT cosg,, = RTl + I—baseline - RTZ
1 T1

2 Lbaseline

Equation 2:  The Law of Cosines equation that is combined with
Equation 3 to calculate the vehicle' s x-position in the triangulation reference frame.

where,

Rr1 = The range between the vehicle and transponder 1.

Rr2 = The range between the vehicle and transponder 2.

gr1 = The angle between the triangulation frame's x-axis and the line connecting
transponder 1 to the vehicle (as shown in Figure 27).

Lpasine = The distance between transponders 1 and 2 (from Equation 1).

Xeeice = Ry COSOry
Equation 3:  Trigonometric relationship which is combined with
Equation 2 to calculate the vehicle' s x-position in the triangul ation frame.
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where,

Xvehicle = the X-position of the vehicle in the triangulation reference frame.

Rt1 = The range between the vehicle and transponder 1.

gr1 = The angle between the triangulation frame's x-axis and the line connecting
transponder 1 to the vehicle (as shown in Figure 28).

2 2 2
- er +Lbase|ine - er
Xeehicle =

2 I—baseline
Equation 4:  Calculation of the vehicle' s x-position in the triangul ation reference frame
using the ranging data obtained from two transponders (McTrusty 2000).

where,

Xvehicle = the X-position of the vehicle in the triangulation reference frame.
Rr1 = The range between the vehicle and transponder 1.

Rr2 = The range between the vehicle and transponder 2.

Lpasdine = The distance between transponders 1 and 2 (from Equation 1).

Yenice = V Rr12 - )Q/ehicle2

Equation 5:  Calculation of the vehicle’ s y-position in the triangul ation
reference frame using ranging information and the x-position calcul ated
using Equation 4 (McTrusty 2000).

where,
Yvenicle = the y-position of the vehicle in the triangulation reference frame.
Xvehicle = the X-position of the vehicle in the triangulation reference frame (from
Equation 4).
Rr1 = The range between the vehicle and transponder 1.
4, Conversion to the Global Reference Frame
a. Overview
This section defines the equations necessary for converting LBL position

fixes from the triangul ation reference frame to the NED reference frame.

b. Triangulation Frame with Transponder 1 asthe Origin

This section presents the equations for converting position fixes from the
triangul ation frame with transponder 1, as shown in Figure 26, as the origin to the NED
reference frame. The orientation of the triangulation frame relative to the NED reference
frameisdepicted in Figure 29. The conversion requires the triangulation frame to be
rotated and translated to match the NED frame. First it is necessary to determine the
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angle between the triangulation frame' s x-axis and the NED east-axis using Equation 6.

The triangulation frame is then rotated using Equation 7 and translated using Equation 8.

AN

global frame

ytriangulation frame

P>
q E iobal
xRelative ToE global frame

Xtriangulation frame

Figure29. Triangulation frame's orientation relative to the NED frame with transponder 1 as
the origin of the triangulation frame.

Qurermoe = AAN2((T2y - T1y), (T2 - Te))

Equation 6:  Calculation of the angle between the correction frame’ s x-axis
and the NED east axis.

37



where,

OxrelToe = The angle between the triangulation frame’ s x-axis and the NED frame's east
axis.

T1n, T1e = The north and east components of transponder 1’ s position in the NED frame.

T2\, T2e = The north and east components of transponder 2's position in the NED frame.

éCOSC]X RelToE anx RelToE Ol:'J

. . e . u
[VehICIeE/Tl vehicley,r, 1]=[Xvehicle Yienicie 1]*§' SINQ,rerroe COSAy reitor OL:J
g 0 0 1

Equation 7:  Rotation of triangulation reference frame to match the NED reference
frame (Healey 2003).

where,

vehicleyri, vehiclegr; = The north and east components of the vehicle's position with
transponder 1 asthe origin. Note that the east and north order indicated in the
equation isintentional to account for the triangulation frame’'s x and y axes being
aligned with the NED east and north axes respectively. This approach eliminates the
need for a second rotation, therefore reducing the CPU time required to perform the
conversion.

Xvenidle, Yvenice = The X and y components of the vehicle' s position in the triangulation
frame. (from Equations 4 and 5).

OxreToe = The angle between the triangulation frame’ s x-axis and the NED frame' s east
axis (from Equation 6).

[vehicleN vehicIeE]:[vehicIeN/T1 vehicIeE/T1]+[T1N TlE]

Equation 8:  Trandation of the triangulation frame to match the NED
reference frame' sorigin.

where,
vehicley, vehicle: = the vehicle' s north and east position in the NED reference frame.
vehicleyri, vehiclegr; = The north and east components of the vehicle's position with
transponder 1 as the origin (from Equation 7).
T1n, T1e = The north and east components of transponder 1's position in the NED frame.
C. Triangulation Frame with Transponder 2 asthe Origin
This section presents the equations for converting position fixes from the
triangulation frame with transponder 2, as shown in Figure 26, as the origin to the NED
reference frame. The orientation of the triangulation frame relative to the NED reference

frameis depicted in Figure 30. The conversion requires the triangulation frame to be
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rotated and translated to match the NED frame. First it is necessary to determine the
angle between the triangulation frame' s x-axis and the NED north-axis using Equation 9.
The triangulation frame is then rotated using Equation 10 and translated using Equation 8

presented in the previous section.

4 Nglobal frame
) .
triangulation frame
S
.\QQ/
&
O
>
Eglobal frame

ytriangulation frame

Figure 30. Triangulation frame’s orientation relative to the NED frame with transponder 2 as
the origin of the triangulation frame.

OxRrermon = atan2((T2E - TlE)!(TZN - TlN ))

Equation 9:  Calculation of the angle between the correction frame's x-axis
and the NED north axis.
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where,

OxreTon = The angle between the triangulation frame' s x-axis and the NED frame' s north
axis.

T1n, T1e = The north and east components of transponder 1's position in the NED frame.

T2\, T2e = The north and east components of transponder 2's position in the NED frame.

éCOSC]X RelToE anx RelToE Ol:'J

. . e . u
[VehICIeN/Tl vehicle,, 1]=[Xvehicle Yienicie 1]*§' SINQ,rerroe COSAy reitor OL:J
& 0 0 iy

Equation 10: Rotation of triangulation reference frame to match the NED reference
frame (Healey 2003).
where,
vehicleyri, vehiclegr; = The north and east components of the vehicle' s position with
transponder 1 as the origin.
Xvehicles Yvehice = The X and y components of the vehicle’ s position in the triangulation
frame. (from Equations 4 and 5).

OxreiToe = The angle between the triangulation frame’ s x-axis and the NED frame’ s east

axis (from Equation 9).
C. TRIANGULATION USING THREE OR MORE TRANSPONDERS

This section presents a second triangulation technique that uses three or more

transponders. The equations used to calculate the vehicle' s position for this approach are
more CPU intensive than the algorithms presented for the two-transponder method.
However, this approach has several benefits, such as alowing the vehicles to operatein
any quadrant and it provides position fixes in the NED reference frame, whereas with the
simplified two-transponder approach discussed in the previous section it is necessary to
rotate and trand ate the triangul ation reference frame to obtain position fixes in the NED
frame.

This method of triangulation requires three or more range readings, as shown in
Figure 31. A system of n equations is established based on Equation 11, where nisthe
number of transponder used by the system.
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Figure31. Position fixes calculated using triangulation techniques with three or more
transponder can be represented as the intersection of the range rings centered on the
transponders.

R=y(%- X)2+(Y,- ) +(7 - 2

Equation 11: Equation for triangulating positions using three or more range values.

where,

=12, ...,n wherenisthe number of transponders.

Ri = the range reading obtained from transponder i.

Xi, Vi, zi = the north, east, and down components of transponder i’ s position, whichis
known from the survey completed during the deployment of the transponders.

X, y = the calculated north and east components of the vehicle’s position in the global
NED reference frame.

z = the depth of the vehicle at the time of the position fix taken from the vehicle’' s depth
Sensor.

D. OPTIMAL TRIANGULATION GEOMETRY AND OBSERVABILITY
Triangulation-based systems, such as LBLs and GPS, require the appropriate
transponder/vehicle geometry to obtain the maximum accuracy and to ensure

observability. To meet this requirement, it is necessary that there is significant separation
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between the transponders and the vehicle, and the transponders and vehicle must not be
collinear (Matos 1999), (Larsen 2000), and (Deffenbaugh 1996). Issues also arise when
the vehicle islocated far from the transponders because the line-of-sight (L OS) vectors

become collinear, which diminishes the observability of the system (Larsen 2000).

In (Matos 1999) the ideal operating area for vehicles using a two transponder
LBL system is defined as a rectangle with a minimum distance to the baseline of 1/4 of
the baseline length and a maximum distance equal to the baseline length. The width of
the optimal operating areais equal to the baseline length as shown in Figure 32. The
vehicle can operate in an area dightly wider than the baseline length while still
maintaining observability, but the accuracy of the triangul ated position will degrade as

the vehicle moves further away from the optimal operating area.

L

baseline

Optimal vehicle operating area

Ya L

baseline

baseline

L

Baseline
|
|
0

Figure32. Optimal vehicle operating area for atwo transponder LBL system, which ensures
the triangulation solution is observable (Matos 1999).
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E. SUMMARY

Triangulation is one of the most common methods for determining position, for
exampleit isused by LBL systems, GPS, and other radio navigation aids, such asthe
LORAN system. Position fixes may be triangulated using only two range values, which
minimizes the logistics of the system because only two transponders need to be deployed,
and the required calculations do not require significant CPU time. Triangulation of
position can aso be completed using three or more range values, but this approach
requires the deployment of additional transponders and the cal cul ations are more CPU
intensive than the two transponder approach. To ensure observability and to reduce the
effects of geometric dilution of precision (GDOP), it is necessary to configure the LBL

system such that the transponders baseline and vehicles are not collinear.
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V. RELATIVE NAVIGATION ERROR CORRECTION

A. INTRODUCTION

This chapter proposes a cooperative behavior for correcting the relative-
navigation errors between two AUV s that do not share acommon means of automatically
correcting their accumulated DR errors. Relative navigation errors are the result of
accumulated DR errors for each vehicle in the group, and as discussed in Chapter 11 these
errors may have negative effects on the performance of cooperative behaviors. There are
several solutions for correcting the relative navigation errors between vehicles, however
the approach proposed in this chapter is better suited for supporting cooperative
behaviors performed with AUV s because it is not time intensive and does not require
significant communications bandwidth. The proposed solution uses ranging and position
data collected by the FV and the triangulation techniques described in Chapter 111 to

correct the relative navigation errors between two vehicles.

B. FOLLOW-THE-LEADER TACTICS

1 Overview

The follow-the-leader behavior allows one vehicle (the following vehicle or FV)
to autonomously follow a second vehicle (the lead vehicle or LV). There are two types

of follow-the-leader tactics discussed here: track/path following and “relaxed” following.

2. Track/Path Following

During track/path following operations the FV attempts to duplicate the precise
path taken by the leader such as shown in Figure 33. Thistype of vehicle following
might be useful if agroup of AUVsaretransiting to awork area and only one vehicle has
an obstacle avoidance sonar installed. In such asituation it is advisable to have all AUV's
in the group follow the leader’ s path so that even those vehicles without an obstacle
avoidance sensor can avoid the obstacles detected by the leader. To successfully
complete the track following behavior, it is necessary that the relative positioning error
between the vehiclesis minimal, making it better suited for vehicles that share acommon
long baseline navigation system, vehicles that can make frequent GPS pop-ups, or

vehicles with highly accurate IMUs and DV Lsinstalled.
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Figure 33. Track/path following operations where the following vehicle matches the
precise track taken by the leader.

3. Relaxed Following

The constraints for relaxed following are less strict than those for track/path
following. During relaxed following operations, the FV stays within agiven
minimum/maximum range bracket from the LV while loosely following the LV’ s track.
Thistype of following is useful for in-transit high-speed data transfers (such as that
described earlier for ARIES operations) because the primary concern isto minimize
distance between the two vehicles and the path taken by the FV is of little concern
provided that vehicle-to-vehicle collisions are prevented. The navigation requirements to
complete arelaxed follow-the-leader behavior are less strict than those for track
following because it is not necessary to duplicate the path taken by the leader. Thus
relaxed following is a better choice for wider variety of vehicles with varying navigation

accuracies.

 S—

+— (' Follower B \
( Leader B

I Leader's Track

- Follower’s Track

Figure 34. Relaxed following requiresthe FV to stay within a given min/max range from the

LV while loosely following the LV’ s track.
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C. PROBLEM STATEMENT

AUV dead reckoning errors quickly accumulate, typically at arate of one to three
percent of the distance traveled if the vehicle is not equipped with a highly accurate IMU.
New integrated IMU/DVL systems, such as the Kearfott SEADeViL, are capable of
calculating DR positions with errors as little as 0.05 %DT (Kearfott 2001), but such
systems are typically prohibitively expensive so many AUV designers use cheaper less

accurate systems.

It isimportant to minimize the relative navigation errors between vehicles
performing cooperative behaviors because in many cases the vehicles base their actions
on the estimated positions of the other vehiclesin the group. Without a means of
estimating and correcting relative errors, the accumulated DR errors will progressively
degrade the accuracy of the behaviors and may lead to vehicle-to-vehicle collisions or

loss of communications.

Figure 35 depicts a simple example demonstrating the impact of accumulated DR
errors on cooperative behaviors that rely on the estimated positions of the other vehicles
in the group. In thisfigure the two AUVs are attempting to perform track/path following
using vehicle-to-vehicle communications. The LV’s DR-based position estimate
indicates that the AUV islocated on the intended track, but the LV’ strue position is
actually 10m south of its estimated position. During the follow-the-leader behavior the
LV acoustically transmits its erroneous estimated position to the FV for use in
determining its path. According to the FV’'s DR solution it is located on the intended
track, but it isreally located 10m north of the track. So based on the erroneous position
estimates the FV ison the same track asthe LV, but in redlity the FV’ strue track is 20m

north of the LV’ struetrack.
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Figure 35. Two vehicles performing track/path following based on position estimates
obtained using vehicle-to-vehicle communications will result in atotal track following
error equal to the sum of the errors for the two vehicles.

These errors can be greatly reduced if the vehicles share a common LBL
navigation system or if they perform frequent GPS pop-ups. Some LBL systems can
provide simultaneous position updates for all vehiclesin the group every three seconds
(Bernstein 2002). So excluding drop-outs and erroneous/noisy LBL fixes, the DR errors
accumulate over three seconds and then the DR solution is reset to match the position
provided by the LBL system.

Vehicles that do not share a common means of periodically correcting their
accumulated DR errorstypically have significant relative navigation errors, which cannot
be automatically corrected without the use of specialized sensors or behaviors designed to
correct these errors.

D. OBJECTIVES

The overall objective of the proposed procedure is to minimize the relative-
navigation errors between two vehicles. The following constraints and objectives have
been included to provide a solution that can be used with the maximum number of
vehicle types/configurations and to support the long-term goals of cooperative behaviors.

1. Provide asolution that can support the follow-the-leader behavior and the

development of future cooperative behaviors.
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10.

Minimize the communications and range readings required to compl ete the
procedure, in order to maximize covertness and to support large groups of AUV's

performing cooperative behaviors.

Minimize the time required to compl ete the correction behavior, in order to

maximize the time available to complete the primary mission.

Avoid disrupting the LV’ s mission by having the FV preferentially perform the
necessary maneuvers to collect the ranging data.

Provide a solution that does not require access to (or modification of) the
vehicle' s onboard software, so that the algorithms can be used on vehicles that

operate using proprietary software.

Provide a solution that does not require either of the vehicles to be equipped with
an expensive highly accurate DR navigation system.

Use standard functionality included with most commercial-off-the-shelf (COTS)
acoustic modems, namely vehicle-to-vehicle communications and ranging
readings. This approach eliminates the need for high-cost specialized sensors or

modems.

Provide a solution that can be used periodically during relaxed follow-the-leader
tracking to correct the errors that accumul ate during the execution of the

cooperative behavior.

Do not rely on apriori knowledge of the mission, which allowsthe LV to be

retasked during the mission without the need to reprogram the FV.

Develop the methodol ogy and algorithms to provide a better-than-linear reduction
of the time required to complete missions using multiple AUVs and cooperative
behaviors, thereby providing better efficiency than the traditional divide-and-

conquer approach.
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E. APPLICATIONS
The proposed solution is designed to support the following cooperative behaviors.

1. In-transit high-speed data transfers, where one vehicle follows a second vehicle at
close range to perform high-speed data downloads. For example, the use of
ARIES to download data from one or more REMUS vehicles, while each
REMUS continues its mission without disruption.

2. Cooperative surface navigation fixes, where one vehicle in the group is equipped
with a GPS receiver and it performs periodic GPS pop-ups to obtain position
fixes. The vehicle then submerges and corrects the accumulated dead reckoning

errors of the other vehiclesin the group.

3. Cooperative submerged navigation fixes, where one vehicle in the group is
equipped with aLBL receiver (or high resolution IMU) and this vehicle corrects

the navigation errors of the other vehiclesin the group.

4. Cooperative aignment of multiple LBL systems, where each vehicle is operating
using adifferent LBL system and the proposed algorithm is used to correct the
differencesin the LBL systems.

5. Cooperative search, where multiple AUV's equipped with side-scan sonar perform
minefield search operations and utilize the proposed agorithm to ensure proper
spacing between the vehicles.

F. PROPOSED SOLUTION

1 Overview

The proposed solution uses the standard functionality of COTS acoustic modems,
which provide vehicle-to-vehicle communications and a means of determining the
distance between two vehicles (range readings). Using information obtained from the
LV, the FV performs a set of maneuvers relative to the LV’ s position to collect a series of
range readings. The collected datais then used to triangulate the position of the LV
relative to the FV using the same methods discussed in Chapter 111, except in this case the
range readings are obtained using the FV instead of using transponders. The procedure

and algorithms are designed to operate without a priori information regarding the mission
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or the LV’ sintended track, which allows for additional mission flexibility. Inthisway, if

the LV isre-tasked during the mission, the FV can still perform the navigation error-

correction procedure without the need for reprogramming.

2.

Assumptions

The proposed solution makes the following assumptions:

1) Thevehicles accurately know their depth. This assumption simplifiesthe

2)

3)

3.

mathematics because it is only necessary to calcul ate a two-dimensional
position correction factor. Thisis apractical assumption because all AUVs
are equipped with depth sensors that are quite accurate and any depth-
estimation errors resulting from environmental factors will be consistent for

both vehicles since they are operating in close proximity.

The calibration is completed while the |leader istransiting along straight leg to
minimize the amount of time between sample points. Thisis necessary
because large accumulated errors between the data-sampling points will

degrade the accuracy of the correction algorithm.

The FV can request status reports from the LV, which are referred to as LV
updates. LV updates contain the LV’ s current position, course, and speed.

Range Data Collection
a. Overview
The proposed agorithm uses acoustically communicated range values and

position information collected at a series of points to correct the relative navigation errors

between two vehicles. The data collection points, which are referred to as test points

(TPs), are positioned relative to the LV’ s position. The TP positions are fixed pointsin

the LV’slocal reference frame, and therefore their positions rotate and translate with the

LV’ s course and estimated position.

The FV can be preprogrammed with the position of the TPs. During the

programming process it is assumed that the LV islocated at the origin of the NED

reference frame and pointing northward. Then while performing the navigation error

correction behavior, the FV will rotate and transl ate the preprogrammed TPs to match the
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LV’ s position and course. Using this approach does not require the FV to be
preprogrammed with the LV’ s mission plan since the FV makes the appropriate TP
position adjustments to account for the LV’ s position and course during the mission.
Alternatively, the FV can determine the location of the TPs during the mission based on a

set of rules to ensure the points are spaced appropriately to ensure observability.

During the execution of the relative navigation error correction behavior,
the FV maneuvers to each TP to collect range readings. For example, if ARIES performs
an in-transit high-speed data download while REMUS is performing minefield search
operations, REMUS serves asthe LV and ARIES serves asthe FV. The data-collection
procedure is designed to minimize the impact on the LV’ s mission, so in this example
ARIES maneuvers to the TPs to collect the required datawhile REMUS continues its

search mission.

b. Preprogrammed Test Points (TPS)

The preprogrammed test point TP approach requires the FV to be
preprogrammed with a set of TPs prior to deployment. During the programming process
it isassumed that the LV is at the origin of the NED reference frame and pointing
northward, as depicted in Figure 36. While the mission is underway, the FV will rotate
and trandate the programmed points to account for the LV’ s position and course using
Equations 12 and 13.
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Figure 36. Test point programming for the parallel track correction configuration where the
FV’'strack is parallel to the LV’ strack.
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Equation 12: Rotation of preprogrammed test point i to account for the LV's current
course.

where,

TPiroyn, TPirove, TPiroyp = The north, east, down position of test point i after arotation
of q degrees.

TPiy, TPig, TPip = The north, east, and down components of test point i as defined during
the preprogramming of the FV (e.g. as defined in Figure 36)

g = The desired angle of rotation, i.e. the LV’s course.
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[TPXCOH N TPXCor IE TPXCor / D] = [LVN I—\/E LVD] + [TPXRot/ N TPXRot/ E TPXRot/ D]
Equation 13: Trandation of test point i for to account for the LV’s current position.

where,

TPicorm, TPicare, TPicosp = The north, east, and down components of test point i after the
rotation and translation to compensate for the LV’ s position and rotation.

LVn, LVg, LVp = The north, east, and down components of the LV’s current position
obtained from vehicle-to-vehicle communications.

TPiroyN, TPirove, TPiroyp = The north, east, down position of test point i after arotation
of g degrees. These values are obtained from Equation 12.

At the start of the relative navigation-error correction procedure the FV
acoustically sends arequest instructing the LV to transmit aLV update. It isimportant to
note that the position returned by the LV will be its estimated position and it will not
accurately reflect itstrue position. Then using the information contained in the LV
update and equations 10 and 11, the FV rotates and translates test point one to
compensate for the LV’ s course and position. The FV will the transit to test point 1 while
using the LV’ s course and speed information contained in the LV update to continuously
update the estimated position of the TP.

After reaching the approximate location of test point 1, the FV requests
another LV update. Using the information contained in the LV update the FV updates the
position of test point 1 using equations 12 and 13, and fine-tune its position to match the
new test point 1 position. Alternatively, the FV may usethe LV update to calculate its
actual position relative to the LV using Equation 14 instead of fine-tuning its position.
The FV will then match the speed and course of the LV in order maintain its position
relativetothe LV. Next the FV usesits acoustic modem to determine itsrangeto the LV,
which is stored along with the FV’ s position relative to the LV for later processing. The
FV will then repeat the above procedure to collect the data for test point 2.

[TPi, TPi. TPi,]=[FV, FV. FV,]-[LV, LV. LV,]

Equation 14: Test point position calculation based on the current positions of the LV
and FV.



\'?Vgiir,e :I'Pi e, TPip = North, east, and down components of test point i.

FVn, FVE, FVp = North, east, and down components of the FV’ s estimated position in
the NED reference frame.

LV, LVE, LVp = North, east, and down components of the LV’ s estimated position in
the NED reference frame.

C. Dynamically Determined Test Points (TPs)

It is possible to utilize the proposed a gorithm without pre-programming
the locations of the test points. This approach requires the FV to select the test points
dynamically during the mission based on information contained in the LV updates and a
set of rules to ensure observability. During the mission the FV requestsa LV update,
calculates the position of the desired test point, and transits to the point while
continuously updating the position of the TP based on the course and speed of the LV.
After reaching the estimated TP position, the FV will then request another LV update and
calculate its position relative to the LV’ s current position using Equation 14. While
maintaining its relative position to the LV, the FV then request arange reading. The FV
stores its position relative to the LV and the ranging information for the later use when
calculating the navigation error correction factor. The FV then repeats the procedure to

collect data for a second test point.

d. Test Point (TP) Configurations

There are several test point configurations that can be successfully used to
correct the relative navigation errors. Thefirst configuration allowsthe LV and FV to
perform the correction procedure while transiting on parallel tracks, such as shown in
Figures 37, 38, 39, and 40. Figures 41 and 42 depict a second configuration where the
test points are located behind the LV, which can be performed periodically while the LV
and the FV are executing the relaxed follow-the-leader behavior. Furthermore, the
approach depicted in Figures 40 and 41 requires less energy than the parallel track
method because it is more costly, in terms of energy consumption, to have the FV
“sprint” ahead of the LV. It isimportant to note that the presented equations assume that
test point 2 isthe origin of the triangulation reference frame, which resultsin the

triangulation reference frames depicted in Figures 37 through 42.
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Figure37. Triangulation reference frame for the parallel track test point configuration where
the TPs are located on the port side of the vehicle and TP1 is behind the LV with TP2 as
the origin of the reference frame.
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Figure 38. Triangulation reference frame for the parallel track test point configuration where
the TPs are located on the port side of the vehicle and TP1 is ahead of the LV with TP2
asthe origin of the reference frame.
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Figure39. Triangulation reference frame for the parallel track test point configuration where
the TPs are located on the starboard side of the vehicle and TPL is behind the LV with
TP2 asthe origin of the reference frame with TP2 as the origin of the reference frame.
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Figure40. Triangulation reference frame for the parallel track test point configuration where
the TPs are located on the starboard side of the vehicle and TP1 is ahead of the LV with
TP2 asthe origin of the reference frame.
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Figure4l. Triangulation reference frame for the follow-the-leader test point configuration
where TP1 islocated on the starboard side of the LV with TP2 as the origin of the

reference frame.
Ay
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Figure42. Triangulation reference frame for the follow-the-leader test point configuration
where TP1 is located on the port side of the LV with TP2 as the origin of the reference
frame.
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course and speed while obtaining the

LV’s position and ranging data
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Figure43. Relative motion plot showing the FV’ s behavior during the execution of the
parallel track TP configuration, corresponding to the maneuver geometry defined in

Figure 37.
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Figure44. Relative motion plot showing the FV’s behavior during the execution of the
follow-the-leader TP configuration, corresponding to the maneuver geometry depicted in
Figure 41.
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4, Relative Navigation Error Correction Factor Calculation
a. Overview
This section explains how to use the range data collected in the previous
section to calculate the relative navigation-error correction factor, which is an offset that
the FV can add to the LV’ s estimated position received via ACOMMS to minimize the
relative navigation error between the two vehicles.

b. Correction Factor Calculation Using Two Points

The correction factor calculation using two points requires that the FV
collect range values for two TPs, such as depicted in Figures 37 —42. After the data
collection process is complete, the FV will have the following information available to
calculate the correction factor:

1. Therange between the LV and FV whilethe FV islocated at each TP. Itis
important to note that the range values reflect the true distance between the

vehicles, whereas the test point positions are based on DR estimates.
2. The estimated position of the TPsrelativeto LV.

3. Theestimated positions of the LV and the FV when the ranging datais
collected for each TP.

The FV then uses the estimated position of the TPsrelativeto the LV to
establish an artificial triangulation reference frame, as discussed in Chapter 111 and shown
in Figures 37 —42. The ranging information collected at each test point is then used to
triangul ate the position of the vehicle in the triangulation frame using Equations 15, 16,
and 17. The LV’sposition in the correction frame is then rotated to match the orientation
of the NED reference frame. The equations used to perform the rotation are dependent
on the test point configuration used. If the test point configurations depicted in Figures
37, 40, or 41 are used, then Equations 18 and 19 are used to rotate the triangulation
reference frame. If thetest points are configured as indicated in Figures 38, 39, or 42,
then Equations 20 and 21 are used to rotate the triangulation reference frame. Next, the
FV calculates the estimated position of the LV relative to the test point 2 using Equation
22. Using Equation 23 the correction factor is then calculated based on the DR estimated
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position of the LV relative to test point 2 and triangulated position of the LV relative to
test point 2. The LV can then uses the correction factor as shown in Equation 20 to

correct the relative navigation errors between the LV and the FV.

e = (TP2, - TPLJ' + (TP2; - TPLf

Equation 15: Calculation of the baseline length, which is the distance between test
points 1 and 2.

where,

Lbaseiine = the baseline length, which is the distance between test points 1 and 2.

TP1y, TP1g = The north and east components of test point 1's position in the NED
reference frame.

TP2\, TP2e = The north and east components of test point 2’ s position in the NED
reference frame.

2 2 2
— Rrpz +Lbase|ine - RTPl
Xvehicle -

2 Lbaseline
Equation 16: Calculation of the vehicle' s x-position in the triangulation reference frame
using the ranging data obtained from two test points (McTrusty 2000).

where,

Xvenide = the x-position of the LV in the triangulation reference frame.

Rrp1 = The range between the LV and test point 1.

Rtp, = The range between the LV and test point 2.

Lhasaiine = The distance between transponders 1 and 2 as defined in Equation 15.

Yienice =/ RTP22 - Xvehiclez

Equation 17: Calculation of the vehicle' s y-position in the triangulation
reference frame using ranging information and the x-position calculated
using Equation 16 (McTrusty 2000).

where,

Yvehicle = the y-position of the LV in the triangul ation reference frame.

Xvenide = the x-position of the vehicle in the triangulation reference frame calculated using
Equation 16.

Rtpz = The range between the LV and test point 2.



Uyrerroe = atan2((TP,, - TP2,),(TPL. - TP2,))

Equation 18: Calculation of the angle between the triangulation frame' s x-axis
and the NED east axis, for use with the TP configurations depicted in
Figures 37, 40 and 41.

where,

OxreToe = The angle between the correction/triangulation frame’s x-axis and the NED
reference frame’' s east axis (as shown in Figure 29).

TP1y, TP1g = The north and east components of test point 1's position in the NED frame.

TP2y, TP2e = The north and east components of test point 2's position in the NED frame.

é COSqueIToE S nqueIToE Ol;'
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Equation 19: Rotation of triangulation reference frame to match the NED reference
frame, for use with the TP configurations depicted in
Figures 37, 40 and 41 (Heal ey 2003).

where,

LV Nrrianguiationtre, LV Ertrianguiationtez = the triangulated position of the LV relative to test
point 2. Note that the east and north order indicated in the equation isintentional to
account for the triangulation frame’'s x and y axes being aligned with the NED east
and north axes respectively. This approach eliminates the need for a second rotation,
therefore reducing the CPU time required to perform the conversion.

Xvehicles Yvehice = The X and Y components of the LV’ s position in the triangulation frame
(from Equations 16 and 17).

OxrelToe = The angle between the correction/triangulation frame’s x-axis and the NED
frame' s east axis (from Equation 18).

Uyrerroe = atan2((TP,, - TP2,),(TPL. - TP2,))

Equation 20: Calculation of the angle between the triangulation frame's x-axis
and the NED east axis, for use with the TP configurations depicted in
Figures 38, 39, and 42.

where,

OxreToe = The angle between the correction/triangulation frame’s x-axis and the NED
reference frame' s east axis (as shown in Figure 30).

TP1y, TP1g = The north and east components of test point 1's position in the NED frame.

TP2y, TP2e = The north and east components of test point 2's position in the NED frame.
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Equation 21: Rotation of triangulation reference frame to match the NED reference

frame, for use with the TP configurations depicted in
Figures 38, 39, and 41 (Healey 2003).

where,

LV Nrrianguiationtr2, LV Ertrianguiationtez = the triangulated position of the LV relative to test
point 2.

Xvehicle, Yvenice = The X and Y components of the LV’ s position in the triangul ation frame
(from Equations 16 and 17).

OxreiToe = The angle between the correction/triangulation frame’s x-axis and the NED
frame’s east axis (from Equation 20).

[LVN/&St/TPZ LVE/G&/TPZ]Z[LVN/eﬂ LVE/est]_ [TPZN/&St TPZE/eSt]

Equation 22: Calculation of the LV’ s estimated position relative to test point 2 based on
DR position estimates.

where,

LV Njesttr2, LV Eresytr2 = The LV s position relative to test point 2 based on DR estimated
positions.

LV nes, LVees = The LV’ s estimated DR position in the NED reference frame while the
ranging data was collected at test point 2.

TP2n/est; TP2e/e = The estimated position of test point 2 in the NED reference frame at
the time that the range data was received.

[CFN CI:E]:[LVN/est/TPZ LVE/eﬂ/TPZ]_ |,LVN/trianguIation/TP2 LVE/trianguIation/TPZJ

Equation 23: Calculation of the correction factor used to minimize the relative
navigation errors between the LV and the FV.

where,

CFn, CFe = the north and east components of the correction factor, which can be added to
all future LV positions received by the FV to minimize the relative navigation errors.

LV Njesttr2, LV Eresytr2 = The LV s position relative to test point 2 based on DR estimated
positions (from Equation 22).

LV Nrrianguiationtre, LV Ertrianguiationtez = the triangulated position of the LV relative to test
point 2 (from Equation 19 or 21).
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[LVN/corrected LVE/corrected] = [LVN/est LVE/est] + [CFN CFE]

Equation 24: The correction of the LV’ s position to minimize the relative-navigation
errors between the LV and FV.

where,

LV Nycorrecteds LV ercorrected = The position of the LV in the NED reference frame after
applying the correction factor to correct the relative navigation errors between the LV
and the FV.

LV nes, LVees = The LV’ s estimated DR position as received in LV updates (in the NED
reference frame).

CFn, CFe = the north and east components of the correction factor (from Equation 23).

C. Correction Factor Calculation Using Three or More Test Points

An aternative approach to the two test point correction factor calculation
method presented in the previous section is to use three or more test points. This
approach requires the FV to perform additional maneuvers so the TPs are not collinear in
order to ensure observability. However, the three test point method is more robust
because the baseline crossover issue associated with the use of two test pointsis not an
issue. Therefore, it is advisable to use this approach after theinitial rendezvousis
completed. Afterwards, the two test point method can be use periodically to improve the
correction factor with areduced likelihood of the LV being positioned on the wrong side

of the baseline as aresult of large accumulated DR errors.

This approach requires that the FV collect range values for three or more
test points, such as described in the previous section for the two test point approach. The
FV then calculates the correction factor by setting up a set of equations based on
Equation 25. Equation 25 uses the range data and the positions of the TPs to calculate an
offset, which represents the navigation error between the LV and the FV.

R = /(TR - CFy)?+ (TP, - CF)* + (TR, - LV,,)?

Equation 25: The calculation of the relative navigation error correction factor using
three or more test points.
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where,
i=1,2, ...,N,whereN isthe number of range readings used.
R = the range reading obtained for test point i.
TPuii, TPei, TPpy = the north, east, and down components of test point i’ s position
relative to the LV based on Equation 14.
CFn, CFe = the north and east components of the correction factor used to correct the
relative navigation errors between the LV and the FV.
LVp = The LV’ sdepth at the time the data was collected for test point i.
G. SUMMARY
AUVsthat do not share acommon means of correcting their accumulated DR
errors, such as LBL or GPS, often have significant relative errors that will degrade the
accuracy of cooperative behaviors and may lead to vehicle-to-vehicle collisions.
Through the use of ranging values obtained by the FV while located at positions relative
to the LV and the triangulation techniques discussed in Chapter 111, the relative
navigation errors can be greatly reduced. The proposed algorithm is not computationally
intensive, and therefore does not require significant CPU time to perform the calculations
required to correct the relative-navigation errors between the vehicles. Furthermore,
assuming one vehicle in the group is equipped with GPS or an LBL system, the same
navigation correction techniques may be employed to correct the global navigation errors

of all vehiclesin the group.
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V. MATLABEVALUATION OF THE RELATIVE-NAVIGATION
ERROR-CORRECTION ALGORITHM

A. INTRODUCTION

This chapter discusses the Matlab simulation of the relative-navigation error-
correction algorithm presented in Chapter 1VV. The simulation allows the user to monitor
or adjust alarge number of parameters that might impact the performance of the
algorithm, thereby allowing the performance of sensitivity analysis. The results of
severa experiments performed using the smulator are also presented.

B. OBJECTIVES

The objective of the Matlab simulation is to evaluate the performance of the
proposed relative-navigation error-correction algorithm under varying conditions.
Furthermore, the simulation provides a means of determining under what conditions the
algorithm fails and the optimal test point configurations.

C. ASSUMPTIONS
While implementing the relative-navigation error-correction algorithm it was

necessary to make the following assumptions.

1. Vehicle dynamics are not included in the simulation. However, realistic
speeds were used.

2. The vehicle-to-vehicle communications are perfect. 1n the event of a

drop-out or corrupted message, the FV simply requests the message again.

3. Future work needs to perform these experiments using simulated
hydrodynamics with realistic communications losses and delay.

D. APPROACH
In keeping with the above-stated objectives, the simulator provides the maximum
flexibility by alowing the user to monitor or adjust alarge number of parameters that

might impact the performance of the algorithm. Figure 45 shows the user modifiable
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parameters provided by the simulator’s graphical user interface (GUI) and Table 1

provides an explanation of each field in the GUI.

<} Relative Navigation Error Correction - |I:I|i|

Relative Navigation Error Correction

L Speed (m/s) Cutput File Name Test Paints
[ 15 | TesiFlle Maorth East Diowin
LY Compass Bias (deq) v Campass Bias (deg) ! I -200 I 250 | 0
| -2 | 2 2 200 [ =250 [ o
Leader's Heading (deq) Commes/Ranging Delay 3 | | |
[ 50 | 15 4] | |
DR Time Before Comrection (sec)  Time between TPs (sec) 5 | | |
| 1800 | 350 B | | |
MNumber of TFs Frabahility of Ranging Errar 7 | | |
| 2 | 0 0 | | |
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Figure45. The graphical user interface (GUI) for the Matlab-based relative navigation error
correction simulation.
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Field Name
(from Figure 38)

Description

LV Speed

The speed of the LV before and during the calibration.

Output File Name

The file name for the generated comma delimited ASCII data,
which can be opened in Excel or Matlab for later analysis.

LV Compass Bias

The LV’ s compass bias, which is used to calculate its DR
errors.

FV Compass Bias

The FV’s compass bias, which is used to calculate its DR
errors.

LV Heading

The LV’ s heading before and during the correction.

Comms/Ranging Delay

The time elapsed between when the FV recelvesthe LV update
message and when the range is received.

DR Time Before
Correction

The length of time that the LV used DR before the start of the
correction. The DR time of the FV before the start of the
correction is calculated based on the distance between (0, 0) and
the position of TP1 after rotation and translation to adjust for
the LV’ s position and orientation.

Time between TPs

The amount of time required to transit from test point 1 to test
point 2.

Number of TPs

The number of test pointsto be used for the calibration.

Probability of ranging
error

The probability of a spurious range reading.

Maximum ranging error

The maximum ranging error forced into the range reading in the
event of aspurious reading. The ranging error are randomly
selected between +/—Max ranging error).

# of iterations
(for range error)

The number of independent corrections to be performed. This
function collects a data set to determine the effects of random
ranging errors (as set using “ Probablity of ranging error” and
Maximum ranging error”).

Number of Corrections

The number of timesto perform the correction procedure so the
effects of repeated corrections may be analyzed.

Calculation Method

Used to select the two test point follow-the-leader correction
method, the parallel track method, or the system of equations
approach that uses three or more TPs.

Test Points

The north, east, and down positions of the test points. The
points are entered asif the LV is at the origin of the NED
reference frame and pointing northward.

Forced Relative Error

The north, east, and down positions of the forced error. This
function is used to analyze the performance of the algorithm in

correcting the offset between two LBL systems.

Tablel

A description of the GUI fields for the Matlab simulation used to evaluate the

relative navigation error correction algorithm.
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The simulator includes a special automatic data collection function that is not
indicated in the GUI. This function automatically varies the compass bias for each
vehicle to obtain a data set representing the effects on varying compass biases. This
function is activated by setting both the LV and FV’s compass biasesequal to-1. The
simulation then performs 49 independent simulation runs, with the compass biases for
each vehiclevaried. TheLV’scompass biasis varied from 0 to -3 degrees in increments
of -0.5 degrees. The FV’s compass biasis varied from 0 to +3 degrees in increments of
0.5 degrees. A total of 49 independent simulation runs are completed where all compass

bias combinations are tested.

The simulation is also capable of automatically generating approximate transit
times required by the FV to travel from test point 1 to test point 2. Thisoption isinvoked
by leaving the “ Time between TPs’ field blank.

E. ANALYSIS

1 Overview

This section discusses the simulation results and the performance of the relative-
navigation error-correction algorithm presented in Chapter V.

2. Varying the Time Required to Complete the Correction Procedure

The effects of varying the time required to compl ete the relative-navigation error-
correction procedure were examined to determine the impact of navigation errors
accumulated during the execution of the correction behavior. This test was completed
using the follow-the-leader test point configuration depicted in Figure 46, withaLV
speed of 1.5 m/s, the LV dead reckoned without LBL updates for 30 minutes before the
start of the correction, and the times required to transit from TP1 and TP2 varied from O
to 1000 seconds. Furthermore, the automatic data collection function was used to
perform 49 independent simulation runs for each transit time. The results of this

simulation are summarized in Figure 47.
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Figure46. Thetest point configuration for evaluating the effects of relative errors
accumulated during the relative-navigation error-correction procedure.
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Effects of Varying the Time Required to Complete the Procedure

250
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150 = Relative Error
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Time to Complete the Correction Procedure (sec)

Error (m)

Figure47. Theresults of varying the time required to complete the correction procedure with
a baseline length of 200m, the baseline located 200m behind the LV, DR time of 1800
seconds before the start of the correction behavior, and compass biases determined by the
automatic data collection function.

Based on the results of this experiment, the proposed relative-navigation error-
correction procedure is extremely sensitive to relative-navigation errors accumul ated

during the execution of the correction behavior.

3. Varying Baseline Length

The impact of varying the baseline length was examined to determine its effects
on the overall performance of the algorithm. The test used the follow-the-leader test
point configuration depicted in Figure 48 with the baseline varied between 50 and 800
meters, aLV’s speed of 1.5 m/s, and the vehicles used DR without LBL updates for 30
minutes before the start of the correction. The automatic data collection function was
used, so the compass biases for the vehicles were varied as described above. The results

of this simulation are summarized in Figure 49.
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Figure48. Thetest point configuration for the varying baseline length experiment where the
vehicleislocated 200m from the baseline and the length of the baselineis varied.
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Effects of Varying the Baseline Length
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Figure49. The results of varying the baseline length with the baseline located 200m behind
the LV, DR time of 1800 seconds before the start of the correction behavior, the time to
complete the correction procedure based on the distance between the test points, and the

data was collected using the automatic data collection function.

Based on the simulation results the performance of the correction algorithm
degrades as the baseline length increases. Considering the results presented Figure 47, a
major contributing factor to the observed degradation of performance isthe DR errors
accumulated during the execution of the correction procedure. This occurs because as the
baseline length is increased, the FV requires additional time to transit from test point 1 to
test point 2, which resultsin additional DR errors during the execution of the relative-

navigation error-correction behavior.

4, Varying Baseline Distanceto theLV

The effects of varying the LV’ s distance from the baseline were examined to
determine its impact on the performance of the algorithm. Thistest was completed using
the follow-the-leader test point configuration depicted in Figure 50, aLV speed of 1.5
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m/s, and DR was used for 30 minutes without LBL updates before the start of the

correction. The results of this ssmulation are summarized in Figure 51.

A X
LV Distance from L
Baseline -1 v
) o)—
/
|
200m |

Figure50. Thetest point configuration for the varying LV distance from baseline experiment
where the baseline length remains fixed at 200m and the LV’ s distance from the baseline
isvaried.
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Effects of Varying the LV's Distance from the Baseline

180

160
140
120
=== Relative Error
£ 100 without Correction
g === Relative Error with
2 Correction
w 8041
60 1
40 \\
20 \
/
0

CPLL L PP L L LLLESE L LS PP
LV's Distance from the Baseline (m)

Figure51. Theresults of varying the LV’s distance to the baseline with a baseline length of
200m, and DR time of 1800 seconds before the correction.

Based on the simulation results, the performance of the algorithm degrades when
the vehicleis close to the baseline and also begins to degrade at an approximate distance
of four times the baseline length. The decreasing “relative error without correction” isan
artifact of the method used for calculating the dead reckoning errors for the FV before the
start of the correction procedure. The simulation assumes that both the LV and FV start
at the origin (0, 0), then the LV drives on the user provided course for the amount of time
indicated in the GUI’s“DR Time Before Correction” field. The FV then calculates the
position of test point 1 relative to the LV, and since the TPs are located behind the LV
(i.e. are closer to the origin that the LV) the FV does not travel the same distance as the
LV before the start of the correction. So in this experiment, as the TPs are moved further
behind the LV, the FV’ s distance traveled before the start of the correction procedure is

reduced, asisits pre-correction accumulated DR errors.
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5. Effects of Random Ranging Errors

The effects of ranging errors were evaluated using the follow-the-leader test point
configuration indicated in Figure 46 with aLV speed of 1.5 m/s, and DR was used
without LBL updates for 30 minutes before the start of the correction. The simulation
was configured such that the probability of aranging error was 0.4 and the maximum
ranging error was varied, with 49000 corrections performed for each maximum range
error setting. Furthermore, the data was collected using the automatic data collection
function that automatically varies the compass biases for each vehicle. The results of the

simulation are presented in Figure 52.

Effects of Random Ranging Errors
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Error (m)
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Figure52. Theimpact of ranging errors on the navigation error correction algorithm’s
performance with a baseline length of 200m, a distance of 200m between the LV and
baseline, the probability of ranging error set to 0.4, the maximum ranging error varied

between 0 and 20, and compass biases determined by the automatic data collection
function.
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6. Single Run Results Using Optimal Settings

For this experiment a single simulation run was completed using the optimal
settings determined from the previously presented simulation results. The simulation was
competed using the test point configuration depicted in Figure 53, aLV compass bias of
negative 3 degrees, a FV compass bias of positive 3 degrees, LV course of 90-degrees,
and DR was used for 1800 seconds before the start of the correction. The results of the
simulation are in Figures 53, 54, and 55.
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Figure53. Test point configuration for the single run simulation using optimal settings.
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Figure54. The true and estimated tracks for the LV and the FV before and during the
correction procedure. Actual motion by the FV does not cross the LV’ s track as expected
by DR navigation.
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Figure 55.
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The LV and FV tracks during the correction procedure and the positions of the
vehicles at the time each TP is reached (indicated by O). Actua motion by the FV does

not cross the LV’ strack as expected by DR navigation.

82



LV and FV True Tracks Without Correction During Track Following (FV 100m Behind LV
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Figure56. The results of the correction where the FV attempts to perform track following
with the LV at adistance 100m behind the LV (note that DR errors continue to
accumulate during the track-following behavior). The expected relative motion

necessary for track following is achieved.

F. SUMMARY

The performance of the relative-navigation error-correction algorithm presented
in Chapter IV was evaluated using a Matlab simulation. Based on the simulation results,
the use of the proposed algorithms significantly reduces the relative errors between two
vehicles. However, the algorithm is sensitive to relative-navigation errors accumulated
during the execution of the correction procedure and the performance degrades when the
LV isoperating in close proximity to the baseline, which isacommon problem with LBL

systems that use two transponders.
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VI. “FOLLOW-THE-LEADER” COOPERATIVE BEHAVIOR

A. INTRODUCTION

Cooperative behaviors enable multiple simultaneously operating vehiclesto
coordinate their efforts to complete amission. This chapter presents alow-level
cooperative behavior for performing follow-the-leader using AUV's, which may be built
upon in the future to develop more sophisticated cooperative behaviors. The proposed
solution uses amodified version of carrot or rabbit following, where the FV’ s waypoints
follow the LV’ swaypoints. This chapter starts with a reexamination of the problem

statement to ensure that the motivating goals are achieved.

B. PROBLEM STATEMENT

With advances in computer and sensor technologies, AUV's are now capable of
performing tasks that were once thought impossible. Currently there are research efforts
underway to develop new methods to improve the efficiency and effectiveness of
operations completed using AUVs. One such area of research is cooperative behaviors,
which enables multiple simultaneously operating AUV sto coordinate their effortsto

meet the mission objectives.

A long-term goal of cooperative behaviorsisfor large groups of heterogeneous
AUVsto operate in asingle work areato complete amission. Thisgoal requires each
vehicle to perform its operations with minimal communications because the limited
bandwidth provided by ACOMM S must be shared by multiple vehicles. Furthermore,
the cooperative behaviors must be robust in order to cope with the somewhat
unpredictable reliability of ACOMMS.

The research presented here explores the issues associated with the devel opment
of cooperative behaviors that meet the above-stated long-term objectives of cooperative
behaviors. Follow-the-leader is alow-level cooperative behavior, which provides the
tools needed to devel op more sophisticated cooperative behaviors that meet the long-term

objectives of cooperative behaviors.
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C. OBJECTIVES
The primary objective isto define the algorithm and rules needed to perform the

follow-the-leader cooperative behavior using multiple AUVs. To meet the long-term

goals of cooperative behaviors the following objectives were set:

1)

2)

3)

Minimize the communications required to perform the follow-the-leader

cooperative behavior.

Utilize the standard functionality of COTS acoustic modems, thereby
eliminating the need for specialized sensors.

Define the follow-the-leader algorithm to enable in-transit high-speed data
downloads, such as discussed earlier where ARIES follows REMUS to
download data.

D. PROPOSED SOLUTION

1.

Overview

This section proposes the algorithms and rules required to perform the follow-the-

leader cooperative behavior.

2.

Assumptions

The following assumptions were made during the development of the proposed

follow-the-leader algorithm

1)

2)

3)

The FV’s control system includes a waypoint navigation capability.

The FV is equipped with arendezvous algorithm, such as those currently
under development by NPS' Center for AUV Research, for establishing first
contact with the LV and to quickly recover after the long communications

drop-outs.

The vehicles share acommon LBL system, perform periodic GPS pop-ups, or
periodically perform relative-navigation error-correction procedure presented
in Chapter 1V to minimize the relative navigation errors between the LV and
the FV.
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4) TheFV can acoustically request LV status reports, which includesthe LV’s
current position, speed, the position of the waypoint that the LV is currently
transiting to, the LV’ s course to the waypoint, and the position of the next
waypoint on the stack.

5) ThelLV sendsalV statusreport to the FV in the event it must alter its current

waypoint as the result of obstacles, retasking, or similar events.

6) TheFV isequipped with aloitering behavior, such as discussed in (Williams
2002).

7) Some depth separation is possible to reduce risk of collision during relative

navigation, without excessively degrading the communications channel.

3. Approach

The proposed solution is event driven, thereby minimizing the communications
requirement because information is exchanged between the LV and the FV only when
necessary, which supports the long-term goals of cooperative behaviors. An alternative
approach isto have the LV frequently broadcast its status information to the FV, which
may minimize the effects of communications drop-outs through redundancy, but it comes
at the expense of an increased bandwidth requirement. This approach differs from that of
previously proposed solutions because it minimizes the bandwidth requirement, thereby

making it more realistic for vehicles equipped with acoustic modems.

4, Follow-the-L eader Behavior
a. Overview
This section proposes the algorithms and rules required to perform the

follow-the-leader cooperative behavior using AUVSs.

b. FV Waypoint Calculation

Before the execution of the follow-the-leader behaviorsit is assumed that
the two vehicles are in close proximity, which may be accomplished using existing
rendezvous solutions. At the start of the behavior, the FV will request aLV status report,

which containsthe LV’ s current position, speed, position of the waypoint currently being
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processed (current waypoint), the LV’ sintended course to reach the current waypoint,

and the position of the next waypoint to be processed (next waypoint). Based on the

LV’ s current waypoint and intended course, the FV calculates its own waypoint, which is

located at a position offset from the LV’ s waypoint, such as shown in Figure 57.

Vehicles in- |
transit to
waypoints

Figure 57.

carrot

Approximately

carrot

FV
Waypoint/
carrot

LV’s course to
waypoint

The position of the FV’swaypoint is calculated using the position of the LV’s

current waypoint and its course. Both the LV and the FV share the same track in this
example.
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After requesting and receiving the LV’ s status report, the FV must
calculate the direction of the offset based on the LV’ s course using Equation 26. The
offset distance represents the minimal distance between the vehicles during the execution
of the follow-the-leader behavior. When the LV and the FVV share a common long-
baseline system, the offset can remain fixed because their relative-navigation errors will
likely be minimal. However, if the vehicles are using the relative-navigation error-
correction procedure presented in Chapter IV, it may then be necessary to update the
offset distance to reflect the relative-navigation errors accumul ated since the last

navigation correction, such asin Equation 27.

qcarrot = qLV + 1800

Equation 26: Direction of the offset added to the LV’ s current waypoint to determine
the position of the FV’s waypoint.
where,
Jearot = the angle of the carrot, which islocated along the LV’ s course to its waypoint
guv = the LV’s course to its current waypoint.

)+(FVDT/LC*FV )+d

errorRate

ottt = (LVDT/LC *LV,

errorRate min

Equation 27: The distance of the carrot from the LV’ s waypoint when using the
relative-navigation error-correction procedure.

where,

dottset = the distance of the carrot from the LV’ s waypoint

LVpric = LV’'s distance traveled since the last relative-navigation error-correction was
performed.

LV arorrae = the estimated error rate for the LV. A worst case error rate, e.g. 3 %DT, may
be used if the actual error rate is not known.

FVprc = FV’'s distance traveled since the last relative-navigation error-correction was
performed.

FV arorrate = the estimated error rate for the FV. A worst case error rate, e.g. 3 %DT, may
be used if the actual error rate is not known.

Omin = the minimum allowed distance between the vehicles.
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Figure58. When using Equation 27 to determine the distance of the carrot fromthe LV’s
waypoint, the worst-case minimum distance between the vehiclesis dyin and the
maximum distance is the sum of the diameters for each position regions and dpjn.

Using the offset direction and distance, the position of the FV’swaypoint is
calculated using Equations 29 and 30.

FVien = LVopsn + (orea * COS(Agtreet )

Equation 29: The calculation of the north position of the FV’s waypoint.

where,

FVwen = the north position of the FV’ s waypoint.

LV wen = the north position of the LV’ s waypoint.

doftset = the minimum allowed distance between the vehicles

Ooffset = the direction of the offset relative to the position of the LV’ s waypoint.

FVaein = LVopsn + (Dotree * SIN(O st )

Equation 30: The calculation of the east position of the FV’ s waypoint.

where,

FVwee = the north position of the FV’ s waypoint.

LV wpe = the north position of the LV’ s waypoint.

Joitset = the minimum allowed distance between the vehicles

Jottset = the direction of the offset relative to the position of the LV’ s waypoint.
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C. Calculation of the LV’s Transit Speed

The FV’s speed is calculated such that it will reach its waypoint at
approximately the same time that the LV reaches its waypoint. First the FV estimates the
time required for the LV to reach its waypoint using Equation 31. Then based on this
estimate, the FV uses Equation 32 to calculate its required speed.

LV — \/(LV\NP/N - I‘VCurrent/N)z + (LVWP/E B LVCurrent/E)2
timeTowP — LV
speed

Equation 31: The estimated time required for the LV to reach its current waypoint.

where,

LVimetowp = The approximate time required for the LV to reach its current waypoint.
LVwen = The north position of the LV’ s current waypoint.

LV currenyn = the LV’ s current north position.

LVwee = The east position of the LV’ s current waypoint.

LV currenve = the LV’ s current east position.

LV geed = the LV’ s planned speed over ground while transiting to the current waypoint.

— \/(FV\NP/N B I:\/Current/N)2 +(FV\NP/E - I:VCurrent/E)2

L\/ti meToWP

FVpeed

Equation 32: Therequired FV speed so that the FV reachesits waypoint at
approximately the same time asthe LV reaches its waypoint.

where,

FV speed = The transit speed of the FV.

FVwen = The north position of the FV’s current waypoint.

FV currenyn = the FV’ s current north position.

FVwee = The east position of the FV’s current waypoint.

FV currenve = the FV’ s current east position.

LVimetowp = The approximate time required for the LV to reach its current waypoint
(from Equation 31).

d. Follow-the-Leader Behavior Execution

The proposed solution is a discrete event based system that minimizes the
communications requirement by sharing data only when events occur. The follow-the-
leader logic for the FV isdepicted in Figure 59 and the LV s logicisin Figure 60. The

FV logic includes an optional periodic check of range for vehicles using the relative-

navigation error-correction algorithm presented in Chapter IV to determine when another
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correction may need to be performed or as an addition safeguard in noisy acoustic

environments where messages are frequently lost.

( FV Startup ’
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A 4

Request a LV
status report

Invoke behavior to
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LV status
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Time to
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Figure59. Flowchart of the FV’slogic for the follow-the-leader behavior.

92



‘ LV startup ’

»

A

Store new script

Lad
A 4
Select next
waypoint from
mission script and
calculate required
course

Transmit LV status
report to LV

A

Transit to waypoint

Status report
requested

Transmit LV status
report to FV

Obstacle
detected

New mission

Invoke obstacle
avoidance (OA)
and calculate
required waypoints

Transmit LV status

Transmit LV status
report to FV

Waypoint

False

Y

report to FV

Y

reached

Figure 60.

Flowchart of the LV’ slogic for the follow-the-leader behavior.
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There is an issue associated with the proposed solution whenthe LV is
performing araster search. In this situation, if the FV transits only to the calculated
secondary/offset waypoint and then begins to make its turn to reach the next track, it may
collide with the LV or end-up in front of the LV. To resolve thisissue, after reaching the
secondary waypoint the FV completesthe LV’ s track by transiting from the offset
waypoint to the LV’ s waypoint before executing the turn.

To add further protection against vehicle-to-vehicle collisions, it is
advisable to operate the vehicles at different depths. 1n many cases the difference in
depth will not impact the mission, such as when performing in-transit high-speed data
downloads. If the vehicles are required to operate at the same depth, it is then advisable
to configure the LV to automatically transmit status reports to the FV. The automatic
transmission of status reports will significantly increase the bandwidth required to
complete the behavior, but it will also provide necessary additional protection against

vehicle-to-vehicle collisions.

E. SUMMARY

The follow-the-leader cooperative behavior enables two (or more) vehiclesto
follow each other, thereby enabling the performance of in-transit high-speed data
downloads and other such operations. The approach proposed in this chapter is an event
based system that minimizes the communications requirement by requiring vehicle-to-
vehicle communications only after an event occurs, such as when the FV reaches its
current waypoint and needs to know the LV’ s next waypoint or if the LV changes course
or speed. The proposed solution uses a modified carrot-following approach, where the
FV calculates a secondary waypoint that is offset from the LV’ s waypoint and the FV
speed is set such that it reaches the secondary waypoint at approximately the same time
that the LV reaches its waypoint; thereby maintaining a separation between the vehicles
approximately equal to the offset between the LV’ s waypoint and the secondary
waypoint.
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VII. AUV WORKBENCH SIMULATOR

A. INTRODUCTION
The AUV Workbench is a physics-based 3D virtual world AUV simulator and

mission planning tool. The workbench has been enhanced as part of this thesis to support
the development and evaluation of cooperative behaviors, such as the follow-the-leader

behavior presented in Chapter VI.

B. MODIFICATIONSAND IMPROVEMENTS

1. Overview

The mission planning version of the AUV workbench discussed in Chapter |1 has
been modified to improve stability and to support the development and evaluation of

cooperative behaviors.

2. Xj3D Browser Upgrade
The Xj3D browser that renders the 3D virtual world scene for the workbench has

been updated to Xj3D milestonerelease 7 (M7). The upgrade resolves several issues
experienced with previous versions of the Xj3D browser, such as stability and scene

navigation issues.

3. Support for Multiple Heter ogeneous Vehicles

The workbench has been modified to support the operation of multiple vehicles.
Additionally, the modification allows each vehicle in the group to operate using different
dynamics models and control systems, therefore supporting the operation of

heterogeneous groups of AUVs.

The controller for the LV uses XM L-based mission scripts to define its mission.
The XML script provides the LV with alist of waypoints, which are processed in
sequential order by the LV. The FV controller uses data received from the LV and the
algorithms proposed in the previous chapter to dynamically calculate its waypoints. A
simple loitering behavior has also been added to the FV’ s controller, which isa

temporary behavior executed in the event acoustic communications are |ost.
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Figure61. Dataflow diagram and module structure for the AUV Workbench
with support for multiple vehicles.

4, Report Generation

Report generation capabilities have been added to the workbench to provide a
means of analyzing the performance of the behavior. During the execution of
cooperative behaviors, the workbench periodically outputs the position, course, waypoint
information, and status for each vehicle to afile in an ASCIlI comma-delimited format.
The file may be opened in Matlab or Excel for post-processing and analysis to determine

the performance of the cooperative behavior.
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5. Vehicle-to-Vehicle Communications

Simple vehicle-to-vehicle communications capabilities have been added to the
workbench to support the development of cooperative behaviors. The implementation
includes the ability to force ACOMM S dead-zones by pressing a GUI button, which
allows the behavior of the vehicles to be observed when vehicle-to-vehicle
communications are lost. Furthermore, the status of the communications channel is
included in the text output file, which enables more detailed analysis during post-

processing.

C. IMPLEMENTATION OF “FOLLOW THE LEADER”

The algorithms presented in Chapter VI have been implemented in the AUV
workbench to evaluate their performance. The execution of the follow-the-leader
cooperative behavior without communications dropouts is depicted in Figure 62. Figure
63 depicts the behavior of the vehicles when the communications channel islost, which
causes the FV to invoke its loitering behavior while the LV continues its primary

mission.
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Figure62. The AUV Workbench user interface and 3D virtual world rendering of REMUS
and ARIES performing the follow-the-leader cooperative behavior.
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Figure63. The AUV Workbench user interface and 3D virtual world rendering of REMUS
and ARIES performing the follow-the-leader cooperative behavior when a
communications drop-out occurs, which resultsin ARIES entering a loiter behavior
while REMUS continues its raster minefield search.
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D. SIMULATION RESULTS
1. Overview
This section presents the simulation results of the follow-the-leader cooperative

behavior discussed in Chapter VI.

2. Performance with Perfect Communications
The performance of the follow-the-leader algorithm with perfect communications

and the following settings was determined using the workbench.
1) Perfect communications.
2) The minimum distance between the LV and the FV (dosset) Set to 8 meters.
3) ThelV speed setto 1.5 m/s
4) The FV’s minimum and maximum speeds set to 1 m/s and 2 m/s respective.

5) ThelLV executesthe 21 leg mission depicted in Figure 64.

LV Intended Track

X (m)
D
[==]

1 5 9 13 17
21 (return to start point

-100 -50 50 100 150 200

~

[==]

Y (m)

Figure64. Theintended track of the LV during test and evaluation of the follow-the-leader
behavior performed using the AUV Workbench.
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Under the above-stated conditions the FV maintained an average distance of

17.7m from the LV with a standard deviation of 3.8m. The minimum and maximum

distances between the vehicles were 8.3m and 22.8m respectively during the mission.
Figure 65 depicts the tracks for the LV and FV during the mission and Figure 66 shows

the waypoints for each vehicle.

LV and FV Tracks During Follow-the-Leader
with Perfect Communications
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LV and FV tracks during the execution of the follow-the-leader cooperative
behavior with perfect communications.
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LV and FV Waypoints During Follow-the-Leader
with Perfect Communications
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Figure66. LV and FV waypoints during the execution of the follow-the-leader cooperative
behavior with perfect communications.

3. Performance with Communications Drop-Outs
The performance of the follow-the-leader algorithm with perfect communications

and the following settings was evaluated using the workbench.

1) TheLV and FV enter a 60 second communications dead zone after

completing the fourth leg of the 21 leg mission depicted in Figure 63.
2) The minimum distance between the LV and the FV set to 8 meters.
3) ThelV speed setto 1.5 m/s
4) The FV’s minimum and maximum speeds set to 1 m/s and 2 m/s respective.

Under the above conditions the FV maintained an average distance of 24m from
the LV with astandard deviation of 15.5m. The minimum and maximum distances
between the vehicles were 8.1m and 87.4m respectively during the mission. Figure 67
depicts the tracks for the LV and FV during the mission and Figure 68 shows the

waypoints for each vehicle.
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LV and FV Tracks During Follow-the-Leader
with Communications Drop-Outs
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Figure67. LV and FV tracks during the execution of the follow-the-leader cooperative
behavior with a 60 second communications drop-out at the end of the fourth leg.
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LV and FV Waypoints During Follow-the-Leader
with Communications Drop-Outs
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Figure68. LV and FV waypoints during the execution of the follow-the-leader cooperative
behavior with a 60 second communications drop-out at the end of the fourth leg.

E. SUMMARY
The AUV Workbench is a physics-based 3D virtual world AUV simulator and

mission planning tool. The workbench has been modified to support the simulation of
cooperative behaviors by providing multi-vehicle ssmulation capabilities, generic vehicle-
to-vehicle communications, and report generation capabilities to enable performance
analysis. The follow-the-leader algorithm proposed in Chapter VI was simulated using
the AUV Workbench, and it operated correctly with no vehicle-to-vehicle collisions and
the minimum distance between the vehicles was never less than the waypoint offset

distance (dofrser)-
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VIII. CONCLUSIONSAND RECOMMENDATIONS

A. INTRODUCTION
This chapter presents the thesis research conclusions and discusses

recommendations for future work.

B. GENERAL THESIS CONCLUSIONS

The research completed for this thesis provides the tools necessary to develop
more sophisticated cooperative behaviors. The relative-navigation error-correction
procedure enables groups of heterogeneous vehicles that do not share acommon LBL
system to perform cooperative behaviors. Furthermore, the enhancements to the AUV

Workbench may be leveraged in the future to devel op new cooperative behaviors

C. SPECIFIC CONCLUSIONS
1. Overview
This section discusses specific conclusions regarding the relative-navigation

error-correction and the follow-the-leader cooperative behaviors.

2. Relative-Navigation Error-Correction Behavior

The relative-navigation error-correction behavior proposed in Chapter 1V
successfully minimizes the relative errors between two vehicles. The procedure operates
using minima communications bandwidth and enablesthe LV to perform its primary
mission without disruption while the FV performs the necessary maneuvers to collect the
data required to correct the relative-navigation errors. However, the proposed approach
IS sensitive to relative-navigation errors accumulated during the execution of the behavior
and the performance beginsto degrade if the LV is close to the baseline, asis common

with al acoustic LBL systems that use only two transponders.
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3. “Follow-the-L eader”

The proposed follow-the-leader algorithm successfully operates in the simulation
environment. The distance between the LV and FV was never less than the carrot
distance (dostset) during the execution of a 21-leg raster search. Furthermore, in the event
of ACOMMS drop-outs, the formation was quickly re-established once communications

were regained.

4, AUV Workbench

The AUV Workbench now supports the simulation of cooperative behaviors
executed by heterogeneous AUVs. The workbench enables the user to observe the
execution of the behaviors and the report generation function enables post-processing and

analyzes the results of the simulation to determine the performance of the behavior.

D. RECOMMENDED FUTURE WORK
1. Overview
This section recommends future development work for the relative-navigation

error-correction procedure, the follow-the-leader cooperative behavior, and the AUV
Workbench.

2. Relative-Navigation Error-Correction Procedure and Matlab
Simulation

The following future work is recommended for the relative-navigation error-

correction behavior:

1) Modify the Matlab simulation to include physics-based vehicle models
and communications delays, dropouts, and dead-zones. Rerun the
simulation to determine the impact of these factors on the performance of
the proposed relative-navigation error-correction behavior.

2) Enhance the proposed algorithms to remove the test point configuration
dependency, such that all calculations may be performed intheLV’s

reference frame.
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3) Investigate the use of multiple range readings and Kaman filtering to
calculate intermediate relative-navigation error-correction factors, which

progressively improve in accuracy with each additional range sample.

4) Test the proposed algorithms in-water using two AUVs.

3. Follow-the-L eader Cooper ative Behavior and the AUV Workbench
The following future work is recommended for the follow-the-leader cooperative
behavior:

1) Rerun the simulation of the follow-the-leader behavior with obstacles
included in thefield. Thiswill require the modification of the
workbench’ s implementation of the obstacle avoidance algorithm so that

discrete waypoints are generated and transmitted to the FV.

2) Modify the workbench to include an acoustic communications model and
rerun the ssimulation to determine the impact of communications delays

and randomly lost messages.

4. AUV Workbench
The following future work is recommended for the AUV Workbench:

1) Modify the workbench to use a distributed processing approach, thereby
increasing the maximum number of independent vehicles that operatein
the virtual world because the workload will be distributed among multiple

[Processors.

2) Implementation of a scripting function that allows each vehiclein the
group to execute a script defining its behavior based on information
obtained from other vehiclesin the group. This approach facilitates the
development of vehicle behaviors because the workbench code itself does

not need to be modified and recompiled to test new behaviors.

3) Modification to the report generation function to include an option to
generate files compatible with NPS” AUV Data Server.
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APPENDIX A. ACRONYMSAND ABBREVIATIONS

Acronym / Notation
%DT
2D

3D
ACOMMS
ADCP
AHS
AP
ARIES
AUV
CONOPS
COTS
CTD
DGPS
DR
DVL
GDOP
GPS
IMU
LBL
LOS
M&S
MCM
NPS
ONR
REMUS
RF

RIN
SAX
SCM
TPs
uGgv
uuv
WHOI
X3D
XML
XSL
XSLT

Definition

Percent Distance Traveled

2 Dimensiond

3 Dimensional

Acoustic Communications

Acoustic Doppler Current Profiler
Automated Highway System

Application Programming Interface
Acoustic Radio Interactive Exploratory Server
Autonomous Underwater Vehicle

Concept of Operations
Commercial-off-the-shelf

Conductivity, temperature, and depth (sensor)
Differential Global Positioning System

Dead Reckoning

Doppler Velocity Log (navigation sensor)
Geometric Dilution of Precision

Global Positioning System

Inertial Measurement Unit

Long Baseline (navigation sensor)
Line-of-sight

Modeling and Simulation

Mine Countermeasures

Naval Postgraduate School

Office of Naval Research

Remote Environmental Measurement UnitS
Radio Frequency

Reacquire, Identify, and Neutralize (MCM Operation)
Simple API for XML

Search, Classify, and Map (MCM Operation)
Test Points

Unmanned Ground Vehicle

Unmanned Underwater Vehicle

Woods Hole Oceanographic Institute
Extensible 3D

Extensible Markup Language

Extensible Style Language

Extensible Style Language Transformation

Table2  Acronymsand abbreviations
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APPENDIX B. MATLAB CODE FOR THE RELATIVE-
NAVIGATION ERROR-CORRECTION SIMULATION

A. INTRODUCTION
This appendix provides the relative-navigation error-correction Matlab code used
in Chapter V to evaluate the proposed error-correction algorithm.

B. GRAPHICAL USER INTERFACE (GUI)
1 Overview
This section provides the handles for the Matlab GUI and the m file for

processing the parameters entered by the user.

2. Graphical User Interface (GUI) Handles

GUIs created using Matlab’s “guide’ tool generate a set of handles to provide
access to each field in the GUI. Figure 69 isthe GUI for the smulation and Table 3
provides the handles for each field in the GUI.
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<} Relative Navigation Error Correction - |EI|£|

Relative Navigation Error Correction

L Speed (m/s) Cutput File MName TestFaoints
| | Morth East Dionwen
L% Compass Bias (deq) P Compass Bias (deq) 1 I I I
| | 2 | | |
Leader's Heading (deq) Comms/Ranging Delay 3 | I I
| | 4 | |
DR Time Before Carrection (sec)  Time between TFs (sec) 5 | | |
| | B | [ [
MNumber of TPs FProbahility of Ranging Error 7 | | |
l ! 8 | [ [
Maximurm Ranging Error # of terations (for range errar) g | | |
| | 10 | |
MNurmber of Corrections Calculation Method Forced Relative Error
| IFDIIDwthe leader LI I I I
I_ Display Flots RUN
I_ Save Flots

Figure69. Relative-navigation error-correction Matlab graphical user interface (GUI).

112



Table3

GUI Field Title Matlab Handle Name
(from Figure 69)

LV Speed Speed

Output File Name outputFileName

LV Compass Bias leaderDirection

FV Compass Bias followerDirection
Leader’s Heading leaderHeading

Comms/Ranging Delay

commsRangingDelay

DR Time Before Correction

TimeBeforeCorrection

Time between TPs

TPTransitTime

Number of TPs

numOfTPs

Probability of Ranging Error

pRangingError

M aximum Ranging Error

maxRangingError

# of Iterations (for range error)

numberOflterations

Number of Corrections

numberOf Corrections

Calculation Method

caculationM ethod

Test Point x North

(where x is the TP number)

TPxN (where x is the TP number)

Test Point x East

(where x isthe TP number)

TPXE (where x isthe TP number)

Test Point x Down

(where x isthe TP number)

TPxD (where x isthe TP number)

Forced Relative Error North forcedErrorN
Forced Relative Error East forcedErrorE
Forced Relative Error Down forcedErrorD
Display Plots displayPlots
Save Plots savePlots

The graphical user interface (GUI) handles for the Matlab relative-navigation

error-correction computations.
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C. GUI DATA PROCESSING
1. Overview
This section presents the code for processing the data entered in the Matlab GUI

depicted in Figure 68.

2. DataEntryGUI.m

function varargout = dataentrygui (varargin)

% This function is the interface to the user input GU.

% DATAENTRYGUl Application Mfile for dataentrygui.fig

% FI G = DATAENTRYGUl | aunch dataentrygui GU .

% DATAENTRYGUI (' cal | back_nane', ...) invoke the named call back.
% Last Modified by GUI DE v2.0 15-Sep-2003 17: 31: 23

if nargin == 0 % LAUNCH GUI

gl obal figureNunber; %setup the figure numnber

figureNunber = 1; %ol aced here so init only once

fig = openfig(nfilename, " 'reuse');

% Use system col or schene for figure:
set(fig,"  Color',get(0,"defaultU control BackgroundCol or'));

% Generate a structure of handles to pass to call backs, and store it.
handl es = gui handl es(fig);
gui data(fig, handles);

if nargout > 0
varargout {1} = fig;
end

el seif ischar(varargin{1}) % | NVOKE NAVMED SUBFUNCTI ON OR CALLBACK

try

[varargout{1:nargout}] = feval (varargin{:}); % FEVAL swi tchyard
catch

di sp(lasterr);
end

end

% Cal | back function for processing the run button.

function varargout = runbutton_Cal |l back(h, eventdata, handles, varargin)
gl obal nunberOflterations;

gl obal | eaderDRErrorDir;

gl obal followerDRErrorDir;

col | ect GUI Dat a( handl es) ; %ol lect the GU data
if(leaderDRErrorDir == -1 & followerDRErrorDir == -1)
autoFl ag = 1;
el se
autoFl ag = 0;
end
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for(k=1: number O I t er ati ons)
Correct NavErrors; % all the primary processing function
i f(autoFl ag ==1)
| eaderDRErrorDir = -1;
followerDRErrorDir = -1;
end
end

di sp(' DONE' ) ;

%********************************************************************

% START OF GUI | NTERFACE FUNCTI ONS

%********************************************************************

% Col | ects the data fromthe QU and places the information in
% gl obal variables for use by other functions.

%

function coll ect GUI Dat a( handl es)

gl obal QU Handl es;

@QUJI Handl es = handl es;

gl obal nunber O Correcti ons;
nurmber Of Correcti ons = get Number O Correcti ons;
% he nunmber of correction attenpts to conplete

gl obal cal cul ati onMet hod,;
cal cul ati onMet hod = get Cal cMet hod;
% he cal culation nethod to be used to determ ne the correction
% act or
% =1 for sinple trig nethod
% =2 for the processor intensive over-determ ned system of
% non-1inear distance equations

gl obal nunberOflterations;
number Of I t erati ons = get Number Of It erati ons;
% he nunber of tines to run the sim
% nt ended for use with the probablity of ranging error

gl obal speed;
speed = get Speed,;
%speed of the vehicles before and during calibration (ms)

gl obal outputFile;
out putFil e = getFil eNane;
% he nane of the file to store the sinulation data

gl obal | eaderDRErrorDir;
| eaderDRErrorDir = get LVDRErrorDir;
% he direction of the |ead vehicle's dead reckoning errors (degrees)

gl obal followerDRErrorDir;
followerDRErrorDir = get FVDRErrorDir;
% he direction of the follower vehicle's dead reckoning errors (degrees)

gl obal | eader Headi ng;
| eader Headi ng = get Headi ng;
% he headi ng of the | eader during the calibration (degrees)

gl obal comsRangeDel ay;
comsRangeDel ay = get CormsRangeDel ay;
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% he del ay between when the vehicle-to-vehicle comms is received and
%when the ranging information is received (sec)

gl obal preCorrecti onDRTi ne;

preCorrecti onDRTi me = get PreCorrecti onDRTi ne;
% he I ength of time the vehicles are dead reckoning before the start
%f the calibration (sec). This is used to deternmne the relative
%navi gation errors between the LV and the FV

gl obal NuntX TPs;
NumOf TPs = get Nunmf TPs;
% he nunber of test points to use for the calibration

gl obal PRangi ngError;
PRangi ngError = get PRangi ngError;
%orobability of a spurious ranging error (other than white noise)

gl obal maxRangi ngError;
nmaxRangi ngError = get MaxRangi ngError;
% he maxi mum error associated with spurious ranging val ues

gl obal testPoints;

test Poi nts = get Test Poi nts;
% he test points to be used for the calibration. These are the positions
%f the FV relative to the LV's position. The format is (north, east, down)
%0 if these points are to be plotted where y/up is north remenber to
%dj ust the ordering.

gl obal TPTransitTi ne;
TPTransit Time = get TPTransit Ti ne;
% he time required for the FV to transit between the each test point (sec)

gl obal savePl ots;
savePl ots = get SavePl ot s;
% lag indicating if the plots should be saved

gl obal di spl ayPl ots;
di spl ayPl ots = get Di spl ayPl ot s;

gl obal forcedError;
forcedError = getForcedError;

% Gets the components of the error to be forced
% as the initial relative navigation error.
function forcedError = get ForcedError
gl obal QU Handl es;
N = str2doubl e(get (GUI Handl es. forcedErrorN, 'String'));
E = str2doubl e(get (GUJI Handl es. forcedErrorE, 'String'));
D = str2doubl e(get (GUI Handl es. forcedErrorD, 'String'));
if(isnan(N) | isnan(E) | isnan(D))
forcedError = [0, 0, O0];
el se
forcedError = [N, E D;
end

% Gets the value of the GU check box indicating

% if the plots should be displayed.

function displayPlots = getDisplayPl ots

gl obal QU Handl es;

i f(get(GUl Handl es. di spl ayPl ots, ' Value') == get(GU Handl es. di spl ayPlots,"' Max'))
% f checked
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di spl ayPl ot's
el se
di spl ayPl ot s

n
=

n
e

end

% Gets the value of the QU check box indicating
% if the plots should be saved.

function savePl ots = get SavePlots

gl obal QU Handl es;

i f(get (GUl Handl es. savePl ots, ' Val ue') == get (GQU Handl es. savePl ots, ' Max'))
checked
savePlots = 1;
el se
savePlots = O;
end

% Gets the test points fromthe GU. These points

% are based on the | eader's local reference frame (N, E D)
% where the origin is the LV's current position

%

% 8< > North->

%

% Returns a 3xN where N is the nunber of test points

% i ndi cated by get NumOX TPs or E-1 where E is the first

% row containing a NAN value. N will have a mi ni num
% value of 3 and if a NAN occurs in a row < 3 the row
%wll contain all zeros.

function testPoints = getTestPoints
gl obal @GUI Handl es
%est Point 1

X = str2doubl e(get (GQUI Handl es. TP1IN, 'String'));
Y = str2doubl e(get (GUI Handl es. TP1E, 'String')):
Z = str2doubl e(get (GUI Handl es. TP1D, 'String'));
if(isnan(X) | isnan(Y) | isnan(2))

testPoints = [0, 0, O];
el se

testPoints = [X, Y, Z];
end
% Test point 2
X = str2doubl e(get (GQUI Handl es. TP2N, 'String'));
Y = str2doubl e(get (GUI Handl es. TP2E, ' String')):
Z = str2doubl e(get (GUI Handl es. TP2D, 'String'));

if(isnan(X) | isnan(Y) | isnan(2))
testPoints = [testPoints; 0, 0, 0];
el se
testPoints = [testPoints; X Y, Z];
end

% est point =3
i f(get NumOF TPs >2)
% Test point 3

X = str2doubl e(get (GUl Handl es. TP3N, 'String'));
Y = str2doubl e(get (GUl Handl es. TP3E, 'String'));
Z = str2doubl e(get (GUl Handl es. TP3D, 'String'));
if(isnan(X) | isnan(Y) | isnan(Z2))

testPoints = [testPoints; 0, 0, 0];
el se

testPoints = [testPoints; X Y, Z];
end

end;
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% est point 4
i f(get NumOF TPs >3)
X = str2doubl e(get (GUl Handl es. TP4N, 'String'));
Y = str2doubl e(get (GUl Handl es. TP4E, 'String'));
Z = str2doubl e(get (GUl Handl es. TP4D, 'String'));
if(isnan(X) | isnan(Y) | isnan(2))
testPoints = [testPoints; 0, 0, 0];
el se
testPoints = [testPoints; X Y, Z];
end
end

% est point 5
i f(get NumOf TPs >4)
X = str2doubl e(get (GUl Handl es. TP5N, 'String'));
Y = str2doubl e(get (GUl Handl es. TP5E, 'String'));
Z = str2doubl e(get (GUl Handl es. TP5D, 'String'));
if(isnan(X) | isnan(Y) | isnan(Z2))
testPoints = [testPoints; 0, 0, 0];
el se
testPoints = [testPoints; X Y, Z];
end
end

% est point 6
i f(get NumOf TPs >5)
X = str2doubl e(get (GUl Handl es. TP6N, 'String'));
Y = str2doubl e(get (GUl Handl es. TP6E, 'String'));
Z = str2doubl e(get (GUl Handl es. TP6D, 'String'));
if(isnan(X) | isnan(Y) | isnan(2))
testPoints = [testPoints; 0, 0, 0];
el se
testPoints = [testPoints; X Y, Z];
end
end

% est point 7
i f(get NumOf TPs >6)
X = str2doubl e(get (GUl Handl es. TP7N, 'String'));
Y = str2doubl e(get (GUl Handl es. TP7E, 'String'));
Z = str2doubl e(get (GUl Handl es. TP7D, 'String'));
if(isnan(X) | isnan(Y) | isnan(2))
testPoints = [testPoints; 0, 0, 0];
el se
testPoints = [testPoints; X Y, Z];
end
end

% est point 8
i f(get NumOF TPs >7)
X = str2doubl e(get (GUl Handl es. TP8N, 'String'));
Y = str2doubl e(get (GUl Handl es. TP8E, 'String'));
Z = str2doubl e(get (GUl Handl es. TP8D, 'String'));
if(isnan(X) | isnan(Y) | isnan(2))
testPoints = [testPoints; 0, 0, 0];
el se
testPoints = [testPoints; X Y, Z];
end
end

% est point 9
i f(get NumOF TPs >8)
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X = str2doubl e(get (GUl Handl es. TPON, 'String'));
Y = str2doubl e(get (GUl Handl es. TP9E, 'String'));
Z = str2doubl e(get (GUl Handl es. TP9D, 'String'));
if(isnan(X) | isnan(Y) | isnan(Z2))

testPoints = [testPoints; 0, 0, 0];
el se

testPoints = [testPoints; X Y, Z];
end

end

% est point 10
i f(get NumOf TPs >9)

X = str2doubl e(get (GUl Handl es. TP10ON, 'String'));
Y = str2doubl e(get (GUl Handl es. TP10E, 'String'));
Z = str2doubl e(get (GUl Handl es. TP10D, 'String'));
if(isnan(X) | isnan(Y) | isnan(2))

testPoints = [testPoints; 0, 0, 0];
el se

testPoints = [testPoints; X Y, Z];
end

end

% CGets the cal culation nmethod to be used for

% generating the correction factor.

% Options are

% sinple trig - uses the |east

% processor intensive nmethod for cal cul ating

% the correction factor

% system of eqns - uses the npbst processor

% i ntensive nethod for cal culating the

% correction factor (over-determ ned non-Iinear
% syst em of di stance equati ons)

%returns 1 for follow the |eader

%returns 2 for system of equations

%returns 3 for leap frog

function cal cMet hod = get Cal cMet hod

gl obal QU Handl es;

cal cMet hod = get (GUl Handl es. cal cul ati onMet hod, ' Val ue');

% Gets the max error for spurious ranging val ues
% Returns O if the user's input is invalid
functi on maxError = get MaxRangi ngError
gl obal QU Handl es;
maxError = str2doubl e(get (GU Handl es. maxRangi ngError, 'String'));
if(maxError < 0 | isnan(maxError))
set (GUl Handl es. maxRangi ngError, 'String', '0');
maxError = 0;
end

% Gets nunber of corrections to be perforned.
% Returns 1 if the user's input is invalid
function iterations = get Nunber O Corrections
gl obal GUI Handl es;
iterations = str2doubl e(get (GU Handl es. nunber O Corrections, 'String'));
if(iterations <= 0 | isnan(iterations))
set (GQUl Handl es. nunber Of Corrections, 'String', '1');
iterations = 1;
end
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% CGets the nunber of iterations to be executed
function nunberOlterati ons = get Nunber Ol terations
gl obal GUI Handl es;
nurmber Of I terati ons = str2doubl e(get (GUJI Handl es. nunberOflterations, 'String'));
if(nunmberCOflterations < 1 | isnan(nunmberCOflterations))
set (GQUl Handl es. nunberOflterations, 'String', '1');
nunberOflterations = 1;
end

% Gets the probability of receiving a spurious range val ue
%returns O if an invalid value is entered
function prob = get PRangi ngErr or
gl obal QU Handl es;
prob = str2doubl e(get (GU Handl es. pRangi ngError, 'String'));
if(prob < 0| prob > 1| isnan(prob))

prob = 0;

set (GQUl Handl es. pRangi ngError, 'String', nun2str(prob));
end

% Gets the nunber of test points used to performthe calibration
% fromthe GU

% Valid value for sinple trig calc nethod is 2

% system of eqns is 3-10

% note that getCal cMethod nust be called first so the calc
% met hod is avail abl e through cal cul ati onMet hod.

function count = get NuntX TPs

gl obal GUI Handl es;

gl obal cal cul ati onMet hod,;

count = str2doubl e(get (GU Handl es. nunOf TPs, 'String'));
if(calculationMethod == 1 | cal cul ati onMet hod == 3)

if(count ~= 2 | isnan(count))
set (GQUl Handl es. nunOf TPs, ' String', '2');
count = 2;

end

el se

if(count < 3 | count > 10 | isnan(count))
set (GQUl Handl es. nunOf TPs, ' String', '3');
count = 3;

end

end

% Gets the transit tinme between test points fromthe GU
% Returns 0 if the user's input is invalid

function tine = getTPTransitTi me

gl obal QU Handl es;

gl obal cal cul ati onMet hod,;

gl obal testPoints;

gl obal speed;
time = str2doubl e(get (GUl Handl es. TPTransitTine, 'String'));
if(tinme <0 | isnan(tine))

if(calculationMethod == 1 | cal cul ati onMet hod ==

dist = sqgrt((testPoints(1,1) - testPoints(2,1))"2 + (testPoints(1,2) -
test Points(2,2))"2);
%get the distance between the test points
time = (dist/speed)*2;

dist = (abs(testPoints(1,1) - testPoints(2,1))) + (abs(testPoints(1,2)
- testPoints(2,2)));
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%al cul ati on of worst case distance if the FV
% akes the least efficient route and the FV's
%peed is 2x the LV s speed
% The worst case route
% TP2
% |
% |
% |
% |
% |
I R TP TP1
%
time = (dist/speed)*1.05;
% ime required to transit worst case path if the
%V s speed is 2x the FV's speed. An additional
%% time is added to account for turns to ensure
% he worst case is represented.
set (GQUl Handl es. TPTransitTine, 'String', nun2str(tine));
el se
set (GQUl Handl es. TPTransitTine, 'String', '0');
time = 0;
end
end

% Gets the length of tine the vehicles used dead reckoning
% before starting the correction. This value is used to
% cal cul ate the accumul ated DR errors.
% Returns O if the user's input is invalid
function tine = getPreCorrecti onDRTi ne
gl obal QU Handl es;
time = str2doubl e(get (GU Handl es. DRTi nePreCorrection, 'String'));
if(tine <0 | isnan(tine))
set (GUl Handl es. DRTi nePreCorrection, 'String', '0");
tine = 0;
end

% Gets the el apsed tinme between when the LV comms and ranging are received.
% Returns O if the user's input is invalid
function tine = get CoomsRangeDel ay
gl obal QU Handl es;
time = str2doubl e(get (GU Handl es. commsRangi ngDel ay, 'String'));
if(tinme <0 | isnan(tine))
set (GUl Handl es. commsRangi ngDel ay, 'String', '0');
time = 0;
end

% Gets the | eader's speed fromthe user interface and converts it to double.
% Returns O if the user's input is invalid
functi on speed = get Speed
gl obal GUI Handl es;
speed = str2doubl e(get ( QU Handl es. speed, 'String'));
if(speed < 0 | isnan(speed))
set (GUl Handl es. speed, 'String', '0");
speed = O;
end

% Gets the heading fromthe user interface and converts it to double.
% Returns O if the user's input is invalid

121



function headi ng = get Headi ng
gl obal GUI Handl es;
headi ng = str2doubl e(get (GUJI Handl es. | eader Heading, 'String'));
i f(heading < 0 | headi ng>= 360 | isnan(heading))
set (GQUl Handl es. | eader Headi ng, 'String', '0');
headi ng = O;
end

% Gets the output file name fromthe user interface,
% appends a .txt extension to the file nane, appends
% a data\ path to the file nane, and

% creates a directory for the figures

%

function fil eName = get Fi | eNane

gl obal QU Handl es;

gl obal figDirectory; %ir to hold generated figures

if(exist('data') ~=7) %f data subdirectory doesn't exist
[status,msg] = nkdir('data');
if(status ~=1)
di sp('Error creating \data directory');
end;
end;

fileName = get (GU Handl es. out putFil eNanme, 'String');
if(isenpty(fil eNane))
fileName = 'datall.txt'
count = 1;
whil e(exist(fileNane) ~= 0)
count = count +1;
fileName = strcat('data\', nunstr(count), '.txt');
end;
figDirectory = strcat('data\', nunRstr(count));
set (GUl Handl es. out put Fi | eName, ' String', nunRstr(count));
el se
figDirectory = strcat('data\', fileName);
fileName = strcat('data\',fileNane, '.txt');
end;

if(exist(figDirectory) ~=7) %f figure subdirectory doesn't exist
[status,neg] = nkdir(figDirectory);
if(status ~=1)
di sp('Error creating figure directory');
end;
end;
figDirectory = strcat(figDirectory, '\');

% Gets the direction of the |leader's DR errors.
% Returns a randomvalue if the user's input is invalid
function heading = getLVDRErrorDir
gl obal QU Handl es;
headi ng = str2doubl e(get (GUl Handl es. | eaderDirection, 'String'));
i f (i snan(heading))

headi ng = 0;

set (GQUl Handl es. | eaderDirection, 'String', nunRstr(heading));
end

% CGets the direction of the follower's DR errors.
% Returns a randomvalue if the user's input is invalid
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function heading = get FVDRErrorDi r
gl obal GUI Handl es;
headi ng = str2doubl e(get (GQUI Handl es. fol lowerDirection, 'String'));
i f (i snan( headi ng))

headi ng = 0;

set (GUl Handl es. | eaderDirection, 'String', nunRstr(heading));
end

%********************************************************************

% END OF GU | NTERFACE FUNCTI ONS

%********************************************************************

D. PRIMARY PROCESSING
1 Overview
The code provided in this section is the primary processing function, similar to the

main function in other popular programming languages.

2. CorrectNavErrors.m

function CorrectNavErrors

% Aut hor: Dan Kuci k

% Naval Postgraduate School

% Correct NavErrors - | nplenents the sinple relative navigation

% error correction algorithm This function is designed to operate
%wth dataEntryGUJ .nlf.fig.

%

% General Notes:

% 1) The variables with nanes containing the word "true" refer to the
% true position of the vehicle and therefore these val ues

% i nclude the accumul ated dead reckoning errors.
% 2) The variables with nanes containing the word "intended" refer
% the intended position of the vehicle, i.e. the estimted

% position of the LV. These values do not include the DR
% errors because the vehicles are not aware of their own
% accurmul ated errors while using dead reckoning. These
% are the values that would be reported during vehicle-

% to-vehi cl e conmuni cati ons/ positi on updates.

gl obal generat eSunmaryPl ot s;
gener at eSunmar yPl ots = 1;
%l ag indicating if the conprehensive or sumary plots should be
%li spl ayed/ st or ed
%0 for conplete / conprehensive plots
%1 for summary plots
%2 for all plots

gl obal PCRel ati veError;
% he relative errors between the LV and FV before correction

gl obal cal cul ati onMet hod,;
% he cal cul ati on method to be used to determ ne the correction
% act or
% =1 for sinple trig method
% =2 for the processor intensive over-determ ned system of
% non-1inear distance equations
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gl obal speed;
Y%speed of the LV vehicles before and during calibration (nms)

gl obal outputFile;
% he nane of the file to store the sinulation data

gl obal | eaderDRErrorDir;
% he direction of the |ead vehicle's dead reckoning errors (degrees)
% his is an absolute direction that is linearly applied to the vehicle's
%position

gl obal foll owerDRErrorDir;
% he direction of the follower vehicle's dead reckoning errors (degrees)
% his is an absolute direction that is linearly applied to the vehicle's
Yposition

gl obal | eader Headi ng;
% he headi ng of the | eader during the calibration (degrees)

gl obal comsRangeDel ay;
% he del ay between when the vehicle-to-vehicle comms is received and
%when the ranging information is received (sec)

gl obal preCorrecti onDRTi ne;
% he I ength of time the vehicles are dead reckoning before the start
%f the calibration (sec). This is used to deternmne the relative
%navi gation errors between the LV and the FV

gl obal TPTransitTi ne;
% he time required for the FV to transit between the each test point (sec)

gl obal NuntX TPs;
% he number of test points to use for the calibration

gl obal PRangi ngError;
%orobability of a spurious ranging error (other than white noise)

gl obal maxRangi ngError;
% he maxi mum error associated with spurious ranging val ues

gl obal testPoints;
% he test points to be used for the calibration. These are the positions
%f the FV relative to the LV's position. The format is (north, east, down)
%0 if these points are to be plotted where y/up is north remenber to
%dj ust the ordering.

gl obal LVTrueEndTPs;
%V s true position after each TP is conpleted (includes DR errors)

gl obal FVTrueEndTPs;
%V s true position after each TP is conpleted (includes DR errors)

gl obal fi gureNunber;
%monitors the file names for the saved figures (increments starting at 1)

gl obal firstFigure;
% he first figure nunber (file nane) for this test

gl obal | astFigure;
% he last figure nunber (file nane) for this test

gl obal figDirectory;
% he directory that will hold the saved figures
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gl obal correctionFactor;
% he cal cul ated correction factor -- used to correct
% he relative navigation errors between the LV and the FV

gl obal total ErrorResidual;
% he residual error after applying the correction factor

gl obal errorResidual;
% he components of the relative nav residual error

gl obal totallnprovenent;
9%The anpunt the error was reduced after the correction
% actor was applied

gl obal i nprovenent;
% he components of the error reduction resulting from
% he use of the correction factor

gl obal TPTransitTi nes;
% he time it takes to transit fromone test point to
% he next.

gl obal percent Reducti on;
% he percent inprovenment provided by the correction
% act or

gl obal displ ayPl ots;
%l ag indicating if the plots should be displayed
%1 then plots are displayed

gl obal savePl ots;
% lag indicating if the plots should be saved
%1 then plots are saved

gl obal forcedError;
% he forced baseline error used for a system of equations
%approach

gl obal trueRangesErrors;
% he range errors

gl obal autoErrorDir;
% lag indicating if the user elected to cycle through
% series of 64 automatic tests where the LV and FV' s
%rror directions are varied by increnents of 45-deg

gl obal nunber O Correcti ons;
% he nunber of recurssive corrections to perform

gl obal correctionCount;
correcti onCount = 1;

if(calculationMethod == 1 | cal cul ati onMet hod == 3)
if(leaderDRErrorDir == -1 & followerDRErrorDir == -1)
% f the user elected to cycle through
% series of 64 automatic tests where the LV and FV' s
%rror directions are varied by increnents of 45-deg

autoErrorDir = 1; Yupdate flag to indicate running in auto node

for(leaderDRErrorDir = 0: -0.5: -3)
for(followerDRErrorDir = 0: 0.5: 3)
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% un conbi nations of various error directions
%nith increments of 45-degrees

correcti onCount = 1; %urrent correction count
execut eTwoPoi nt Correcti on
end
end

di sp(' running fixed bias node');
autoErrorDir = 0; %update flag to indicate running not in auto node

correcti onCount = 1; %current correction count
execut eTwoPoi nt Correcti on

end
end

Yo XXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXX XXX XXX
% Start of processing system of equations mnethod
Yo XXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXX

i f(cal cul ati onMet hod==2)
[ LVI nt endedTrack, LVIntendedStartTPs, LVIntendedEndTPs, LVTrueTrack,
LVTrueStart TPs, LVTrueEndTPs] = cal cul at eLVTrack(testPoints, NunmOf TPs,
| eader Headi ng, speed, |eaderDRErrorDir, preCorrecti onDRTi me, TPTransitTi e,
comsRangeDel ay, forcedError);
%al cul ate the track and position of the testpoints for the |eader

[ FVI nt endedTr ack, FVIntendedStart TPs, FVIntendedEndTPs, FVTrueTrack,
FVTrueStart TPs, FVTrueEndTPs] = cal cul at eFVTrack(testPoints, NumOf TPs,
| eader Headi ng, followerDRErrorDir, LVIntendedStartTPs, LVIntendedEndTPs,
comsRangeDel ay) ;
%al cul ate the track and position of the testpoints for the
fol |l ower

[trueRanges, trueRangesErrors] = cal cul at eRanges(LVTrueEndTPs,
FVTrueEndTPs, NumOf TPs, PRangi ngError, nmaxRangi ngError);
%Cal cul ate the range between the LV and FV for each testpoint

[ expect edRanges, trash] = cal cul at eRanges(LVI nt endedEndTPs,
FVI nt endedEndTPs, NumOf TPs, 0, 0);
%al cul ate the range between the LV and FV for each TP (incl DR
errors)

correcti onFactor = SOECorrecti onFactor Cal c(LVI nt endedEndTPs,
FVI nt endedEndTPs, trueRanges, | eaderHeadi ng, testPoints, NunmOf TPs);

[total ErrorResidual, errorResidual, totallnprovenent, inprovenent,
per cent Reduction, PCRel ativeError] = anal yzeCorrectionFactor(correctionFactor,
LVTrueEndTPs( Nunt TPs, : ), FVTrueEndTPs( Nunt TPs, : ),
LVI nt endedEndTPs( Nuntf TPs, : ), FVI nt endedEndTPs( NunOf TPs, :))
%generate sone statistics for the correction factor
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firstFigure = figureNunber;
%store the figure file name/ nunber for later use in output file

if(displayPlots == 1 | savePlots ==1)
%f the user wishes to plot the data

[LVTrue, LVIntended, FVTrueUncorrected, FVTrueCorrected,
FVI nt endedUncorrected, FVIntendedAfterRel Cor] =
gener at eConpari si onTracks(| eaderDRErrorDir, | eaderHeadi ng, followerDRErrorDir,
LVTrueEndTPs( Nuntf TPs, : ), LVI ntendedEndTPs( NumOf TPs, : ),
FVTrueEndTPs( NuntX TPs, : ), FVI ntendedEndTPs( NumOf TPs, :), TPTransitTi ne, 100,
500, correctionFactor);
%generate a set of tracks that incorporates the correction factor

gener at eSunmar yTr ackPl ot (LVI nt endedTr ack, LVTrueTrack, FVIntendedTrack,
FVTrueTrack, figDirectory);

gener at eSunmar yTPPI ot (LVI nt endedSt art TPs, LVI nt endedEndTPs,
LVI nt endedTrack, LVTrueStartTPs, LVTrueEndTPs, LVTrueTrack, FVIntendedStart TPs,
FVI nt endedEndTPs, FVI ntendedTrack, FVTrueStartTPs, FVTrueEndTPs, FVTrueTrack,
NumOf TPs, figDirectory);

gener at eSunmar yResul t sPl ot (LVTrue, LVIntended, FVTrueUncorrected,
FVTrueCorrected, FVIntendedUncorrected, FVIntendedAfterRel Cor, figDirectory);

end
last Figure = figureNunber-1;
Y%save the file name for the last plot created for this run

% his info will be stored in the output file

out put Dat aToFi | e;
%store the data to the output file

s t
% procedure that uses two points

VG

function execut eTwoPoi nt Correction()
gl obal generat eSunmaryPl ot s;

gl obal PCRel ati veError;
% he relative errors between the LV and FV before correction

gl obal cal cul ati onMet hod,;
% he cal cul ati on method to be used to determ ne the correction
% act or
% =1 for sinple trig method
% =2 for the processor intensive over-determ ned system of
% non-1inear distance equations

gl obal speed;
%speed of the LV vehicles before and during calibration (nfs)

gl obal outputFile;
% he nane of the file to store the sinulation data

gl obal | eaderDRErrorDir;
% he direction of the |ead vehicle's dead reckoning errors (degrees)
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% his is an absolute direction that is linearly applied to the vehicle's
%position

gl obal followerDRErrorDir;
% he direction of the follower vehicle's dead reckoning errors (degrees)
%his is an absolute direction that is linearly applied to the vehicle's
%position

gl obal | eader Headi ng;
% he headi ng of the | eader during the calibration (degrees)

gl obal comsRangeDel ay;
% he del ay between when the vehicle-to-vehicle comms is received and
%when the ranging information is received (sec)

gl obal preCorrecti onDRTi ne;
% he I ength of time the vehicles are dead reckoning before the start
%f the calibration (sec). This is used to deternmne the relative
%navi gation errors between the LV and the FV

gl obal TPTransitTi ne;
% he time required for the FV to transit between the each test point (sec)

gl obal NuntX TPs;
% he number of test points to use for the calibration

gl obal PRangi ngError;
%orobability of a spurious ranging error (other than white noise)

gl obal maxRangi ngError;
% he maxi mum error associated with spurious ranging val ues

gl obal testPoints;
% he test points to be used for the calibration. These are the positions
%f the FV relative to the LV s position. The format is (north, east, down)
%0 if these points are to be plotted where y/up is north renenber to
%dj ust the ordering.

gl obal LVTrueEndTPs;
%V s true position after each TP is conpleted (includes DR errors)

gl obal FVTrueEndTPs;
%V s true position after each TP is conpleted (includes DR errors)

gl obal fi gureNunber;
%monitors the file names for the saved figures (increments starting at 1)

gl obal firstFigure;
% he first figure nunber (file nane) for this test

gl obal | astFigure;
% he [ ast figure nunber (file nane) for this test

gl obal figDirectory;
% he directory that will hold the saved figures

gl obal correctionFactor;
% he cal cul ated correction factor -- used to correct
% he relative navigation errors between the LV and the FV

gl obal total ErrorResidual;
% he residual error after applying the correction factor
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gl obal errorResidual;
% he components of the relative nav residual error

gl obal totallnprovenent;
9%The anpunt the error was reduced after the correction
% act or was applied

gl obal i nprovenent;
% he conponents of the error reduction resulting from
% he use of the correction factor

gl obal TPTransitTi nmes;
% he time it takes to transit fromone test point to
% he next.

gl obal percent Reducti on;
% he percent inprovenment provided by the correction
% act or

gl obal displ ayPl ots;
%l ag indicating if the plots should be displayed
%1 then plots are displayed

gl obal savePl ots;
%l ag indicating if the plots should be saved
%1 then plots are saved

gl obal forcedError;
% he forced baseline error used for a system of equations
%approach

gl obal trueRangesErrors;
% he range errors

gl obal autoErrorDir;
% lag indicating if the user elected to cycle through
% series of 64 automatic tests where the LV and FV's
%error directions are varied by increnents of 45-deg

gl obal nunber O Correcti ons;
% he nunber of recurssive corrections to perform

gl obal correctionCount;
correcti onCount = 1; %current correction count

[ LVI nt endedTrack, LVIntendedStartTPs, LVIntendedEndTPs, LVTrueTrack,
LVTrueStart TPs, LVTrueEndTPs] = cal cul at eLVTrack(testPoints, NumOf TPs,
| eader Headi ng, speed, |eaderDRErrorDir, preCorrecti onDRTi me, TPTransitTi ne,
conmmsRangeDel ay, forcedError);

%al cul ate the track and position of the testpoints for the |eader

[ FVI nt endedTr ack, FVIntendedStartTPs, FVI ntendedEndTPs, FVTrueTrack,
FVTrueStart TPs, FVTrueEndTPs] = cal cul at eFVTrack(test Poi nts, NumOf TPs,
| eader Headi ng, followerDRErrorDir, LVIntendedStartTPs, LVIntendedEndTPs,
comsRangeDel ay) ;

%al cul ate the track and position of the testpoints for the
fol | owner

[trueRanges, trueRangesErrors] = cal cul at eRanges(LVTrueEndTPs, FVTrueEndTPs,
NumOf TPs, PRangi ngError, nmaxRangi ngError);
%Cal cul ate the range between the LV and FV for each testpoint
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[ expect edRanges, trash] = cal cul at eRanges(LVI nt endedEndTPs, FVI nt endedEndTPs,
NumX TPs, 0, 0);

%al cul ate the range between the LV and FV for each TP (incl DR
errors)

correctionFactor = sinpl eCorrectionFactorCal c(LVIntendedEndTPs,
FVI nt endedEndTPs, trueRanges, | eaderHeadi ng, testPoints, NunmOf TPs);
%al cul ate the correction factor for reducing the relative
navi gation errors
correcti onCount
[total ErrorResidual, errorResidual, totallnprovenent, inprovenent,
per cent Reduction, PCRel ativeError] = anal yzeCorrectionFactor(correctionFactor,
LVTr ueEndTPs( NuntX TPs, : ), FVTr ueEndTPs( NuntX TPs, : ),
LVI nt endedEndTPs( Num TPs, : ), FVI nt endedEndTPs( NumCf TPs, :))
%generate sone statistics for the correction factor

firstFigure = figureNunber;
%store the figure file name/ nunber for later use in output file
if(displayPlots == 1 | savePlots ==1)
% f the user wishes to plot the data

[ LVTrue, LVIntended, FVTrueUncorrected, FVTrueCorrected,

FVI nt endedUncorrected, FVIntendedAfterRel Cor] =
gener at eConpari si onTracks(| eaderDRErrorDir, | eader Headi ng, followerDRErrorDir,
LVTr ueEndTPs( Nunt TPs, : ), LVI ntendedEndTPs( NunOf TPs, : ),
FVTrueEndTPs( Nuncf TPs, : ), FVI nt endedEndTPs(NumOf TPs, : ), TPTransitTi ne, 100,
500, correctionFactor);

%generate a set of tracks that incorporates the correction
factor

gener at eSunmar yTr ackPl ot (LVI nt endedTr ack, LVTrueTrack, FVIntendedTrack,
FVTrueTrack, figDirectory);

gener at eSunmar yTPPI ot (LVI nt endedSt art TPs, LVI nt endedEndTPs,
LVI nt endedTrack, LVTrueStartTPs, LVTrueEndTPs, LVTrueTrack, FVIntendedStart TPs,
FVI nt endedEndTPs, FVI nt endedTrack, FVTrueStartTPs, FVTrueEndTPs, FVTrueTrack,
NumOf TPs, figDirectory);

gener at eSunmar yResul t sPl ot (LVTrue, LVIntended, FVTrueUncorrected,
FVTrueCorrected, FVIntendedUncorrected, FVIntendedAfterRel Cor, figDirectory);

end

|l ast Figure = figureNunber-1;
Y%save the file name for the last plot created for this run
% his info will be stored in the output file

out put Dat aToFi | e;
%store the data to the output file

for(correctionCount = 2: nunber O Corrections)
correcti onCount

[ LVI nt endedTrack, LVIntendedStartTPs, LVIntendedEndTPs, LVTrueTrack,
LVTrueStart TPs, LVTrueEndTPs] = cal cul at eLVTrack(testPoints, NumOf TPs,
| eader Headi ng, speed, |eaderDRErrorDir, TPTransitTime, TPTransitTi ne,
comsRangeDel ay, -errorResidual);
%al cul ate the track and position of the testpoints for the |eader
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correctionMatrix = [correctionFactor;correctionFactor];
%orrection factor in matrix formto correct the values cal cul ated by
the LV

[ FVI nt endedTr ack, FVIntendedStart TPs, FVIntendedEndTPs, FVTrueTrack,
FVTrueStart TPs, FVTrueEndTPs] = cal cul at eFVTrack(test Poi nts, NumOf TPs,
| eader Headi ng, followerDRErrorDir, LVIntendedStartTPs+correctionMatri x,
LVI nt endedEndTPs+correcti onMat ri x, comrsRangeDel ay) ;
%al cul ate the track and position of the testpoints for the foll ower

[trueRanges, trueRangesErrors] = cal cul at eRanges(LVTrueEndTPs,
FVTrueEndTPs, NumOf TPs, PRangi ngError, naxRangi ngError);
%Cal cul ate the range between the LV and FV for each testpoint

[ expect edRanges, trash] = cal cul at eRanges(LVI nt endedEndTPs,
FVI nt endedEndTPs, NumOf TPs, 0, 0);
%al cul ate the range between the LV and FV for each TP (incl DR errors)

correctionFactor = sinpl eCorrectionFactorCal c(LVIntendedEndTPs,
FVI nt endedEndTPs, trueRanges, | eaderHeadi ng, testPoints, NunmOf TPs);
%al cul ate the correction factor for reducing the relative navigation
errors

[total ErrorResidual, errorResidual, totallnprovenent, inprovenent,
per cent Reducti on, PCRel ativeError] = anal yzeCorrectionFactor(correctionFactor,
LVTrueEndTPs( Nunt TPs, : ), FVTrueEndTPs( Nunt TPs, : ),
LVI nt endedEndTPs( Nuntf TPs, : ), FVI nt endedEndTPs( NunCf TPs, :))
%generate sone statistics for the correction factor

firstFigure = figureNunber;
%tore the figure file nanme/ nunber for later use in output file
if(displayPlots == 1 | savePlots ==1)
% f the user wishes to plot the data

[LVTrue, LVIntended, FVTrueUncorrected, FVTrueCorrected,

FVI nt endedUncorrect ed, FVIntendedAfterRel Cor] =
gener at eConpari si onTracks(l eaderDRErrorDir, | eaderHeadi ng, followerDRErrorDir,
LVTrueEndTPs( Nunf TPs, : ), LVI ntendedEndTPs( NumOf TPs, : ),
FVTrueEndTPs( Nunf TPs, : ), FVI nt endedEndTPs( NumOf TPs, : ), TPTransitTi ne, 100,
500, correctionFactor);

%generate a set of tracks that incorporates the correction
factor

gener at eSunmar yTr ackPl ot (LVI nt endedTr ack, LVTrueTrack,
FVI nt endedTr ack, FVTrueTrack, figDirectory);

gener at eSunmar yTPPI ot (LVI nt endedSt art TPs, LVI nt endedEndTPs,
LVI nt endedTrack, LVTrueStartTPs, LVTrueEndTPs, LVTrueTrack, FVIntendedStart TPs,
FVI nt endedEndTPs, FVI nt endedTrack, FVTrueStartTPs, FVTrueEndTPs, FVTrueTrack,
NumOF TPs, figDirectory);

gener at eSunmar yResul t sPl ot (LVTrue, LVIntended, FVTrueUncorrected,
FVTrueCorrected, FVIntendedUncorrected, FVIntendedAfterRel Cor, figDirectory);
end
| ast Figure = figureNunber-1;
%ave the file name for the last plot created for this run
%his info will be stored in the output file
out put Dat aToFi | e;
%store the data to the output file
end
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E. CORRECTION FACTOR CALCULATION USING TWO RANGE
VALUES

1 Overview
The code in this section calcul ates the relative-navigation error-correction factor
using the ranging data collected at two TPs.

2. SimpleCorrectionFactor Calc.m

function correctionFactor = sinpleCorrectionFactorCal ¢c(LVIntendedEndTPs,
FVI nt endedEndTPs, trueRanges, LVHeading, testPoints, NunmCf TPs)
l'..l'..l...l...l'..l'..l...l...l'..l'..l'..l...l'..l'..l'..l...l.:l‘:l‘:l‘:l‘:l‘:l‘:l‘:l‘

% si npl eCorrecti onFactorCal c cal cul ates the correction factor that the FV
% nmust add to the positions received fromthe LV to correct for the

% accumul at ed DR navi gation errors.

% This is the sinplified/|least processor intensive version of the calculation
% because it does not utilize a system of equations.

%

% Speci al note about the calibration reference frane

% The origin is at TP2

% The x-axis is in the direction of the baseline passing through TP2

% The y-axis is perpendicular to the baseline and passes through TP2

%

%

% TP2

% \

% B\

% a\

% s\

% e\

% I\

% i\

gl obal cal cul ati onMet hod,;

rotat edTPs = rot at eRef Frame(LVHeadi ng, testPoints, Nun®f TPs);
% otate the original testPoints to match the LV heading

i f(cal cul ati onMet hod ==3) % f using the parallel nethod
TPConfi g = deterni neTPConfi gFor Parall el (testPoints);
%let ermi ne the configuration of the test points
%0 the rotation can be perforned correctly
end

baseline = range(testPoints(1,:), testPoints(2,:));
% cal cul ate the baseline length
% note this mmcs the true case because the baseline would
% be cal cul ated using the true val ues because the FV is
% not aware of its own errors.

tempX = (trueRanges(2)"2 + baseline™2 - trueRanges(1)”2)/(2*baseline);
% cal culate the X Position of the LV relative to TP2
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tenp

LVPo

i ((

(cal

% note this is in the tenp calibration reference frame

Y = sqgrt(abs(trueRanges(2)"2 - tenpX*2));

% cal culate the Y Position of the LV relative to TP2

% note this is in the tenp calibration reference frame

% note that the LV nust be in front of the FV/ baseline otherw se
%the sign will be incorrect

slnCorrectionFrane = [tenmpX, tenpY, LVIntendedEndTPs(2,3)];
% he position of the LV relative to TP2 in the correction
% r ane.

cal cul ati onMethod == 3 & (TPConfig == 1 | TPConfig == 4)) |
cul ati onMethod ==1 & (testPoints(2,2) > testPoints(1,2))))
Y%speci al case where TP2 is |located NE or SWof LV,

%hi ch requires a different rotation nethod

% A +N

% |

% |

% |

% |

% |

% O > +E
%

%

% TP1 P2

di sp(' special TP case');
correcti onFraneXAxi sAng = (atan2((rotatedTPs(1, 2) -

rotatedTPs(2,2)), (rotatedTPs(1,1) - rotatedTPs(2,1))));

%Angl e the correction frame's x-axis nmakes with the N north axis

LVPos| n@ obal FraneRel ToTP2 =

r ot at eRef Frame( (rad2deg(correcti onFrameXAxi sAng)), LVPoslnCorrectionFrame, 1);

el se

(rot

rota

% otate the LV position fromthe correction frane back
%0 the NNE-D frame such that the correction frane's
% and y axes line up with the global frame's N and E
9%morth axes respectively

% he user selected the followthe-Ieader approach or
%P2 is |ocated NWor SE of the LV

% N +N

% I

% |

% I

% |

% I

% O -mmmm e > +E
%

%

% TP2 TP1

correcti onFraneXAxi sAng = (atan2((rotatedTPs(1,1) - rotatedTPs(2,1)),
atedTPs(1,2) - rotatedTPs(2,2))));
%Angl e the correction frame's x-axis nakes with the NNE-D frane

LVPos| nd obal FrameRel ToTP2 =

t eRef Frane( (rad2deg(correcti onFraneXAxi sAng)), LVPoslnCorrectionFrame, 1);
% otate the LV position fromthe correction frane back
%0 the NNE-D frame such that the correction frane's
% and y axes line up with the global frame's east and
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%orth axes respectively

LVPos| nd obal FraneRel ToTP2 = [ LVPosl| nd obal FraneRel ToTP2( 2),
LVPos| nd obal FranmeRel ToTP2( 1), LVPosI| nG obal FraneRel ToTP2(3)];
%t is necessary to flip the x and y to account for
% he correction frane's x and y axes being rotated to
%line up with the global frane's east and
9%morth axes respectively
end

LVI nt endedPosRel ToTP2 = LVI nt endedEndTPs(2,:) - FVIntendedEndTPs(2,:);
% he intended position of the LV relative to the FV based on
%vehicl e-to-vehi cl e comuni cations (excludes DR errors)

correctionFactor = LVPosl| nd obal FraneRel ToTP2 - LVI nt endedPosRel ToTP2;

9%al cul ate the correction factor, which will |ater be added to
% he | eader position updated to mnimze the relative error

correctionFactor(3) = 0;
% his has been sinplified to a 2-D probl em because

%por essur e/ depth sensors are accurate since the
%ehicles are operating in the sane environnment

F. CORRECTION FACTOR CALCULATION USING THREE OR MORE
RANGE VALUES

1. Overview
The code in this section calculates the relative-navigation error-correction factor

for the case where three or more TPs are used.

2. SOECorrectionFactor Calc.m

function correctionFactor = SOECorrectionFactor Cal c(LVI nt endedEndTPs,
FVI nt endedEndTPs, trueRanges, LVHeading, testPoints, NunOf TPs)

% SCECorrectionFactorCalc - uses a system of distance equations
%to calculate the relative navigation error correction factor.
88880888888888888888888
rotat edTPs = rot at eRef Frame(LVHeadi ng, testPoints, Nun®f TPs);
% otate the original testPoints to match the LV heading

posO = [10; 10]; % nitial guess
options = optinset (' Maxlter', 10000000);
[ LVPositi onRel TOArt Origin,fval] = fsol ve(@ositionTriangul ati onEqn, posO,
options, Nunf TPs, rotatedTPs, trueRanges, LVIntendedEndTPs);
%.VPosi tionRel TOArt Orgi n now contains the position of the LV relative to
t he
Y%artifical origin used to enter the test points but after the rotation to
%match the LV s heading.

correcti onFactor=[ LVPositi onRel TOArt Origin(1), LVPositionRel TOArtOrigin(2),0];

% posi tionTriangul ati onEgn - defines the equations for the
% triangul ation of a vehicle.
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%

% Par am Descri ptions

% pos = the iterative positions tested in the equation (generated by
% fsol ve

% NumOfF TPs = The nunber of test points used for the calibration (3-10)
%testPoints = a NunOXTPs x 3 array containing the testpoints for the
% the calibration

% NOTE t hese positions should be the north east down
% in global coordinates of the FV relative to the LV.
% colum 1 = north position

% colum 2 = east position

% colum 3 = down position

% ranges = the range val ues obtained from acoustic ranging

% this should be a NunxXTPs x 1 array where each row

% is the range obtained for each test point

function eqn = positionTriangul ati onEgn(pos, X TPs, testPoints, ranges,
LVI nt endedPosi ti ons)

eqn = [];

for (k=1: NumOF TPs)

eqn = [eqn; (testPoints(k,1) - pos(1l))”"2 + (testPoints(k,2) - pos(2))"2 +
(testPoints(k,3))”2 - ranges(k)"2];
end

G. LV TRACK CALCULATION

1. Overview

The code in this section calculates the LV’ s track based on the parameters entered
into the GUI.

2. CalculateLVTrack.m

function [intendedTrack, intendedStartTPs, intendedEndTPs, trueTrack,
trueStartTPs, trueEndTPs] = cal cul ateLVTrack(testPoints, Nunf TPs,

| eader Headi ng, speed, |eaderDRErrorDir, preCorrecti onDRTi me, TPTransitTi ne,
comsRangeDel ay, forcedError)

% Cal cul ates the position of the L
%It is assumed that the vehicle s
%

% i ntendedTrack - the planned track for the LV (wo DR errors)
% i ntendedStartTPs - the intended position of the LV at the

V f
tar

% begi nning of the test points (Wo DR errors)
% i nt endedEndTPs - the intended position of the LV at the
% end of the test points (Wo DR errors)

% trueTrack - The track/path taken by the LV (W DR errors)
%trueStartTPs - the true position of the LV at the

% begi nning of the test points (w DR errors)
% trueEndTPs - the true position of the LV at the

% end of the test points (W DR errors)

%

% testPoints = matrix containing the test points for the cal.

% These points are in the NNE-D frame and are relative to the
% LV as if it were at (0,0,0) and pointing north.

% NumOfF TPs = the nunber of test points to be used for the cal.
% | eader Headi ng = the heading of the LV during the cal (in degs)
% speed = the speed of the LVin nm's

% | eaderDRErrorDir = the direction of the DR error relative to
%to the NED coordi nate system (0 deg = north, 90 deg = east,
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% preCorrectionDRTine = the length of time the LV was using DR
% before starting the calibration

% TPTransitTime - the amount of time it takes to reach the

% next test point.

% comsRangeDel ay - The del ay between when the FV receives

% position update fromthe LV and when the ranging val ues

% are received.

n seconds.

error Headi ng = deg2rad(l eader Headi ng + | eaderDRErrorDir);
%.V DR error direction in rads

%oth the intended and the true start at 0,0 before the LV starts DR ng
i ntendedTrack = [0,0,0];
trueTrack = forcedError;

%al cul ate the start position (excluding DR errors) of the first TP
tempX = ((speed * preCorrecti onDRTi ne) * cos(heading));

tempY = ((speed * preCorrecti onDRTi me) * sin(heading));
intendedTrack = [intendedTrack; tenpX, tenpY, testPoints(1,3)];
intendedStart TPs = [tenpX, tenpY, testPoints(1,3)];

%al cul ate the end of the first intended TP

temp2X = tenpX + (comsRangeDel ay * speed * cos(heading));
temp2Y = tenpY + (comrsRangeDel ay * speed * sin(heading));

i ntendedTrack = [intendedTrack; tenp2X, tenp2Y, testPoints(1,3)];
i ntendedEndTPs = [tenp2X, tenp2¥, testPoints(1,3)];

%al cul ate the start position of the first test point (including DR errors)
tempX = ((speed * preCorrecti onDRTi ne) * cos(errorHeading)) + forcedError(1);
tempY = ((speed * preCorrecti onDRTi me) * sin(errorHeading)) + forcedError(2);
trueTrack = [trueTrack; tenpX, tenpY, testPoints(1,3)];

trueStartTPs = [tenpX, tenpY, testPoints(1,3)];

%al cul ate the end position of the first test point (including DR errors)
temp2X = tenpX + (commsRangeDel ay * speed * cos(errorHeading));

temp2Y = tenpY + (comrsRangeDel ay * speed * sin(errorHeading));

trueTrack = [trueTrack; tenp2X, tenp2¥, testPoints(1,3)];

trueEndTPs = [tenp2X, tenmp2¥, testPoints(l,3)];

for(k=2: NumOF TPs) %starting at k=2 since first TP | ocation already cal cul ated
%al cul ate the intended start point for the next TP

tempX = intendedEndTPs(k-1,1) + ((speed * TPTransitTime) * cos(heading));
tenmpY = intendedEndTPs(k-1,2) + ((speed * TPTransitTinme) * sin(heading));
i ntendedTrack = [intendedTrack; tenpX, tenpY, testPoints(k,3)];
intendedStart TPs = [intendedStart TPs; tenpX, tenpY, testPoints(k,3)];

%al cul ate the intended end point for the TP

temp2X = tenpX + (comrsRangeDel ay * speed * cos(heading));

temp2Y = tenpY + (commsRangeDel ay * speed * sin(heading));
intendedTrack = [intendedTrack; tenp2X, tenp2Y, testPoints(k,3)];

i ntendedEndTPs = [intendedEndTPs; tenp2X, tenp2Y, testPoints(k,3)];

%al cul ate the true vehicle position for each TP (including DR errors)
tempX = trueEndTPs(k-1,1) + ((speed * TPTransitTime) * cos(errorHeading));
tenmpY = trueEndTPs(k-1,2) + ((speed * TPTransitTime) * sin(errorHeading));
trueTrack = [trueTrack; tenpX, tenpY, testPoints(k,3)];

trueStartTPs = [trueStartTPs; tenpX, tenpY, testPoints(k,3)];

%end of TP (w dr errors)
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temp2X = tenpX + (comsRangeDel ay * speed * cos(errorHeading));
temp2Y = tenpY + (comrsRangeDel ay * speed * sin(errorHeading));
trueTrack = [trueTrack; tenp2X, tenp2¥, testPoints(k,3)];
trueEndTPs = [trueEndTPs; tenmp2X, tenp2Y, testPoints(k,3)];

end

H. FV TRACK CALCULATION

1. Overview

The code in this section calculates the FV’ strack based on the parameters entered
into the GUI and the data generated by calculateL V Track.m.

2. CalculateFVTrack.m

function [intendedTrack, intendedStartTPs, intendedEndTPs, trueTrack,
trueStartTPs, trueEndTPs] = cal cul at eFVTrack(testPoints, Nunf TPs,

| eader Headi ng, followerDRErrorDir, LVIntendedStartTPs, LVIntendedEndTPs,
comsRangeDel ay)

80
% cal cul at eFVTrack - Ca the FV for each test point.

I
%1t is assuned that the
%
% i ntendedTrack - the planned track for the FV (w o DR errors)
% i ntendedStartTPs - the intended position of the FV at the

% begi nning of the test points (Wwo DR errors)
% i nt endedEndTPs - the intended position of the FV at the
% end of the test points (W o DR errors)

% trueTrack - The track/path taken by the FV (w DR errors)
%trueStartTPs - the true position of the FV at the

% begi nning of the test points (w DR errors)
% trueEndTPs - the true position of the FV at the
% end of the test points (W DR errors)

%

% testPoints = matrix containing the test points for the cal.
% These points are in the NNE-D frame and are relative to the
% LV as if it were at (0,0,0) and pointing north.

% NumOf TPs = the nunber of test points to be used for the cal.
% | eader Headi ng = the heading of the LV during the cal (in degs)
% followerDRErrorDir = the direction of the DR error relative to
%to the NED coordi nate system (0 deg = north, 90 deg = east,
% LVI ntendedStart TPs - The LV intended position for the start
% of each test point. This would be received fromthe LV

% position update sent over the acoustic nodem Note that

% the DR errors still accumul ate between the tine the FV

% receives the LV position update and the tine the ranging

% information is received.

% LVI nt endedEndTPs - The LV position at the end of each

% test point. This information would really be cal cul at ed

% using the LV's position at the start of the test point,

% its heading, and speed.

% comsRangeDel ay - The del ay between when the FV receives

% position update fromthe LV and when the ranging val ues

% are received.

error Headi ng = deg2rad
% he LV error head

rotat edTPs = rot at eRef Frame(| eader Headi ng, testPoints, Nunf TPs);
% he test points rotated to match the LV's headi ng
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Y%assune the FV starts at 0,0,0 when it begins DRi ng
intendedTrack = [0,0,0];

trueTrack = [0,0,0];

intendedStartTPs = [];

i ntendedEndTPs = [];

trueStartTPs = [];

trueEndTPs = [];

t ar get Poi nt X2 = 0;

target Poi nt Y2 = O;

t ar get Poi nt X4 = 0;

target Poi nt Y4 = 0;

temp2X = 0; % the current x position of the FV

temp2Y = 0; % the current y position of the FV

dist2 = 0O; % tenp var to cal cul ate di stance travel ed and

%ol ds value to carry over to later iterations.

for (k=1: NumOF TPs)

%al cul ated the intended start position for the first TP

target Poi nt X1 = LVIntendedStart TPs(k, 1) + rotatedTPs(k, 1);

target Poi nt Y1 = LVIntendedStart TPs(k, 2) + rotatedTPs(k, 2);

[mn] = size(intendedTrack);

angl eToTarget 1 = atan2((targetPointYl - intendedTrack(m2)), (targetPointX1l
- intendedTrack(m1)));

di stanceToTarget1l = sqrt((targetPoint Xl - intendedTrack(m1))"2 +
(target PointYl - intendedTrack(m 2))"2);

tempXl = intendedTrack(m 1) + (distanceToTargetl * cos(angl eToTargetl));

tempYl = i ntendedTrack(m 2) + (distanceToTargetl * sin(angleToTargetl));

intendedTrack = [intendedTrack; tenpXl, tenpYl, testPoints(k,3)];

intendedStartTPs = [intendedStart TPs; tenpXl, tenmpYl, testPoints(k,3)];

%al cul ate the end of the first intended TP

target Poi nt X2 = LVI ntendedEndTPs(k, 1) + rotatedTPs(k, 1);

target Poi nt Y2 = LVI nt endedEndTPs(k, 2) + rotatedTPs(k, 2);

[mn] = size(intendedTrack);

angl eToTarget2 = atan2((targetPointY2 - intendedTrack(m2)), (targetPointX2
- intendedTrack(m1)));

di stanceToTarget2 = sqrt((targetPointX2 - intendedTrack(m1))”2 +
(target Point Y2 - intendedTrack(m 2))"2);

tempX2 = intendedTrack(m 1) + (distanceToTarget2 * cos(angl eToTarget?2));

tenmpY2 = intendedTrack(m 2) + (distanceToTarget2 * sin(angleToTarget?2));

intendedTrack = [intendedTrack; tenpX2, tenpY2, testPoints(k,3)];

i ntendedEndTPs = [i ntendedEndTPs; tenpX2, tenmpY2, testPoints(k,3)];

%al cul ate the start position of the first test point (including DR errors)
angl eToTarget 3 = angl eToTarget1l + errorHeadi ng;

[mn] = size(trueTrack);

tenmpX3 = trueTrack(m 1) + (distanceToTargetl * cos(angl eToTarget3));

tenmpY3 = trueTrack(m 2) + (distanceToTargetl * sin(angl eToTarget3));
trueTrack = [trueTrack; tenpX3, tenpY3, testPoints(1,3)];

trueStartTPs = [trueStartTPs; tenpX3, tenpY3, testPoints(k,3)];

%al cul ate the end position of the first test point (including DR errors)
angl eToTarget4 = angl eToTarget2 + errorHeadi ng;
[mn] = size(trueTrack);
tenpX4 = trueTrack(m 1) + (distanceToTarget2 * cos(angl eToTarget4));
tenmpY4 = trueTrack(m 2) + (distanceToTarget2 * sin(angl eToTarget4));
trueTrack = [trueTrack; tenpX4, tenpY4, testPoints(k,3)];
trueEndTPs = [trueEndTPs; tenpX4, tenpY4, testPoints(k,3)];

end
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CORRECTION FACTOR ANALYSIS
1. Overview
The code in this section performs an analysis of the calculated relative-navigation

error-correction factor to determine its performance

2. AnalyzeCorrectionFactor.m

function [total ErrorResi dual, errorResidual, totallnprovenent, inprovenent,
per cent Reducti on, PCRel ativeError] =

anal yzeCorrecti onFact or (correctionFactor, LVFi nal TruePoi nt, FVFi nal Tr uePoi nt,
LVFi nal | nt endedPoi nt, FVFi nal | nt endedPoi nt)

% anal yzeCorrectionFactor - analyzes the correction factor to determ ne the
% residual errors, adds to the vehicle tracks to included the correction
factor,

% and cal cul ates the net inprovenent provided by the correction factor.

%

% t ot al ErrorResi dual - Magnitude of the relative errors after conpleting the
correction
% errorResi dual - Conmponents of the relative errors after conpleting the

correction

% total | nprovenent - The reduction of relative nav errors resulting fromthe
correction

% i nprovenent - conponents of the reduction of relative nav errors resulting
fromthe correction

% per cent Reduction - the percentage of relative errors renoved by the
calibration

% PCRel ati veError the relative errors before the correction

LVTruePosRel ToFV = LVFi nal Tr uePoi nt - FVFi nal Tr uePoi nt ;
% he position of the LV relative to the FV including accurmul ated DR errors

LVI nt endedPosRel ToFV = LVFi nal | nt endedPoi nt - FVFi nal | nt endedPoi nt ;
% he intended position of the LV relative to the FV (excludes DR errors)

PCRel ativeError = sqgrt((LVTruePosRel ToFV(1) - LVIntendedPosRel ToFV(1))"2 +
(LVTruePosRel ToFV(2) - LVIntendedPosRel ToFV(2))"2);
%Cacl uation of the relative errors before the correction

LVPosRel ToLVAfter Correcti on = LVI nt endedPosRel ToFV + correcti onFact or;
% he relative position of the LV to the FV after the correction

error Resi dual = LVTruePosRel ToFV - LVPosRel ToLVAfter Correction;
% he remaining relative errors after the correction

total ErrorResi dual = sqrt(errorResidual (1)72 + errorResidual (2)"2);
% he total remaining relative error after conpleting the correction

relati veErrorPreCorrecti on = LVTruePosRel ToFV - LVI nt endedPosRel ToFV;
9%The relative error between the LV and FV before the correction

relati veErrorPreCorrectionMag = sqrt(rel ativeErrorPreCorrection(1)72 +
rel ativeErrorPreCorrection(2)”2);
% he nagitude of the relative error before the correction

total Il nprovenent = relativeErrorPreCorrecti onMag - total ErrorResi dual ;
% he net inprovenent provided by the correction
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i mprovenment = relativeErrorPreCorrection - errorResidual;
% he conponents of the inprovenent provided by the correction

if(relativeErrorPreCorrecti onMag == 0)
per cent Reduction = 0;
el se
percent Reduction = (total l nprovenment/rel ativeErrorPreCorrectionMag) * 100;

% he percentage inprovenent provided by the correction
end

J. SIMULATION RESULTSOUTPUT FILE
1. Overview
The code in this section outputs the simulation data to a comma-delimited text file

for later analysis.

2. OutputDataToFilem

functi on out put Dat aToFil e

%out put Dat aToFil e - outputs the co
%o the data file (outputFile) in
% Note that this routine uses gl obal
% of val ues to be stored.

QD
=
3
(o
@
o
Q
c
(%)
(0]
o
=
—
>
@
QD
=
«Q
@
>
c
@
=

gl obal outputFile;
gl obal figDirectory;
gl obal cal cul ati onMet hod,;
gl obal speed;
gl obal | eaderDRErrorDir;
gl obal followerDRErrorDir;
gl obal LVDRError Rat e;
gl obal FVDRError Rat e;
gl obal | eader Headi ng;
gl obal comsRangeDel ay;
gl obal preCorrecti onDRTi ne;
gl obal TPTransitTi ne;
gl obal NuntX TPs;
gl obal PRangi ngError;
gl obal maxRangi ngError;
gl obal testPoints;
gl obal LVTrueEndTPs
gl obal FVTrueEndTPs
gl obal fi gureNunber;
gl obal firstFigure;
gl obal | astFigure;
gl obal figDirectory;
gl obal autoErrorDir;
gl obal total ErrorResidual;
gl obal errorResidual;
gl obal totallnprovenent;
gl obal i nprovenent;
gl obal percent Reducti on;
gl obal PCRel ativeError;
gl obal forcedError;
gl obal trueRangesErrors;
gl obal correctionCount;
ti meToConpl eteCorrection = (Nunt>X TPs * commsRangeDel ay) + ((NunOfF TPs -
1) *TPTransi t Ti ne) ;
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% ough calculate of the tine required to conplete the calibration

if(exist(outputFile) == 0) %f file is new
%f the file doesn't already exit

fid = fopen(outputFile, "W);
%open the file as a newfile in wite node

if(fid == -1) Y%output nsg if error opening file

di sp(strcat (' Error opening new output file: ', outputFile));
end

%out put general information

fprintf(fid, 'Data File Name = %\n', outputFile);
fprintf(fid, 'Figure Directory: %\n', figDrectory);
fprintf(fid, 'Date: %\n\n', date);

%out put the data format

fprintf(fid, 'Data Format\n');

fprintf(fid, 'Pre-Correction Error, Total Error Residual (n), North
Resi dual Error (m, East Residual Error (m, Total Inprovnent (m, North
I mprovenent (m, East Inprovement (m), ');

fprintf(fid, 'First Figure Nunber, Last Figure Number, Tinme to Conplete
Correction, percent inprovenent, LV Speed (nm's), LV Conpass Bias (Deg), FV
Conpass Bias (Deg), ');

fprintf(fid, 'Leader Heading (deg), Comms ranging del ay(sec), DR Tine
before correction (sec), Tine between test points (sec), nunber of test points,

")
fprintf(fid, 'Prob of spurious ranging, nmax ranging error (m, calculation
met hod, TP1IN, TP1lE, TP1D, TP2N, TP2E, TP2D, TP3N, TP3E, TP3D, TP4N, TP4E, TP4D,

")

fprintf(fid, 'TP5N, TP5E, TP5D, TP6N, TP6E, TP6D, TP7N, TP7E, TP7D, TP8N,
TP8E, TP8D, TP9N, TP9E, TP9D, TP1ON, TP10OE, TP10D, True Range Error 1 (TREl),
TRE2, TRE3, ');

fprintf(fid, 'TRE4, TRE5, TRE6, TRE7, TRE8 , TRE9, TRE10, Forced Error N,
Forced Error E, Forced Error Down, correction count\n');

el se %f file already exists

fid = fopen(outputFile, "a');
%open the file with append rights

if(fid == -1) Y%output an error neg if a file error occurred
di sp(strcat (' Error opening output file: ', outputFile, '
end;
end;

for append'));

%out put the data in the above indicated format

fprintf(fid, "%, %, %, %, ', PCRelativeError, total ErrorResidual,
errorResidual (1), errorResidual (2));

fprintf(fid, "%, %, %, ', totallnprovenent, inprovenent(1l), inprovenent(2));
fprintf(fid, "%, %, %, %, ', firstFigure, |astFigure,

ti meToConpl et eCorrection, percentReduction);

fprintf(fid, "%, %, %, %, %, ', speed, |eaderDRErrorDir,
followerDRErrorDir, LVDRErrorRate, FVDRErrorRate);

fprintf(fid, "%, %, %, %, %, ', |eaderHeading, consRangeDel ay,
preCorrecti onDRTi ne, TPTransitTi me, Nun{fTPs);

fprintf(fid, "%, %, ', PRangingError, naxRangingError);

i f(cal culati onMethod == 1)
fprintf(fid, 'Sinple Calc');
el se
fprintf(fid, 'Long SCE Calc');
end
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for(k=1:10)
i f (k<=NumOf TPs)

fprintf(fid, ', 9%, %, %', testPoints(k,1), testPoints(k,?2),
t est Poi nts(k, 3));
el se
fprintf(fid, ', 0, 0, 0');
end
end
for(k=1:10)
i f (k<=Nunf TPs)
fprintf(fid, ', %', trueRangesErrors(k));
el se
fprintf(fid, ', 0);
end
end

fprintf(fid,', %, %, %, %\n', forcedError(1), forcedError(2),
forcedError(3), correctionCount);

% f running autonatic node (where error directions automatically

Yupdat ed, then include separation between each series of runs

if((autoErrorDir == 1) & (leaderDRErrorDir == 315 & followerDRErrorDir == 315))
fprintf(fid,"\n \n \n \n \n ');

end;

fclose(fid); %l ose the data file

K. CORRECTION FACTOR PERFORMANCE TRACK GENERATION
1 Overview
The code in this section generates a set of tracks for the LV and FV to
demonstrate the performance of the correction algorithm.

2. GenerateComparisionTracks.m

function [LVTrue, LVIntended, FVTrueUncorrected, FVTrueCorrected,

FVI nt endedUncorrected, FVIntendedAfterRel Cor] =

gener at eConpari si onTracks(LVDRErrorDir, LVHeadi ng, FVDRErrorDir,

LVLast TruePoi nt, LVLast | nt endedPoi nt, FVLast TruePoi nt, FVLast| nt endedPoi nt,
TPTransi tTime, follow ngD stance, travel Distance, correctionFactor)

% gener at eConpari sonTracks - generates a set of tracks to show the

% i mpact /i nmprovenent provided by the correction factor.

% Note that it is assumed that the DR errors are |inear.

% The resulting track has the follow ng characteristics

% 1) The LV drives on the heading entered into the GUJ for a distance of
travel D stance

% 2) The DR errors accunul ated before, during, and after the correction
procedure

% are included

% 3) The followi ng vehicle attenpts to follow the LV at a distance of
fol |l owi nghi stance

%

% Qut put s

% LVTrue - The LV's true position in the global frane including accumul ated DR
errors

% LVI ntended - The path the LV intended to follow excluding DR errors
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% FVTrueUncorrected - The true path (w DR errors) of the FV without
corrections

% FVTrueCorrected - The true path (WDR errors) of the FV after the correction
% factor was applied

% FVI nt endedUncorrected - the intended path (wWo DR errors) of the FV wi thout
% the correction factor

% FVI nt endedAfterRel Cor - the intended path (wWo DR errors) of the FV with

% the correction factor

headi ng = deg2rad(LVHeadi ng); %.V heading in rads

LVErr or Headi ng = deg2rad(LVHeadi ng + LVDRErrorDir);
%V DR Error Direction

FVEr r or Headi ng = deg2rad(LVHeadi ng + FVDRErrorDir);
%V DR Error Direction

LVErrorsAfter TPs = LVLast TruePoi nt - LVLast| nt endedPoi nt ;
%.V absolute error at the tine the last test point
%vas conpl et ed

FVErrorsAfter TPs = FVLast TruePoi nt - FVLast | nt endedPoi nt ;
%he FV's absolute error when the last test point
%vas conpl et ed

LVI nt ended = [LVLast | ntendedPoi nt; (LVLastlntendedPoint(1l) + (travel D stance *
cos(heading))), (LVLastlntendedPoint(2) + (travelDi stance * sin(heading))),
LVLast I nt endedPoi nt (3)];

%tart the track at the end of the last TP and add the next

Y%point to the list

LVTrue = [LVLast TruePoi nt; (LVLastTruePoint(1) + (travel Di stance *
cos(LVErrorHeading))), (LVLastTruePoint(2) + (travel Distance *
sin(LVErrorHeading))), LVLastTruePoint(3)];

% he true track for the LV including DR errors.

FVI nt endedUncorrected = [ (LVIntended(1,1) - (follow ngDi stance*cos(heading))),
(LVIntended(1,2) - (follow ngD stance*sin(heading))), FVLastlntendedPoint(3)]
FVI nt endedUncorrected = [ FVI nt endedUncorrected; LVIntended(2,1) -
(foll owi ngDi stance*cos(heading)), LVIntended(2,2) -
(foll ow ngDi stance*si n(headi ng)), FVLastl| ntendedPoint(3)];

% he FV intended (no DR errors) points based on the position of the LV

FVTrueUncorrected = [ FVI nt endedUncorrected(1,1) + FVErrorsAfterTPs(1),
FVI nt endedUncorrect ed(1, 2) +FVErrorsAfter TPs(2), FVIntendedUncorrected(1, 3)];
FVTrueUncorrected = [ FVTrueUncorrected; FVTrueUncorrected(1l) + (travel Di stance
* cos(FVErrorHeading)), FVIrueUncorrected(2) + (travel Di stance *
si n( FVError Headi ng) ), FVIntendedUncorrected(2, 3)];

%al cul ate the FV's true position by adding the accunul at ed

%R errors to the intended points

% The following lines are used to represent how the FV controller would use
% the correction factor.

% Basic idea is

% 1) Receive a position update fromthe LV

% 2) Add the correction factor to the position received fromthe LV

% 3) Calculate the desired position of the FV relative to the new corrected
LV position

143



correcti onFactorMat = [correctionFactor; correctionFactor]; % etup correction
mat ri x

LVI nt endedAft erRel Cor = LVIntended + correctionFactor Mt ; %orrect the
position received fromthe LV

FVI nt endedAft er Rel Cor = [(LVIntendedAfterRel Cor(1,1) -
(foll ow nghi stance*cos(heading))), (LVIntendedAfterRel Cor(1,2) -
(foll owi ngDi stance*si n(heading))), FVLastlntendedPoint(3)];
FVI nt endedAft er Rel Cor = [ FVI nt endedAfter Rel Cor; LVIntendedAfterRel Cor(2,1) -
(foll ow ngDi stance*cos(heading)), LVIntendedAfterRel Cor(2,2) -
(foll owi nghi stance*si n(headi ng)), FVLastl ntendedPoint(3)];
%\ot e: the above cal culation for FVIntendedAfterRel Cor is identical
% o the cal cul ati on of FVIntended except the corrected position of
% he LV is used

FVTrueCorrected = [FVIntendedAfterRel Cor(1,1) + FVErrorsAfterTPs(1),

FVI nt endedAft er Rel Cor (1, 2) +FVErrorsAfter TPs(2), FVLastl|ntendedPoint(3)];
FVTrueCorrected = [ FVTrueCorrected; FVIrueCorrected(1l) + (travel D stance *
cos(FVErrorHeadi ng)), FVTrueCorrected(2) + (travel Di stance *

si n( FVError Headi ng) ), FVLast | nt endedPoi nt(3)];

L. GRAPH GENERATION

1 Overview

The code in this section generates a series of plots showing the behavior of the
vehicles before and during the relative-navigation correction procedure, and plots the data

performance data calculated using generateComparisonTracks.m

2. GenerateSummaryTrackPlot.m

function generat eSunmaryTrackPl ot (LVI nt endedTr ack, LVTrueTrack,
FVI nt endedTrack, FVTrueTrack, figDi rectory)

%generates two plots showing the LV and FV tracks

%efore and during the correction.

gl obal fi gureNunber;
gl obal displ ayPl ots;
gl obal savePl ots;

figure

hol d on;

%l ot showing the LV and FV intended tracks

subplot(2,1,1);

pl ot (LVI nt endedTrack(:, 2), LVI ntendedTrack(:,1), 'r', FVIntendedTrack(:,2),
FVI nt endedTrack(:, 1), 'b");

set (findobj (gca,' Type','line'), 'LineWdth', 1.5);

| egend(' Leader', 'Follower', 2);

x| abel (' East Postion (m');

yl abel (* North Position (m"');

title('LV and FV Intended (W o DR Errors) Tracks Before and During the Data
Col | ection Process');

grid on;

%l ot showing the LV and FV true tracks
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subplot (2,1, 2);

pl ot (LVTrueTrack(:, 2), LVTrueTrack(:,1), 'r', FVTrueTrack(:, 2),
FVTrueTrack(:,1), 'b");

set (findobj (gca,' Type','line'), 'LineWdth', 1.5);

| egend(' Leader', 'Follower', 2);

x| abel (" East Postion (m');

yl abel (" North Position (m"');

title('LV and FV True (W DR Errors) Tracks Before and During the Data
Col | ection Process');

grid on;

Y%save the plots as both jpg and matlab fig files. Wen the GU
%s started the file nunbers/names start at 1. Figures are
%tored in %matlab_working_dir%data\% il eNane%
if(savePlots == 1)
figFileName = strcat(figDirectory, nun2str(figureNunber));
saveas(gcf,figFil eName, 'jpg');
saveas(gcf,figFileName, 'fig');
figureNunber = figureNunmber + 1;
end

i f(displayPlots ==0) % f plots should be hidden after the save
cl ose;

end;

hol d of f;

3. GenerateSummaryTPPlot.m

function generat eSunmmar yTPPI ot (LVI nt endedSt art TPs, LVI nt endedEndTPs,

LVI nt endedTrack, LVTrueStartTPs, LVTrueEndTPs, LVTrueTrack, FVIntendedStartTPs,
FVI nt endedEndTPs, FVI nt endedTrack, FVTrueStartTPs, FVTrueEndTPs, FVTrueTrack,
NumOF TPs, figDirectory)

%generates a series of plots showing the LV and FV

% racks during the correction process

gl obal figureNunber;
gl obal displ ayPl ots;
gl obal savePl ots;

figure;

%l ot showing the LV's true and intended test points

subplot(2,1,1);

hol d on;

pl ot (LVI nt endedTrack(2: (( Nunf TPs*2) +1), 2), LVI nt endedTr ack(2: (( NumOf TPs*2) +1) , 1
)

"r', FVIntendedTrack(2: (( NumOf TPs*2) +1), 2), FVI nt endedTr ack(2: (( NumOf TPs*2) +1), 1)
, 'b'", LVIntendedStart TPs(:,2), LVIntendedStartTPs(:,1),

'r0, LVI ntendedEndTPs(:, 2), LVI nt endedEndTPs(:, 1), ' rX , FVintendedStartTPs(:, 2),
FVI nt endedStart TPs(:, 1),

'b0 , FVI nt endedEndTPs(:, 2), FVI nt endedEndTPs(:, 1), "' bX );

set (findobj (gca,' Type','line'), 'LineWdth', 1.5);

| egend(' Leader', 'Follower', 2);

x| abel (' East Postion (m');

yl abel (* North Position (m"');

title('LV and FV Intended (W o DR Errors) Tracks During the Data Collection
Process');

% dd text to mark TP | ocations

for k=1: NumOf TPs
countStart = strcat(' S, nunRstr(k));
t ext (LVI nt endedSt art TPs(k, 2), LVIntendedStart TPs(k, 1), countStart);
text (FVI ntendedStart TPs(k, 2), FVIntendedStart TPs(k, 1), countStart);
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end
grid on;

%l ot showing the LV's true and intended test points

subplot (2,1, 2);

pI ot (LVTrueTrack(2: (( NumOf TPs*2) +1), 2), LVTrueTrack(2: (( Nunf TPs*2) +1), 1),
, FVTrueTrack(2: (( Nunmf TPs*2) +1), 2), FVTrueTrack(2: (( NumOf TPs*2) +1), 1),

LVTrueSt artTPs(:,2), LVTrueStartTPs(:,1),

'rQ, LVTrueEndTPs(: ,2), LVTrueEndTPs(:,1),'rX, FVIrueStartTPs(:, 2),

FVTrueStart TPs(:,1), 'bO, FVTrueEndTPs(:, 2), FVTrueEndTPs(:, 1), "' bX );

set (findobj (gca,' Type','line'), 'LineWdth', 1.5);

| egend(' Leader', 'Follower', 2);

x| abel (' East Postion (m"');

yl abel (* North Position (m"');

title('LV and FV True (W DR Errors) Tracks During the Data Coll ection

Process');

%dd text to mark TP | ocations
for k=1: NumOf TPs
countStart = strcat(' S, nunRstr(k));
text (LVTrueStart TPs(k, 2), LVTrueStartTPs(k, 1), countStart);
text (FVTrueStart TPs(k, 2), FVTrueStartTPs(k, 1), countStart);
end
grid on;

%ave the plots as both jpg and matlab fig files. Wen the GU
%s started the file nunbers/names start at 1. Figures are
%tored in %matlab_working_dir%data\% il eNane%
if(savePlots == 1)
figFileName = strcat(figDirectory, nun2str(figureNunber));
saveas(gcf,figFileName, 'jpg');
saveas(gcf,figFileName, 'fig');
figureNunber = figureNunmber + 1;
end

i f(displayPlots ==0) % f plots should be hidden after the save

cl ose;
end;
hol d of f;
4, GenerateSummar yResultsPlot.m

function generat eSummar yResul t sPl ot (LVTrue, LVIntended, FVTrueUncorrected,
FVTrueCorrected, FVIntendedUncorrected, FVIntendedAfterRel Cor, figDirectory)
%generates a series of plots showi ng the

% npact of the correction factor

gl obal fi gureNunber;
gl obal displ ayPl ots;
gl obal savePl ots;

% irst generate plots showing the relative positions before
%nd after the correction

figure;

hol d on;

%l ot showing the LV true and FV uncorrected tracks
subplot(2,1,1);

pl ot (LVTrue(:,2),LVTrue(:,1), 'r', FVIrueUncorrected(:, 2),
FVTrueUncorrected(:,1), 'b");

set (findobj (gca,' Type','line'), 'LineWdth', 1.5);

| egend(' LV True Pos', 'FV True w o Cor', 2);
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x| abel (" East Postion (m');

yl abel (* North Position (m");

title('LV and FV True Tracks Wthout Correction During Track Followi ng (FV 100m
Behind LV );

grid on;

%l ot showing the LV true and FV corrected tracks

subplot (2,1, 2);

pl ot (LVTrue(:,2),LVTrue(:,1), 'r', FVIrueCorrected(:,2), FVIrueCorrected(:,1),
‘b)),

set (findobj (gca,' Type','line'), 'LineWdth', 1.5);

| egend(' LV True Pos', 'FV True with Cor', 2);

x| abel (' East Postion (m');

yl abel (" North Position (m');

title('LV and FV True Tracks with Correction During Track Follow ng (FV 100m
Behind LV );

grid on;

Y%save the plots as both jpg and matlab fig files. Wen the GU
%s started the file nunbers/names start at 1. Figures are
%stored in %mtl ab_working_dir%data\% il eNane%
if(savePlots == 1)
figFileName = strcat(figDirectory, nunm2str(figureNunber));
saveas(gcf,figFileName, 'jpg');
saveas(gcf,figFileName, 'fig');
figureNunber = figureNunber + 1;
end

i f(displayPlots ==0) % f plots should be hidden after the save
cl ose;

end;
hol d of f;

M. MISCELLANOUS SUPPORT FUNCTIONS
1. Overview
This section provides the code for several miscellaneous functions, such as

converting degrees to radians, calculating ranges, etc.

2. Range.m

%r = the distance between pointA and pointB
% poi nt A, pointB - two 3-D points as [N, E D]. The distance
% bet ween these points will be returned

poi nt A(1) - poi nB(1)2) + ((po nA(2

r=sqrt(((
poi ntB(3))"2));
3. CalculateRanges.m
function [ranges, errors] = cal cul at eRanges(poi ntsl, points2, nunOfPoints,
PRangi ngError, maxRangi ngError)




% ranges - nunPoints x 1 matrix containing the ranges for

% each of the points contained in pointsl and points2

% i.e. range between pointsl(1,:) and points2(1,:)

% pointsl - one of two sets of 3-D points for which the range is

% to be calculated (typically nunOPoints x 3)

% poi nts2 - second of two sets of 3-D points for which the range is
% to be calculated (typically nunOPoints x 3)

% numCf Poi nts - the nunber of points contained in each of

% pointsl and points2.

ranges=[]; %tart w enpty matrix
errors = []; Ytart w enpty matrix
for (k=1: numOf Poi nt s)
ranges = [ranges; range(pointsl(k,:), points2(k,:))];
if(rand > (1-PRangi ngError)) %letermine if a error should be included
tenmpError = rand * nmaxRangi ngError;
i f (rand>0.5) % andom +/ -

ranges(k) = ranges(k) + tenpError;
errors = [errors;tenpError];
el se
ranges(k) = ranges(k) - tenpError;
errors = [errors; -tenmpError];
end
el se
errors = [errors; 0];
end
end

4. RotateRefFrame.m

nunber Of Poi nt s)

% rotateRef Frame - Rotates the reference frane for a set of points

% newPoi nts = nunberOf Points x 3 matrix containing the rotated points
% points are returned in a n-e-d fornat/order

% angle = then angle to rotate the points in degrees where Odegrees
% is north

% points = a nunberOfPoints x 3 matrix containing the points to be

% rotated. The order should be north, east, down.

% nunmber Of Poi nts = the nunmber of points contained in "points"

Q VAV vy

rot Angl e = deg2rad(angle); % he angle of rotation in rads

newPoi nt s=[]; %tart with an enpty matrix so can be used in | oop

f or (k=1: number O Poi nt s)

newPoi nts = [newPoi nts; points(k,1), points(k,2), points(k,3), 1];

Y%setup a matri x containing the test points to be used for rotation
end

nmul t Factor = [cos(rot Angle), sin(rotAngle),0,0;-sin(rotAngle), cos(rotAngle), O,
0; 0,0,1,0;0,0,0,1];
Y%setup the transformation matrix

newPoi nts = newPoints * nultFactor;
% otate the points

newPoi nts = newPoi nts(:, 1: 3);
% runcate the extra 1's in the right nost colum

148



5. Deg2rad.m

function rads = deg2rad(degs)

% deg2rad - Converts degrees to radi ans.
% for degs <0 and deg>=360.

% rads = the radian val ue of degs (between 0 and 2pi)
% degs = the value to be converted (in degrees).
rads = degs * (pi/180);
whi | e(rads>=(2*pi))
rads = rads - (2*pi);

end
whi | e(rads<0)

rads = rads + (2*pi);
end

6. Rad2deg.m

degs = rads * (180/pi);
whi | e(degs >= 360)

degs = degs - 360;
end;
whi | e(degs <0)
degs = degs + 360;
end;

7. Deter mineT PConfigFor Parallel.m

function configuration = determ neTPConfi gForParall el (testPoints)
% Det ermi nes the configuration of the test points in the

% event the user w shes to use the parallel correction

% et hod.

% Returns 1 if TP2 (origin for the correction frame) is NE of the
% target vehicle

% Returns 2 if TP2 (origin for the correction frame) is SE of the
% target vehicle

% Returns 3 if TP2 (origin for the correction frame) is NWof the
% target vehicle

% Returns 4 if TP2 (origin for the correction frame) is SWof the
% target vehicle

configuration = 0; %et with default of zero in case of failure

if(testPoints(1,2) >0 & testPoints(1,1) < testPoints(2,1))
configuration = 1; %P2 is NE of the TV
end

if(testPoints(1,2) >0 & testPoints(1,1) > testPoints(2,1))
configuration = 2; %P2 is SE of the LV
end
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if(testPoints(1,2) <0 &testPoints(1,1) < testPoints(2,1))
configuration = 3; %P2 is NWof the LV
end

if(testPoints(1,2) <0 & testPoints(1,1) > testPoints(2,1))

configuration = 4, %P2 is SWof the LV
end
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APPENDIX C. AUV WORKBENCH CODE

A. INTRODUCTION
This section contains selected portions of the AUV Workbench code that provide
details regarding the implementation of the follow-the-leader algorithm and the

maodifications completed to support the ssmulation of cooperative behaviors.

B. SAMPLE VRML FILE

1. Overview

This section provides an example VRML that is generated by the workbench and
rendered in the Xj3D browser window. ThisVRML file invokes the primary workbench
javaclasses and it accepts data from the executing Java code to manipul ate the position
and orientation of the vehiclesin the virtua world.

2. GeneralAUVMissionScenerio.wrl

#VRML V2.0 utf8
# X3D-to-VRML- 97 XSL transl ation autogenerated by X3dToVrm 97. xsl
# http://ww. web3D. or g/ TaskG oups/ x3d/ transl ati on/ X3dToVrm 97. xsl

# [X3D] VRWML V3.0 utf8

# [ head]

# [nmeta] filename: General AUYVM ssi onScenari o. x3d

# [meta] description: General Scene for AW M ssion Visualization Wrkbench
# [meta] author: Doug Horner

# [meta] created: 020203

# [meta] revised: 020203

# [meta] revised: 28JUNO3 changed vi ewpoints to resolve j3d error

# [meta] version: 0.1

# [meta] generator: X3D Edit,

http://ww. web3d. or g/ TaskG oups/ x3d/ t ransl ati on/ READMVE. X3D- Edi t. ht mi
# [ Scene]

Navi gati onl nfo {
type [ "EXAM NE' "ANY" ]

}

DEF d obal d ock Ti neSensor {
| oop TRUE

}

Background {

topUl [ "urn:web3d: medi a: t ext ur es/ panoramas/ ocean_3_t op.j pg"
"..lenvironnment/ocean_3_top.jpg"
"http://ww. web3d. or g/ Wr ki ngG oups/ medi a/ t ext ur es/ panor amas/ ocean_3_t op. j pg"
"http://ww. web3D. or g/ TaskG oups/ x3d/ transl ati on/ exanpl es/ Uni ver sal Medi aPanor am
as/ ocean_3_top.jpg"
"http://ww. web3dnedi a. coni Uni ver sal Medi a/t ext ur es/ panor amas/ ocean_3_t op. j pg"
"http://ww. of fi cetowers. conl Uni ver sal Medi a/ t ext ur es/ panor amas/ ocean_3_t op. j pg"
"http://geonetrek. com Uni ver sal Medi a/ t ext ur es/ panor amas/ ocean_3_t op. j pg"
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"http://ww. sc. ehu. es/ ccwganpa/ Uni ver sal Medi a/ t ext ur es/ panor anmas/ ocean_3_top.jp
"]

skyColor [ 0.4 0.4 0.1, 0.4 0.40.1, 00.10.3, 00.20.6, 0.80.80.8 ]

skyAngle [ 0.1, 0.15, 1.309, 1.571 ]

rightUrl [ "urn:web3d: nedi a: t ext ures/ panor anas/ ocean_3_ri ght.jpg"
"..lenvironment/ocean_3_right.jpg"
"http://ww. web3d. or g/ Wr ki ngGr oups/ nedi a/ t ext ur es/ panor amas/ ocean_3_ri ght.j pg"
"“http://ww. web3D. or g/ TaskG oups/ x3d/ transl ati on/ exanpl es/ Uni ver sal Medi aPanor am
as/ocean_3_right.jpg"
"http://ww. web3dnedi a. conf Uni ver sal Medi a/ t ext ur es/ panor amas/ ocean_3_ri ght.j pg"
"http://ww. of fi cet owers. com Uni versal Medi a/ t ext ur es/ panoranmas/ ocean_3 right.jp
g" "http://geometrek. com Uni ver sal Medi a/ t ext ur es/ panor amas/ ocean_3_right.j pg"
"http://ww. sc. ehu. es/ ccwganpa/ Uni ver sal Medi a/ t ext ur es/ panor anmas/ ocean_3_ri ght.

leftUl [ "urn:web3d: nmedi a: t ext ures/ panoranas/ ocean_3_ |l eft.jpg"
"..lenvironnment/ocean_3_left.jpg"
"http://ww. web3d. or g/ Wr ki ngGr oups/ medi a/ t ext ur es/ panor amas/ ocean_3_l eft.j pg"
"http://ww. web3D. or g/ TaskG oups/ x3d/ transl ati on/ exanpl es/ Uni ver sal Medi aPanor am
as/ocean_3_left.jpg"
"http://ww. web3dnedi a. conf Uni ver sal Medi a/ t ext ur es/ panor amas/ ocean_3_l eft.j pg"
"http://ww. of fi cet owers. com Uni versal Medi a/t ext ures/ panor amas/ ocean_3_l eft.jpg

"http://geonetrek. com Uni ver sal Medi a/ t ext ur es/ panor amas/ ocean_3_| eft.jpg"
"http://ww. sc. ehu. es/ ccwganpa/ Uni ver sal Medi a/ t ext ur es/ panor amas/ ocean_3_l eft .|
pg" 1

groundColor [ 000, 00.20.3, 00.2 0.5 00.30.8]

groundAngle [ 0.1, 1.309, 1.571 ]

frontUl [ "urn:web3d: nedi a: t extures/panoranmas/ocean_3_front.jpg"
"../lenvironnment/ocean_3 front.jpg"
"http://ww. web3d. or g/ Wor ki ngGr oups/ medi a/ t ext ur es/ panor amas/ ocean_3_front.j pg"
"http://ww. web3D. or g/ TaskG oups/ x3d/ transl ati on/ exanpl es/ Uni ver sal Medi aPanor am
as/ ocean_3_front.jpg"
"http://ww. web3dnedi a. conf Uni ver sal Medi a/ t ext ur es/ panor amas/ ocean_3 front. | pg"
"http://ww. of ficetowers. com Uni versal Medi a/t ext ures/ panoranmas/ ocean_3 _front.jp
g" "http://geometrek. com Uni versal Medi a/ t ext ur es/ panor anas/ ocean_3 _front.j pg"
"http://ww. sc. ehu. es/ ccwganpa/ Uni ver sal Medi a/ t ext ur es/ panor amas/ ocean_3_front.
ipg" 1

bottomUrl [ "urn:web3d: medi a: t ext ur es/ panor amas/ ocean_3_bottom j pg"
"../lenvironnment/ocean_3_bottom j pg"
"http://ww. web3d. or g/ Wor ki ngGr oups/ medi a/ t ext ur es/ panor amas/ ocean_3_bottom j pg

"http://ww. web3D. or g/ TaskG oups/ x3d/ transl ati on/ exanpl es/ Uni ver sal Medi aPanor am
as/ ocean_3_bottom j pg"

"http://ww. web3dnedi a. conf Uni ver sal Medi a/ t ext ur es/ panor amas/ ocean_3_bottom j pg

"http://ww. of fi cet owers. com Uni ver sal Medi a/ t ext ur es/ panor amas/ ocean_3_bottom j
pg" "http://geomnetrek. conl Uni ver sal Medi a/ t ext ur es/ panor anas/ ocean_3_bottom j pg"
"http://ww. sc. ehu. es/ ccwganpa/ Uni ver sal Medi a/ t ext ur es/ panor anas/ ocean_3_bott om
-ipg" ]
backUrl [ "urn:web3d: medi a: t ext ur es/ panor anas/ ocean_3_back. j pg"
"..lenvironment/ocean_3_back.jpg"
"http://ww. web3d. or g/ Wr ki ngGr oups/ nedi a/ t ext ur es/ panor amas/ ocean_3_back. j pg"
"http://ww. web3D. or g/ TaskG oups/ x3d/ transl ati on/ exanpl es/ Uni ver sal Medi aPanor am
as/ ocean_3_back. j pg"
"http://ww. web3dnedi a. conf Uni ver sal Medi a/ t ext ur es/ panor amas/ ocean_3_back. j pg"
"http://ww. of fi cet owers. com Uni ver sal Medi a/ t ext ur es/ panor amas/ ocean_3_back. j pg
"http://geometrek. com Uni ver sal Medi a/ t ext ur es/ panor anas/ ocean_3_back. j pg"
"http://ww. sc. ehu. es/ ccwganpa/ Uni ver sal Medi a/ t ext ur es/ panor amas/ ocean_3_back. j
pg” 1
}

G oup {
children [
Shape {

appear ance Appearance {
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material Material {
em ssiveColor 0 .5 1
}
}
geonetry | ndexedLi neSet {
coordlndex [ 0,1,2,3,4,5,6,7,8,9,10, 11,12, 13, 14, 15, 16, 17, 18, 19, 20 ]
coord Coordinate {
point [ 10 -5 10, 10 -5 210, 25 -5 210
25 -5 10, 40 -5 10, 40 -5 210
556 -5 210, 55 -5 10, 70 -5 10,
70 -5 210, 85 -5 210, 85 -5 10,
100 -5 10, 100 -5 210, 115 -5 210,
115 -5 10, 130 -5 10, 130 -5 210,
145 -5 210, 145 -5 10, -50 -5 10 ]
}
}
}
Vi ewpoi nt {
position 25 800 100
orientation 1 0 0 -1.57
description "800M above AW
}
Vi ewpoi nt {
posi tion 25 200 100
orientation 1 0 0 -1.57
description "200M above AW

}
]
DEF AriesTransform Transform {
children [
Inline {

url [ "../Vrm Files/vehicles/Aries/AriesPrototype.wl" ]

### H nt: For maxi numportability, append alternate "http://address" to
url=""../Vrm Files/vehicles/Aries/AriesPrototype.wl"'

Vi ewpoi nt {
position 1.0 100.0 0.0
orientation 1.0 0.0 0.0 -1.57
fieldOXView 1.1
description "100M above ARIES"

}

Vi ewpoi nt {
position 1.0 10.0 0.0
orientation 1.0 0.0 0.0 -1.57
fieldOXView 1.1
description "ARI ES Top View'

}

Vi ewpoi nt {
position 10.0 0.0
orientation 0.0 1.
fieldOXView 1.1
description "ARIES Front View'

}

Vi ewpoi nt {
position -15 10 O
orientation 1 0 0 -.85
description "ARI ES Aft | ooking forward"

}

0.0
0 0.0 1.57

]

DEF RemusTransform Transform {
children [
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Inline {
url [ "../Vrm Files/vehicles/Renus.wrl" ]

### H nt: For maxi mumportability, append alternate "http://address" to
url=""../Vrm Fi | es/vehi cl es/ Remus. wr| "'
Vi ewpoi nt {
position 1.0 100.0 0.0
orientation 1.0 0.0 0.0 -1.57
fieldOView 1.1
description "100M above REMJS'

<

ewpoi nt {
position 1.0 10.0 0.0
orientation 1.0 0.0 0
fieldOView 1.1
description "REMJS Top View'

Shv-‘

ewpoi nt {
position 10.0 0.0
orientation 0.0 1.
fieldOView 1.1
description "REMJS Front View'

0.0
0 0.0 1.57

Shv-‘

ewpoi nt {

position -15 10 O

orientation 1 0 0 -.85

description "REMJS Aft | ooking forward"

}
]

}

DEF ScenarioControllerScript Script {
event CQut SFVec3f RenusTransl ati on
event Qut SFRot ati on RenmusOrientation
event CQut SFVec3f AriesTransl ation
event Qut SFRotation AriesOrientation
eventln SFFI oat Ti meFr acti onChanged

nmust Eval uat e TRUE
di rect Qut put FALSE
url [ "AUVWRM.Controll er.class"

]

### Hont: For maxi mumportability, append alternate "http://address" to
url =""AUWRM.Control |l er.cl ass"'
ROUTE d obal O ock. fracti on_changed TO
ScenarioControl |l erScri pt. Ti neFracti onChanged
ROUTE Scenari oControl |l erScript.RemusTransl ati on TO
RermusTransform set _transl ation
ROUTE ScenarioControl | erScript. RemusOrientati on TO RenusTransform set _rotation
ROUTE Scenari oControl | erScript.AriesTranslation TO
AriesTransform set_transl ation
ROUTE Scenari oControl lerScript. AriesOientation TO AriesTransformset_rotation

C. JAVA /VRML INTERFACE

1 Overview

The code in this section isinvoked by the VRML file provided in the previous
section and it serves as the interface between the Java-based vehicle models and the
VRML virtua world.
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2. AUVVRML Controller.java

/*

* AUVWRM.Controller.java is a script node interface that updates the position
* and orientation of multiple AUVs in a VRWML scene. This class is based on

t he

* EntityController class originally devel oped by Ekrem Serin.

* Current Version Author: Dan Kucik

*

*/

import vrml . *;

import vrml . field. *;
import vrnl . node. *;
import java.util.*;

/**

* AUVWRM.Controller.java is a script node interface that updates the position
* and orientation of multiple AUVs in a VRWML. scene. This class is based on
t he

*

EntityController class devel oped by Ekrem Serin (nodified by Janes Harney).

* All vehicles are controlled froma single node (one instance of the
* AUVWRM.Controller class) so that all dyanm cs/behavior threads are created
* within a single instance. This approach was taken to allow for sinple
* vehicl e-to-vehicle comuni cations and for data collection reasons.
*
* @ut hor Ekrem Serin
* @ut hor Janmes Harney
* @ut hor Dan Kuci k
* @ersion 01AURI3
*
*/
public class AUVWRM.Control | er extends Scri pt
{

private SFFl oat fractionChanged = null;
/lused to trigger position/orientation updates in the scene.
//to contain the fraction_changed value of a TineSensor in the scene

private SFVec3f renusPosition = null;
//holds the position of the | ead AUV
private SFRotation renusOrientation = null;
/1holds the |leader's orientation
private SFVec3f ariesPosition = null;
/1 holds the position of the follow ng AUV
private SFRotation ariesOrientation = null;

//holds the follower's orientation

//varibles to hold position and orientation information obtained from
//the dynam cs nodels until a tine event occurs, which will then feed
//these values to the scene.

private float renusXPosition = 0;
private float renmusYPosition = O;
private float renusZPosition = O;
private float remusHeading = 0;

private float ariesXPosition = O;
private float ariesYPosition = O;
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private float ariesZPosition = O;
private float ariesHeading = 0;
publ i ¢ RemusDynami cs renusDynani cs;
//will point to an instance of the |eader's dynam cs cl ass

public Thread renusDynani csThread;
//thread used to execute the | eader's dynam cs cl ass

public AriesDynam cs ariesDynani cs;
//points to an instance of the dynam cs nodel for the follow ng vehicle

public Thread ari esDynam csThr ead;
//thread used for execution of the follower's dynam cs

publ i ¢ ReportGeneration reporting;
/lpointer to an instance of the ReportGeneration class used to generate
//and output status reports to a file.

public Thread reportingThread;
//thread for execution of the reporting code

fal se;
fal se;

private bool ean ari esUpdat eConpl ete
private bool ean renusUpdat eConpl et e
private int nunber O M ssedCycl es = O;
//flags used to ensure vehicles are updated at sane rate to prevent
/1"jittery" appearance.

/**

* Constructor does nothing since the class is envoked by the VRWM. scene
*/

public AUVWRM.Controller()

//do nothing
}

/**

* Initializes the handl es needed to access the scene, creates instances
* of the dynam cs nodels, and starts the threads to run the dynam cs
cl asses.

*

* @ar am none

* @eturn void

*/

public void initialize()

{
//get the handles for the VRML fields
fracti onChanged = (SFFl oat) getFi el d("Ti neFracti onChanged");
renmusPosition = (SFVec3f) getField("RenusTransl ation");
remusOrientation = (SFRotation)getField("RemusOrientation");
ariesPosition = (SFVec3f) getField("AriesTranslation");
ariesOrientation = (SFRotation)getField("AriesOrientation");

//get the initial position and orientation of the AUVs in the scene
remusXPosi ti on = renusPosition. get X();

renmusYPosition = rermusPosition.getY();

remusZPositi on = renusPosition. getZ();

renusHeadi ng = Of;

ariesXPosition = ariesPosition.getX();

ariesYPosition = ariesPosition.getY();

ariesZPosition = ariesPosition.getZ();

ari esHeadi ng = Of;
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renusDynani cs = new RermusDynami cs (this);
/lcreate an instace of the |leader's dynam cs cl ass

remusDynam csThread = new Thread (renusDynami cs);
//create a thread to run the | eader's dynanics cl ass

renmusDynami csThread. start ();
/lstart the | eader's dyanmi cs thread

//delay while Remus reads XM. files
bool ean setupDone = fal se;
whi | e(set upDone == fal se)
{ //would lock on enmpty |oop, so broke-up
set upDone = renusDynami cs. i sStartupConplete();
}

ari esDynanm cs = new AriesDynani cs(this);
/lcreate an instance of the dynamics for the follower vehicle

ari esDynam csThread = new Thread(ari esDynanics);
//create a thread for execution of the follower dynanics

ari esDynam csThread. start ();
/lstart the followers's dyanm cs thread

reporting = new Report Generation(renusDynani cs, ariesDynam cs);
/lcreate an instance of the report generation class which is used to
//output status reports to a file for post-processing

reportingThread = new Thread(reporting);
/[lrun reporting class in its own thread

reportingThread. start();
[/start the reporting dyannmics thread

}
/

*

Updates the position and orientation of both REMJS and AR ES. The
update is triggered by the global clock in the VRW scene.

* % * X *

@aram evt - the tineSensor event fromthe VRW scene
* @eturn void
*/

public void processEvent(vrm . Event evt)

i f((ariesUpdateConplete & renmusUpdat eConplete) || nunmber OF M ssedCycl es

{

renmusPosi tion. set Val ue(remusXPosi tion, remusYPosition,
remusZPosi tion);

remusCri ent ati on. set Val ue(0f, -1f, Of, renusHeadi ng);

ari esPosition.setVal ue(ari esXPosition, ariesYPosition,
ariesZPosition);

ariesOrientation. setValue(0f, -1f, Of, ariesHeading);

ari esUpdat eConpl ete = fal se;

r enusUpdat eConpl ete = fal se;

nunber O M ssedCycl es = 0;

>10)
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el se

nunber O M ssedCycl es++;

}
}

/**
* Updates the position and orientation for the AR ES AW
*
* @aram x - ARIES' x position (neters)
* @aram y - ARIES' y position (neters)
* @aram z - ARIES' z position (neters)
*

@aram heading - ARIES current heading (rads)

* @eturn void

*/
public void updateAries(float x, float y, float z, float heading)
{

ari esXPosition = x;
ariesYPosition = vy;
ariesZPosition = z;

ari esHeadi ng = headi ng;
ari esUpdat eConpl ete = true;

}
/**

* Updates the position and orientation for the REMUS AWV
*

* @aram x - REMJUS' x position (neters)

* @aram y - REMJUS' y position (neters)

* @aram z - REMJUS' z position (neters)

*

@aram heading - REMJS current heading (rads)

* @eturn void

*/
public void updateRenus(float x, float y, float z, float heading)
{
renmusXPosi tion = x;
renusYPosition = vy;
remusZPosition = z;
r enusHeadi ng = headi ng;
renusUpdat eConpl ete = true;

/**
* Call ed on shutdown
* Closes all open files and destroys the threads
*
/
public void shutdown()

{
System out . printl n("Shutdown called");
ari esDynam csThread. destroy();
remusDynam csThread. destroy();
Report Generation. quit();
reportingThread. destroy();

}

/**

* Gets the pointer to the REMJS dynam cs instance.

*

* @aranms - none
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* @eturn pointer to the REMJS dynami cs instance

*/
publ i ¢ RenmusDynami cs get Poi nt er ToRenus()
{
return renmusDynam cs;
}
/**

* Gets the pointer to ARIES dynanics instance.

*

* @arans - none
* @eturn pointer to the Aries dynami cs instance

*/
public AriesDynami cs get Poi nter ToAri es()
{
return ariesDynam cs;
}
/**

* Gets the pointer to report generation instance.

*

* @aranms - none
* @eturn pointer to the report generation instance
*/
publ i ¢ Report Generation get Poi nter ToReport Generation()
{

}

}//end AUWRM.Control |l er class

return reporting;

D. ARIES DYNAMICS AND IMPLEMENTATION OF “FOLLOW-THE-
LEADER”

1. Overview
This section contains the code defining ARIES' dynamics and the implementation

of the follow-the-leader algorithm.

2. AriesDynamics.java

i mport Janm. *;
import java.util.*;

i mport org.jdom *;

i mport org.jdom Docunent;

i mport org.jdom JDOVExcepti on;
import org.jdominput.*;

i mport org.jdom output. *;
import org.jdomtransform?*;

import java.io.*;
i mport java.net.*;
import java.util.*;

import vrml . *;

inmport vrm .field.*;
import vrm . node. *;
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import ml.navy.nps.dis.*;

/**
* AriesDynam cs.java
* The 6 DOF dyanmi cs nodel for the Aries AUV.

Version History

Code originally witten by Dave Marco in C

Converted over to Java by Doug Horner 1/26/02

Modi fied to inplement "follow the | eader” by Dan Kuci k 5/03-9/03

@ut hor Dave Marco

@ut hor Doug Hor ner

@ut hor Dan Kuci k

@ersion 02AURD3

/

public class AriesDynanics inplenments Runnable

{

E I I S I T

AUVWRM_Control | er execSc; /| Executor Script for the VRML scene
final double DEFAULT_SPEED = 1.543;

[/ The followi ng variables contain the data received fromthe LV via ACOWB
/1 These variables are intended for use by get NextWaypoint().

doubl e LVHeading = O; /1LV current heading

doubl e LVCourse = 0;

doubl e LVXPosi tion

doubl e LVYPosition

doubl e LVZPosi tion

doubl e LVSpeed = 0;
doubl e LVCurrent WPX
doubl e LVCurrent WPY
doubl e LVCurrent WPZ

TTINT
2O C

o n
eLee

doubl e LVNext WPX = O;
doubl e LVNext WPY = O;
doubl e LVNext WPZ = 0;

bool ean LVM ssi onOorri)I ete = fal se;
doubl e carrot = 8;
/1 di stance between LV and FV (m)

//the following vars are for controlling the |oiter behavior
bool ean currentlylLoitering = fal se;

doubl e loiterCenterX = 0;

doubl e loiterCenterY = O;

int |loiterPtCount = O;

bool ean LVWPReached = true;

i nt LVWaypoi nt Count = 0;

doubl e XWay = 0; /I waypoi nt currently being processed
doubl e YWay = 0;

doubl e PrevXWay = 0; //previously processed waypoi nt
doubl e PrevYWay = 0;

double X = 0; //current position of the vehicle
double Y =0

//start of dynam cs coefs
double |y 3.45; //kg/ m3
doubl e 1z 3. 45;

double L = 1.33; //length in neters
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double W= 299; //Wight in N

double g = 9.81; //Acceleration of gravity in ms”*2
double m= Wg; //Mass in kil ograns

double V = 1.543; //Max Speed in ms

double rho = 1030; //Density of Salt H20 in kg/ m3
double D = .191; //Max dianeter in neters

/1 State Mbdel Paraneters
double U = 1.543;
doubl e Boy = 299;

doubl e xg = O;

doubl e yg = 0;

doubl e zg = . 0196;
doubl e Nvdot = 1.93;
doubl e Nrdot = -4.88;
doubl e Yvdot = -35.5;
doubl e Yrdot = 1.93;
double Nv = -4.47;
double Nr = -6. 87;
doubl e Yv = -66. 6;
double Yr = 2.2;
doubl e Nd = -9.8857;
doubl e Yd = 14. 4571,
doubl e currentX, currentY, currentZ, heading; //floats for the

updateEntity nethod in EntityController.java

doubl e RadCurv;
doubl e SideSlip;
Matri x Xss;

/**

* Constructor for the ARIES dynam cs nodel
*
* @aram exS - Handle for the VRWML scene controller
*/
public AriesDynam cs( AUVWRM.Control | er exS)
{

execSc = exsS;
setuplnsert();

} //End of Contstuctor for AWV cl ass

public void run()

{
int tinmeToConpl et eRun = 1800;

bool ean Under seaNet wor kExi sts = fal se;

doubl e conp = m- Yvdot;
doubl e conpl =1z - Nrdot;
int maxTinme = 10000;

int maxCourseLegs = 100;

doubl e[][] vals = {{conp, -Yrdot, O}, {-Nvdot, compl, 0},{0, O, 1}};
Matrix MM = new Matrix(vals);

doubl e conmp2 = Yr - ntV;

doubl e[][] valsl = {{Yv, conp2, O0},{Nv, N, 0},{0O, 1, 0}};
Matri x AA = new Matrix(val sl);

doubl e[][] vals2 = {{Yd}, {Nd}, {0}};
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Matri x BB = new Matri x(val s2);
Systemout.println("The Matrix BB is ");
BB. print(3,3);

Matrix A = MMinverse().times(AA;
Systemout.println("The Matrix Ais ");
A print(3,3);

Matrix B = MMinverse().times(BB);
Systemout.println("The Matrix Bis ");
B. print(3,3);

doubl e[][] vals4 = {{0}, {0}, {1}};
Matrix C = new Matri x(val s4);

Matrix A2 = A getMatrix(0,1,0,1);
Systemout.println("The Matrix A2 is ");
A2.print(3,3);

Matrix B2 = B.getMatrix(0,1,0,0);

xss = A2.inverse().tinmes(B2);

Ei genval ueDeconposition E = A2.eig();
E. get V() ;

doubl e RadGy = StrictMath.sqrt(lz/(Wg)); //in meters
RadCurv = U/ (xss.get(0,0));

double Pi = StrictMath. Pl;
SideSlip = StrictMth. atan2(xss. get(0,0), U)*180/Pi ;

doubl e[][] valsb5 = {{.7690, -.6000, 0} };

Matrix k = new Matri x(val s5);
Systemout.println("The Matrix k is ");
k.print(3,3);

Matrix Ac = A.-mnus(B.times(k));
Systemout.println("The Matrix Ac is ");
Ac.print(3,3);

double dt = 0.125/2; //increnental tine changes

int tine = (int) (tineToConpleteRun * (1 / dt));
Systemout.println("Total Array Size is equal to " + tine);

doubl e[] t = new doubl e[tine];
for (int n =0; n<tine;, n++)
t[n] = n* .125/2;

doubl e DegRad
doubl e RadDeg

Pi / 180;
180/ Pi ;

//Set initial Conditions
int start = 10;

doubl e[] v = new double[tine]; /1 This used to be an array of
size maxTi me check to see why
v[0] = 0.0;

doubl e[] r = new doubl e[tine];
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r[0] = 0.0;
doubl e[] rRM = new doubl e[tine];
rRM 0] = 0.0;

doubl e[] psi = new doubl e[tine];

//This is the Initial Heading of the Vehicle
psi[0] = 50 * DegRad;

//Read in the track/course XM. files here
int Nunber Of Tracks = 7;
//This is the Initial Position of the Vehicle

doubl e SurfaceTinme = 0;
doubl e Surf Phase = 0;

doubl e rCom
double WR =
doubl e rabbi 9; //Represents the distance between ARIES and the rabbit
double a =
double b =

doubl e[][] xArray = new doubl e[ 3][ti ne];
Matrix x = new Matrix(xArray);

x.set(0, 1, v[O0]);

x.set(1, 1, r[0]);

x.set(2, 1, psi[0]);

doubl e Laml
doubl e Lan?

2.0;
1.0;

doubl e Et aFli ght Headi ng
doubl e Phi Fl i ght Headi ng

0.5; //Lowered this from 1.0 on ARl ES nodel
0.1; //Lowered this from.5 on ARIES nodel

//Bel ow for tanh

doubl e EtaCTE = 0.05; //Play with to fine tune
double EtaCTEM n = 1.0;

doubl e Phi CTE = 0. 2;

[/ Cal cul ating the segnent |engths between each waypoi nt
/1 The first leg is initialized outside the the for |oop
/1 because it is based on the initial starting point
int current W = 1;

doubl e[] tenpWP = get Next Waypoi nt (0, currentW,);

XWay = tenpWP[ 0] ;

YWay tempWe[ 1] ;
doubl e Xdist = StrictMath. pow( (XWay - PrevXvay), 2);
doubl e Ydist = StrictMth. powm (YWay - PrevYWay), 2);

doubl e segLen = StrictMath.sqrt(Xdist + Ydist);
doubl e psi Track = StrictMath. atan2(YWay - PrevYWay, XVay - PrevXVay);

int j =0; //Oiginally set to 1 in MATLAB but switched to 0 because
java arrays begin with 0 instead of 1

doubl e[] Sigma = new double[tine]; //Wiat is Sigma for?
doubl e[] Dept hCom = new doubl e[tinme]; //Depth Command vari abl e
doubl e[] dr = new double[tine]; //rudder commands at each tine step t
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checki

from -

doubl e[] drl = new double[tine]; //Iagged rudder;

dri[0] = 0.0;
DepthCon{0] = 5.0; //depth command in neters

doubl e WayPoi nt Vert Di st Com = 5. 0;
bool ean SurfaceTi nerActive = fal se;

doubl e[] XWayError new doubl e[tine];
doubl e[] YWayError new doubl e[tine];
doubl e[] psi Cont = new doubl e[ti nme];
doubl e[] psi Error CTE = new doubl e[ ti ne];
doubl e[] s = new doubl e[tine];

doubl e[][] xDotArray = new double[3][tinme];
Matri x xDot = new Matri x(xDot Array);

xDot . set (0, 1, 0);
xDot . set(1,1,0);
xDot . set (2, 1,0);

int sign = 0;
doubl e Rati o;

doubl e[] ss new doubl e[ ti ne];

doubl e[] dp new doubl e[ ti nme];

doubl e[] cte = new doubl e[tine];

doubl e[] LGOS = new doubl e[tine];

doubl e[] psi ComLOS = new doubl e[tine];

doubl e[] Si gmaFlight Headi ng = new doubl e[ tine];

doubl e[] psiErrorLOS = new doubl e[ti nme];

doubl e surfaceWait = 0O; //1"ve initialized to O w thout
ng - check!

bool ean surfaceTi ner Active = fal se;

doubl e cc;

bool ean mni ssi onExecuting = true;
doubl e[] posit = new doubl e[ 181];

int deg = -90; //Starting point for constructing an array
90 to 90 for OA

for (int i =0; i < 181; i++)
{
posit[i] = deg;
deg++;
}
doubl e new doubl e[ ti nme];

[] wi
doubl e[] w2 new doubl e[ ti nme];

int cntr = 0; //Tenporary variabl e for debuggi ng

whi | e('m ssi onExecuti ng)

/1 Begi nning of the CTE controller
for (int i =0; i <= (time - 1); i++) //Can abbreviate the for |oop

for testing purposes
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Dept hCon{i] = WayPoi nt Vert Di st Com

XWayError[i]
YWayError[i]

Xy - X
YWay - Y,

//Dewap psi to within +/- 2.0 * Pi
psiCont[i] = psi[i];

whil e(StrictMath. abs(psiCont[i]) > 2.0 * Pi)
psiCont[i] = psiCont[i] - signun(psiCont[i]) * 2.0 * Pi;
}
psi Error CTE[i] = psiCont[i] - psiTrack;
// Dewrap psi_error to within +/- pi;

while (StrictMath. abs(psiErrorCTE[i]) > Pi)
{
psi ErrorCTE[i] = psiErrorCTE[i] - signun(psiErrorCTEi]) * 2.0 *
Pi ;
}

doubl e Beta = 0.0;
doubl e cpsiE = StrictMath. cos(psi ErrorCTE[i] + Beta);
doubl e spsiE = StrictMath.sin(psiErrorCTE[i] + Beta);

s[i] = (XWayError[i] * (XWay - PrevXWay)) + (YWayError[i] * (Yway -
PrevYWay)) ;

/1l s is distance to go projected to track line(goes from 0-100%)
s[i] = s[i] / seglLen;
Ratio = (1.0 - s[i]/segLen) * 100;

/1 Radi al distance to go to next WAypoi nt
ss[i] = StrictMath.sqrt(StrictMth. pow( X\WayError[i],2) +
StrictMath. pow( YWayError[i],2));

dp[i] = StrictMath.atan2((YWay - PrevYWay) , (XWay - PrevXWay)) -
StrictMath. atan2( YWayError[i], XWayError[i]);

if(dp[i] > Pi)

dp[i] = dp[i] - 2.0 * Pi;

cte[i] = s[i]*StrictMath.sin(dp[i]);

if(StrictMmath. abs(psi ErrorCTE[i]) >= 0.0 * Pi/180.0) I ] s[i] <
0.0 ) used to read 40.0*Pi not 00.0*pi
{
/1 Use LGS Contr ol
LOS[i] = 1;
psi ConLOS[i] = StrictMath. atan2(YWayError[i] , XWayError[i]);

/1 Construct Bearing/Range to each obstacle

cc = 0;
bool ean i ncreaseWi ght = fal se;

psi ErrorLOS[i] = psiTrack - psiCont[i] -
StrictMath. atan2(cte[i], rabbit);
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if (StrictMvath.abs(psiErrorLOS[i]) > Pi)

{
psi ErrorLOS[i] = psiErrorLOS[i] - 2.0 * P *
psi ErrorLOS[i]/StrictMath. abs(psi ErrorLOS[i]);
}

Si gmaFl i ght Heading[i] = ((-.0442 * v[i]) * 0.0 + .5004 * (rCom -
r(i]) + .8647 * psiErrorLOS[i]);

doubl e u = SigmaFlightHeading[i] / PhiFlightHeading;

doubl e cal Tanh = (StrictMath.exp(u) - StrictMth.exp(-u)) /
(StrictMath. exp(u) + StrictMth. exp(-u));

dr[i] = (-k.get(0,0) * v[i]) * 0.0 -k.get(0,1) * r[i] -
Et aFl i ght Headi ng * cal Tanh;
}

el se

/1l Use CTE Controller
LOS[i] = 0;

if (cpsiE!= 0)
//Trap Div. by zero !

/1 SMC Sol n

Sigm[i] = U* rRMi] * cpsiE + Lanl * U* spsiE + Lan2 *
cte[i];

dr[i] = (2.0/(U* a* cpsiE)) * (-U* b* rRMi] * cpsiE +
StrictMath. pow(UrrRMi], 2) * spsiE

- Laml * U* rRMi] * cpsiE - Lan2 * U* spsiE - 2.0 *
Et aCTE * (Sigma[i]/PhiCTE));
}

el se
dr[i] =dr[i-1];
}//end of CTE Controller

/1 Surface Phase Logic (Ilndependent of LOS or CTE)
if (SurfPhase == 1) //Check on this assignment

{
if (surfaceTinerActive = fal se)
if (Ratio > 40.0)
{
[/Start a timer
surfaceTi mer Active = true;
Dept hCon{i] = 0.0;
surfaceWait = SurfaceTine + t[i];
}
}
}
if (surfaceTinerActive == true)

if (t[i] >= surfaceWiit)
surfaceTi nerActive = fal se;

Dept hCon{i] = WayPoi nt Vert Di st Com
Sur f Phase = 0;
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el se
DepthCon{i] = O;
}
}

if (StrictMath.abs(dr[i]) > rabbit * Pi/180 ) // change fromO0.4
dr[i] = rabbit * Pi/180 * signun(dr[i]); //simulates follow

the rabbit
}

dri[i] = 0.4 * signunm(drl[i]);
[linitialized the xDot Matrix outside the CTE for |oop

xDot.set(0, i + 1, (A get(0,0) * v[i] + A get(0,1) * r[i] +

B.get (0,0) * dr[i])); //Probably a nore el egant way of writing
xDot.set(1, i + 1, (A get(1,0) * v[i] + Aget(1,1) * r[i] +
B.get(1,0) * dr[i])); //this in Jama but it'll do for a start

xDot.set(2, i + 1, r[i]);
x.set (0, i+1, x.get(0,i) + dt * xDot.get(0, i));
x.set(1, i+1, x.get(1l,i) + dt * xDot.get(1, i));
x.set(2, i+l, x.get(2,i) + dt * xDot.get(2, i));

v[i+1l] = x.get(0, i+1);
r[i+1] = x.get(1, i+1);
psi[i+1] = x.get(2, i+1);
rRM i +1] = r[i+1];

/1 Wave Moti ons
double Uc = 0.0;
double Vc = 0.0;

/! Ki nematics

X=X+ (U + (U=*StrictMath.cos(psi[i]) - v[i] *
StrictMath.sin(psi[i]) )* dt;

Y=Y+ (Vc + (U*StrictMath.sin(psi[i]) - v[i] *
StrictMath.cos(psi[i]) )* dt;

//note these are in the VRM frane

current X = X;
currentY = DepthConii];
currentZ =Y;

headi ng = psi Cont[i];
int nodulus =i % 2;

if (nodulus == 0)

{

/1 Using the nodul us operator for base 16 so that if equal to zero

/lit reports to the EntityController the present position

/lintention is not to overwhel mthe visualization with increnental
posi tion updates

// nmod16 choosen because want once a second updates and this program
updat es positions

/116 tinmes per second (i.e. dt = .125/16)
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execSc. updateAries((float)currentX, (float)currenty,
(float)currentz, (float)heading);

//Setting thread to sleep for 62ns to sl ow down the execution of
t he processor

//So that updates to the AUV should approximate real tine

/162nms * 16 ~= 1000ns = 1 sec

try
{
Thr ead. sl eep(62);
}
cat ch(Exception e)

e.printStackTrace();
}

//Check to see if we are within the Watch_Radius or if we passed the wypt
/1 Change to next wypt if radial distance to go is less than rabbit

di st ance
/lor if we passed the wypt or if we are within the Watch_Radi us

if (StrictMath.sqrt(StrictMth. powm X\ayError[i], 2) +
StrictMth. pow( YWayError[i], 2)) <= WR || s[i] < 0.0 || ss[i] < rabbit)
{

System out . println("Waypoi nt reached");

Pr evXVay X\Vay;

Pr evY\Way YWay;

current WP++;

tempWP = get Next Waypoi nt (0, current WP);

XWay = tenpWP[ 0] ;

Yway = tenpWP[ 1];

WayPoi nt Vert Di st Com = t enpWP[ 2] ;

Xdi st = StrictMath. pom (XWay - PrevXWay), 2);
Ydi st = StrictMth. pom (YWay - PrevYWay), 2);

segLen = StrictMth.sqgrt(Xdist + Ydist);
psi Track = StrictMath. atan2(YWay - PrevYWay, XWay - PrevXVay);
if (LVM ssionConpl ete)

Systemout.println("AR ES M ssion Conpl eted");

m ssi onExecuting = fal se; // bool ean vari able for
termnating the infinite | oop
br eak;
}
el se
{
Systemout. println("AR ES nunberOf Track is equal to: " + j);
j ++;
}

}

dr[i+1] = dr[i];
cte[i + 1] = cte[i];
s[i+1] = s[i];
ss[i+1] = ss[i];

} //End of for loop
} //End of while | oop

168



} //End of run nethod

/**

* Col | apse nunmber down to +1 O or -1 depending on sign.

* Typically used in conpare routines to collapse a difference
* of two longs to an int.

*

* @aramdiff usually represents the difference of two | ong.
*

* @eturn signumof diff, +1, 0 or -1.

*

*/

private static int signun{double diff)
{

if (diff >0)

{

return 1;

}
if (diff <0)

{

return -1;
}
el se

return O;

} // end signum

/**
* Determines if the vehicle is currently processing its |ast waypoint.
*
* @aram none
* @eturn flag indicating if the vehicle is currently processing its |ast
* waypoi nt (true if |ast waypoint)
*/
publ i ¢ bool ean isLastWaypoi nt ()
{
return fal se;
}
/**

* Determines if the vehicle is done with the nission.

*

* @aram none

* @eturn flag indicating if the vehicle is done with the mission
*/

publ i ¢ bool ean isDone()

{
}

return LVM ssionConpl et e;

/**

* Get the AUWV' s current x position
*
* @ar am none

* @eturn AUV's x position (neters)
*

*/
publ i ¢ doubl e get Current XPosi tion()
{
return currentX;
}
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/**

* Get the AUV's current y position
*

* @ar am none

* @eturn AUWV' s y position (neters)

*

*/
publ i ¢ doubl e get Current YPosition()
{
return currentZ; //adjusting for VRML
}
/**

* Get the AW s current z position

*

* @ar am none

* @eturn AUV's z position (neters)
*

*

/
publ i ¢ doubl e get Current ZPosi ti on()
{
return currentY; //adjusting for VRWML
}
/**

* Get the AUV s current heading

*

* @ar am none

* @eturn AW s current heading (rads)
*

*

/
publ i ¢ doubl e get Current Headi ng()
{
return headi ng;
}
/**

* Gets the current position for the AW

*

* @ar am none

* @eturn Array containing the position Index 0=x, 1=y, 2=z
*/

publ i ¢ doubl e[] get CurrentPosition()

doubl e position[] = new doubl e[ 3];
position[0] = currentX;
position[1l] = current;
position[2] = currentZ;
return position;

}

/**

* Qutputs the leader's current position as a comm delimtted string
*

* @ar am none
* @eturn comm delimtted string containing the | eader's position

* inthe format x, vy, z
*/
public String getCurrentPositionAsString()
{
return currentX + "," + currentY + "," + currentZ
}
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/**

* Gets the x-coordinate for the current waypoint

*

* @aram none

* @eturn the x-coordinate for the waypont currently being processed
(meters)

*/

publ i ¢ doubl e get Current WPX()

{

return XWay;
}
/**

* Gets the y-coordinate for the current waypoi nt
*

* @aram none
* @eturn the y-coordinate for the waypont currently being processed

(meters)
*/
publ i ¢ doubl e get Current WPY()
{
return YWay;
}
/**

* Gets the z-coordinate for the current waypoint. Note that the current
* version of the dynam cs nodel does not include depth, but this nethod

* is included to facilitate upgrades.

*

* @aram none

* @eturn the z-coordinate for the waypont currently being processed
(meters)

*/

publ i ¢ doubl e get Current WPZ()

{

return O;

}

/**

* Gets the waypoint currently being processed, i.e. the vehicle is
currently

* transitting to this point
*
* @aram none
* @eturn array containing the current waypoi nt where index 0=X, 1=Y, 2=Z
*/
publ i ¢ doubl e[] get Current Waypoi nt ()
{
doubl e waypoi nt[] = new doubl e[ 3] ;
waypoi nt[0] = get Current WPX() ;
waypoi nt [ 1] get Current WPY() ;
waypoi nt [ 2] get Current WPZ() ;
return waypoint;

}
/**

* Gets the waypoint currently being processed as a comma delimted string
*

* @aram none

* @eturn string containing the current waypoint in the follow ng fornmat
* Waypoi nt X, Waypoint Y, Waypoint Z

*/
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public String getCurrentWaypoi nt AsString()
{

}

return getCurrent WPX() + "," + getCurrentWPY() + "," + getCurrent WPZ();

/**

* Gets the x-coordinate for the next waypoint to be processed

*

* @aram none

* @eturn the x-coordinate for the next waypoint to be processed (neters)
*/

publ i ¢ doubl e get Next WPX()

{

}

return O;

/**

* Gets the y-coordinate for the next waypoint to be processed
*
* @aram none
* @eturn the y-coordinate for the next waypoint to be processed (meters)
*/
publ i ¢ doubl e get Next WPY()
{

}

return O;

/**

* Gets the z-coordinate for the next waypoint to be processed

* Note that the current version of the dynam cs nodel ignores the z
conponent of waypoints, but this method is being included to facilitate
future upgrades.

@aram none

@eturn the z-coordinate for the next waypoint to be processed (neters)
/

publ i ¢ doubl e get Next WPZ()

{
}

*
*
*
*
*
*

return O;

/**

* Gets the x,y, and z for the next waypoint to be processed

*

* @aram none

* @eturn array containing the next waypoi nt where index 0=X, 1=Y, 2=Z
*/

publ i c doubl e[] get Next Waypoi nt ()

{
doubl e waypoi nt[] = new doubl e[ 3] ;
waypoi nt[ 0] = get Next WPX() ;
waypoi nt[ 1] = get Next WPY();
waypoi nt[ 2] = get Next WPZ() ;
return waypoint;

}

/**

* Gets the next waypoint to be processed (i.e. the waypoint that will be

* processed after the vehicle reaches the "current\Waypoint".
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/*

ECIEE I R

/

@aram none
@eturn string containing the next waypoint in the follow ng format

Waypoi nt X, Waypoint Y, Waypoint Z

public String get Next Waypoi nt AsString()

{

return get Next WPX() + "," + getNextWPY() + "," + get Next WPZ();

}

/**

* Gets the the current and next waypoint information in string fornat.

*

@ar am none

/

format current WP x, current WP y, next WP X, next WPy

*
* @eturn string containing the current and next waypoints in the
*
*

public String getWaypoi nt sAsString()

{

return get CurrentWaypoi nt AsString() + "," + getNextWaypoi nt AsString();

}

*

* Generates the waypoints for ARIES based on information received using

*

*
*
*
*
*
*
*

NOTE TO FUTURE DEVELCPERS - THIS IS THE FUNCTI ON TO MODI FY TO | MPLEMENT
NEW BEHAVI ORS.

@aram i = the current tine increnent (1/16 sec increnments)

@aram |

t he waypoi nt nunber (used for |oitering)

@eturn the next waypoint to be processed by ARIES

/

publ i c doubl e[] getNextWaypoint(int i, int j)

doubl e[] returnvalue = {0.0,0.0,0.0};

bool ean loiterFlag = fal se; //flag indictating when a loiter is needed
Communi cat i onsPacket LVData;//holds the LV data received via acoms
RermusDynamni cs renusHandl e = execSc. get Poi nt er ToRerus() ;

//the followi ng code is used to conplete the LV's track

//once the FV reaches the carrot, it will continue to reach the LV s true
way poi nt
i f (LWWPReached == fal se)
{
LVWPReached = true;
returnVal ue[ 0] = LVCurrent WPX;
returnVal ue[ 1] = LVCurrent WPY;
returnVal ue[2] = 5;
return returnVal ue;
}
i f (Comuni cati onsPacket . get DeadZoneFl ag() == fal se)
{ [//if not in a dead zone

execSc. get Poi nt er ToReport Generati on(). | eader MessageRecei ved() ;

LVDat a = renusHandl e. get RenmusUpdat e( LWypoi nt Count ++) ;
i f (LVDat a. get Waypoi nt Nunber () > LWwaypoi nt Count)
{ //if FVis nore than one WP behi nd

LWwaypoi nt Count = LVDat a. get Waypoi nt Nurmber () ;

LVDat a = renusHandl e. get RemusUpdat e( LVWaypoi nt Count ) ;
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LVSpeed = (doubl e) LVDat a. get Speed();

LVHeadi ng = (doubl e) LVDat a. get Headi ng() ;
LVM ssi onConpl ete = LVDat a. m ssi onConpl ete();
LVCour se = LVDat a. get Cour seToWP() ;

doubl e[] tenpPositionl nfo;

tenpPosi ti onl nfo = LVDat a. get Vehi cl ePosi tion();
LVXPosi tion = tenmpPositionlnfo[O0];

LVYPosi tion = tenpPositionlnfo[1l];

LVYPosi tion = tenmpPositionlnfo[2];

tenpPosi ti onl nfo = LVDat a. get Current Waypoi nt () ;
LVCur rent WPX = tenpPosi tionl nfo[0];
LVCurrent WPY = tenpPositionlnfo[1l];
LVCurrent WPZ = tenpPositionlnfo[2];

tenpPosi tionl nfo = LVDat a. get Next Waypoi nt () ;

LVNext WPX = t enpPosi tionlnfo[0];
LVNext WPY = tenpPositionlnfo[1];
LVNext WPZ = t enpPosi tionlnfo[2];

[/calculate the tine needed for the LV to reach the WP
doubl e LVXDi st = StrictMth. pow( (LVXPosi tion-LVCurrent WPX), 2) ;
doubl e LVYDi st = StrictMth. pow (LVYPosi tion-LVCurrent WPY), 2);

doubl e LVDi st TOWP = StrictMth.sqgrt(LVXDi st + LVYDist);
doubl e LVTi meToWP = LVDi st ToWP/ LVSpeed,;

doubl e carrotDirection = LVCourse + StrictMth. Pl;
//the direction of the carrot relative to the WP currently being
/l processed by the LV

returnVal ue[0] = LVCurrentWPX + carrot *
StrictMath.cos(carrotDirection);

returnVal ue[1] = LVCurrentWPY + carrot *
StrictMath.sin(carrotDirection);

returnVal ue[ 2] = LVCurrent WPZ;

doubl e FVXDi st = StrictMth. pow (get Current XPosition()-
returnVal ue[0]), 2);

doubl e FVYDi st
returnVal ue[1]), 2);

StrictMath. pow( (get Current YPosition()-

doubl e FVDi st TOWP = StrictMth.sqgrt(FVXDi st + FVYDist);
doubl e requiredSpeed = FVDi st ToWP/ LVTi meToWp;

if(j>1) //first wp after deploynent is a special case
set Speed(requi r edSpeed) ;

currentlylLoitering = fal se;

| oi terPt Count = O;

LVWWPReached = fal se;

i f (Comuni cati onsPacket . get DeadZoneFl ag() == true || loiterFlag == true)
{
execSc. get Poi nt er ToReport Generation().| eader MessagelLost () ;
if(currentlylLoitering == fal se)
{
currentlylLoitering = true;
loiterCenter X = X
loiterCenterY =Y;
| oi ter Pt Count = O;
set Speed( DEFAULT_SPEED) ;
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}
if(loiterPtCount == 0)

{
returnVal ue[ 0] = loiterCenterX;
returnVal ue[ 1] = |l oiterCenterY-10.0;
returnVal ue[2] = 5.0;

}

if(loiterPtCount == 1)

{
returnVal ue[ 0] = | oiterCenterX+10. 0;
returnValue[1l] = loiterCenterY;
returnVal ue[2] = 5.0;

}

if(loiterPtCount == 2)

{
returnVal ue[ 0] = loiterCenterX;
returnVal ue[ 1] = |l oiterCenterY+10. 0;
returnVal ue[ 2] = 5.0;

}

if(loiterPtCount == 3)

{
returnVal ue[ 0] = |l oiterCenterX- 10. 0;
returnValue[1l] = loiterCenterY;
returnVal ue[2] = 5.0;

}

loiterPtCount++; //inc |oiter waypoint count
i f(loiterPtCount>3)
| oi t er Pt Count = O;
}

returnVal ue[ 2] = 5;
return returnVal ue;

}
/**
* Sets ARIES' speed
*
* param newSpeed - new speed for ARIES in nfs
* return void
*/
public void set Speed(doubl e newSpeed)
{

final double maxSpeed
final doubl e m nSpeed

2,
1;

i f (newSpeed<mi nSpeed)

newSpeed = mi nSpeed;
Systemout.printIn("ERROR - An attenpt was nade to set ARIES' speed
bel ow nmin");

}

i f (newSpeed>maxSpeed)
{
newSpeed = maxSpeed;
Systemout.printIn("ERROR - An attenpt was nmade to set ARIES' speed
above nmax");
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}

/**

}

V = newSpeed;

doubl e conp2 = Yr - ntV;

doubl e[][] valsl = {{Yv, conp2, 0},{Nv, N, 0},{0O, 1, 0}};
Matrix AA = new Matrix(val s1);

U = newSpeed;
RadCurv = U/ (xss.get(0,0));
SideSlip = StrictMth. atan2(xss. get(0,0),U) *180/StrictMath. Pl;

* setup the insert point for the vehicle

*/

public void setuplnsert()

{

/lcalculate insert point for the FV
RermusDynami cs renusHandl e = execSc. get Poi nt er ToRerus() ;

doubl e LVInsert X = renusHandl e. getlnsertPt X();
//get the insert x position for REMJS

doubl e LVInsertY = remnmusHandl e. getlnsertPtY();
/1get the insert y position for renus

//calculate the insert point for the LV including the carrot adjustnent
doubl e carrotDir = renusHandl e. get Course() + StrictMath. Pl;
//make sure carrot dir is between 0 and 2pi
while(carrotDir>= (2*StrictMath. Pl))
carrotDir -= (2*StrictMath. Pl);

double FVinsertX = LVinsertX + (carrot * StrictMath.cos(carrotbhir));
double FVinsertY = LVinsertY + (carrot * StrictMath.sin(carrotbDir));

PrevXWay = FVinsertX; //previously processed waypoint
PrevYWay = FVinsertY;

X = FVlnsert X; //current position of the vehicle
Y = FVinsertY,
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