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1 Introduction

MURI researchers at Caltech, with their colleagues at UCSB and UCLA, have made dramatic progress in creating a fundamental theory of uncertainty management in complex, multiscale systems, with a variety of applications from shear flow turbulence to networking protocols to global optimization. Military and commercial technological visions emphasize ubiquitous control, communications, and computing, with both biology and nanotechnology creating additional novel multiscale challenges. A rigorous, practical, and unified theoretical framework will be essential for this vision, but until this work, has proven stubbornly elusive. This research offers not only a theoretical research direction of unprecedented promise, but one that has already proven remarkably useful in a wide variety of practical applications.

The results of this research will not only provide a rigorous basis for designing future networks of networks involving ubiquitous control, communications and computing, but is also resolving many persistent mysteries at the foundations of physics. The major objective of this research is to develop an understanding of uncertainty management in complex systems. In addition to fundamental theory, our objective is to provide tools for modeling, tractable simulation, and control of complex systems, with an emphasis on uncertainty and robustness. Interestingly and importantly, the increase in robustness, productivity, and throughput created by the enormous internal complexity of the power grid, the Internet and other complex systems is accompanied by new hypersensitivities to perturbations the system was not designed to handle. This phenomenon is at the heart of power law statistics observed in failure events, with mostly small events but a “heavy tail” of large events. This “robust-yet-fragile” feature is characteristic of complex systems throughout engineering and biology.

Two of the great abstractions of the 20th century were the separation, in both theory and applications, of 1) controls, communications, and computing from each other, and 2) the systems level from its underlying physical substrate. This horizontal and vertical isolation of systems facilitated massively parallel, wildly successful, explosive growth in both mathematical theory and technology, but left many fundamental problems unresolved and a poor foundation for future systems of systems in which these elements must be integrated. The unifying theme in this work is the new concept of Highly Optimized Tolerance (HOT) that arises when deliberate robust design aims for a specific level of tolerance to uncertainty. The resulting “robust, yet fragile” features of HOT systems are high performance and high throughput, but potentially high sensitivities to design flaws and unanticipated or rare events. HOT provides a framework in which the previously fragmented mathematical tools of robust control, communications, computation, dynamical systems, and statistical physics are unified and brought to bear on a variety of applications. For example, congestion due to bursty Internet traffic can be traced to HOT design of web layouts and protocols, a generalization of source coding that suggests novel new protocol designs. This is leading not only to better control of networks, but should facilitate distributed control of dynamical systems using networks. Similar insights have been obtained in domains as diverse as biological signal transduction and gene regulation, forest ecology, cascading failures in power grids, and financial market volatility.

New theoretical tools are being developed and applied to study of problems as varied as gene regulation and signal transduction networks, web/internet traffic, power outages, forest fires and other large ecosystem phenomena, stock market volatility, distributed software, weather and climate forecasting. What is perhaps surprising is how the HOT framework developed in this MURI program is resolving many persistent mysteries at the foundations of physics where interconnected, multiscale systems issues arise. Promising examples with entirely new and novel theories include the ubiquity of power laws in natural and man-made systems, the nature of shear flow turbulence, the origin of dissipation and thermodynamic irreversibility, and the quantum/classical transition and quantum measurement. What these problems have in common is the “robust, yet fragile” character of their connection of microscopic to macroscopic phenomena. New tools allow for the systematic creation of robust mesoscopic models which promise new and more rigorous interpretations of classic physical observations in fluid, statistical, and quantum mechanics.

The most well developed HOT system in physics is a fundamentally new view of turbulence in the highly sheared flows that results from design for drag minimization. A key result is that the Navier-Stokes equation with external forcing exhibits radically different structure from the unforced equation. In particular, slight perturbations to the laminar solution are amplified by the fluid dynamics, and this perturbation energy grows as the cube of the Reynolds number. This suggests that one of the factors in transition is the transfer of energy from the mean flow to the eddy fields with fine-scale perturbations amplified to create large-scale vortical structures. Robustness analysis and model reduction can thus be used to analyze the flows and simplify computation, giving for the first time a global theoretical view of coherent structures in shear flow turbulence.

This view of turbulence is being connected with the development of a new class of subgrid scale models that uses a methodology combining volume-preserving diffeomorphism group techniques, asymptotic expan-
sions of stochastic processes, and averaging of the variational principle. The resulting models, the Lagrangian averaged Navier-Stokes equations (LANS), have a natural closure, and provide novel numerical algorithms that remove energy content from the small subgrid scales, while maintaining the crucial features of the large scale flow using dispersive rather than dissipative mechanisms. While this work is a very new and radically different view of turbulence, computational and analytical tools from it are already competitive with traditional methods with decades of research behind them. The future prospects for both computation and control of fluids is truly revolutionary.

Our lives are increasingly dominated by our interaction with a wide variety of networks, not only in DOD, but in the areas of transportation, energy, health, utilities, finance, politics, as well as voice, video, and data, which in turn also interact with our local and global environment. These currently disjoint networks will be increasingly integrated, using ubiquitous embedded computing, into a single convergent network of networks. This creates the opportunity for both unprecedented promise and risk. A lightning strike in another state can cause a power outage in LA, a hacker on another continent can deny web access, a single firm can trigger a global financial crisis, a software bug can cause a rocket, airplane, or automobile to crash. Because the associated networks remain fairly isolated from each other, such events can have huge, but still limited impact. This will change. The future of biology also has many parallels with the future of complex engineering systems. Emphasis is shifting from components and molecules to the study of the vast networks that biological molecules create that regulate and control life.

We are developing a radically new theory of complex networks that unifies communications, controls, computation, and dynamical systems theory, and is motivated and applied to advanced networking scenarios. The current Internet protocols have been extraordinarily successful, but are unlikely to scale as networks evolve along several new challenging directions. The physical substrate will be far more heterogeneous and varying across time and space. Many emerging wireless sensor networks, and networks of embedded computing elements more generally, will operate over channels whose propagation characteristics and interference patterns are highly uncertain and varying. Moreover, because of their untethered and unattended nature, these systems will often have to operate in resource-constrained manners, most importantly conserving overall system energy use. As a result, these systems must be highly robust to environmental conditions from the most basic physical level (e.g., use of omnidirectional antennas, appropriate coding, low-power media access), all the way up to the network organization (e.g., multi-hop routing and coordinated data dissemination) and the application. This robustness will likely be achieved using protocols involving feedback, self-configuration, and adaptation, yet must be scalable and verifiable.

While novel human-computer interfaces will transform the way we interact with machines and even with each other via networks, even more applications will also involve devices such as sensors and actuators that interact with the physical environment, with requirements much less forgiving than human users. An extra dimension in this context comes from the problem of designing distributed real-time control to be implemented on networks, adding control over networks to the existing substantial challenge of robust control of the network flows themselves. Finally, networks of networks, where communications, computing, and control are deeply embedded in all of our networks, creates new challenges in both cooperative operation, and the containing of catastrophic, cascading failure events. Indeed, perhaps one of our greatest national security threats will be the increasing vulnerability of our critical infrastructure to both cascading failure and deliberate attack.

Networks of all types need robust, scalable, and verifiable protocol designs, but even the near-term proposals for convergent networks severely strain all the existing theories. A foundation for a unified theory of complex networks does exist in a fragmented way in the mainstream theories of communications, controls, computer science, dynamical systems, and statistical physics. Despite much discussion and popularization of various "new sciences of complexity," there has until recently been limited success in bridging the substantial gaps between these areas. These theoretical disciplines have been remarkably successful in their independent research programs and their separate applications, but systematic treatment of advanced networks will require much more, and we are optimistic that the time is right for success.

The distinguishing features of our activities are our focus on sensing and actuating the physical world using embedded computing and networking, and particularly our emphasis on robustness, scalability, and verifiability. Through design or evolution, complex systems in both engineering and biology develop highly structured, elaborate internal configurations, with layers of feedback and signaling. This makes them robust to the uncertainties in their environment and components for which such complexity was selected, but also makes the resulting system potentially vulnerable to rare or unanticipated perturbations. Such fragility can lead to large cascading failures from tiny initiating events. We need and are developing a systematic and rigorous theory to manage this intrinsically "robust, yet fragile" character of complex networks, which severely complicates the challenge of connecting phenomena on widely different time and space scales, and in particular, exactly those phenomena most critical to understanding and preventing large cascading events.
A consequence is that “typical” behavior of complex systems is often quite simple, so that a naive view leads to simple models and (wrong) explanations of much phenomena. Only extreme circumstances not easily replicable in laboratory experiments or simulations reveal the role of the enormous internal complexity in biological and engineering systems.

It is becoming clear that “robust, yet fragile” is not an accident, but is the inevitable result of fundamental tradeoffs, and is the single most important common feature of complexity in technology and biology. As complex systems evolve, they typically follow a spiral of increasing complexity in order to suppress unwanted sensitivities or take advantage of some opportunity for increased productivity or throughput. However, each step towards increasing complexity is inevitably accompanied by new sensitivities, so that the spiral continues. The Internet, for example, is now beginning to undergo an acceleration of its complexity/robustness spiral, with the almost inevitable emergence of arcane and intransigent robustness problems.

2 HOT, turbulence, and multiscale physics

2.1 HOT systems

A fundamental new mechanism explaining the pervasive appearance of power-law statistics in event-sizes for complex system networks has been introduced and forms the basis of much of the research in this project. This mechanism is called Highly Optimized Tolerance (HOT), and it connects evolving structure and robustness with the power law statistics. HOT systems arise, e.g., in biology and engineering, where design and evolution create complex systems sharing common features, including (1) high efficiency, performance, and robustness to designed- for uncertainties, (2) hypersensitivity to design flaws and unanticipated perturbations, (3) nongeneric, specialized, structured configurations, and (4) power laws. An important difference between HOT systems and percolation systems studied in statistical physics is that only HOT systems display these properties in association with design and evolution.

These features arise as a consequence of optimizing a design objective in the presence of uncertainty and specified constraints. Unlike the well-known mechanisms of Self-Organized Criticality (SOC) or Edge-of-Chaos (EOC), where the external forces serve only to initiate events and the mechanism which gives rise to complexity is essentially self-contained, our new mechanism takes into account the fact that designs are developed and biological systems evolve in a manner which rewards successful strategies subject to a specific form of external stimulus. In our case uncertainty plays the pivotal role in generating a broad distribution of outcomes. We somewhat whimsically refer to our mechanism as Highly Optimized Tolerance (HOT), a terminology intended to describe systems that are designed for high performance in an uncertain environment.

Since the introduction of the theory of Highly Optimized Tolerance [16,17], it has been applied in a wide variety of fields, from the the world-wide web to an explanation of evolution and extinction of species. In [19], Carlson and Doyle introduced a family of robust design problems for complex systems in uncertain environments which were based on tradeoffs between resource allocations and losses. Optimized solutions yielded the “robust, yet fragile” features of Highly Optimized Tolerance (HOT) and exhibited power law tails in the distributions of events for all but the special case of Shannon coding for data compression. In addition to data compression, specific solutions were constructed for world wide web traffic (WWW) and forest fires with excellent agreement to measured data. A detailed study using a more sophisticated model for forest fires is reported in [29]. Additional details on Internet source and channel coding is given later.

Year 1999


Year 2000


Year 2002


2.2 Highly Optimized Transitions to Turbulence

Our work has produced a new approach to understanding transition to turbulence in boundary layer, channel, and pipe flows. Transition in these particular flow geometries is central to the technologically important problem of skin friction drag reduction, however, they have historically been the most difficult to model. We have made connections with modern Robust Control Theory, where analysis of uncertainty effects on stability has been heavily studied. Our work shows how this theory predicts the large perturbation energy growth observed in boundary layer flows, and the ubiquitous coherent structures of stream-wise vortices and streaks. The modeling of the effects of distributed wall roughness, long recognized as an important factor in transition, has been incorporated as a source of uncertainty in the system. This theory potentially provides low order models of the generation of turbulence in the viscous sub-layer in a turbulent boundary layer. The inter-connection of this model with averaged Euler and Navier-Stokes models in the outer layers is a focus of current investigations.

Our work has also focused on understanding the rich dynamics of the linearized Navier-Stokes equations in channel flows. Such distributed systems are capable of very rich behavior. We investigated the “impulse response” of the 3D linearized Navier-Stokes equations in order to understand part of its dynamics. We discovered that this response has many of the qualitative features of so-called Emmons turbulent spots that occur in boundary layers. These features include stream-wise elongated structures which alternate in the span-wise direction, the characteristic “arrow head” shape, the “cross contamination” phenomenon observed in Emmons spots where stream-wise vortices cause the generation of adjacent stream-wise vortices as the spot grows.

Our analysis has shown that the linearized Navier-Stokes equations in channel flows are a high fidelity model for the transition phenomenon. The use of system norms has also been shown to provide a quantitative measure of the tendency to transition to turbulence. These conclusions have significant implications for flow control. We have effectively been doing control oriented modeling, and have shown that system norms of the Linearized-Navier stokes equations are the appropriate quantities to be optimized in controller design. This is in sharp contrast to control efforts where the objective has been to stabilize Tollmien-Schlichting type instabilities. To further validate this model of transition we have modeled the generation of turbulence statistics by a stochastic version of the linearized Navier-Stokes equations. The resulting statistics showed qualitative agreement with turbulent channel Direct Numerical Simulations (DNS) data. We are currently pursuing refinements of this model to achieve quantitative agreement with DNS data. This work will provide the proper spatio-temporal weighting functions necessary for systematic turbulent drag reduction controller design.

Year 1999


Year 2000


Year 2001


K. Bobba, B. Bamieh, and J. Doyle, “Highly Optimized Transitions to Turbulence”, in preparation, draft included as appendix.
2.3 Turbulence Calculations for the LANS-α Equations.

The MURI grant supported the postdoc Kamran Mohseni of Marsden. Mohseni (who has since to Boulder, Colorado) also worked with Steve Shkoller (UC Davis) and his postdoc Kosovic (supported by an NSF KDI project) on turbulence calculations using the LANS-α (Lagrangian averaged Navier-Stokes) equations. The bottom line of this research was that the LANS-α equations are competitive with other LES (Large Eddy Simulation) models, yet provide a solid mathematical infrastructure for the modeling, including subgrid scale stress models. One of the goals of future work in this area is to connect these techniques with the methods of Banihe, Doyle and Bobba to produce a computationally tractable method for dealing with the transition to turbulence in the case of hot systems, like flow in a straight pipe. While this is proving to be a challenging problem, progress is being made.

Years 2000 and 2001 Two important papers that are published in conference proceedings are the following that systematically test LANS-α against direct numerical simulation and with LES for 3D flows in a periodic box for various cases of forced and decaying turbulence are:


A longer version of this work was begun under this project and has since been completed:


This work is continuing under the AFOSR contract F49620-02-1-0176 with Mohseni at Colorado.

2.4 Model Reduction

A central problem in multiscale physical and networking problems is to create simplified models while keep track of errors made in the approximations. We have made a number of important developments in this direction.

Year 1999 Lall, Marsden, and Glavaski introduced a new model reduction method for nonlinear control systems by constructing an approximately balanced realization. The method requires only standard matrix computations, and when it is applied to linear systems it results in the usual balanced truncation. For nonlinear systems, the method makes use of data from either simulation or experiment to identify the dynamics relevant to the input-output map of the system. An important feature of this approach is that the resulting reduced-order model is nonlinear, and has inputs and outputs suitable for control.


An appropriate notion of minimality for linear fractional transformation (LFT) representations of uncertain systems and certain classes of multidimensional systems has been defined. LFTs on structured sets provide a convenient and general framework for representing and manipulating models of not only uncertain and multidimensional systems, but have also more recently been used to represent linear time-varying systems and distributed parameter systems. The minimality results developed in our project are applicable to all of the aforementioned types of systems. In particular, we focus on theoretical issues concerning minimal realizations for LFT systems, and the relationship of such with both standard one-dimensional (1D) state-space realization theory and formal power series representations of nonlinear systems.


**Year 2000** In subsequent work, a complete generalization of the notions of minimality, controllability and observability for a class of multi-dimensional systems modeled by linear fractional transformations on structured operators is presented. Both an algebraic perspective and a geometric perspective are given. The algebraic results include necessary and sufficient linear matrix inequality conditions for reducibility, and the development of structured controllability and observability matrices. The geometric approach involves a decomposition of the system variable space into reachable and unobservable subspaces. Both approaches lead to equivalent Kalman-like decomposition structures for this class of systems.


The new nonlinear model reduction methods have been shown to be consistent with the Lagrangian structure of the system, and ensure that this underlying geometry is preserved by the reduction process. We have developed and tested computational examples of model reduction, for the specific case of three-dimensional elasticity.


Lall and outside collaborators have continued their development of methods and techniques for uncertainty analysis and control of nonlinear systems along trajectories, focusing on the time-varying nature of the associated linearizations. The major attraction of this approach is both analytical and computational, because LTV systems are substantially simpler than general nonlinear systems, and the resulting approach is extremely suitable for simulation-based design and analysis.


### 2.5 Variational Methods and Collision Algorithms.

Mechanical systems undergoing collisions remains one of the trickiest problems in multiscale computation, and we have made a number of important contributions. This MURI grant supported the postdoc Couro Kane and enabled Jerrold Marsden and Michael Ortiz to carry out this collaborative effort. It also supported important visits of Anna Pandolfi which was a key ingredient in the research.

**Year 1999** The first accomplishment was the development of an integration algorithm for collisions of solid bodies. This is a very sensitive (fragile, HOT) system and the work resulted in an algorithm that is robust for many large scale features of the solutions, even though individual trajectories are chaotic. The first publication was

We then sought a deeper understanding of the variational nature of the algorithm and began further development of the basic theory. One key paper that showed that adaptive time steps can lead to exact energy conservation is


**Year 2000** Subsequent work showed, remarkably, that these methods also work well for dissipative systems and the important result that the Newmark algorithm is variational was established.


**Year 2001** This insight was helpful in the creation of collision algorithms that incorporate friction:


The fundamental advances made in these collision algorithms are expected to be extremely useful in collisions in the control of robotic devices. One often, for example, is dealing with collisions in tooling machinery and other similar systems. This is one important ingredient (or layer) in a hierarchical modeling plan of Burdick and Marsden for the control of hybrid systems. That work is ongoing, but unfortunately, but not surprising, the required deep knowledge of the collision infrastructure and its computational implementation required substantial time to develop. The above infrastructure led to the PhD theses of West and Petcu which investigate these techniques in great detail in the variational framework. Many of the ideas have also been implemented in Caltech’s ASCI program through joint work of West and Cirak.

### 3 Relaxations, robustness and computation

There are inherent difficulties in the naive application of the existing theories to the challenging class of network problems we are interested in. Even very simple problems, belonging to the intersection of the traditional control, communications, and computing fields appear to be very hard, or even impossible, to treat using completely algorithmic procedures. Incompatible assumptions, such as the lack of real-time issues in Shannon theory (as opposed to its forefront position in control theory), make the unification of these fields a nontrivial endeavor. Fundamental structural difficulties, such as the undecidability and NP-hardness of even very simple formulations convincingly show the need for revolutionary approaches.

A general theory that explains the consequences and implications of the uncertainty both in the system description and its current state is sorely needed, and we have attempted to provide a solid foundation. The numerical algorithms and tools of conventional robustness analysis, while extremely successful in many practical applications, have been usually confined to a restricted class of problem setups.

It is very relevant, given the context of this MURI, to deeply explore the strong links between traditionally divergent areas such as robustness analysis and protocol verification. Even though these fields have been developed independently by different communities, there are enough conceptual similarities between them, to make possible a useful synthesis of the techniques. In both cases, the main conceptual objective is to guarantee that a clearly defined set of "bad behaviors" is empty. For example, in the case of robustness analysis of linear systems, that set can correspond to a particular combination of uncertain parameters producing an unstable closed-loop behavior, where the signal values diverge to infinity. In protocol verification, the bad behavior can be associated, for instance, to a deadlock condition.

From a theoretical computer science perspective, and under minimal assumptions, the problems above can be shown to belong to the computational complexity class known as co-NP. The reason is that, provided we can “guess” a solution (a non-deterministic procedure), it can be verified in polynomial time that bad behaviors do indeed occur. In other words, if the exact sequence of failures (or bad values of the parameters) is provided, it is straightforward to show that the performance specifications are actually violated.

Note, however, that a guarantee that the behavior of the system is the expected one, is equivalent to a proof that the set of bad behaviors is empty. In principle, there is no reason to expect these proofs to be short, i.e., polynomial time verifiable. It is a remarkable fact that in many cases, concise arguments about robustness (or correctness) can be provided. The consequences and implications of this are not fully understood, and part of our efforts will be directed towards this direction. In particular, the question becomes extremely interesting when we add design into the picture. How does theory help in the design of a protocol, in such a way that the verification proofs can be made simpler?
The asymmetry between the two complementary cases, namely proving correctness and explicitly showing failure modes, mirrors the underlying differences between the classes NP and co-NP. Conceptually different tools should be applied to the two aspects of the problem, since exhaustive methods are usually ruled out for efficiency reasons.

**Convex relaxations** In this regard, the systematic theory of convex relaxations for co-NP problems recently developed in Parrilo’s PhD thesis provides a useful natural framework. The theory deals with semialgebraic problems, i.e., those that can be defined with a finite number of polynomial equalities and inequalities, and naturally includes instances with discrete and/or continuous variables.


In this framework, a natural question to ask is: given a semialgebraic set \( S \), is it empty? It can be shown that (modulo some technicalities), the question is in co-NP: it is easy to provide (polynomial time) certificates that can prove that \( S \) is not empty, since for this it is enough to provide just one point in \( S \). However, if \( S \) is actually empty, this may be very hard to prove, as there might not exist an polynomially sized proof of this fact.

The exciting part is that the search for short proof certificates can be carried out in an algorithmic way. This is achieved by coupling efficient optimization methods and powerful theorems in semialgebraic geometry. For practical reasons, we are only be interested in the cases where we can find short proofs, i.e., those that can be verified in polynomial time. A priori, there are no guarantees that a given problem has a short proof. In fact, not all problems will have short proofs, since otherwise NP=co-NP (which is not very likely). However, in general we can find short proofs that provide useful information: for instance, in the case of minimization problems, this procedure provides lower bounds on the value of the optimal solution.

The central piece of the puzzle is the key role played by sums of squares decompositions. Sums of squares are an intrinsic element of real algebra, since even the definition of a (formally) real field depends on them. The fact that these decomposition can be computed using convex optimization techniques, is the critical element needed for the constructive application of results from semialgebraic geometry, and enables an automated search of the short proofs addled to earlier.

The principal numerical tool used in the search for certificates is semidefinite programming [85], a broad generalization of linear and convex quadratic optimization. Semidefinite programs, also known as Linear Matrix Inequalities (LMI) methods, are convex optimization problems, and correspond to the particular case of the convex set being the intersection of an affine family of matrices and the positive semidefinite cone. It is well known that semidefinite programs can be efficiently solved both theoretically and practically. In relation to this, we have developed a software package for solving sum of squares problems using semidefinite programming [74, 75].

The main advantage of this new approach is that it provides a nested hierarchy of polynomial time computable relaxations. Many standard results from robustness analysis and combinatorial optimization, for instance, can be recovered as special cases of this framework. Furthermore, the use of algebraic tools provides a strong connection with established techniques in other domains, such as coding theory.

The new relaxations have been applied to a variety of problems from robustness analysis (\( \mu \) bounds) and continuous and combinatorial optimization (MAX CUT). We have verified that the new methods provide improved bounds on the optimal solution of these difficult optimization questions. The new bounds are provably never worse than those of standard methods, and in many cases they are strictly better.

Applications of the new relaxations to problems in nonlinear control have also been pursued. Using these techniques, algorithmic synthesis of Lyapunov functions for proving stability, as well as robustness of nonlinear systems can be performed [71]. They have also been applied to analysis of switched and hybrid systems [76], yielding better results than previously known methods.

In the formulation of relaxations, such as the ones described here, for complex heterogeneous networks a natural difficulty that will need to be addressed is the numerical solution of large-scale convex optimization problems. Previous experience shows in this regard the enormous advantages of using special-purpose code that takes into account the problem structure. In this sense, the numerical expertise and previous related work of Vandenberghe [86, 36] will provide a solid foundation to build on.

Standard relaxation techniques have recently been applied to the analysis of stochastic networks via convex optimization [10, 17]. The goal here is to describe the region of achievable performance, based on the fact that the performance measures are moments of random variables with an unknown (or incompletely known) distribution. This corresponds to a convex relaxation of the region of achievable performance. Bounds on the performance measures can then be calculated efficiently via linear or semidefinite programming [11].
As mentioned earlier, there is a need for a better understanding, both at the theoretical and at the algorithmic level, of the procedures by which we formally guarantee satisfactory performance of a given system. One of our main motivations in this regard is the possible interrelationships between the control-theoretic notion of robustness and the theoretical computer science concept of short proofs. Effectively, the usual tools of robust control (Lyapunov functions, D-scales, etc.) can be exactly interpreted as witnesses or certificates that provide a concise proof that some property of the system (for instance, instability) holds. As suggested earlier, there are several hints that point towards a relationship between the minimum length of such a proof, and the robustness of the underlying property.

One of our current focuses is on the synthesis implications: how can we design systems and protocols that naturally include a (short) proof of correctness? In this direction, our recently derived TCP modifications provide a perfect example of the practical advantages of including a strong theoretical machinery as part of a design rationale, as opposed to relying purely on ad hoc schemes.

Year 2002


Year 2003


4 Networking

The spectacular success of the Internet is largely due to the simplicity and robustness of the IP protocol. IP has been remarkably robust, not only against link or node failures, but more importantly, against technological evolution beneath and above the IP layer. Transmission technologies have grown by six orders of magnitude, network size has scaled up by the same amount, and applications have diversified to include almost all communication services offered by all the other networks combined, in stark contrast to the evolution of the telephone network. The simplicity and robustness of the IP layer allows a wide range of transmission technologies and applications to co-exist, and to advance independently of one another. It encourages experimentation with individual protocol layers, and facilitates the incorporation of these innovations. This feature of the Internet is often referred to as the “hourglass,” where IP supports a wide variety of applications, and IP can in turn run on a wide variety of transmission technologies. In short, “everything on IP and IP on everything.”

While we are ultimately interested in both applications and transmission substrates that are in many ways far more challenging than the Internet, we have used the Internet as a point of reference in our research not only because of its familiarity, but also because many challenges to a rigorous theory of internetworking can be framed in terms of TCP/IP or conceivable extensions. While the TCP/IP protocol suite's design was based on the sound and now famous engineering principles of soft state and the end-to-end argument, and draws on control and communications theory, there is little theoretical support or explanation for the protocols as a whole. Even the presumably obvious observation that the robustness of IP is in great part due to its simplicity does not have any theoretical justification. Similarly, existing TCP congestion control has performed remarkably well as the network has scaled up several orders of magnitude in size, load, speed and scope, far beyond what can be justified by the classical control theory on which it was based. Only very recently has a rigorous theory of congestion control, described later, emerged that can fully treat the intrinsically asynchronous and distributed nature of TCP, and much work remains.

As successful as the TCP/IP hourglass has been, the continued evolution of applications, particularly those requiring low latency response, and the extension to more challenging transmission substrates, such as the ad hoc and wireless settings, will stress this protocol suite to the breaking point. The lack of a coherent theory means that, as expected, these challenges are being met with a tremendous variety of heuristics that seek robustness to new uncertainties with added complexity, potentially leading to new fragilities. It is the management of this critical and potentially catastrophic robustness/complexity/fragility spiral that our
emerging theory addresses. The observation of both the Internet and other complex networks in engineering and social systems strongly suggest that simplicity, robustness, and verifiability are strongly correlated in practice, and we are aiming to develop a comprehensive mathematical framework that shows that they are necessarily related in theory.

Of course, what we trying to create is nothing less than the foundation for an integrated communication, control, and computing theory of complex networks. (We will denote this, somewhat whimsically, by Grand Unified Theory (GUT).) Given the many decades of discussion and the many failed efforts, this may seem like an outrageously ambitious goal, but one we believe is achievable for two reasons. One is simply that we finally have the key mathematical tools and the right conceptual framework to turn grand visions and laudable goals into concrete results and practical protocol designs. The other is that we are for the first time creating complex networks that will simply collapse under the weight of their unwieldy protocols without a more coherent theory. In addition, biological systems integrate control, communications, and computing and build vast networks at the molecular level. Thus urgent technological and scientific need is providing unprecedented motivation at a time when the right mathematics is finally being developed.

We can begin to see the outlines of a new theory emerging when reviewing our recent results in extending coding theory to networks, in the duality theory of TCP, as well as in related work, not described here, in distributed control, in the use of percolation theory in wireless, and power control and multi-antennae techniques. The picture sharpens with the concept of Highly Optimized Tolerance (HOT) which combines ideas from controls, communications, dynamical systems, and statistical physics and begins to explain not only the ubiquity of fat tails in network traffic, but also the intrinsically “robust, yet fragile” character of complex networks in engineering and biology. Finally, our exciting new computational framework based on convex relaxations, provides a conceptual and computational foundation for a deeper understanding of many of the underlying common issues, such as robustness and verifiability.

From a coding theory perspective, a unified theory for complex networks requires that systems models must be generalized from primarily two-node systems, represented by a single-transmitter single-receiver pair, to multi-node networks. We also need to address the fact that, in addition to standard notions of information, data can have both value and connections with other data in time and space through geometry, such as in hyperlinked web layouts, and dynamics, such as in sensor measurements. On the channel side, issues of communications delay must be tackled to allow for the treatment of distributed computation and control problems, both of which involve delay sensitive traffic, as do many other network applications, including voice. Ad hoc and wireless networks have channels that are difficult to model, analyze, and control.

Network coding theory extensions are absolutely critical to future network protocols and GUT, but other central aspects that might seem related to source and channel coding problems in networks have received almost no theoretical treatment. For example, if the websites and clients browsing them are viewed collectively as a single aggregate “source,” then this source involves both feedback and geometry as users interactively navigate hyperlinked content. While coding theory is relevant to file compression, the geometric and dynamic feedback aspects are less familiar. Furthermore, the “channel” losses experienced by this source are primarily due to congestion caused by traffic generated by the source itself. This traffic has long range correlations and is bursty on many time scales [57, 73, 89], which in turn can be traced to fat-tailed file distributions in source traffic being streamed out on the net [90, 15, 15]. These discoveries have inspired recent but extensive research in the modeling of network traffic statistics, their relationship to network protocols and the (often huge) impact on network performance. Despite these efforts, the full implications of this research have yet to be understood or exploited, and only in the last year has there emerged a coherent coding and control theoretic treatment of the geometric and dynamic aspects of web and other application traffic.

The fat-tailed and self-similar source and channel traffic characteristics have largely frustrated theorists, because they violate standard assumptions in information and queueing theory. Our view is radically different. First, we believe that fat-tailed traffic must be embraced, because it is not an artifice of current applications and protocols, but is a permanent and essential feature of network traffic, including all advanced network scenarios. Furthermore, we think that not only can new theory be developed to handle fat-tailed traffic, but if properly exploited, fat-tailed traffic is also ideal for efficient and reliable transport over packet-switched networks. In the theory section we will sketch our new treatment of this problem, which builds on new results from robust control [72] and duality in optimization [60], all with a generalized coding perspective from the HOT framework [12, 13, 19, 95]. We show that web and Internet traffic can be viewed as a (perhaps very unfamiliar) joint source and channel coding problem which can be treated systematically as a global optimization problem that is implemented in a decentralized manner.

That fat-tailed, and in particular self-similar, statistics are ubiquitous in complex systems is not a new observation (e.g., see advocates of self-organized criticality, SOC [6]), nor is it one without controversy. HOT offers a radically different alternative perspective for the nature of complexity. The origin of both power
laws and “phase transitions” in complex networks are viewed as just two of the more obvious features of their intrinsic “robust, yet fragile” character: intrinsic, natural, and permanent features of not only Web traffic over TCP/IP but the statistics of complex systems in general, including power grids, ecosystems, and financial markets. Thus beyond web layout, HOT offers a remarkably rich conceptual framework for thinking about complex networks. HOT also shows how statistical physics can blend with robust control and information theory to give new perspectives on complex networks, but that the existing tools are inadequate to answer the questions that arise. For example, while the web layout problem can be described in terms familiar to physicists and information theorists, the obvious standard tools that would appear relevant such as Shannon coding and the renormalization group are of no use in solving the resulting design problem or in explaining observed data.

Complex networks, particularly those that are being proposed for future military and civilian communication and command and control infrastructures, have the potential to create both much more robust and reliable overall system performance, as well as extreme fragility to cascading failure events. We are nearing the point where we can almost literally “demo” anything we can imagine, and the dominant challenge becomes managing the gap between the idealized demo and the real world behavior in an uncertain environment. The intrinsically robust, yet fragile feature of complex networks is the single most critical issue to be dealt with in the engineering design of future networks. Recently, we introduced Highly Optimized Tolerance (HOT) to describe this most essential and common property of complex systems in biology, ecology, technology, and socio-economic systems. HOT offers a new and promising framework to study not only network problems, but also put networks in a bigger context. This will be important both with the convergence of existing communication and computing networks and their widely proposed role as a central component of vast enterprise and global networks of networks including transportation, energy, logistics, etc.

Our work addresses many complementary aspects of the multifaceted area of networked complex systems. Our comprehensive approach ranges from areas such as coding issues for networks and interactive computation, coordination for sensor networks, distributed control, to numerical simulation and optimization. We will describe the aspects of these problems that have been supported by this MURI.

Finally, we want to emphasize that issues such as robustness, scalability, verifiability and computability can (and should) be understood within a common framework. We believe that these different requirements are not only compatible, but can be combined together in a very natural fashion. Our technologies have inadequately emphasized these as separate issues, and the promise of a unified approach to simultaneously handle these critical aspects is of paramount importance. In this direction, the recent theory of systematic convex relaxations, described in section 3, provides a unifying language and a starting point from which many existing results from traditionally unrelated fields can be understood, combined, and extended.

4.1 Additional Motivating Applications

Although the analysis techniques developed in this research effort should be widely applicable to a range of networks, devices, and applications, in addition to the Internet applications, there are a few other selected applications which have provided motivation for our efforts. These are areas we expect to particularly focus on in the future.

**Ubiquitous, embedded computing and networking** This application, initially deployed in the office and home, but eventually literally “everywhere” is extremely heterogeneous in communications services, media, traffic types and quality requirements. Information must be blended from sensors (perhaps via broadcast along wireless networks), from cable TV hookups, from satellites, and from vehicles. There are heterogeneous media (wireless and wired) and different traffic types (voice, broadcast sensor data, control commands, etc.). The different media have very different performance characteristics (e.g., data rates, propagation properties, and geographic coverage). Likewise, the applications have very different service requirements: for example, sensor data can tolerate loss since it may be repeated periodically, while an alarm relayed via multicast voice is probably issued only once. In addition, voice has critical bandwidth and delay constraints. The issues associated with adding sensors to networks will have detailed discussion below.

**Tele-medicine** Remote diagnosis and treatment poses enormous challenges to current network technologies. Tele-medicine applications requiring anytime, anywhere, any-device connectivity to multimedia patient records and consultations between Emergency Room or field technicians and remotely available specialists. They can potentially generate massive file transfers associated with images and data in preparation for surgeries or consultations. At the same time, real-time voice and commands data require low latency. This suggests a natural decomposition, where the first type of traffic could be done in the background, and the latter, while small in total number of packets, has severe real-time constraints. We are collaborating with ongoing interdisciplinary projects at UCLA to develop an infrastructure for computerized medicine that will
support integrated access to distributed records as well as provide advanced computer-based services over a highly secure, mobile, and reliable network.

**Sensor networks** More than three decades of Moore’s Law has given us wide availability of sensing, computing, and wireless communication, and this has enabled the deployment in the imminent future of densely distributed sensor/actuator networks for a large variety of military, civilian, and scientific monitoring and control applications. The strict requirement for scalability, robustness and long-lived operation in such networks dictates that the sensor nodes must discover, synchronize, correlate, self-assemble, reconfigure, and adapt in unpredictable and changing environments, and the network as a whole must be self-healing and intelligent, almost like a living organism, even though intelligence is achieved not through global and centralized coordination but through local and distributed algorithms. These networks will emerge as some of the largest and most challenging distributed control systems ever deployed.

**Common features** In all these cases, increasing automation inevitably implies that enormous amounts of data will have to be transferred over the network to maintain consistent databases for business, personal, and medical applications, or for functional behavior-exchange of models in sensor networks. Two features are prominent.

First, all these applications produce traffics that can naturally be “coded” into elephants and mice, where the majority of the packets are due to bulk bandwidth-demanding transfers that are not particularly delay-sensitive, but most files are actually small but delay sensitive. For instance, the increasing use of sophisticated imaging and immersive visualization means that huge files must be transported, and the straightforward, but inefficient, way to do this is to just send every pixel as fast as possible. More sophisticated strategies include the creation of model-based representations and background preparation. Immersive visualization for situation awareness can be supplemented by local models of terrain and equipment so that imaging data could be coded into kinematical representations of objects, or perhaps even dynamical representations (how often you need to update the representation and location of objects depends on their individual dynamics and your sensitivity to errors in their representation). Situation awareness information then consists of frequent but small real-time updates interspersed with infrequent but bulk exchange of models. We will argue later that this is not only a feature of the current net traffic, but also likely to be a permanent and invariant property of most applications; moreover, this mix is particularly amenable to control that gives QoS “for free”.

Second, all these applications challenge greatly the current network technologies and are examples of a bigger trend that is pulling the network along various dimensions. Huge potential gains in performance, economic benefits, flexibility, and reliability are currently unrealized because of the lack of the corresponding theoretical developments. We are working to correct this.

### 4.2 Dimensions of Network Evolution

We identify four dimensions along which networks are currently evolving. Any one of these dimensions, by itself, challenges our ability to rely on this infrastructure in the absence of theory. Taken together, the prospect is far more daunting, and current theoretical tools cannot deal with even very simplified instances. These dimensions are not necessarily orthogonal; however, they emphasize different and important aspects of the problem. For each dimension, we illustrate the importance of its development and the difficulty it creates.

#### 4.2.1 Networks of Networks

The first dimension is the “networks of networks” phenomenon. Activities of enterprises increasingly involve multiple interacting networks: transportation of energy, materials and components, from power grids to supply chains, control of transportation assets, and so on down to the data network itself. The networks’ activities are correlated because they are invoked to support a common task. They are interdependent because the characteristics of one determines the inputs and/or constraints on another. They are becoming even more correlated and interdependent because in all contexts, the networks are shifting more and more of their control to be information intensive and data network based. This is driven by the desire to convert as much of every process into information because of its flexibility.

This phenomenon can be understood by the hourglass model of networks discussed earlier, on which a simple interface is defined by which a wide range of applications can share a common communication infrastructure over space and time. Enormous efficiency and flexibility gains appear to be realizable with this network of networks, highly interconnected scenario. There exist huge advantages, both technical and economical, in the convergence of redundant and complementary informational and material networks. This process has already started, and is only bound to deepen in the future.
However, there is a dark side. The networks of networks concept brings increasingly complex design processes, as well as vastly increased opportunities for cascading failures. It is now widely recognized that our nation's critical information infrastructure is a major vulnerability, both from intentional attacks and from the potential for large cascading events, not necessarily deliberate.

A key challenge is to understand and manage the complexity of component interactions, between control protocols both within a network and across networks of networks. Today, we find that the manufacturers and integrators who propose such large systems possess very powerful analytic and simulation tools to model, evaluate and optimize individual components in isolation. But, they often lack the capability to evaluate the entire system and the complexity of its interactions. Even within the same network, for instance, the choice of a MAC layer protocol (e.g., CSMA, TDMA, FAMA or IEEE802.11) may have repercussions at the application levels. These interactions cannot be easily identified in typical simulation/testbed experiments reported in the literature. The model reduction and multi-time scale techniques to be developed as part of this project will permit the analysis of such interaction across layers without incurring the computational overhead of a very detailed, all encompassing simulation model. Interplay between adaptive control loops operating at different levels and with different time-scales will help tune the control parameters. operation. These systems, as they grow more complex and sophisticated, become hypersensitive to small, unplanned disturbances (or malicious attacks) and are thus more susceptible to catastrophic failures. Cascading failure and power law models developed in this project will help design a system that is protected from such disasters. Finally, in the operational environment, multi-scale models can be used to predict performance and intervene with corrective actions.

To date the Internet and the networks of networks that are already in operation to support commerce have experienced enormous and continuous growth in computing and communication capacity. In this resource rich context failures are far fewer and are far less likely to generate further failure scenarios. As a result current networks are somewhat insulated from the dark side, although the vulnerabilities that are apparent illustrate the potential for greater problems. For example, the fragility of the current Internet is its dependence on end user trust, which creates huge vulnerabilities that have only been exploited in limited ways so far. However, this shows that there are tradeoffs, and the Internet is extreme in the simplicity of the problem solved, in some sense, and the way in which the hard parts were pushed to the edges.

4.2.2 Ad hoc and wireless

The need for wireless, mobile, ubiquitous access to the Internet will create very heterogeneous network environments in deployed DOD scenarios, as well as in industrial parks, campuses, hospitals, etc. For example, an individual will carry a wireless "bubble" that interconnects all the personal devices (e.g., cellphone, laptop, PAD, etc.). This bubble, implemented for example with Bluetooth, may then be interconnected dynamically with other bubbles to create ad hoc virtual networks. The personal bubble will also interact with a variety of sensors installed on walls providing continuous environment awareness (e.g., smart spaces). It will also connect to the wired Internet either via a wireless LAN link, or via UMTS or even via satellites. This type of network environment will require adaptive, rapidly reconfigurable protocols at all levels of the protocol stack. To this end, the individual cellular phone may be equipped with a “nomadic router” function which dynamically determines the best way to connect to the Internet, either via UMTS or via wireless LAN, or satellite etc. At the same time, proxy agents in the network will adjust the rate/quality of the information stream to the nomadic user depending on his/her network bandwidth connectivity.

Ad hoc wireless networks represent the most difficult communications channels where the propagation characteristics vary with time and space, where not only bandwidth is limiting but also power, where channel quality is subject to interference from the environment but also from other users, and where connectivity can be intermittent, neighbors have to be discovered and routing configured dynamically and asynchronously. It is an open problem just to model these phenomena, let alone understanding and optimization of their interactions. Yet, its ubiquitous use in critical applications such as telematics and transportation systems urgently demands progress in theoretical and engineering fronts.

4.2.3 Sensors and actuators

The third dimension involves the addition of sensor and actuators that couple the system elements to the physical world, and to physical (analog) properties. There are two intertwined issues: one is where the network itself has more "physicality" where energy, propagation of radio signals, etc come into play. These challenges are present in ad hoc wireless networks, but are exacerbated by the second factor where the generation and consumption of information are no longer humans, but processors that are much more unforgiving and inflexible.
Today’s Internet and the Web of computing resources is a virtual world that is largely insulated from messy analog behavior of the physical world. Most of the information on the web and travelling over the Internet is information generated by human beings through digital interfaces, passed around, manipulated (computation done), and retrieved by other human beings through digital displays. Human beings are extremely forgiving buffers between the Internet and the physical world. Many system designers have vastly underestimated what happens when you “close the loop” with a dynamical system other than human users. Moreover, traditional Internet/computing systems are designed explicitly to insulate higher level system behavior from lower level details that must ultimately interface to physical wires, fibers, or airwaves. Similarly, the other resources used by the system are presented in a relatively clean and plentiful manner; in particular, computation, storage, and energy.

With the proliferation of powerful yet inexpensive microsensors and actuators, and the ability to integrate these with on-board/chip computation and communication, we will see increasing instrumentation of our physical spaces to monitor and manipulate the environment. In so doing the applications running over these networks will be increasingly driven and defined by the variability of physical world phenomena (be it temperature, chemical concentrations, or acoustics). These systems will be largely untethered for both communication and energy in order to match their topologies to variable and un-engineered environmental conditions. As a result both their communication substrate and energy sources will also be both resource scarce, and variable/unpredictable.

4.2.4 Distributed asynchronous control over networks

The move from human driven communication and computation to one in which programs interact over the network, and eventually complete control systems will be deployed using these networks as their communication substrate presents another daunting challenge. The Internet itself is being contemplated for use by control systems of this sort. When the impact of loss and variable and substantial delays are included in the control loops running over networks of networks, the problem already seems intractable by current theory, even in a bandwidth-rich optical communications network. The ad hoc wireless sensor networks are potentially very powerful control systems, but the design of a distributed asynchronous control system becomes even harder when we have to design the communications and computation infrastructure at the same time.

Finally, it is the combination of these three dimensions that is the really hard part of the problem, and it is this inevitable combination that make the problem so important. The challenges are unsurpassed, yet, we are encouraged by recent advances in several theoretical fronts to be discussed later.

4.3 HOT web layout and fat-tailed traffic

The current web/Internet traffic illustrates the limitations of both conventional communications and queueing theory. As discussed earlier, both the “source” and “channel” in a packet switched network have a number of features that have made it unattractive to theorists. The strongly fat-tailed, and nearly self-similar, characteristics of both LAN and WAN traffic is quite unlike the traditionally assumed Poisson traffic models. Real network traffic exhibits long-range dependence and high burstiness over a wide range of time scales. While most files (“mice”) have few packets, most packets are in large files (“elephants”). It has further been widely argued that the dominant source of this behavior is due to heavy-tailed Web and other application traffic being streamed out onto the network by TCP to create long-range correlations in packet rates. The applications naturally create bandwidth-hogging elephants and delay-sensitive mice, which coexist rather badly in the current Internet. Our new HOT theory of web layout and duality theory of flow control suggests that this is not only a permanent and ubiquitous feature of network applications (the bad news?), but also a mix of traffic that can coexist quite efficiently (the good news!), with proper protocol design.

To connect and contrast these ideas with the conventional viewpoint, suppose for concreteness that we are interested in a web site that would be used to browse, search and locate photographs or other images of interest from a large data base, such as might arise from satellite surveillance images. We’ll discuss other types of media later. Typically websites for such an application will create a variety of pages specifically to help the user navigate the website, and might include thumbnails of low resolution grouped by topics or features, if available.

Conventional rate distortion methods can be used to convert a single high resolution image into a sequence of lower resolution images that provide a tradeoff between compressed file size and distortion, and these can be hyperlinked from low to medium to high resolution, so that a user can progressively obtain higher resolution at the expense of larger file downloads. Suppose, then, that the lower quality reproductions are shrunk down to create smaller reproduction images, with image size a function of reproduction fidelity. So
the lowest reproduction accuracy images are represented as “thumbnails” with images of increasing fidelity having increasingly larger reproduction sizes up to the highest reproduction fidelity at the original image size. There are two reasons to do this. One is that a collection of small reproduction size thumbnails can be organized together on a single page and rapidly scanned by users to identify for which images they want higher resolution. This primarily navigational process can typically be done much more efficiently with fewer pages each with many small images than with a sequence of many pages with a few or one high resolution images. Secondly, the low resolution images require smaller compressed file sizes, and can be transmitted using less network resources. These two reasons are not unrelated, as they both involve channel bandwidth, one on the network to the user’s screen, and the other from the screen being scanned during navigation to the user’s decision as to which thumbnails to click on.

It is worth reviewing exactly what problem rate distortion theory addresses that is relevant to this problem. The general problem of optimally compressing files is well-known to be undecidable, and one of the brilliant insights of Shannon theory is to focus instead on a relaxed version of the problem, that is more computationally tractable. Effectively, in traditional compression theory the emphasis is shifted from the specific file to be compressed, to a stochastic ensemble of which the given file is just a typical element. Surprisingly enough, the latter problem turns out to be a lot easier than the former, and it can be argued that it is perhaps a better description. This will be a recurring theme for us: the same mechanism of replacing a given hard problem by a closely related one, but tractable, is at the heart of the convex relaxation procedures discussed later in this proposal. It is important to remark that in many specific cases, the solutions of the relaxed problems can be shown to be provably close to those of the original one.

Given this relaxation, the rate-distortion problem is then the problem of designing an algorithm or “code” for describing the data in a manner that will achieve the best possible tradeoff between the expected value of the rate (or per-symbol compressed description length) used to describe the data and the expected distortion achieved in the data reconstruction. That is, rate-distortion theory aims to find the shortest data description for a given desired reproduction fidelity or, equivalently, to minimize the expected reproduction fidelity subject to a constraint on the allowed file size. All expectations are taken with respect to the assumed underlying source distribution, and the distortion measure is assumed to be fixed and known at design time.

While this traditional rate-distortion relaxation has led to great advances in both theory and practical code design, it fails to address a number of issues critical to our vision of a unifying theory of communications, controls, and computing over networks. First, even within the traditional bounds of rate-distortion theory there remains an enormous tension between the theoretical optimization of the rate-distortion trade-off and the practically required trade-off between rate, distortion, and complexity. While the field of lossless source coding now contains examples of provably good low-complexity codes, the field of lossy source coding is populated by provably good codes and practical codes between which the relationship is still tenuous.

From the perspective of our desired unifying theory, the existing rate-distortion theory is limited not only by its own unanswered questions but also by the questions that it fails to address. For example, traditional source code design has required optimization for a single rate and distortion, with the requirement that a separate and independent code be designed for each rate and reproduction fidelity (or “resolution”) of interest. Recent advances by Effros et al. have begun the process of bringing together the theory and practice of multiresolution coding [28]. Multiresolution source codes yield a single embedded description that can be read at a variety of rates and therefore can be used to reproduce the data at a variety of reproduction fidelities. While multiresolution codes allow some of the flexibility required of network environments, where large numbers of users with varying bandwidth/computational capabilities and interest may access the same data file, they fail to address issues such as the geometry of in web layout and the topology of related web entries needed for a unifying theory. Finally, rate-distortion theory allows us to minimize distortion relative to a given distortion measure, but says nothing about what particular choice of measure should be made. This selection has clear practical implications in different applications such as distributed computing and control scenarios, or website design.

For the website design case, suppose we assume that the website topology is determined by the logical relationship between its component parts. For example, the various descriptions of a single image at different levels of resolution have a topological relation in the obvious way. Images may also have some prior grouping, perhaps by topics or overall features or origin. What is not given by the content alone is the desired geometry of the web layout, that is, essentially the specific locations of cuts in and hyperlinks between the images.

Just as in standard source coding, almost any direct formulation of geometry layout will be intractable, so we will similarly seek an ensemble approach that captures the essential issues. To that end we will assume that what is given is a collection of objects with their sizes and topological connection, and that any rate distortion coding has already been done. (Obviously, a research question of immediate interest is to do joint geometry and rate distortion coding.) We further assume that each object has some probability of
access across an ensemble of users. This would naturally arise as users would tend to view, for example, a much larger number of thumbnails than high resolution images, and there might be non-uniformity in the probability of accessing different images at the same resolution.

As a first cut, the assumed performance measure to be minimized through the website design is the average size of a downloaded file. This is motivated by the limitation on the bandwidth of both the network and the user, exactly as in standard source coding. In particular, it is highly desirable for the frequently accessed files that are primarily navigational to be small and download quickly (mice), as the users next action awaits this information, while the large files (elephants) that are the endpoint of the search process typically need large average bandwidth for timely delivery, but per packet latency will typically be less of an issue. The design degrees of freedom then are the grouping of the objects into files, or conversely the cutting of progressively coded images into files, and thus the sizes of files and the locations of hyperlinks. Finally, this minimization is subject to a constraint not only on the topology, but also on either the total number of files or on the total number, or average depth, or maximum depth of the hyperlinks. For most topologies, these latter constraints will be either exactly or roughly equivalent, and are motivated by the need for the website to be easily navigable by the user, and maintainable by the website's creator. This constraint is quite different from that in data compression, where the constraint on the code is that it be uniquely decodable, leading to Kraft's inequality.

The web layout problem so described has features similar to conventional source coding in aiming to minimize ensemble average bandwidth demand, but substantial differences in the constraints and design degrees of freedom. While these differences mean that the existing theories do not apply, we have already made substantial progress on this problem [19, 95], with two particularly striking results. First, we have been able to find a particular abstraction of the problem that includes both standard data compression and this new web layout problem as special cases. Secondly, the web layout problem produces heavy tailed, and typically power law, distributions of sizes both in files on a website and their access probabilities, consistent with empirical observations. This result is very robust to assumptions, and this framework helps make clear why web file lengths are heavy tailed while codeword lengths are exponentially distributed.

While we have for illustrative purposes described web layout of images, this framework should apply to other media and mixtures of media as well. Users searching for large text documents will typically browse a far larger number of reduced descriptions, such as titles and abstracts, than they will full documents. Video clips will have excerpts and still images, plus text descriptions for use in navigating to the ultimately desired large file downloads, and so on. Indeed, this process of multimedia design has little to do with the web per se, but should arise in almost any organization of information. Thus, for example, it has been widely observed that libraries and file systems also have heavy tailed distributions. Of course, existing website were not designed with this theory in mind, and individual websites are not likely to have optimal layouts. Since the traffic statistics are for aggregate flows, all that is required to explain the striking correspondence between theory and data is that the variations across websites between optimal and actual be uncorrelated. Furthermore, websites that deviate substantially from this prescription would likely be so obviously cumbersome and awkward to navigate that they either would be redesigned, or avoided, reducing their presence in the aggregate statistics.

One important insight to be gained from this research direction, even in its currently nascent state, is that the heavy tailed distributions characteristic of web traffic are likely to be an invariant of much of the future network traffic, regardless of the application. We expect that the current split of most traffic into elephants and mice will persist. Most files will be mice; these files make little aggregate bandwidth demand (due to their small size), but need low latency. Most of the packets come from elephants; these files demand high average bandwidth, but tolerate latency. Most human-oriented communication process that involve both active navigation and ultimately the transfer of large objects can naturally be “coded” this way. Even real-time, immersive virtual reality command and control systems and simulators are such that much of their traffic naturally codes into a combination of elephants containing configuration information and models together with mice that update the models in real time. Similarly, sensor and real-time control applications also naturally code into time-critical mice with measurement updates and actuator commands, against a background of elephants which update models of the dynamical environment and network characteristics. Of course, a coherent theory to make rigorous these informal observations is far from available, and the HOT web layout results are merely suggestive and encouraging. Nevertheless, we believe we have identified an important “invariant” of network traffic that must be treated.

While the empirical evidence for this current mix in web and other Internet traffic has received substantial attention recently, not only has no other theoretical work been done to explain it, but in fact the implications for congestion control have been largely ignored, except for the repeated assertions that these distributions break all the standard theories. (A minor exception is work by various theoreticians claiming that fat-tails in network traffic are due to critical phase transitions. Though it can be expected to get great attention
in the nonspecialist literature, this claim is demonstrably false, and can be ignored.) Fortunately, as we will show, this type of traffic creates an excellent blend when the network is properly controlled, and we have already made dramatic progress in just the last few months in exploring the profound implications of fat-tailed traffic for network quality of service (QoS) issues. Thus two critical properties of networks converge in a most serendipitous manner: heavy tails are both a ubiquitous and permanent feature of network traffic, and an ideal mix of traffic, if properly controlled.
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4.4 Control of networks

Successful exploitation of heavy-tailed traffic relies largely on proper congestion control. Even though end-to-end control is targeted towards elephants, it affects strongly the QoS experienced by mice. The goal is to effectively control the elephants to maximally utilize network bandwidth, in a way that leaves the network queues mostly empty. Then the mice that are delay sensitive suffer little queuing delay while elephants that value bandwidth share the network capacity in a way that can be optimally traded off. Provided that mice traffic is relatively small, which is a feature of heavy tailed traffic, they act like noise to elephant traffic. Hence a properly controlled TCP/IP network can provide QoS for free, when QoS means small delay for mice and high average bandwidth for elephants, together with a rational pricing strategy based on marking. Because this scheme keeps intact the soft state and end-to-end principles of TCP/IP, it is both simple and robust.

For this strategy to work, it is imperative that a rigorous theory be developed both to understand how the current protocols allocate bandwidth, its stability and robustness, and to guide the development of new protocols that are optimized for the mice-elephant setting. As we will discuss below, the current protocol, TCP Reno with DropTail routers, does exactly the wrong thing: it maximizes backlog, subjecting mice to large delay and loss.

Congestion control mechanisms in today’s Internet already represent one of the largest deployed artificial feedback systems; as the Internet continues to expand in size, diversity, and reach, playing an ever-increasing role in the integration of other networks, having a solid understanding of how this fundamental resource is controlled becomes ever more crucial. Given the scale and complexity of the network, however, and the heuristic, intricate nature of many deployed control mechanisms, until recently this problem appeared to be well beyond the reach of analytical modeling. A promising framework has recently been developed by Kelly [49, 50], Low [60, 59, 58], and others [51, 52, 53, 54, 55, 56] that puts TCP in an optimization framework that allows control theoretic analysis of performance, stability, and robustness. A key idea is Low’s duality approach [60, 58, 59], described below, which leads to a coherent framework to understand TCP flow control and active queue management (AQM) algorithms, suggests enhancements to existing Internet, raises new questions about dynamics and robustness of current protocols, and should naturally extend to more complex networks where new resources and constraints become an issue.

Two types of studies are of fundamental interest. First, it is important to characterize the equilibrium conditions that can be obtained from a given congestion control protocol from the point of view of fairness, efficiency in resource use, dependence on network parameters, etc. Second, we are interested in the stability of the equilibria, especially in the presence of feedback delay, and in performance metrics such as speed of convergence, capacity tracking, etc.

To this end, we associate with each network link a congestion measure, termed “price”, that is implicitly or explicitly updated by the link (AQM) based on local flow rate, backlog, or loss. Sources can observe only the aggregate link prices in their paths, and adjust their rates based on the aggregate prices. These prices represent different properties in different protocols, e.g., they are loss probabilities in DropTail, queue lengths in RED, and queuing delay in Vegas. The key idea in the duality model of flow control [60, 59, 58] is to interpret source rates as primal variables, prices as dual variables, and congestion control as a distributed primal-dual algorithm over the Internet to maximize aggregate source utility subject to capacity constraints of the resources. Different TCP/AQM protocols all solve the same prototypical constrained nonlinear program (primal problem), but they use different utility functions and implement different iterative rules to optimize
them. Indeed, any AQM that stabilizes the queues solves the dual problem; this is because stabilizing the queues drives the gradient of the dual problem to zero and, since the dual problem is convex, the prices are Lagrange multipliers that solve the dual problem. More interestingly, all the current TCP protocols can be regarded as approximate versions of the simplest type of algorithm, gradient projection algorithm, to solve the dual problem.

The duality model provides a natural framework to understand the equilibrium properties of the current protocols. Indeed, for the first time, it allows us to predict the equilibrium source rates, link loss probabilities and queue lengths in a multi-link multi-source network for the various TCP/AQM protocols. It implies that TCP Reno’s additive-increase-multiplicative-decrease (AIMD) algorithm equalizes source windows in equilibrium, and hence sources with larger delay receive smaller bandwidth, an “unfairness” widely observed empirically. Since loss probability is the Lagrange multiplier, it is determined solely by the network topology and the number of sources and their utility, independent of AQM. More importantly, increasing the buffer size does not change the equilibrium loss probability, and hence a larger backlog must be maintained in order to generate the same loss probability. In other words, increasing buffer size does not significantly reduce loss probability, but only increases average delay, an intriguing phenomenon that has been observed but not explained until recently. This delay and loss behavior is exactly opposite to the mice-phantom control strategy we seek. It motivates a new AQM that decouples price from performance measures such as equilibrium loss, queue length, or queueing delay, in order to achieve high utilization with low loss and delay in equilibrium [3, 4, 67].

Not only do we now have a fundamental understanding of the equilibria of the current protocols, we have very recently started to develop dynamic models to study the stability and robustness of these equilibria, which we now describe [61, 62].

It is well known that the current protocol, TCP/RED, can oscillate wildly and it is extremely hard to reduce the oscillation by tuning RED parameters. The AIMD strategy employed by TCP Reno and mice traffic that are not effectively controlled by TCP no doubt contribute to this oscillation. We have strong evidence, however, that these effects pale in comparison with protocol stability. It is whether the network is operating in stable or unstable regime that largely determines its dynamic property. Using a linearized model, we have obtained a stability condition that has a surprising implication: TCP/RED becomes unstable when delay increases, or more strikingly, when link capacity increases! This is because doubling link capacity roughly quadruples the control gain, as sources reduce their rates by twice the amount, with twice the frequency. This confirms the folklore that TCP performs poorly at large window size.

Our analysis also illustrates the role, and the difficulty, of AQM in stabilizing TCP by modulating the gain and shaping the frequency response. The gain introduced by TCP, in the case of single link identical sources, is proportional to the square of bandwidth-delay product. Such a high gain induces instability when delay or capacity is high, and makes compensation by AQM at links extremely difficult.

The equilibrium and dynamic properties of TCP/RED suggest that the current protocol is ill-suited for future networks where both delay and capacity can be large. We develop a new protocol in [70] using multivariable robust control theory, that maintains linear stability for arbitrary delay, capacity, topology and load. Moreover it achieves high utilization with low loss and delay in equilibrium. The key idea is to compensate for delay at sources by scaling down the gain on rates by their individual round trip times, and to compensate for loop gain introduced by capacity and routing by scaling down the control gain at links by their capacities and scaling it up at sources by their current rates. In other words, a source reacts more slowly if its round trip delay is large or if its rate is small; a link updates its price more slowly if it has a larger capacity. Note that network delay is the only open-loop dynamics not under our control. It therefore should, and will, set the time-scale of the system response and hence scaling down with delay is the best we can do. The individualized scaling here has the appealing feature that sources with low round-trip times can respond quickly, and take advantage of available bandwidth, and it is only those sources whose fast response compromises stability (those with long delays) that must slow down.

While commercial TCP/IP per se will not be the primary focus of this program, our work on TCP/IP will be useful in a number of ways. Most of the issues we are raising with respect to control of networks are quite generic and arise in any packet-switched network. The theory we are developing will be more accessible if new concepts are discussed in familiar contexts. The current TCP/IP is relatively simple compared to what may be required for ad hoc and wireless network, or networks in which sensing, actuation, and control of dynamical systems is involved. It is dangerous to proceed in a completely ad hoc manner on more advanced protocol design without a framework that rigorously treats existing network problems and can provide guidance in more advanced settings. Indeed, we expect our commercial TCP theory to be largely completed in the next year, after which its role will be to assist in the continuing debate over protocol evolution. We are not requesting funding for this effort, but it will help provide a context for the research in this program.
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Appendix: Highly Optimized Transitions to Turbulence

Abstract

Understanding the dynamics of shear flow transition and turbulence has been a long standing problem in mathematical physics. Of particular interest for practical applications is high shear flow turbulence arising in the near wall region of highly streamlined bodies, since this is a source of drag around wings and other parts of vehicles and in pipes. This paper explores the relationship between streamlined shear flows and Highly Optimized Tolerance (HOT), which emphasizes certain features of complex systems: 1) highly structured, nongeneric, self-dissimilar internal configurations and 2) robust, yet fragile external behavior. In this paper we propose a HOT model of shear flow turbulence, where streamlining eliminates generic bifurcation cascade transitions that occur in bluff body flows, resulting in a flow which is robustly stable to arbitrary changes in Reynolds number but highly fragile in amplifying arbitrarily small perturbations. We present a particular solution to the perturbed full 3D Navier-Stokes equations that illustrate precisely these features and also produces flows that are similar to those as observed in experiments.

Introduction

Hydrodynamic stability theory (in both its linear and non-linear forms) provides excellent predictions of transition Reynolds numbers and scenarios for a variety of well studied flows such as Rayleigh-Benard convection and Taylor-Couette flow to name a few [19]. In the regime of fully developed turbulent flows, several turbulence models provide good predictions of the statistics of homogeneous isotropic turbulence.

On the other hand, predictions of hydrodynamic stability theory (in both its linear and nonlinear forms) for transition in wall bounded high shear flows are incompatible with results of experiments in which there is even small amounts of random disturbances or noise. Transition in high shear flows is extremely sensitive to background noise, however, hydrodynamic stability theory does not explicitly account for such uncertainty. Furthermore, studies of turbulent boundary layers have revealed their statistics to be fundamentally different from those of homogeneous isotropic turbulence, thus rendering Kolmogorov-like theories unapplicable in the case of high shear.

In this paper, we will advance the notion that transition in high shear flows should be viewed not only as a problem of instability, but rather as a problem of susceptibility (or receptivity) to uncertainties such as free stream turbulence, wall roughness and general uncertain body forces. In general flows, both instabilities and susceptibility play a role in transition, but in certain cases, one mechanism may play a more dominant role than the other.

To highlight the distinction between these two mechanisms, we consider in this paper what we believe is the extreme case of plane Couette flow. This flow does not appear to have any known linear or non-linear instabilities. We will consider a simplified model of the 3D Navier-Stokes equations in channel flow which we refer to as the two-dimensional/three-component (2D/3C) model. Our main results are that the 2D/3C model is globally stable above plane Couette flow for all Reynolds numbers $R$. Furthermore, we show that total perturbation energy growth scales like $R^3$, similar to linearized versions of this model.

These results motivate us to argue that transition and turbulence in Couette flow appears to be solely due to uncertainties such as apparatus noise or wall roughness rather than to dynamical instabilities. This indicates that any model of transition and turbulence in such flows must explicitly include external excitation. Similar to [37, 8], we show how a linearized version of this model gives qualitatively correct predictions of the ubiquitous streamwise vortices and streaks observed in boundary layer transition and turbulence.

The 2D/3C model captures the dynamics of streamwise constant perturbations of the three velocity components in a 3D channel. Our motivation for considering this model is partly due to numerous observations [31, 30, 34] that streamwise constant or elongated structures play a dominant role in boundary layer transition and turbulence.

Highly Optimized Tolerance (HOT) arises in general when deliberate robust design aims for a specific level of tolerance to uncertainty. The optimization in a pipe is based on maximum mass flow rate for a given pressure drop. An airfoil shape is designed to trade off maximum lift versus minimum drag within a range of speeds. Both designs can be thought of as moving from a generic state to a more structured HOT state. Randomly twisted and rough pipes and bluff bodies become smooth, straight pipes and airfoils. This streamlining eliminates bifurcation transitions caused by instability to uncertainty in initial conditions, allowing highly sheared flows to remain laminar to high Reynolds number. The resulting flows, however, become extremely sensitive to new perturbations which were previously irrelevant. These newly acquired sensitivities are huge amplifications of very small perturbations like wall roughness, vibrations and other disturbances and unmodeled dynamics. These "robust, yet fragile" features are characteristic of HOT systems, which universally have high performance and high throughput, but potentially extreme sensitivities to design flaws and unmodeled or rare perturbations. While HOT is motivated primarily by technological
and biological systems, it has already shed light on one persistent mystery in physics, namely the ubiquity of power laws ([11, 15]). In this paper, we aim to show HOT is relevant to shear flow turbulence as well.

**The 2D/3C model**

The Two Dimensional/Three Component (2D/3C) model represents the variation of all three velocity fields (as well as the pressure) in a two dimensional cross-sectional slice of a channel. It models the dynamics of stream-wise constant perturbations. To derive this model, we take the original NS equations and set all partial derivatives with respect to the stream-wise direction (x in our geometry) to zero. The NS equations then represent the dynamics of the flow fields $u, v, w$ and $p$ as functions of two spatial variables $(y, z)$

\[
\begin{align*}
\frac{\partial u}{\partial t} + v \frac{\partial u}{\partial y} + w \frac{\partial u}{\partial z} &= \frac{1}{R} \Delta u \\
\frac{\partial v}{\partial t} + v \frac{\partial v}{\partial y} + w \frac{\partial v}{\partial z} &= -\frac{\partial p}{\partial y} + \frac{1}{R} \Delta v \\
\frac{\partial w}{\partial t} + v \frac{\partial w}{\partial y} + w \frac{\partial w}{\partial z} &= -\frac{\partial p}{\partial z} + \frac{1}{R} \Delta w \\
\frac{\partial v}{\partial y} + \frac{\partial w}{\partial z} &= 0
\end{align*}
\]

where (1-3) are the momentum equations, $R$ is the Reynolds number, and (4) is the continuity equation. Note that all fields are functions of three variables, e.g. $u(y, z, t)$. We impose no-slip boundary conditions in a normalized Plane Couette flow geometry, that is

\[
\begin{align*}
u(\pm 1, z, t) &= 1, & u(-1, z, t) &= -1 \\
v(\pm 1, z, t) &= w(\pm 1, z, t) = 0,
\end{align*}
\]

meaning that the channel walls are at $y = \pm 1$, while the spanwise direction is infinite, i.e. $-\infty < z < \infty$.

For stability and dynamical analysis, it is convenient to recast these equations into the so-called evolution form, where the non-dynamical constraint (4) is automatically guaranteed. This is accomplished by defining a “cross-sectional” stream function $\psi$ that generates $v$ and $w$ by

\[
v := \frac{\partial \psi}{\partial z}, \quad w := -\frac{\partial \psi}{\partial y}.
\]

Equations (1-2) can now be rewritten as

\[
\begin{align*}
\frac{\partial u}{\partial t} &= -\frac{\partial \psi}{\partial z} \frac{\partial u}{\partial y} + \frac{\partial \psi}{\partial y} \frac{\partial u}{\partial z} + \frac{1}{R} \Delta u \\
\frac{\partial \Delta \psi}{\partial t} &= -\frac{\partial \psi}{\partial z} \frac{\partial \Delta \psi}{\partial y} + \frac{\partial \psi}{\partial y} \frac{\partial \Delta \psi}{\partial z} + \frac{1}{R} \Delta^2 \psi,
\end{align*}
\]

and (4) is automatically satisfied if $v$ and $w$ are computed from $\psi$ using (5). The boundary conditions become

\[
\begin{align*}
u(\pm 1, z, t) &= \frac{\partial \psi}{\partial z}(\pm 1, z, t) = 0, \\
u(\pm 1, z, t) &= \frac{\partial \psi}{\partial y}(\pm 1, z, t) = 0.
\end{align*}
\]

Equations (6-7), together with the boundary conditions (8) is our 2D/3C model whose properties we now investigate. We note that the second equation (7), which is independent of $u$, is exactly the equation for the stream function of a 2D fluid. The additional feature here (over a 2D fluid model) is equation (6) for the evolution of the third velocity component $u$. The stream function $\psi$ appears as a coefficient in this PDE, thus the dynamics of $\psi$ are coupled into the dynamics of $u$ but not visa versa.

Shortly, we will show that the 2D/3C model is globally stable for all values of the parameter $R$. To facilitate this, we perform a very convenient re-scaling of the equations to obtain a canonical form independent of $R$. Multiplying (6) by $R$ and (7) by $R^5$, and scaling time with $R^{-1}$ and $\psi$ with $R$ yields

\[
\begin{align*}
\frac{\partial u}{\partial r} &= -\frac{\partial \Psi}{\partial z} \frac{\partial u}{\partial y} + \frac{\partial \Psi}{\partial y} \frac{\partial u}{\partial z} + \Delta u, \\
\frac{\partial \Delta \psi}{\partial r} &= -\frac{\partial \Psi}{\partial z} \frac{\partial \Delta \psi}{\partial y} + \frac{\partial \Psi}{\partial y} \frac{\partial \Delta \psi}{\partial z} + \Delta^2 \Psi,
\end{align*}
\]

where $\Psi := R^2 \psi$. We will then examine the stability of the 2D/3C model for all values of $R$. The basic state is $u = 1$ and $u = -1$ for the upper and lower walls, respectively.
where \[ \tau := t/R, \quad \Psi := R\psi, \] (11)
and the boundary conditions on \( \Psi \) are the same as on \( \psi \).

We now show that the dynamical system (9-10) is globally (i.e. non-linearly) asymptotically stable about plane Couette flow. This will immediately imply that the dynamical system (6-7) is globally stable about Couette flow for all Reynolds numbers \( R \). We begin first with the \( \Psi \) equation (10), and define the kinetic energy of the fields \((v, w)\) in terms of the stream function \( \Psi \)

\[
E_{\Psi}(\tau) := \frac{1}{2} \int_{-\infty}^{\infty} \int_{-1}^{1} [u^2 + w^2] \, dy \, dz
= \frac{1}{2} \int_{-\infty}^{\infty} \int_{-1}^{1} \left[ \left( \frac{\partial \Psi}{\partial z} \right)^2 + \left( \frac{\partial \Psi}{\partial y} \right)^2 \right] \, dy \, dz.
\]

After some algebra is can be shown that this quadratic form is indeed a Lyapunov function for the system (10), i.e.

\[
\dot{E}_{\Psi}(\tau) = -\int \int \left[ (\Psi_{xx})^2 + 2(\Psi_{xy})^2 + (\Psi_{yy})^2 \right] \, dy \, dz < 0,
\]
(12)
and hence eqn (9) is globally asymptotically stable.

Now to show asymptotic stability of (10), we take into account the explicit one way coupling in the equations. Writing \( u =: U + \bar{u} \), where \( U = y \) is the plane Couette flow solution, equation (10) becomes

\[
\frac{\partial \bar{u}}{\partial \tau} = -\frac{\partial \Psi}{\partial z} \frac{\partial \bar{u}}{\partial y} + \frac{\partial \Psi}{\partial y} \frac{\partial \bar{u}}{\partial z} + \Delta \bar{u} - \frac{\partial U}{\partial y} \frac{\partial \Psi}{\partial z},
\] (13)

\[
0 = \bar{u}(y = \pm 1, z, \tau).
\] (14)

Now we define the kinetic energy of \( \bar{u} \)

\[
E_{\bar{u}}(\tau) := \frac{1}{2} \int_{-\infty}^{\infty} \int_{-1}^{1} \bar{u}^2 \, dy \, dz,
\]
(15)
and we compute after some algebra

\[
\dot{E}_{\bar{u}}(\tau) = -\int \int [\bar{u}_{xx}^2 + \bar{u}_{yy}^2 + \Psi_x \bar{u}] \, dy \, dz.
\] (16)

Stability is obvious if we note that \( E_{\bar{u}} \) has the same derivative had \( \bar{u} \) been governed by the equation

\[
\frac{\partial \bar{u}}{\partial \tau} = \Delta \bar{u} - \frac{\partial U}{\partial y} \frac{\partial \Psi}{\partial z},
\] (17)
which we note is the same as equation (13) without the first two terms. In this last equation, \( \Psi \) acts as an input to an asymptotically stable system\(^1\). Furthermore, the input \( \frac{\partial \Psi}{\partial z} \) has exponentially decaying energy. These two facts imply that \( \bar{u} \) in equation (17) decays asymptotically to zero. This in turn implies that \( \bar{u} \) in equation (13) decays asymptotically to zero.

The previous analysis implies that both \( E_{\Psi} \) and \( E_{\bar{u}} \) decay asymptotically to zero. \( E_{\Psi} \) decays monotonically to zero, but \( E_{\bar{u}} \) may increase in a transient manner before it asymptotically decays to zero. The final conclusion is that the total kinetic energy \( E_{\Psi} + E_{\bar{u}} \) of the deviation from plane Couette flow decays asymptotically to zero from any initial condition of (9-10). Note that \( E_{\Psi} + E_{\bar{u}} \) is not a Lyapunov function for this system since it does not decay monotonically.

The 2D/3C model with uncertainty

As the previous section has shown, the 2D/3C model is globally stable for all Reynolds numbers \( R \). Our purpose in this section is to illustrate how this model can still generate flow structures commonly observed in transition and boundary layer turbulence when looked at in the right way. In some sense, even though we have stability for all \( R \), the model’s behavior "deteriorates" with increasing \( R \), leading to the emergence of certain flow structures as resonant (though not normal) modes. More precisely, it turns out that with increasing \( R \), this system becomes increasingly sensitive in three ways:

\[^1\text{The system } \frac{\partial \bar{u}}{\partial \tau} = \Delta \bar{u} \text{ is the heat equation with Dirichlet boundary conditions, and is therefore exponentially stable.}\]
• **Sensitivity to initial conditions:** The trajectories corresponding to different initial conditions may be far apart. This is caused by large transient growth, and can occur without the presence of exponentially growing instabilities.

• Sensitivity to unmodeled dynamics: The dynamical properties of the system (such as stability) is very sensitive to small changes in system parameters, and/or unmodeled dynamical effects such as wall roughness and non-newtonian effects.

• Sensitivity to external excitation: “External” here means forces that are external to the exact NS equations. Random body forces from thermal fluctuations, free stream disturbances or roughness can be considered as external body force.

In principle, any given dynamical system may have fragility with respect to one of the above listed uncertainties but not the others. It appears that in the shear flow case, the system has fragility with respect to all three types of uncertainty, and one obtains qualitatively similar conclusions from any of the three scenarios. For ease of analysis we will briefly discuss fragility of the 2D/3C model with respect to external excitation and initial conditions.

First, we consider sensitivity to external excitations, and show that this sensitivity increases unboundedly with \( R \). This leads us to study input-output resonances (i.e. receptivity), which is most conveniently done for the linearized version of the model. This input-output analysis exhibits streamwise vortices and streaks as the most coherent modes under stochastic excitation.

One method of adding external excitation to the 2D/3C model is by using input “force” fields \( F_u \) and \( F_\psi \) in equations (9-10)

\[
\frac{\partial u}{\partial \tau} = -\frac{\partial \Psi}{\partial z} \frac{\partial u}{\partial y} + \frac{\partial \Psi}{\partial y} \frac{\partial u}{\partial z} + \frac{1}{R} \Delta u + F_u,
\]

\[
\frac{\partial \Delta \psi}{\partial \tau} = -\frac{\partial \Psi}{\partial z} \frac{\partial \Delta \psi}{\partial y} + \frac{\partial \Psi}{\partial y} \frac{\partial \Delta \psi}{\partial z} + \frac{1}{R} \Delta^2 \psi + F_\psi.
\]

These external forces can be used to account for uncertain body force such as thermal fluctuations, free stream disturbances, or for non-smooth wall geometries and non-newtonian fluid dynamics. For a fuller discussion of how such uncertain models can be derived we refer to [13]. The basic idea is that as \( R \) increases the “sensitivity” of the above model to \( F_u \) and \( F_\psi \) increases unboundedly. Thus, at sufficiently high Reynolds numbers, even small amounts of excitation can produce large flow structures. No instabilities or bifurcations are required in this picture, simply the presence of some amount of uncertainty, and a sufficiently high Reynolds number.

To have a more quantitative sense of the above argument, one needs to study further the model with excitation. We will now show how the linearized version of the 2D/3C model with external excitation can produce input-output resonances which are essentially stream vortices and streaks.

Linearizing the equations about Couette flow we get

\[
\frac{\partial}{\partial \tau} \begin{bmatrix} \psi \\ \dot{u} \end{bmatrix} = \begin{bmatrix} \frac{1}{R} \Delta^{-1} \Delta^2 & 0 \\ \frac{\partial \Theta}{\partial y} & \frac{1}{R} \Delta \end{bmatrix} \begin{bmatrix} \psi \\ \dot{u} \end{bmatrix} + \begin{bmatrix} F_u \\ F_\psi \end{bmatrix}.
\]

We note that this model is precisely the one considered in [37, 8], where it has been shown that the input-output resonances occur for flow structures that are stream-wise vortices and streaks. We refer the reader to those references for the details.

**Discussion**

The first basic mathematical result in this paper is that the 2D/3C model for plane Couette flow is globally stable at all Reynolds numbers. This partially explains the difficulties that researchers have encountered in trying to discover bifurcation transition routes to turbulence in 3D plane Couette flow. Our second result is that total perturbation energy growth scales like \( R^3 \) in the non-linear 2D/3C model, similar to the linearized version of the model.

These results motivate the argument that to understand transition and turbulence in plane Couette flow, it is necessary to include an uncertainty analysis. We outlined briefly how this uncertainty analysis can be performed on linearized versions of this model, and how this analysis leads to stream-wise vortices and streaks as the dominant flow structures at high Reynolds numbers.

Finally, it appears that plane Couette flow is an extreme example of a very streamlined flow geometry. This “streamlining” removes bifurcation instabilities with respect to the Reynolds number \( R \) (as evidenced by having global stability for all \( R \)), but increases fragility unboundedly as \( R \) increases. This appears to the be a perfect illustration of the “robust, yet fragile” characteristic of highly optimized (HOT) systems.
5 Appendix: Experiments on Laminar-Turbulent Transition Forced by Free-stream Turbulence

5.1 Introduction

As part of AFOSR DURIP grant titled Robustness and Transition to Turbulence in Boundary Layer Flows, with John Doyle as PI, we are doing a state of the art experiment to test some of the predictions of HOT theory of turbulence. In the experiment we are investigating the role of free-stream turbulence on laminar-turbulent transition on a Blasius boundary layer. This is a first time DPIV — digital particle image velocimetry — study of transition forced by free-stream isotropic turbulence. Though this is a classic problem in fluid mechanics investigated by Taylor [38] and others [40, 39, 41], very little is understood about this problem even to this day. All the past measurements are based on point measurements and intrusive techniques, as a result, the data is of very poor quality [42]. Turbulence is inherently unsteady and three-dimensional, and hence to capture the essential events and structures one has to use real-time, global, non-intrusive and quantitative imaging systems.

5.2 Aims of the Experiment

The primary objective of this experiment is to test some of the predictions of the theory: production of stream-wise vortices even at low Reynolds number; amplification rates are proportional to cubic power of Reynolds number, etc. The secondary objective of the experiment is to acquire good two-dimensional, real-time measurements in transitional and turbulent boundary layer using the state of the art quantitative imaging and measurement techniques. Our study is also expected to throw light on the origin of stream-wise vortices in transitional and turbulent boundary layer, identification, evolution and dynamics of these vortical structures.

5.3 Experimental Setup and Parameters

The experiments are being done in free surface water tunnel at GALCIT on a zero pressure gradient flat plate boundary layer. The flat plate (Figure 1) is about a meter long and half a meter wide. The leading edge of the plate is a 12:1 ellipse. The plate is fitted with an LDV and two shear stress sensors. The plate is mounted horizontally on one side of the free surface shear layer facility (Figure 2). We are looking at the boundary layer under the plate. DPIV is used to make global measurements (Figure 3). The timing diagram

Figure 1: Schematic of Plate Assembly
for the DfIV is shown in Figure 4. The boundary layer is being forced by grids placed 0.6m upstream of the leading edge of the plate. This is sufficient distance for the grid turbulence to become isotropic by the time it reaches the leading edge of the plate. Two grids with blockage ratio (blockage area / total area) of 15.4% and 26.4% are being used. The grids are made up of circular wires with diameters 0.080in and 0.047in respectively. The following four cases are being investigated carefully without grid and with grids. The Reynolds number and boundary layer thickness are specified at the LDV location, i.e. 0.6m from the leading edge.

Case 1: \( U_\infty = 0.412m/s, \ \delta = 0.59cm, \ \text{Re}_\delta = 850 \)
Case 2: \( U_\infty = 0.241m/s, \ \delta = 0.773cm, \ \text{Re}_\delta = 650 \)
Case 3: \( U_\infty = 0.1m/s, \ \delta = 1.2cm, \ \text{Re}_\delta = 4200 \)
Case 4: \( U_\infty = 0.1 m/s, \delta = 0.916 cm, R_e = 320 \)

Case 3 corresponds approximately to the Reynolds number - based on displacement thickness - where the TS waves are seen. So case 4 is sub-critical with respect to TS waves and cases 1 and 2 are super-critical. Case 3 corresponds to the smallest Reynolds number that can be achieved in this facility. The wall normal profiles of stream-wise velocity (mean and fluctuations) are being measured at a specific location — 0.6m downstream of leading edge — using LDV (Figure 5) with and without grids. The shear stress is measured at two locations 0.35m and 0.8m from the leading edge of the plate using shear stress sensors (Figure 6). These will be used to quantify the free stream and boundary layer characteristics. Using DPIV velocity fields are being acquired on x-z planes at various fixed y locations from the wall. From this data we can calculate the stream-wise and span-wise scale of the vortices by taking a double auto-correlation in x-z plane. From this
we can also plot the mean and fluctuation velocity components of u and w verses x and z, and their contours on x-z plane at various fixed y locations. This will help us to calculate the growth rates with respect to Reynolds number.
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