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1 OBJECTIVES

We defined and we pursued a novel line of research that lies in a multidisciplinary intersection of Estimation Theory, Communications Theory, and Mean-Square optimum linear filtering. Consider an arbitrary input signal vector space and a given information bearing signal vector to be protected or recovered in the presence of multiuser or other forms of heavy interference. Based strictly on statistical conditional optimization principles, we developed an iterative algorithm that starts from the conventional matched-filter correlator and generates a sequence of linear filters ("auxiliary-vector" filters) that converges to the exact MS-optimum solution. At each iteration step, the filter is given as a direct function of the input autocorrelation matrix, the signal vector waveform to be protected, and the filter at the previous iteration. When the autocorrelation matrix is sample-average estimated from a short data record, this procedure offers the means for effective control over the filter estimator bias versus (co-)variance trade-off. For a fixed data record size the filter estimators in this sequence have rapidly decreasing bias and slowly increasing variance. They outperform other known estimators such as Sample-Matrix-Inversion (SMI), Diagonal-Loading (DL) SMI, RLS, LMS, reduced-rank eigenvector decomposition and "multistage" nested Wiener filter. While all of the above estimators converge to the optimum MMSE/MVDR solution for infinitely long data record, for any given finite data set there is at least one AV filter estimator in the sequence that outperforms the SMI, DL-SMI, RLS, LMS, reduced-rank eigenvector decomposition as well as the multistage nested Wiener filter.

The theoretical and practical implications of these results are far reaching. Biased estimators and algorithms that offer full control over the bias/variance balance are rarely reported in the literature, if any, in a communications applicable context. We pursued thorough theoretical analysis of the filter estimator sequence and application for rapid adaptive interference suppression to: spread-spectrum/CDMA communications systems, spread-spectrum/CDMA systems with adaptive antenna arrays, interference resistant synchronization, and jam-resistant GPS.

This work was taken one step further and the short-data-record adaptive optimization problem was studied in the context of non-linear processing with applications to multi-layer perceptron receiver designs for spread-spectrum communications. The importance of the theoretical developments lies in the fact that they are independent of the specific receiver optimizations criterion
and thus many existing receiver optimization algorithms can benefit by these developments directly.

Finally, we looked at the problem of binary code design. Although this investigation is at an initial stage, our theoretical developments so far advanced the prior-state-of-the-art in the context of fundamental binary code design for code division signal multiplexing. We developed novel, doubly optimal designs of minimum total-squared-correlation (TSC) and minimum maximum-squared-correlation (MSC) binary codes and we pursued theoretical analysis of the codes and application for interference avoidance at the transmitter-end of a communication link.

2 SUMMARY OF RESEARCH EFFORT

The milestones reached during the duration of this research project (2 years) are as follows.

(i) We addressed successfully the problem of determining an automated theoretically derived rule for the selection of the best number of auxiliary vectors for a given data record of input observations.

(ii) We developed a recursive algorithm for the on-line estimation of the AV filter and a modified RLS-type algorithm for the estimation of the MMSE/MVDR filter that are both based on the interference-plus-noise covariance matrix estimate and we established formally their convergence properties.

(iii) We investigated theoretically the coarse synchronization performance of blind adaptive linear self-synchronized receivers for asynchronous direct-sequence spread-spectrum communications under finite data record adaptation. We derived analytical expressions that approximate the probability of coarse synchronization error of matched-filter-type (MF) and minimum-variance-distortionless-response-type (MVDR) receivers based on transformation noise modeling techniques.

(iv) We studied theoretically the data-record-size requirements of MMSE/MVDR-type adaptive algorithms to meet a given performance objective in joint space-time signal detection and direction-of-arrival (DoA) estimation problems for direct-sequence spread-spectrum systems. We derived closed form expressions that provide the data record size that is necessary to achieve a given performance confidence level in a neighborhood of the optimal performance point, as well as expressions that identify the performance level that can be reached for a given data record size.
(v) As an application of great importance to AFRL, we addressed the problem of navigation data demodulation by an adaptive GPS receiver that utilizes a bank of single-satellite linear-tap-delay filters and employs antenna-array reception.

(vi) We investigated the relative output SINR performance of the full decorrelator and the partial decorrelator spread-spectrum receiver. For each receiver, we considered two implementations that are equivalent under perfectly known input statistics. The first implementation utilizes the signature matrix while the second implementation is based on the eigen-decomposition of the ideal input covariance matrix. While the full decorrelator aims at decorrelating the complete spread-spectrum (multiple access) interference, the partial decorrelator aims at decorrelating only a part of it by excluding one or more user-signatures or eigenvectors from the corresponding implementation method. We derived necessary and sufficient conditions on the signal energy and signature cross-correlation levels under which the partial decorrelator outperforms the full decorrelator in the output SINR sense. Numerical results demonstrated the validity of the above conditions and simulation studies illustrated the relative SINR and BER performance of the full and partial decorrelators under sample-average-estimated input statistics.

(vii) The short-data-record adaptive filtering problem was taken one step further and studied in the context of non-linear signal processing. We examined multi-layer perceptron DS-CDMA receiver designs and we developed a fast converging training methodology that is independent of the specific optimization criterion used to train the adaptive receiver.

(viii) In direct-sequence spread-spectrum systems, the pre-detection signal-to-interference-plus-noise ratio (SINR) at the output of the single-user minimum-mean-square-error (MMSE) or auxiliary-vector (AV) filter is a function of the specific user spreading code (signature). We considered the adaptive optimization of the user signature assignment such that the output SINR of the MMSE/AV filter is maximized under a transmitter power constraint. In the context of binary signatures, the complexity of the signature optimization procedure is exponential in the processing gain. We derived a low-cost suboptimum adaptive binary signature assignment algorithm based on conditional optimization principles. We used this algorithm to design an efficient system-wide multiuser adaptive signature set assignment scheme. The performance of the proposed scheme was evaluated under asynchronous multipath fading DS-CDMA channel models and was compared to the performance of systems with arbitrarily chosen signature sets.
(2) Transmitter optimization was further investigated in the context of optimal spreading code design. We designed doubly optimal binary code sets, that is, sets of binary spreading sequences that can be used for code division multiplexing purposes that exhibit minimum total-squared-correlation (TSC) and minimum maximum-squared-correlation (MSC) at the same time. (2) We showed that we can efficiently and effectively approach the error rate performance of the optimum multiuser detector as follows. We utilized a multiuser decorrelating or MMSE/AV filter as a pre-processor and we established that the output magnitudes, when properly scaled, provide a reliability measure for each user bit decision. An ordered reliability-based error search sequence of length linear in the number of users returns the most likely user bit vector among all visited options. Numerical and simulation studies for moderately loaded systems that permit exact implementation of the optimum detector indicated that the error rate performance of the optimum and the proposed detector are nearly indistinguishable over the whole pre-detection signal-to-noise ratio (SNR) range of practical interest. Similar studies for higher user loads (that prohibit comparisons with the optimum detector) demonstrated error rate performance gains of orders of magnitude in comparison with straight decorrelating or MMSE multiuser detection.

3 ACCOMPLISHMENTS/NEW FINDINGS

Selecting the most successful (in some appropriate sense) AV filter estimator in the generated sequence for a given data record was a problem that had not been addressed so far. We dealt exactly with this problem and we proposed two data driven selection criteria [1],[2],[3]. The first criterion is specific to digital communications (binary hypothesis testing) and maximizes the estimated J-divergence of the AV-filter output conditional distributions given the transmitted information bit. The second criterion applies to all filter estimation problems and minimizes the cross-validated sample average variance of the AV-filter output.

We observed that the presence of the desired signal during estimation of the minimum-mean-square-error (MMSE)/minimum-variance-distortionless-response (MVDR) and auxiliary-vector (AV) filters under limited data support leads to significant signal-to-interference-plus-noise ratio (SINR) performance degradation. We quantified this observation in the context of
DS/CDMA communications by deriving close approximations for the mean-square filter estimation error, the probability density function of the output SINR and the probability density function of the symbol-error-rate (SER) of the sample-matrix-inversion (SMI) receiver evaluated using both desired-signal-“present” and desired-signal-“absent” input covariance matrix. To avoid such performance degradation we proposed a DS/CDMA receiver that utilizes a simple pilot-assisted algorithm that estimates and then subtracts the desired signal component from the received signal prior to filter estimation. Then, to accommodate decision directed operation we developed two recursive algorithms for the on-line estimation of the AV and MMSE/MVDR filter and we studied their convergence properties [4].

Equipped with these important developments, we considered blind adaptive linear receivers for the demodulation of DS/SS signals in asynchronous transmissions. The proposed structures are self-synchronized in the sense that adaptive synchronization and demodulation are viewed and treated as an integrated receiver operation. Two computationally efficient combined synchronization/demodulation schemes were proposed, developed and analyzed [5]. The first scheme is based on the principles of minimum-variance-distortionless-response (MVDR) processing, while the second scheme follows the principles of auxiliary-vector filtering and exhibits enhanced performance in short data record scenarios. In both cases the resulting receiver is a linear structure of order exactly equal to the system processing gain. Simulation studies demonstrated the coarse synchronization, as well as the bit-error-rate performance of the proposed strategies. In addition, we investigated theoretically the coarse synchronization performance of blind adaptive linear self-synchronized receivers for asynchronous direct-sequence code-division-multiple-access communications under finite data record adaptation. We derived [6] analytical expressions that approximate the probability of coarse synchronization error of matched-filter-type (MF) and minimum-variance-distortionless-response-type (MVDR) receivers based on transformation noise modeling techniques. The expressions are explicit functions of the data record size $N$ and the filter order $p$ and reveal the effect of short-data-record Sample-Matrix-Inversion (SMI) implementations on the coarse synchronization performance. Besides their theoretical value, the derived expressions provide simple, highly-accurate alternatives to computationally demanding performance evaluation through simulations. Numerical and simulation studies examined the accuracy of the theoretical developments and showed that the derived expressions approximate closely the actual coarse synchronization
performance.

We also investigated the data-record-size requirements of minimum-variance-dissolution-response-type adaptive algorithms to meet a given performance objective in joint space-time signal detection and direction-of-arrival (DoA) estimation problems for direct-sequence spread-spectrum systems. We derived closed form expressions that provide the data record size that is necessary to achieve a given performance confidence level in a neighborhood of the optimal performance point, as well as expressions that identify the performance level that can be reached for a given data record size [7]. This was done by utilizing close approximations of the involved probability density functions. The practical significance of the derived expressions lies in the fact that the expressions are functions of the number of antenna elements and the system spreading gain only, while they are independent of the ideal input covariance matrix which is not known in most realistic applications.

An important application for AFRL is the problem of navigation data demodulation by an adaptive GPS receiver that utilizes a bank of single-satellite linear-tap-delay filters and employs antenna-array reception. The presence of an antenna array allows the receiver to operate in the spatial domain in addition to the temporal (code) domain. We investigated disjoint-domain as well as joint-domain space-time GPS signal processing techniques and we considered design criteria of conventional matched-filter (MF) type, minimum-variance-dissolution-response (MVDR) type and auxiliary-vector (AV) type [8]. The proposed structures utilize filters that operate at a fraction of the navigation data bit period (1 msec) and are followed by hard-decision detectors. Hard decisions taken over a navigation data bit period are then combined according to a simple combining rule for further bit-error-rate (BER) performance improvements. Analytic, numerical and simulation comparisons illustrated the relative merits of the investigated design alternatives.

In the presence of additive white Gaussian noise (AWGN), complete elimination of the spread-spectrum interference introduces enhanced noise variance at the decorrelator's output.\(^1\) It was observed, however, that at times a partial decorrelator (PDEC) can strike an improved balance between interference suppression and noise enhancement when compared to the full decorrelator (DEC) while maintaining a decorrelating structure. That is,

\(^1\)Noise variance enhancement at the decorrelator's output refers to the filtered noise variance experienced at the output of a decorrelator that is distortionless in the direction of a given user-signature of interest as it compares to the noise variance at the output of the corresponding MF.
instead of decorrelating the complete multiple-access-interference (MAI) in the system, the PDEC chooses purposefully to decorrelate only a part of the MAI so that it exhibits a higher output signal-to-interference-plus-noise-ratio (SINR) than the full DEC. We understand that when unknown interference is present in the system, decorrelating receivers may operate unintentionally under partial decorrelating conditions. We identified necessary and sufficient conditions on the signal energy and signature cross-correlation levels under which the PDEC outperforms the full DEC in the output SINR sense, and we showed why decorrelation of interferers that satisfy such conditions should be purposefully avoided if at all possible [9], [10].

In the context of short-data-record adaptive non-linear signal processing of direct-sequence spread-spectrum (DS-SS) signals, we proved formally that the optimum (nonlinear) DS-CDMA single-user decision boundary exhibits the following properties [11]: (a) It is symmetric with respect to the origin and (b) as it is traversed away from the origin it converges to a hyperplane parallel to the matched filter (MF) decision boundary. Then, we translated these properties to a set of constraints that can be used by any optimization algorithm for the selection (training) of the parameters of a general multilayer perceptron neural network receiver. Using these constraints, the number of parameters to be optimized is reduced by nearly 50% for large-size networks which effectively doubles the speed of the training procedure. Furthermore, we utilized the above properties to develop a new initialization scheme that provides additional improvements on the convergence rate and can be used by any recursive optimization algorithm. As a representative case study, we considered the familiar backpropagation (BP) algorithm and developed a new version of BP that incorporates both the proposed constraints and the proposed initialization. Convergence rate enhancement of about two orders of magnitude was achieved. We also developed a fast converging adaptive training algorithm that minimizes the bit error rate (BER) at the output of the receiver [12], [13], [14]. It is important to note that, in addition to utilizing the constraints that were derived from the properties of the optimum single-user decision boundary the minimum BER adaptive algorithm (a) incorporates the BER, i.e. the ultimate performance evaluation measure, directly into the learning process, and (b) embeds importance sampling principles directly into the receiver optimization process.

We considered the problem of binary signature set design for DS-CDMA users that transmit over multipath fading channels. First, we considered the problem of selecting optimally the signature of a single user in the presence
of spread-spectrum interference (MAI), inter-symbol-interference (ISI) due to the multipath channel, and background noise. The signature is chosen to maximize the output SINR of the ("maximum-SINR") RAKE/MMSE filter. Since optimum binary signature selection has complexity exponential in the processing gain of the system, we proposed [15] a suboptimum computationally efficient algorithm based on the Cholesky decomposition method. The proposed algorithm optimizes the coordinates of the user signature conditionally and is characterized by linear complexity. Finally, we generalized this approach to cover the system-wide multiuser signature set selection problem, where each user's signature is adjusted iteratively according to the above algorithm. The performance of this scheme was evaluated through simulations where we initialized the algorithm at an arbitrary signature set and we observed its convergence to a new signature set for which the output SINR of each user's RAKE/MMSE filter is significantly increased.

To further improve the performance of a communication link we also considered the problem of interference avoidance at the transmitter end by designing optimal CDMA spreading codes. In particular, we designed doubly optimal binary spreading code sets of sequences that exhibit minimum TSC and minimum MSC at the same time [16], [17]. We focused on the performance of sets with signatures of odd length and we derived explicit closed-form formulas for the signature cross-correlation matrix of such sets, its eigenvalues, and its inverse. Based on these formulas, we were able to obtain analytical expressions for the BER of decorrelating filters, the (maximum) output SINR of MMSE filters, and the total asymptotic efficiency of synchronous code division multiplexing systems. The calculated across-the-board superiority of the "4m+1" signature sets is intriguing. Combined with the indicated similar to Gold sets performance under asynchronous transmissions, this strong proven superiority for (near-)synchronous links of the "4m+1" sets questions seriously the status quo and the popularity of Gold sets (or any other "4m−1" doubly optimal candidate set to that respect). Regrettably, neither the "4m+1" codes nor the Gold codes have what we might call satisfactory performance for heavy-loaded asynchronous transmissions.

Finally, we developed a new multiuser detection algorithm in the context of asynchronous AWGN multiple-access channels [18],[19]. A decorrelating or MMSE/AV multiuser filter is used as a pre-processor that provides initial decisions and reliability measurements based on which an ordered error pattern sequence of tunable length is formed. The error pattern sequence is followed to its end and the most likely bit vector among all visited op-
tions is returned. When the length of the pattern sequence is of the order of the number of bits to be detected, the additional imposed computational cost compared to straight decorrelating or MMSE/AV detection is rather insignificant. Still, we saw that this proposed multiuser detection algorithm maintains near-ML bit-error-rate performance over the whole studied SNR range of interest. There is strong resemblance between this scheme and "efficient" decoding algorithms for binary linear block codes [20].
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Data Record Adaptive Filtering: The Auxiliary-Vector Algorithm, Digital  

Based on statistical conditional optimization criteria, we developed an  
iterative algorithm that starts from the matched filter (or constraint vec-
tor) and generates a sequence of filters that converges to the minimum  
variance distortionless response (MVDR) solution for any positive defi-
nite input autocorrelation matrix. Computationally, the algorithm is a  
simple recursive procedure that avoids explicit matrix inversion, decom-
position, or diagonalization operations. When the input autocorrelation  
matrix is replaced by a conventional sample-average (positive definite)  
estimate, the algorithm effectively generates a sequence of MVDR filter  
estimators: The bias converges rapidly to zero and the covariance trace  
rises slowly and asymptotically to the covariance trace of the familiar  
sample matrix inversion (SMI) estimator. For short data records, the early,  
nonasymptotic, elements of the generated sequence of estimators offer  
favorable bias–covariance balance and are seen to outperform in mean-square  
estimation error constraint-LMS, RLS-type, and orthogonal multistage  
decomposition estimates (also called nested Wiener filters) as well as plain  
and diagonally loaded SMI estimates. The problem of selecting the most  
successful (in some appropriate sense) filter estimator in the sequence for  
a given data record is addressed and two data-driven selection criteria are  
proposed. The first criterion minimizes the cross-validated sample  
average variance of the filter estimator output. The second criterion maximizes  
the estimated J-divergence of the filter estimator output conditional  
distributions. Illustrative interference suppression examples drawn from the  
communications literature are followed throughout this presentation.

© 2002 Elsevier Science (USA)
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1. INTRODUCTION

Minimum variance distortionless response (MVDR) filtering refers to the problem of identifying a linear filter that minimizes the variance at its output, while at the same time the filter maintains a distortionless response toward a specific input vector direction of interest. If \( \mathbf{r} \) is a random, zero mean without loss of generality, complex input vector of dimension \( L, \mathbf{r} \in \mathbb{C}^L \), that is processed by an \( L \)-tap filter \( \mathbf{w} \in \mathbb{C}^L \), then the filter output variance is \( \mathbf{w}^H \mathbf{R} \mathbf{w} \), where \( \mathbf{R} = E(\mathbf{rr}^H) \) is the input autocorrelation matrix (\( E(\cdot) \) denotes the statistical expectation operation and \( \mathbf{x}^H \) denotes the Hermitian, that is, the transpose conjugate of \( \mathbf{x} \)). The MVDR filter minimizes \( \mathbf{w}^H \mathbf{R} \mathbf{w} \) and simultaneously satisfies \( \mathbf{w}^H \mathbf{v} = 1 \), or more generally \( \mathbf{w}^H \mathbf{v} = \rho \in \mathbb{C} \), where \( \mathbf{v} \in \mathbb{C}^L \) is the signal vector direction to be protected. In this setup, MVDR filtering is a standard linear constraint optimization problem and a conventional Lagrange multipliers procedure leads to the well-known solution \([1, 2]\)

\[
\mathbf{w}_{\text{MVDR}} = \rho^* \frac{\mathbf{R}^{-1} \mathbf{v}}{\mathbf{v}^H \mathbf{R}^{-1} \mathbf{v}},
\]

where \( \rho^* \) denotes the conjugate of the desired response \( \mathbf{w}^H \mathbf{v} = \rho \). MVDR filtering has been used extensively in unsupervised signal processing applications where a desired scalar filter output \( d \in \mathbb{C} \) cannot be identified or cannot be assumed available for each input \( \mathbf{r} \in \mathbb{C}^L \) (for example, in radar and array processing problems where the constraint vector \( \mathbf{v} \) is usually referred to as the target or look direction of interest). We may also observe the close relationship between the MVDR filter and the minimum mean square error (MMSE) or Wiener filter. Indeed, if the constraint vector \( \mathbf{v} \) is chosen to be the statistical cross-correlation vector between the desired output \( d \) and the input vector \( \mathbf{r} \), that is if \( \mathbf{v} = E(\mathbf{rd}^*) \), then the MVDR and MMSE filters become scaled versions of each other, \( c \mathbf{R}^{-1} \mathbf{v}, c \in \mathbb{C} \). For this reason, in the rest of the paper we will use the term MMSE–MVDR filter to refer to either filter.

In this article, first we present an iterative algorithm for the calculation of the MMSE–MVDR vector \( \mathbf{w}_{\text{MMSE,MVDR}} \) in (1). The algorithm is a noninvasive procedure where no explicit matrix inversion–eigendecomposition–diagonalization is attempted. The MMSE–MVDR computation algorithm creates a sequence of filters \( \mathbf{w}_n, n = 0, 1, 2, \ldots \), that begins from \( \mathbf{w}_0 = (\rho^*/\|\mathbf{v}\|^2) \mathbf{v} \) and converges to the MMSE–MVDR filter \( \mathbf{w}_\infty = \mathbf{w}_{\text{MMSE,MVDR}} \). At each step \( n = 1, 2, \ldots \), \( \mathbf{w}_n \) is given as a simple, direct function of \( \mathbf{R}, \mathbf{v}, \) and \( \mathbf{w}_{n-1} \).
The development of the iterative algorithm (which we call the auxiliary-vector algorithm for reasons that will become apparent) is founded solely on statistical signal processing principles. The motivation behind its development is adaptive signal processing where the input autocorrelation matrix $\mathbf{R}$ is assumed unknown and it is sample-average estimated by a data record of $M$ points, $\mathbf{r}_1, \mathbf{r}_2, \ldots, \mathbf{r}_M$:

$$\hat{\mathbf{R}}(M) = \frac{1}{M} \sum_{m=1}^{M} \mathbf{r}_m \mathbf{r}_m^H.$$  \hspace{1cm} (2)

When $\mathbf{R}$ is substituted by $\hat{\mathbf{R}}(M)$ in the recursively generated sequence of filters $\mathbf{w}_n, n = 0, 1, 2, \ldots$, the corresponding filter estimators $\hat{\mathbf{w}}_n(M), n = 0, 1, 2, \ldots$, offer the means for effective control over the filter estimator bias versus (co-)variance trade-off [3]. Starting from the 0-variance, high-bias (for nonwhite inputs) $\hat{\mathbf{w}}_0(M) = (\rho^* / \| \mathbf{v} \|^2) \mathbf{v}$ estimate, we can go all the way up to the unbiased, yet high-variance for small data record sizes $M$, $\hat{\mathbf{w}}_\infty(M)$ estimate and anywhere in between, $\hat{\mathbf{w}}_n(M), 1 \leq n < \infty$. As a result, adaptive filters from this newly developed class can be seen to outperform in expected norm-square estimation error, $E(\| \hat{\mathbf{w}}(M) - \mathbf{w}_{\text{MSE/MVDR}} \|^2)$, (constraint-) LMS [4], sample matrix inversion (SMI) [5] with or without diagonal loading [6], RLS-type [7, 8], and orthogonal multistage decomposition (also called nested Wiener) [9, 10] adaptive filter implementations. It is worth mentioning that the familiar trial-and-error tuning to problem and data-record-size specifics of the real-valued LMS gain or RLS inverse matrix initialization constant or SMI diagonal loading parameter that plagues field practitioners is now replaced by an integer choice of one of the recursively generated filters.

The problem of selecting the best (in some appropriate sense) filter estimator in the sequence for a given data record is addressed and two data-driven selection criteria are proposed. The first criterion is rather general and is motivated by the asymptotic minimum output variance property of the generated sequence of filter estimators. In particular, for a given data record, we select the filter estimator that has minimum cross-validated average output variance (energy). The second rule is built specifically for binary antipodal (BPSK-type) communication signals and is related to the objective of achieving maximum stochastic distance between the two conditional distributions of the filter estimator output. Under this rule, we choose the filter estimator in the sequence that exhibits maximum estimated $J$-divergence of the conditional output distributions. We pursue and analyze both supervised and unsupervised (blind) implementations of this criterion. Illustrative case studies drawn from the code division multiple access (CDMA) communications literature are followed throughout this article.

The rest of the article is organized as follows. In Section 2 we present the basic algorithmic development and analysis results. Filter estimation issues are discussed in Section 3. The two data-driven criteria for the selection of a filter estimator from the generated sequence are developed in Section 4. In Section 5 we examine the quality of the proposed criteria through simulations. A few concluding remarks are given in Section 6.
2. ALGORITHMIC DEVELOPMENTS AND CONVERGENCE ANALYSIS

For a given constraint vector $v \in C^L$ consider the set of filters $D = \{w \in C^L: w = (\rho^*/\|v\|^2)v + u, u \in C^L, \text{ and } v^H u = 0\}$. $D$ is the class of all filters $w$ in $C^L$ that have a given response $\rho$ in $v$; that is, $w^H v = \rho$. In this section we develop an iterative algorithm for the computation of the $u$ component of the MMSE-MVDR filter.

Algorithmic designs that focus on the MMSE-MVDR filter part $u$ that is orthogonal to the constraint vector, or look, direction $v$ have been widely pursued in the array processing literature and have been known as generalized sidelobe cancellers (GSC) [11] or partially adaptive beamformers [12]. Recent developments have been influenced by principal component analysis reduced-rank processing principles [13]. In general, the MMSE-MVDR filter part $u$ ($u^H v = 0$) has been approximated by $u_{L \times 1} \simeq -B_{L \times (L-1)}T_{(L-1)\times p}w_{GSC}^p$, where $B$ is the so-called blocking matrix that satisfies $B^H v = 0_{L-1}$ ($B$ is a full column-rank matrix that can be derived by Gram-Schmidt orthogonalization of an $L \times L$ orthogonal projection operator such as $I - vv^H/\|v\|^2$, where $I$ is the identity matrix), $T$ is the rank reducing matrix with $1 \leq p < L - 1$ columns to be designed, and $w_{GSC}^p$ is the MS-optimum vector of weights of the $p$ columns of $T$ ($w_{GSC}^p = (\rho^*/\|v\|^2)(T^H B^H R B T)^{-1}T^H B^H R v$ [12]). In [14] and [15] the $p$ columns of $T$ were chosen to be the $p$ maximum eigenvalue eigenvectors of the blocked data autocorrelation matrix $B^H R B$. If, however, the columns of $T$ have to be eigenvectors of $B^H R B$ (there is no documented technical optimality to this approach), then the best way to choose them in the minimum output variance $p$-rank approximation sense was presented in [16]: Select the $p$ eigenvectors $q_i$ of $B^H R B$, with corresponding eigenvalues $\lambda_i$, that maximize $|v^H R B q_i|^2/\lambda_i$, $i = 1, \ldots, p$. This design algorithm was called cross-spectral metric reduced-rank processing in [17]. A different approach from a different point of view is described in this work. A conditional statistical optimization procedure is shown to offer the means for exact computation of $u$ as the convergence point of an infinite series of the form $-\sum_{n=1}^{\infty} \mu_n g_n, \mu_n \in R^+, g_n \in C^L$, and $g_n^H v = 0$, $\forall n = 1, 2, \ldots$.

We begin the algorithmic developments from the conventional matched filter (MF) with desired response $w^H v = \rho$

$$w_0 = \frac{\rho^*}{\|v\|^2}v,$$

which is MMSE-MVDR optimum for white $C^L$ vector inputs (when $R = \sigma^2 I$, $\sigma > 0$). We recall that, w.l.o.g. and for notational simplicity, we assume throughout this presentation that the input vectors $u \in C^L$ are zero mean. Next, we incorporate in $w_0$ an “auxiliary” vector component that is orthogonal to $v$ and we form (Fig. 1)

$$w_1 = w_0 - \mu_1 g_1 = \frac{\rho^*}{\|v\|^2}v - \mu_1 g_1,$$
where \( g_1 \in \mathbb{C}^L - \{0\} \), \( \mu_1 \in \mathbb{C} \), and \( g_1^H v = 0 \). We assume for a moment that the orthogonal auxiliary vector \( g_1 \) is arbitrary but nonzero and fixed and we concentrate on the selection of the scalar \( \mu_1 \). The value of \( \mu_1 \) that minimizes the variance of the output of the filter \( w_1 \) can be found by direct differentiation of \( E(\|w_1^H r\|^2) \) or simply as the value that minimizes the MS error between \( w_0^H r = (\rho/\|v\|^2)v^H r \) and \( \mu_1^* g_1^H r \). This is essentially a scalar version of the GSC weight determination problem and we present the solution in the form of a proposition [18]:

**Proposition 1.** The scalar \( \mu_1 \) that minimizes the variance at the output of \( w_1 \) or equivalently minimizes the MS error between \( w_0^H r = (\rho/\|v\|^2)v^H r \) and \( \mu_1^* g_1^H r \) is

\[
\mu_1 = \frac{g_1^H R w_0}{g_1^H R g_1},
\]

where \( R = E(\|r\|^2) \) is the input autocorrelation matrix.

Since \( g_1 \) is set to be orthogonal to \( v \), (5) shows that if the vector \( R w_0 \) happens to be on \( v \) (that is, \( R w_0 = (v^H R w_0)/(\|v\|^2) v \) or equivalently \( I - (vv^H/\|v\|^2) R w_0 = 0 \)), then \( \mu_1 = 0 \). Indeed, if \( R w_0 = (v^H R w_0)/(\|v\|^2) v \) then \( w_0 \) is already the MMSE-MVDR filter. To avoid this trivial case and continue with our developments, we suppose that \( R w_0 \neq (v^H R w_0)/(\|v\|^2) v \). By inspection, we also observe that for the MS-optimum value of \( \mu_1 \) the product \( \mu_1 g_1 = (g_1^H R w_0/\|g_1\|^2 R g_1) g_1 \) is independent of the norm of \( g_1 \). Hence, so is \( w_1 \). At this point, we decide to choose the auxiliary vector \( g_1 \) as the normalized vector that maximizes the magnitude of the cross-correlation between \( w_0^H r = (\rho/\|v\|^2)v^H r \)
and $g_1^H r$, under the constraint that $g_1^H v = 0$ and $g_1^H g_1 = 1$:

$$
g_1 = \arg \max_g |E \{ w_0^H r (g^H r)^* \}| = \arg \max_g |w_0^H R g|$$

subject to $g^H v = 0$ and $g^H g = 1$. \hspace{1cm} (6)

For the sake of mathematical accuracy, we note that both the criterion function $|w_0^H R g|$ to be maximized and the orthogonality constraints are phase invariant. In other words, if $g_1$ satisfies (6) so does $g_1 e^{j\phi}$ for any phase $\phi$. Without loss of generality, to avoid any ambiguity in our presentation and to have a uniquely defined auxiliary vector, we seek the one and only auxiliary vector that satisfies (6) and places the cross-correlation value on the positive real line ($w_0^H R g > 0$). This constraint optimization problem was first posed and solved in [19] where the filter $w_1$ in (4) was used for multiple access interference suppression in multipath CDMA communication channels. Intuitively, the maximum magnitude cross-correlation criterion as defined in (6) strives to identify the auxiliary vector orthonormal to $v$ that can capture the most interference present in $w_0^H r$. The solution, derived through conventional Lagrange multipliers optimization, is given below.

**PROPOSITION 2.** Suppose that $(1 - vv^H/\|v\|^2)R w_0 \neq 0$ ($w_0 \neq w_{\text{MMSE/MVDR}}$).

Then, the auxiliary vector

$$
g_1 = \frac{R w_0 - \frac{v^H R w_0}{\|v\|^2} v}{\|R w_0 - \frac{v^H R w_0}{\|v\|^2} v\|} \hspace{1cm} (7)$$

maximizes the magnitude of the cross-correlation between $w_0^H r = (\rho/\|v\|^2) v^H r$ and $g_1^H r$, $|w_0^H R g_1|$, subject to the constraints $g_1^H v = 0$ and $g_1^H g_1 = 1$. In addition, $w_0^H R g_1$ is real positive ($w_0^H R g_1 > 0$).

So far we have defined $w_0$ in (3) and $w_1$ in (4) with $g_1$ and $\mu_1$ given by (7) and (5), respectively. The iterative algorithm for the generation of an infinite sequence of filters $w_0, w_1, w_2, \ldots$ is already taking shape. Formally, we just need to specify the inductive step. Assuming that the filter $w_n = (\rho^n/\|v\|^2) v - \sum_{i=1}^{n-1} \mu_i g_i$ has been identified for some $n \geq 1$ and $w_n \neq w_{\text{MMSE/MVDR}}$, we argue as in Propositions 1 and 2 and we define

$$
w_{n+1} = w_n - \mu_{n+1} g_{n+1}, \hspace{1cm} (8)$$

where

$$
g_{n+1} = \frac{R w_n - \frac{v^H R w_n}{\|v\|^2} v}{\|R w_n - \frac{v^H R w_n}{\|v\|^2} v\|} \hspace{1cm} (9)$$

is the orthonormal auxiliary vector (with respect to $v$) that, given $w_n$, maximizes conditionally the cross-correlation magnitude $|E \{ w_n^H r (g_{n+1}^H r)^* \}| = |w_n^H R g_{n+1}|$

and

$$
\mu_{n+1} = \frac{g_{n+1}^H R w_n}{g_{n+1}^H R g_{n+1}} \hspace{1cm} (10)$$

is the scalar that minimizes the MS error between $w_n^H r$ and $\mu_n^x g_{n+1}^H r$ (minimizes $E[|w_n^H r|^2]$).

It is important to note that, while the generated auxiliary vectors $g_1, g_2, \ldots$ are all constrained to be orthogonal to $v$, orthogonality among the auxiliary vectors is not imposed [20, 21]. This is in sharp contrast to previous work that involved filtering with up to $L - 1$ orthogonal to each other and to $v$ vectors [22–24], where $L$ is the data input vector dimension. We observe, however, that successive auxiliary vectors generated by the above recursive conditional optimization procedures (8)-(10) do come up orthogonal: $g_n^H g_{n+1} = 0$, $\forall n = 1, 2, 3, \ldots$ (while $g_n^H g_m \neq 0$, $\forall n, m, |n - m| \neq 1$). For completeness purposes, we present this observation below in the form of a lemma.

**Lemma 1.** Successive auxiliary vectors generated through (8)-(10) are orthogonal: $g_n^H g_{n+1} = 0$, $n = 1, 2, 3, \ldots$. However, $g_n^H g_m \neq 0$, $\forall n, m, |n - m| \neq 1$.

The algorithm is summarized in Fig. 2. The conceptual simplicity of the conditional statistical optimization process led to a computationally simple recursion. In Fig. 2 we chose to drop the unnecessary, as previously explained, normalization of the auxiliary vectors and we also factorized their numerator to make the orthogonal projection operator apparent. Formal convergence of the filter sequence $w_0, w_1, w_2, \ldots$ to the MMSE–MVDR filter $\rho^* R^{-1} v / v^H R^{-1} v$ is established by the following theorem. The proof can be found in [21].

**Theorem 1.** Let $R$ be a Hermitian positive definite matrix. Consider the iterative algorithm of Fig. 2.

---

**Auxiliary–Vector Algorithm**

**Input:**
- Autocovariance matrix $R$, constraint vector $v$,
- desired response $w^H v = \rho$.

**Initialization:**
- $w_0 := \frac{v}{|v|^2} v$.

**Iterative computation:**
- For $n=1, 2, \ldots$ do
  - begin
    - $g_n := (I - \frac{v v^H}{|v|^2}) R w_{n-1}$
    - if $g_n = 0$ then EXIT
    - $\mu_n := g_n^H R w_{n-1}$
    - $\mu_n := g_n^H R g_n$
    - $w_n := w_{n-1} - \mu_n g_n$
  - end

**Output:**
- Filter sequence $w_0, w_1, w_2, \ldots$.

**FIG. 2.** The algorithm for the iterative generation of the filter sequence $w_0, w_1, w_2, \ldots$. 
(i) The generated sequence of auxiliary-vector weights \( \{ \mu_n \} \), \( n = 1, 2, \ldots \), is real-valued, positive, and bounded,

\[
0 < \frac{1}{\lambda_{\text{max}}} \leq \mu_n \leq \frac{1}{\lambda_{\text{min}}} , \quad n = 1, 2, \ldots ,
\]

where \( \lambda_{\text{max}} \) and \( \lambda_{\text{min}} \) are the maximum and minimum, correspondingly, eigenvalues of \( R \).

(ii) The sequence of auxiliary vectors \( \{ g_n \} \), \( n = 1, 2, \ldots \), converges to the \( \textbf{0} \) vector:

\[
\lim_{n \to \infty} g_n = \textbf{0} .
\]

(iii) The sequence of auxiliary-vector filters \( \{ w_n \} \), \( n = 1, 2, \ldots \), converges to the MMSE-MVDR filter:

\[
\lim_{n \to \infty} w_n = \rho^* R_{\text{opt}} R^{-1} v .
\]

We conclude this section with an illustration. We draw a signal model example from the direct-sequence code division multiple access (DS-CDMA) communications literature and we assume a synchronous system where the input signal vector \( \textbf{r} \in \mathcal{R}_L \) is given by

\[
\textbf{r} = \sum_{k=1}^{K} \sqrt{E_k} b_k \textbf{s}_k + \textbf{n} .
\]

In this setup, \( K \) denotes the total number of signals (users) present and each signal is defined through an \( L \)-dimensional, normalized, binary-antipodal vector waveform (or user signature) \( \textbf{s}_k \), \( k = 1, 2, \ldots , K \). The signature vector dimension \( L \) is usually referred to as the system spreading gain. With respect to the \( k \)th user signal, \( E_k \) is the received signal energy and \( b_k \in \{-1, +1\} \) is the information bit modeled as a random variable with equally probable values and assumed to be statistically independent from all other user bits \( b_j \), \( j \neq k \). Additive white Gaussian noise contributions are accounted for by \( \textbf{n} \) with autocorrelation matrix \( E(\textbf{n} \textbf{n}^\text{T}) = \sigma^2 \textbf{I}_{L \times L} \) (\( \textbf{x}^\text{T} \) denotes the transpose of \( \textbf{x} \)). With this notation and normalized user signatures, the signal-to-noise ratio of the \( k \)th user signal is defined by \( \text{SNR}_k = 10 \log_{10} \frac{E_k}{\sigma^2} \) dB, \( k = 1, 2, \ldots , K \).

MMSE-MVDR filtering for DS-CDMA type problems has attracted significant interest [25–29]. If we wish to recover the information bits of, say, user 1, then all other signals constitute multiple-access interference and the MMSE-MVDR filter is built with constraint vector \( \textbf{v} = \textbf{s}_1 \), desired response \( \textbf{w}_1^\text{T} \textbf{s}_1 = 1 \), and autocorrelation matrix \( R = \sum_{k=1}^{K} E_k \textbf{s}_k \textbf{s}_k^\text{T} + \sigma^2 \textbf{I} \). We choose \( L = 32 \), \( K = 13 \), and we draw an arbitrary set of signatures \( \textbf{s}_1, \textbf{s}_2, \ldots , \textbf{s}_{13} \). For purposes of completeness in presentation, the exact signature assignment is given in the Appendix. We fix the SNR of the user of interest at SNR\(_{1} = 12 \) dB while the interferers \( k = 2, \ldots , 13 \) are at SNR\(_{2-13} = 10 \) dB, SNR\(_{6-9} = 12 \) dB and SNR\(_{10-13} = 14 \) dB. Figure 3 shows how the sequence of filters \( \textbf{w}_0 , \textbf{w}_1 , \ldots \) generated by the
3. FILTER ESTIMATION

Consider a constraint vector \( \mathbf{v} \) and a Hermitian positive definite autocorrelation matrix \( \mathbf{R} \) of an input vector \( \mathbf{r} \in \mathbb{C}^L \). Assume that \( \mathbf{R} \) is in fact unknown and it is sample-average estimated from a data record of \( M \) points:
\[
\hat{\mathbf{R}}(M) = \frac{1}{M} \sum_{m=1}^{M} \mathbf{r}_m \mathbf{r}_m^H.
\]
For Gaussian inputs, \( \hat{\mathbf{R}}(M) \) is a maximum-likelihood (ML), consistent, unbiased estimator of \( \mathbf{R} \) [3, 30]. For a large class of multivariate elliptically contoured input distributions that includes the Gaussian, if \( M \geq L \) then \( \hat{\mathbf{R}}(M) \) is positive definite (hence invertible) with probability 1 (w.p. 1) [31–33]. Then, Theorem 1 in Section 2 shows that
\[
\hat{\mathbf{W}}_n(M) \longrightarrow_{n \to \infty} \hat{\mathbf{W}}_\infty(M) = \rho^* \frac{[\hat{\mathbf{R}}(M)]^{-1} \mathbf{v}}{\mathbf{v}^H [\hat{\mathbf{R}}(M)]^{-1} \mathbf{v}},
\]
where \( \hat{\mathbf{W}}_\infty(M) \) is the widely used MMSE–MVDR filter estimator known as the SMI filter [5].

The output sequence begins from \( \hat{\mathbf{W}}_0(M) = (\rho^* / \| \mathbf{v} \|^2) \mathbf{v} \), which is a 0-variance, fixed-valued estimator that may be severely biased \( (\hat{\mathbf{W}}_0(M) = (\rho^* / \| \mathbf{v} \|^2) \mathbf{v} \neq \mathbf{w}_{\text{MMSE-MVDR}}) \) unless \( \mathbf{R} = \sigma^2 \mathbf{I} \), for some \( \sigma > 0 \). In the latter trivial case, \( \hat{\mathbf{W}}_0(M) \) is already the perfect MMSE–MVDR filter. Otherwise, the next filter estimator in the sequence, \( \hat{\mathbf{W}}_1(M) \), has a significantly reduced bias due to the optimization.
procedure employed, at the expense of nonzero estimator (co-) variance. As we move up in the sequence of filter estimators \( \hat{\mathbf{w}}_n(M) \), \( n = 0, 1, 2, \ldots \), the bias decreases rapidly to zero \(^2\) while the variance increases slowly to the SMI (\( \hat{\mathbf{w}}_{\infty}(M) \)) levels (cf. (15)). To quantify these remarks, we plot in Fig. 4 the norm-square bias \( \|E(\hat{\mathbf{w}}_n(M)) - \mathbf{w}_{\text{MSE/MVDR}}\|^2 \) and the trace of the covariance matrix \( E[(\hat{\mathbf{w}}_n(M) - E(\hat{\mathbf{w}}_n(M)))(\hat{\mathbf{w}}_n(M) - E(\hat{\mathbf{w}}_n(M)))^H] \) as a function of the iteration step \( n \) for the signal model example of Fig. 3 and data record size \( M = 256 \). Bias and cov-trace values are calculated from 100000 independent filter estimator realizations for each iteration point \( n \). Formal, theoretical statistical analysis of the generated estimators \( \hat{\mathbf{w}}_n(M) \), \( n = 0, 1, 2, \ldots \), is beyond the scope of this presentation. We do note, however, that for multivariate elliptically contoured input distributions, an analytic expression for the covariance matrix of the SMI estimator \( \hat{\mathbf{w}}_{\infty}(M) \) can be found in [33]:

\[
E[(\hat{\mathbf{w}}_{\infty}(M) - E(\hat{\mathbf{w}}_{\infty}(M)))(\hat{\mathbf{w}}_{\infty}(M) - E(\hat{\mathbf{w}}_{\infty}(M)))^H] = \lbrack \rho\rbrack^2 E(v^H \mathbf{R}^{-1} v)(M - L + 1)(\mathbf{R}^{-1} - \mathbf{R}^{-1} vv^H \mathbf{R}^{-1} / v^H \mathbf{R}^{-1} v).
\]

Since under these input distribution conditions \( \hat{\mathbf{w}}_{\infty}(M) \) is unbiased, the trace of the covariance matrix is the MS filter estimation error. It is important to observe that the covariance matrix and, therefore, the MS filter estimation error depend on the data record size \( M \) and the filter length \( L \), as well as specifics of the signal processing problem at hand (\( \mathbf{R} \) and \( \mathbf{v} \)). It is also important to note that for the CDMA signal model example in (14) the input is Gaussian-mixture distributed. Therefore, the analytic result in [33] is not directly applicable and can only be thought of as an approximation (a rather close approximation as we concluded in our studies). In any case, from the results in Fig. 4 for \( M = 256 \), we see that the

\[\text{FIG. 4. Norm-square bias and covariance trace for the sequence of estimators } \hat{\mathbf{w}}_n(M), \ n = 0, 1, \ldots \text{. The signal model is as in Fig. 3 and } M = 256.\]

\(^2\) The SMI estimator is unbiased for multivariate elliptically contoured input distributions [33, 34]:

\[E(\hat{\mathbf{w}}_{\infty}(M)) = \mathbf{w}_{\text{MSE/MVDR}} = \rho \mathbf{R}^{-1} v / v^H \mathbf{R}^{-1} v.\]
estimators $\hat{\mathbf{w}}_1(M)$, $\hat{\mathbf{w}}_2(M)$, \ldots, up to about $\hat{\mathbf{w}}_{20}(M)$ are particularly appealing. In contrast, the estimators $\hat{\mathbf{w}}_n(M)$ for $n > 20$ do not justify their increased cov-trace cost since they have almost nothing to offer in terms of further bias reduction. The mean-square estimation error expression $E(\|\hat{\mathbf{w}}_n(M) - \mathbf{w}_{\text{MMSE/MVDR}}\|^2)$ captures the bias–variance balance of the individual members of the estimator sequence $\hat{\mathbf{w}}_n(M)$, $n = 0, 1, 2, \ldots$. In Fig. 5 we plot the MS estimation error as a function of the iteration step (index of AV filter in the sequence or number of auxiliary vectors) $n$ for the case study in Fig. 4, for $M = 256$ (Fig. 5a) and $M = 2048$ (Fig. 5b). As a reference, we also include the MS-error of the constraint-LMS estimator [4, 35]

$$\hat{\mathbf{w}}_{\text{LMS}}(m) = \left( \mathbf{I} - \frac{\mathbf{vv}^H}{\|\mathbf{v}\|^2} \right) [\hat{\mathbf{w}}_{\text{LMS}}(m-1) - \mu \mathbf{r}_m \hat{\mathbf{w}}_{\text{LMS}}(m-1)] + \frac{\rho^*}{\|\mathbf{v}\|^2} \mathbf{v},$$

$$m = 1, \ldots, M,$$  

(16)

with $\hat{\mathbf{w}}_{\text{LMS}}(0) = (\rho^*/\|\mathbf{v}\|^2)\mathbf{v}$ and some $\mu > 0$, and the RLS estimator [7, 8] with matrix-inversion-lemma-based $\mathbf{R}^{-1}$ estimation:

$$\hat{\mathbf{R}}^{-1}(m) = \hat{\mathbf{R}}^{-1}(m-1) - \frac{\hat{\mathbf{R}}^{-1}(m-1) \mathbf{r}_m \mathbf{r}_m^H \hat{\mathbf{R}}^{-1}(m-1)}{1 + \mathbf{r}_m^H \hat{\mathbf{R}}^{-1}(m-1) \mathbf{r}_m},$$

$$m = 1, \ldots, M,$$  

(17)

with $\hat{\mathbf{R}}^{-1}(0) = (1/\epsilon_0)\mathbf{I}$ for some $\epsilon_0 > 0$. Theoretically, it is known that the LMS gain parameter $\mu > 0$ [36] has to be less than $1/(2 \cdot \lambda_{\text{max}} \text{blocked})$, where
\[ \lambda_{\text{max}} \] is the maximum eigenvalue of the blocked-data autocorrelation matrix \((I - v \bar{v}^H/\|v\|^2)R(I - v \bar{v}^H/\|v\|^2)\). While this is a theoretical upper bound, practitioners are well aware that empirical, data-dependent optimization or tuning of the LMS gain \(\mu > 0\) or the RLS initialization parameter \(\epsilon_0 > 0\) [37] is necessary to achieve acceptable performance (in our study we set \(\mu = 1/(200 \cdot \lambda_{\text{max}})\) and \(\epsilon_0 = 20\), respectively). This data specific tuning frequently results in misleading, overoptimistic conclusions about the short data record performance of the LMS and RLS algorithms. In contrast, when the filter estimators \(\hat{w}_n\) generated by the algorithm of Fig. 2 are considered instead, tuning of the real-valued parameters \(\mu\) and \(\epsilon_0\) is virtually replaced by an integer choice among the first several members of the \(\{\hat{w}_n\}\) sequence. Adaptive, data-dependent criteria for the selection of the most appropriate AV filter in the sequence for a given data record are developed in the next section. In Fig. 5a, for \(M = 256\) all estimators \(\hat{w}_n\) from \(n = 2\) up to about \(n = 55\) outperform in MS-error their RLS, LMS, and SMI (\(\hat{w}_\infty\)) counterparts. \(\hat{w}_8\) (\(n = 8\) auxiliary vectors) has the least MS-error of all (best bias–variance trade-off). When the data record size is increased to \(M = 2048\) (Fig. 5b), we can afford more iterations (more auxiliary vectors) and \(\hat{w}_{13}\) offers the best bias–variance trade-off (lowest MS-error). All filter estimators \(\hat{w}_n\) for \(n > 8\) outperform the LMS, RLS, and SMI (\(\hat{w}_\infty\)) estimators. For such large data record sets (\(M = 2048\)), the RLS and the SMI (\(\hat{w}_\infty\)) MS-errors are almost identical. Figure 6 offers a 3-dimensional plot of the MS estimation error as a function of the number of auxiliary vectors \(n\) and the sample support \(M\). The dark line that traces the bottom of the MS estimation error surface identifies the best number of auxiliary vectors for any given data record size \(M\).
An alternative bias–variance trading mechanism through real-valued tuning is the diagonally loaded (DL) SMI estimator [6]

$$\hat{\mathbf{w}}_{\text{DL-SMI}}(\Delta) = \rho^* \frac{[\hat{\mathbf{R}}(M) + \Delta \mathbf{I}]^{-1}}{\mathbf{v}^H[\hat{\mathbf{R}}(M) + \Delta \mathbf{I}]^{-1} \mathbf{v}}$$

(18)

where $\Delta \geq 0$ is the diagonal loading parameter. We observe that $\hat{\mathbf{w}}_{\text{DL-SMI}}(\Delta = 0)$ is the regular SMI estimator, while $\lim_{\Delta \to \infty} \hat{\mathbf{w}}_{\text{DL-SMI}}(\Delta)$ is the properly scaled matched filter. In Fig. 7a we plot the MS estimation error of the DL-SMI estimator as a function of the diagonal loading parameter $\Delta$ ($M = 60$). We identify the best possible diagonal loading value $\Delta \approx 3.45$ (at significant computational cost) and in Fig. 7c we compare the best DL-SMI estimator against the AV estimator sequence for which no diagonal loading is performed. Interestingly, the AV estimators $\hat{\mathbf{w}}_n$ from $n = 4$ to 7 outperform in MS-error the best possible DL-SMI estimator ($\Delta \approx 3.45$).

Finally, a finite set of $L$ filter estimators with varying bias–covariance balance can be obtained through the use of the orthogonal multistage filter decomposition procedure in [9, 10] (the resulting filters have been also referred to as nested Wiener filters). It can be shown theoretically that the $l$-stage filter, $\mathbf{w}_{\text{L-stage}, l}$, $0 \leq l \leq L - 1$, is equivalent to the following structure. First, change the auxiliary-vector generation recursion in (9) or Fig. 2 to impose orthogonality
not only with respect to the constraint vector \( \mathbf{v} \) but also with respect to all previously defined auxiliary vectors \( \mathbf{y}_1, \mathbf{y}_2, \ldots, \mathbf{y}_{n-1}, n \leq L - 1 \):

\[
\mathbf{y}_n = \left( \mathbf{I} - \frac{\mathbf{v}\mathbf{v}^H}{\|\mathbf{v}\|^2} - \sum_{l=1}^{n-1} \frac{\mathbf{y}_l\mathbf{y}_l^H}{\|\mathbf{y}_l\|^2} \right) \mathbf{R}_n^{-1}.
\]  

(19)

Next, terminate the recursion at \( n = l \), \( 0 \leq l \leq L - 1 \), and organize the \( l \) orthogonal to each other and to \( \mathbf{v} \) vectors \( \mathbf{y}_1, \ldots, \mathbf{y}_l \) in the form of a blocking matrix \( \mathbf{B}_{L \times l} = [\mathbf{y}_1, \mathbf{y}_2, \ldots, \mathbf{y}_l] \). Then,

\[
\mathbf{w}_{l-\text{stage}} = \frac{\rho^*}{\|\mathbf{v}\|^2} \mathbf{v} - \mathbf{B}_{L \times l} \hat{\mathbf{a}}_{l \times 1},
\]  

(20)

where

\[
\hat{\mathbf{a}} = \frac{\rho^*}{\|\mathbf{v}\|^2} (\mathbf{B}^H \mathbf{R} \mathbf{B})^{-1} \mathbf{B}^H \mathbf{R} \mathbf{v}
\]  

(21)

is the MS vector-optimum (unconditionally optimum) set of weights of the vectors \( \mathbf{y}_1, \mathbf{y}_2, \ldots, \mathbf{y}_l \).\(^3\) In the context of MMSE--MVDR filter estimation from a data record of size \( M \), \( \hat{\mathbf{w}}_{l-\text{stage}}(M) \) is the matched filter and \( \hat{\mathbf{w}}_{l-\text{stage}}(M) \) is the SMI estimator. In Fig. 7b we plot the MS estimation error of \( \hat{\mathbf{w}}_{l-\text{stage}}(M) \) as a function of \( l \), \( 0 \leq l \leq L - 1 = 51 \) (\( M = 60 \)). We identify the best multistage estimator (\( l = 3 \) stages) and in Fig. 7c we compare against the AV estimator sequence. We see that all AV estimators \( \hat{\mathbf{w}}_n \) from \( n = 3 \) to \( 8 \) outperform in MS-error the best multistage estimator (\( l = 3 \) stages). Finally, as a last study, in Fig. 8 we plot the MS-error of the \( \Lambda = 3.45 \) DL-SMI estimator together with the MS-error of the best multistage and AV estimators over the data support range \( M = L/2 = 16 \) to \( M = 3L = 96 \).

4. HOW TO CHOOSE THE NUMBER OF AUXILIARY VECTORS

In this section we present two data-driven rules for the selection of the number of auxiliary vectors \( n \) [39]. The first rule selects the AV filter estimator with \( n \) auxiliary vectors that has minimum cross-validated average filter output energy. The second selection rule is specific to BPSK communications receivers that employ a sign detector at the output of the linear auxiliary-vector filter. Details are given below.

\(^3\) Therefore, the multistage filter in [9, 10] is identical to the filter \( \mathbf{w}_n \) as it appears in [22–24]. The multistage decomposition algorithm is a computationally efficient procedure for the calculation of this filter tailored to the particular structure of \( \mathbf{B}^H \mathbf{R} \mathbf{B} \) (tridiagonal matrix). The same computational savings can be achieved by the general forward calculation algorithm of Liu and Van Veen [36] that returns all intermediate stage filters along the way, up to the stage of interest \( l \) (total computational complexity of order \( O((M + l)L^2) \)). The AV algorithm in Fig. 2 has computational complexity \( O((M + n)L^2) \) where \( n \) is the desired number of auxiliary vectors. Again, all intermediate AV filters are returned. Estimators of practical interest have \( l \ll M \) or \( n \ll M \). Therefore, the complexity of all such algorithms is dominated by \( O(ML^2) \) which is required for the computation of \( \mathbf{R}(M) \).
4.1. Cross-Validated Minimum Output Variance Rule (CV-MOV)

Cross-validation is a well-known statistical method [40]. Here, we use cross-validation to select the filter parameter of interest (number of auxiliary vectors \( n \)) that minimizes the output variance which is estimated based on input observations that have not been used in the process of building the filter estimator itself.

A particular case of cross-validation that we use in this work is the leave-one-out method. The following criterion defines the CV-MOV AV filter estimator selection process.

**Criterion 1.** For a given data record of size \( M \), the cross-validated minimum output variance AV filter estimator selection rule chooses the AV filter estimator \( \hat{\mathbf{\hat{w}}}_n(M) \) that minimizes the cross-validated sample average output variance, i.e.,

\[
    n_1 = \arg \min_n \left\{ \frac{1}{M} \sum_{m=1}^{M} \mathbf{\hat{w}}_n^H(M\setminus m) \mathbf{r}_m \mathbf{\hat{w}}_n(M\setminus m) \right\},
\]

where \((M\setminus m)\) identifies the AV filter estimator that is evaluated from the available data record after removing the \( m \)th sample.

It may be important to emphasize the need for invoking the cross-validation technique for the evaluation of the sample-average output variance. If a sample-average evaluation using all data were attempted, then the selection rule would take the form \( \min_n (\mathbf{\hat{w}}_n^H(M) \mathbf{\hat{R}}(M) \mathbf{\hat{w}}_n(M)) \), where \( \mathbf{\hat{R}}(M) = (1/M) \sum_{m=1}^{M} \mathbf{r}_m \mathbf{r}_m^H \) and \( \mathbf{\hat{w}}_n(M) \) is given by the algorithm of Fig. 2 with \( \mathbf{\hat{R}}(M) \) in place of \( \mathbf{R} \). Such minimization, however, would result in \( n = \infty \) since we know that \( \mathbf{\hat{w}}_n^H(M) \mathbf{\hat{R}}(M) \)
\( \hat{\mathbf{w}}_n(M) \xrightarrow{\eta \to \infty} \hat{\mathbf{w}}^H_{\infty}(M) \hat{\mathbf{R}}(M) \hat{\mathbf{w}}_\infty(M) \) and the SMI estimator \( \hat{\mathbf{w}}_\infty(M) \) achieves minimum sample average output variance \( \hat{\mathbf{w}}^H_{\infty}(M) \hat{\mathbf{R}}(M) \hat{\mathbf{w}}_\infty(M) \) (but not minimum true output variance \( \hat{\mathbf{w}}^H_{\infty}(M) \hat{\mathbf{R}} \hat{\mathbf{w}}_\infty(M) \), of course).

4.2. Output J-divergence Rule

For illustration purposes we reconsider the BPSK CDMA signal model example in (14). The output J-divergence rule selects the AV filter estimator from the sequence of AV estimators that maximizes the J-divergence of the Gaussian approximated conditional filter-output distributions (conditioned on the transmitted information bit \( b_1 = +1 \) or \( b_1 = -1 \)). The appropriateness of such a criterion as well as implementation details are presented below.

For a given AV filter estimator \( \hat{\mathbf{w}}_n(M) \), we denote by \( p_m \) the real part of the filter output with input the \( m \)th data vector \( \mathbf{r}_m \), \( m = 1, 2, \ldots, M \),

\[
p_m \triangleq \text{Re} \left[ \hat{\mathbf{w}}^H_n(M) \mathbf{r}_m \right] = \sqrt{E_1} \text{Re} \left[ b_1(m) \hat{\mathbf{w}}^H_n(M) \mathbf{s}_1 \right] + \sum_{k=2}^{K} \sqrt{E_k} \text{Re} \left[ b_k(m) \hat{\mathbf{w}}^H_n(M) \mathbf{s}_k \right] + \text{Re} \left[ \hat{\mathbf{w}}^H_n(M) \mathbf{m}_m \right],
\]

(23)

where the information bits \( b_k(m), k = 1, 2, \ldots, K, m = 1, 2, \ldots, M \), are assumed to be independent identically distributed (i.i.d.) with equally probable outcomes and \( \mathbf{m}_m \) is a 0-mean complex white Gaussian random vector with autocovariance matrix \( \sigma^2 \mathbf{I} \). Then, the scalars \( p_m, m = 1, 2, \ldots, M \), are i.i.d. with common distribution \( f_p(x) \) given by

\[
f_p(x) = \frac{1}{2^K \sqrt{2\pi} \sigma} \sum_{i=1}^{2^K} \exp \left\{ -\frac{(x - \sum_{k=1}^{K} \sqrt{E_k} \text{Re} [b_k^{(i)} \hat{\mathbf{w}}^H_n(M) \mathbf{s}_k])^2}{2\sigma^2 \| \hat{\mathbf{w}}_n(M) \|^2} \right\},
\]

(24)

where \( b_k^{(i)}, i = 1, 2, \ldots, 2^K \), is the bit of user \( k \) in the \( i \)th bit-combination.

Conditioned on the transmitted information bit of the user of interest, user 1, the pdf of the filter output is a mixture of \( 2^K - 1 \) Gaussian distributions. However, for “effective” interference suppressive filters we can safely approximate the conditional output distribution by a Gaussian distribution as argued in [41] for MMSE-MVDR linear filtering. Under this approximation, the filter output conditional distributions given that 1 or -1 is transmitted are \( f_{1,n} \sim \mathcal{N} [\mu(n), \sigma_{f+1,n}^2(n)] \) and \( f_{0,n} \sim \mathcal{N} [-\mu(n), \sigma_{f+1,n}^2(n)] \), respectively, where \( \mu(n) \triangleq \sqrt{E_1} \text{Re} [\hat{\mathbf{w}}^H_n(M) \mathbf{s}_1] \) and \( \sigma_{f+1,n}^2(n) \triangleq \sum_{k=2}^{K} E_k \text{Re} [\hat{\mathbf{w}}^H_n(M) \mathbf{s}_k]^2 + \sigma^2 \| \hat{\mathbf{w}}_n(M) \|^2 \) is the conditional variance due to multiple access interference and additive white Gaussian noise (AWGN) (the index “1+N” denotes comprehensively the disturbance contribution). The effect of the above approximation on the performance of the output J-divergence selection rule will be examined in Section 5.

The J-divergence distance \( J(f_{1,n}, f_{0,n}) \) between the distributions \( f_{1,n}(\cdot) \) and \( f_{0,n}(\cdot) \) is defined as the sum of the Kullback–Leibler (K-L) distances between

\footnote{While the signal model in (14) is real-valued, we choose to carry out this presentation in the more general context of complex input vectors and filters.}
\[ J(f_{1,n}, f_{0,n}) = D(f_{1,n}, f_{0,n}) + D(f_{0,n}, f_{1,n}), \]  

where the K-L distance of \( f_{1,n} \) from \( f_{0,n} \) is defined by \( D(f_{1,n}, f_{0,n}) \triangleq \int_{-\infty}^{\infty} f_{1,n}(x) \log(f_{1,n}(x)/f_{0,n}(x)) \, dx \) [42]. Since \( J(f_{1,n}, f_{0,n}) \) is a function of the AV filter-estimator parameter \( n \) (number of auxiliary vectors), in the rest of this paper we will use the notation \( J(n) \) to represent the J-divergence distance between \( f_{1,n}(x) \) and \( f_{0,n}(x) \). For the Gaussian approximated pdf's \( f_{1,n} \) and \( f_{0,n} \), we have \( D(f_{1,n}, f_{0,n}) = D(f_{0,n}, f_{1,n}) = [\mu(n)]^2/2\sigma_{f_{1,n}}^2(n) \) and the J-divergence simplifies to

\[ J(n) = \frac{4\mu^2(n)}{\sigma_{f_{1,n}}^2(n)}. \]  

Expression (26) justifies our choice of the output J-divergence as one of the underlying rules for the selection of the best AV filter estimator. We recall that under the same Gaussian approximation of the conditional filter-output pdf's the filter output signal-to-interference-plus-noise-ratio (SINR) can be expressed as \( J(n)/4 \) and, consequently, the bit-error-rate (BER) as \( Q(\sqrt{J(n)}/2) \), where \( Q(x) \triangleq \int_x^\infty 1/\sqrt{2\pi} \exp(-u^2/2) \, du \). To this extent, maximization of the output J-divergence in (26) implies minimization of the BER. Therefore, we propose to select the estimator from the generated sequence of AV filter estimators that exhibits maximum estimated J-divergence.

(1) **Supervised output J-divergence rule.** Exploiting the symmetry of \( f_{1,n}(\cdot) \) and \( f_{0,n}(\cdot) \), we can show in a straightforward manner that

\[
J(n) = \frac{4E^2[\text{Re}[\hat{\omega}_n^\mu(M)|r]]}{\text{Var}[\text{Re}[\hat{\omega}_n^\mu(M)|r]]} \\
= \frac{4\sum_{i=\pm 1} E_i[\text{Re}[\hat{\omega}_n^\mu(M)|r]|b_1=i] \text{Pr}(b_1=i)^2}{\sum_{i=\pm 1} \text{Var}[\text{Re}[\hat{\omega}_n^\mu(M)|r]|b_1=i] \text{Pr}(b_1=i)},
\]  

where \( \text{Var}[] \) and \( \text{Pr}[] \) denote variance and probability, respectively. Assuming availability of a pilot information bit sequence \( \{b_1(m)\}_{m=1}^M \), we propose to estimate \( J(n) \) by estimating statistical expectations and probabilities via sample averaging and frequencies of occurrence, respectively. We note that although (27) and (28) are ideally equivalent (when all statistical quantities are known), this is not the case in general when estimated measures are considered. So, let \( \{p_{1,1}^+, p_{2,1}^+, p_{3,1}^+, \ldots, p_{M_1,1}^+\} \triangleq \{\text{Re}[\hat{\omega}_n^\mu(M)|r_m]|b_1(m) = +1, m = 1, 2, 3, \ldots, M\} \) and \( \{p_{1,1}^-, p_{2,1}^-, p_{3,1}^-, \ldots, p_{M_1,1}^-\} \triangleq \{\text{Re}[\hat{\omega}_n^\mu(M)|r_m]|b_1(m) = -1, m = 1, 2, 3, \ldots, M\} \) be the sets of all filter outputs under \( b_1(m) = +1 \) and \( b_1(m) = -1 \), respectively (\( M_1, M_2 \neq 0 \) and \( M_1 + M_2 = M \)). First, it can be shown in a straightforward manner that the estimator of the numerator of (28) (that is, the weighted average of the sample average mean of the set \( \{p_{1,1}^+, p_{2,1}^+, \ldots, p_{M_1,1}^+\} \) and the sample average mean of the set \( \{p_{1,1}^-, p_{2,1}^-, \ldots, p_{M_1,1}^-\} \) weighted by the frequency of each set) is equivalent to the estimator of the numerator of (27) \( 4\mu(n) \) (where \( \mu(n) \triangleq \sum_{m=1}^{M_1+M_2} b_1(m) p_m/(M_1 + M_2) \) (in fact, \( \mu(n) \) is the minimum variance unbiased estimator of \( \mu(n) \) [43, p. 178]).
Estimators of the denominator of (27) and (28) are examined in the following proposition. The proof is included in the Appendix.

**PROPOSITION 3.** Consider the estimator of $\hat{\sigma}_{f+}^2(n)$, which is the weighted average of the sample average variance of the set $\{p_{m1}^+\}_{m=1}^{M_1}$ and the sample average variance of the set $\{p_{m2}^-\}_{m=1}^{M_2}$, weighted by the frequency of occurrence of each set

$$
\hat{\sigma}_{f+}^2(n) = \frac{M_1}{M_1 + M_2} \hat{\sigma}^{2+}(n) + \frac{M_2}{M_1 + M_2} \hat{\sigma}^{2-}(n),
$$

(29)

where

$$
\hat{\sigma}^{2+}(n) \triangleq \frac{1}{M_1} \sum_{m=1}^{M_1} (p_{m}^+ - \hat{\mu}^+(n))^2, \quad \hat{\mu}^+(n) \triangleq \frac{1}{M_1} \sum_{m=1}^{M_1} p_{m}^+,
$$

$$
\hat{\sigma}^{2-}(n) \triangleq \frac{1}{M_2} \sum_{m=1}^{M_2} (p_{m}^+ - \hat{\mu}^-(n))^2, \quad \hat{\mu}^-(n) \triangleq \frac{1}{M_2} \sum_{m=1}^{M_2} p_{m},
$$

and $\{p_{m1}^+\}_{m=1}^{M_1}$, $\{p_{m2}^+\}_{m=1}^{M_2}$, $M_1$, and $M_2$ are as defined previously. Consider also the direct sample average estimator of $\sigma_{f+}^2(n)$,

$$
\hat{\sigma}_2^2(n) = \frac{1}{M_1 + M_2} \sum_{m=1}^{M_1 + M_2} [b_{1}(m) p_{m} - \hat{\mu}(n)]^2,
$$

(30)

where $p_{m}$ is given by (23). The estimators $\hat{\sigma}_2^2(n)$ and $\hat{\sigma}_f^2(n)$ exhibit the following properties: (i) They are both biased and (ii) $\hat{\sigma}_2^2(n)$ exhibits smaller MSE from the true value than $\hat{\sigma}_f^2(n)$.

Utilizing Proposition 3, estimators for the filter-output J-divergence become readily available. The following theorem identifies their relative merits. The proof is included in the Appendix.

**THEOREM 2.** Define the two supervised estimators of the output J-divergence $\hat{J}_{S,1}(n) \triangleq 4\hat{\mu}^2(n)/\hat{\sigma}_2^2(n)$ and $\hat{J}_{S,2}(n) \triangleq 4\hat{\mu}^2(n)/\hat{\sigma}_{f+}^2(n)$, where the subscript "S" identifies a supervised implementation. Then, for a given information bit pilot sequence of size $M = M_1 + M_2$, where $M_1$ and $M_2$ are the cardinalities of the sets $\{b_{1}(m) = +1\}$ and $\{b_{1}(m) = -1\}$, respectively, both estimators are biased while the MSE of $\hat{J}_{S,2}(n)$ is less than the MSE of $\hat{J}_{S,1}(n)$; i.e.,

$$
E\left\{ \left[ \hat{J}_{S,2}(n) - \frac{4\hat{\mu}^2(n)}{\hat{\sigma}^2_{f+}(n)} \right]^2 \right\} < E\left\{ \left[ \hat{J}_{S,1}(n) - \frac{4\hat{\mu}^2(n)}{\hat{\sigma}^2_{f+}(n)} \right]^2 \right\},
$$

(31)

where $4\hat{\mu}^2(n)/\sigma_{f+}^2(n)$ is the true value of $J(n)$ as given by (26).

Using the preferred estimator $\hat{J}_{S,2}(n)$, the supervised implementation of the output J-divergence AV filter estimator selection rule takes the final form given by the following criterion.
CRITERION 2. For a given information bit pilot sequence of size $M$, the supervised J-divergence AV filter estimator selection rule chooses the estimator $\hat{\gamma}_{n_2}(M)$ with $n_2$ auxiliary vectors where

$$n_2 = \arg \max_n \{ \hat{J}_{S,2}(n) \}$$

$$= \arg \max_n \left\{ \frac{4 \left( \frac{1}{M} \sum_{m=1}^{M} b_1(m) \Re[\hat{\gamma}_{n_2}(M) x_m] \right)^2}{\frac{1}{M} \sum_{m=1}^{M} [b_1(m) \Re[\hat{\gamma}_{n_2}(M) x_m] - \hat{\mu}_n(n)]^2} \right\}. \quad (32)$$

(2) Unsupervised (blind) output J-divergence rule. The blind implementation of the rule is obtained by substituting the information bit $b_1$ in (27) by the detected bit $b_1 = \text{sgn}[\Re[\hat{\gamma}_{n_2}(M) x]]$ (output of the sign detector that follows the linear filter). In particular, using $\hat{b}_1$ in place of $b_1$ in (27) we obtain the following J-divergence expression

$$J_B(n) = \frac{4E^2[b_1 \Re[\hat{\gamma}_{n_2}(M) x]]}{\text{Var}[b_1 \Re[\hat{\gamma}_{n_2}(M) x]]} = \frac{4E^2[|\Re[\hat{\gamma}_{n_2}(M) x]|]}{\text{Var}(|\Re[\hat{\gamma}_{n_2}(M) x]|)}, \quad (33)$$

where the subscript "B" identifies the blind version of the J-divergence function. The following proposition provides the conditions under which $J_B(n)$ is nearly equal to $J(n)$. The proof is included in the Appendix.

PROPOSITION 4. If $\mu(n)/(\sigma_{1+n}(n)) \gg 1$, i.e., the filter output SINR is significantly higher than 0 dB, then $J_B(n) \approx J(n)$.

To estimate $J_B(n)$ from a data record of finite size, we substitute the statistical expectations in (33) by sample averages. The following criterion summarizes the corresponding AV filter estimator selection rule.

CRITERION 3. For a given data record of size $M$, the unsupervised (blind) J-divergence AV filter estimator selection rule chooses the estimator $\hat{\gamma}_{n_3}(M)$ with $n_3$ auxiliary vectors where

$$n_3 = \arg \max_n \{ \hat{J}_B(n) \}$$

$$= \arg \max_n \left\{ \frac{4 \left( \frac{1}{M} \sum_{m=1}^{M} |\Re[\hat{\gamma}_{n_3}(M) x_m]| \right)^2}{\frac{1}{M} \sum_{m=1}^{M} |\Re[\hat{\gamma}_{n_3}(M) x_m]|^2 - \left( \frac{1}{M} \sum_{m=1}^{M} |\Re[\hat{\gamma}_{n_3}(M) x_m]| \right)^2} \right\}. \quad (34)$$

5. SIMULATION STUDIES

We examine the performance of the proposed short data record AV filter estimator selection rules for a DS-CDMA system with $K$ users, spreading gain $L$, and multipath fading reception by a narrowband antenna array with $N$ elements. All elements experience identical fading. Let $J$ denote the number of chip interval spaced paths per baseband user signal. After conventional carrier demodulation, chip-matched filtering, and sampling at the chip rate over a multipath extended symbol interval of $L + J - 1$ chips, the $L + J - 1$ data samples
from the \( i \)th antenna element, \( i = 1, 2, \ldots, N \), are organized in the form of a vector \( \mathbf{r}_{m}^{(i)} \) given by

\[
\mathbf{r}_{m}^{(i)} = \sum_{k=1}^{K} \sum_{t=1}^{J} c_{k,t} \sqrt{E_k(b_k(m)s_{k,t} + b_k^-(m)s_{k,t}^- + b_k^+(m)s_{k,t}^+)} a_{k,t}(i) + \mathbf{n}_{m}^{(i)},
\]

\( m = 1, \ldots, M, \ i = 1, \ldots, N. \) \( (35) \)

In \( (35) \), with respect to the \( k \)th user signal, \( E_k \) is the transmitted energy, \( b_k(m), b_k^-(m), \) and \( b_k^+(m) \) are the present, the previous, and the following transmitted bits, respectively, and \( c_{k,t} \) is the coefficient of the \( r \)th path of the \( k \)th user signal. The channel coefficients are modeled as independent zero-mean complex Gaussian random variables that are assumed to remain constant over the filter adaptation data record of size \( M \). \( s_{k,t} \) represents the \((J-1)\)-zero-padded and \((i-1)\)-right-shifted version of the signature of the \( k \)th user \( s_k \); \( s_{k,t}^- \) is the 0-filled, \( L \)-left-shifted version of \( s_{k,t} \); and \( s_{k,t}^+ \) is the 0-filled, \( L \)-right-shifted version of \( s_{k,t} \). Finally, \( \mathbf{n}_{m}^{(i)} \) represents additive complex white Gaussian noise and \( a_{k,t}(i) \) denotes the \( i \)th coordinate of the array response vector \( \mathbf{a}_{k,t} \) that corresponds to the \( r \)th path of the \( k \)th user signal

\[
a_{k,t}(i) = \exp \left\{ j2\pi (i-1) \frac{\sin \theta_{k,t}}{\lambda} \right\}, \quad i = 1, \ldots, N,
\]

\( (36) \)

where \( \theta_{k,t} \) is the angle of arrival, \( \lambda \) is the carrier wavelength, and \( q \) is the inter-element spacing (in our studies we set \( q = \lambda/2 \)).

We vectorize the \((L + J - 1) \times N\) space–time received data matrix \( \left[ \mathbf{r}_{m}^{(1)}, \mathbf{r}_{m}^{(2)}, \ldots, \mathbf{r}_{m}^{(N)} \right] \) to form the joint space–time data vector \( \mathbf{r}_{m} \), which is a \((L + J - 1)N\)-long column vector:

\[
\mathbf{r}_{m} = \text{Vec} \left\{ \left[ \mathbf{r}_{m}^{(1)}, \mathbf{r}_{m}^{(2)}, \ldots, \mathbf{r}_{m}^{(N)} \right] \right\}_{(L+J-1) \times N}.
\]

\( (37) \)

The joint space–time RAKE filter for user 1 is \( \mathbf{v}_1 \overset{\Delta}{=} E_{b_1}(\mathbf{r}_{m} b_1(m)) = \text{Vec} \left\{ \mathbf{v}_{1,1}, \mathbf{v}_{1,2}, \ldots, \mathbf{v}_{1,N} \right\} \) (\( E_{b_1} \{ \cdot \} \) denotes statistical expectation with respect to \( b_1(m) \)), and \( \mathbf{v}_{1,i} \overset{\Delta}{=} \sum_{t=1}^{J} c_{1,t} s_{1,t} a_{1,t}(i), \ i = 1, 2, \ldots, N. \) The MMSE–MVDR filter is built with constraint vector \( \mathbf{v} = \mathbf{v}_1 \), desired response \( \mathbf{w}^H \mathbf{v}_1 = 1 \), and autocorrelation matrix \( \mathbf{R} = E \{ \mathbf{r}_{m} \mathbf{r}_{m}^H \} \).

We choose \( K = 20, N = 5, J = 3 \) paths with independent zero-mean complex Gaussian fading coefficients of variance one (i.e., \( E \{ |c_{k,t}|^2 \} = 1 \)) and Gold signatures with processing gain \( L = 31 \). The total SNR's (over the three paths) of the 19 interferers are set at \( \text{SNR}_{2:6} = 6 \text{ dB}, \text{SNR}_{7:8} = 7 \text{ dB}, \text{SNR}_{9:13} = 8 \text{ dB}, \text{SNR}_{14:15} = 9 \text{ dB}, \text{SNR}_{16:20} = 10 \text{ dB} \). The space–time product (filter length) equals \((L + J - 1)N = (31 + 2)5 = 165 \). All experimental results that follow are averages over 100 different channel realizations and 10 independent data record generations per channel.

We first examine the performance of the AV filter estimator selection rules under the assumption that no info-bit pilot sequence is available. The data record size is set equal to \( M = 230 \) while the total SNR of the user of interest
FIG. 9. Histogram of the two differences \( n_1 - n_{opt} \) and \( n_3 - n_{opt} \) where \( n_1 \) is the CV-MOV choice and \( n_3 \) is the blind J-divergence choice (\( M = 230, \text{SNR}_1 = 8 \text{ dB} \)).

is set at \( \text{SNR}_1 = 8 \text{ dB} \). In Fig. 9, we plot the empirical pdf of the differences \( (n_1 - n_{opt}) \) and \( (n_3 - n_{opt}) \) where \( n_1 \) and \( n_3 \) denote selections according to Criteria 1 and 3, respectively, while \( n_{opt} \) denotes the “genie” maximum SINR optimum choice of the number of auxiliary vectors. We observe that both criteria provide a reliable estimate of the genie-assisted optimum number of auxiliary vectors.

The overall short data record adaptive filter performance is examined in Figs. 10 and 11. In Fig. 10, we plot the BER\(^5\) of the AV filter estimators \( \hat{\omega}_{n_1}(M) \) and \( \hat{\omega}_{n_3}(M) \) as a function of the SNR of the user of interest for data records of size \( M = 230 \). The BER curve of the genie-assisted maximum SINR optimum filter choice \( \hat{\omega}_{n_{opt}}(M) \) as well as the corresponding curves of the ideal MMSE–MVFDR filter \( \omega_{\text{MMSE-MVDR}} \), the SMI filter estimator \( \hat{\omega}_{\infty}(M) \), the S-T RAKE matched filter (MF) \( \hat{\omega}_{0}(M) = v_1 \), and the multistage filter [9, 10] with the preferred number of stages\(^6\) \( l = 7 \) are also included for comparison purposes. We observe that both \( \hat{\omega}_{n_1}(M) \) and \( \hat{\omega}_{n_3}(M) \) are very close to the genie optimum AV filter estimator choice and outperform significantly the SMI filter estimator, the multistage filter estimator, and the matched filter. We also observe that for moderate to high SNRs of the user of interest, the J-divergence selection rule is slightly superior to the CV-MOV selection rule. The opposite is true in the low SNR range. This is explained by the fact that the J-divergence approximation

\(^5\) The BER of each filter under consideration is approximated by \( Q(\sqrt{\text{SNR}_{\text{opt}}}) \) [41], since the computational complexity of the BER expression for this antenna array CDMA system prohibits exact analytic evaluation.

\(^6\) In [44], it is argued that \( l = 7 \) (\( D = 8 \) in the notation of [44]) stages are “nearly optimal over a wide range of loads and SNRs.”
$J(n) \approx J_B(n)$ used in Proposition 4 is less accurate for low filter output SINR values. On the other hand, for high filter output SINRs the discrimination capability of the CV-MOV rule is not as sharp.

Finally, Fig. 11 repeats the study of Fig. 10 as a function of the data record size. The SNR of the user of interest is fixed at 8 dB.
6. CONCLUDING REMARKS

In this article we relied strictly on statistical *conditional* optimization principles to derive an iterative algorithm that starts from the white-noise matched filter and converges to the MMSE–MVDR filter solution for any given positive definite input autocorrelation matrix. The conceptual simplicity of the employed conditional optimization criteria led to a computationally simple iteration step. We analyzed basic algorithmic properties and we established formal convergence to the MMSE–MVDR filter.

When the input autocorrelation matrix is substituted by a sample-average (positive definite) estimate, the algorithm generates a sequence of filter estimators that converges to the familiar sample matrix inversion unbiased estimator. The bias of the generated estimator sequence decreases rapidly to zero while the estimator covariance trace increases slowly from zero (for the initial, fixed-valued, matched-filter estimator) to the asymptotic covariance trace of SMI. Sequences of practical estimators that offer such exceptional control over favorable bias–covariance balance points are always a prime objective in the estimation theory literature. Indeed, for finite data record sets, members of the generated sequence of estimators were seen to outperform in MS estimation error LMS and RLS types, SMI and diagonally loaded SMI, and orthogonal multistage decomposition filter estimators. In addition, the troublesome, data-dependent tuning of the real-valued LMS learning gain parameter, the RLS initialization parameter, or the SMI diagonal loading parameter is replaced by an integer choice among the first several members of the estimator sequence. Two data-driven criteria were proposed for the identification of the best AV filter estimator in the sequence. The first criterion calls for the minimization of the cross-validated filter-estimator output variance. The second criterion calls for the maximization of the J-divergence of the filter-estimator output-conditional distributions. Simulation studies examined and compared the operational characteristics of the proposed selection methods. With respect to the relative merits of the minimum cross-validated output variance and the maximum output J-divergence selection rules, we observed that for moderate to high output SINRs the latter method appears superior to the former (for high SINRs the cross-validated minimum output variance rule is not as sharp in discrimination ability). In contrast, in low output SINR the J-divergence method is somewhat lacking in performance (technically, the approximation in Proposition 4 is less accurate for near 0 dB or lower output SINR values). As a final general comment, the use of a sufficiently long antenna array in combination with an "effective" interference suppressive filter can result in high output SINR which favors the J-divergence selection rule, even when the transmitted energy of the user of interest is much lower than that of the interferers.

The auxiliary-vector algorithm in Fig. 2 together with Criteria 1, 2, and 3 form a complete toolbox for state-of-the-art estimation of MMSE–MVDR filters. The developments are of particular interest in high-dimensional adaptive signal processing applications that rely on data records of limited size.
APPENDIX

Signature Assignment for the DS-CDMA Example of Sections 3 and 4

The matrix $S_{32 \times 13} = [s_1 \ s_2 \ \ldots \ s_{13}]$ with columns the signature vectors $s_1, s_2, \ldots, s_{13}$ is given below.

$$S = \frac{1}{\sqrt{32}}$$

(A.1)

Proof of Proposition 3. The quantities $(1/M_1) \sum_{m=1}^{M_1} (p_m^+ - \hat{\mu}(n))^2$ and $(1/M_2) \sum_{m=1}^{M_2} (p_m^- - \hat{\mu}^-(n))^2$ are the ML estimators for the variance of the filter output conditioned on $b_1 = +1$ and $b_1 = -1$, respectively [43, p. 179]. Both estimators are biased. (In fact, their unbiased counterparts that have multiplying factors $1/(M_1-1)$ and $1/(M_2-1)$ instead of $1/M_1$ and $1/M_2$, respectively, exhibit higher MSE.) The MSEs of the estimators of interest $\hat{\sigma}_1^2(n)$ and $\hat{\sigma}_2^2(n)$ are as follows:

$$\text{MSE}_{\hat{\sigma}_1^2(n)} = E \left\{ \left( \hat{\sigma}_1^2(n) - \sigma_{1+N}^2(n) \right)^2 \right\}$$

$$= E \left\{ \left[ \left( \frac{\sum_{m=1}^{M_1} (p_m^+ - \hat{\mu}(n))^2}{M_1 + M_2} - \frac{M_1 \sigma_{1+N}^2(n)}{M_1 + M_2} \right) \right. \right.$$  

$$+ \left. \left( \frac{\sum_{m=1}^{M_2} (p_m^- - \hat{\mu}^-(n))^2}{M_1 + M_2} - \frac{M_2 \sigma_{1+N}^2(n)}{M_1 + M_2} \right) \right]^2 \right\}$$
\[
\begin{align*}
&= \frac{(2M_1 - 1)\sigma_{I+N}^4(n)}{(M_1 + M_2)^2} + \frac{(2M_2 - 1)\sigma_{I+N}^4(n)}{(M_1 + M_2)^2} + \frac{2\sigma_{I+N}^4(n)}{(M_1 + M_2)^2} \\
&= \frac{2\sigma_{I+N}^4(n)}{M_1 + M_2}
\end{align*}
\]

and

\[
\text{MSE}_{\hat{\sigma}_2^2(n)} = E\left\{ \left( \frac{\hat{\sigma}_2^2(n) - \sigma_{I+N}^2(n)}{2} \right)^2 \right\} = \frac{\left( 2(M_1 + M_2) - 1 \right)\sigma_{I+N}^4(n)}{(M_1 + M_2)^2}.
\]

Thus,

\[
\text{MSE}_{\hat{\sigma}_2^2(n)} - \text{MSE}_{\hat{\sigma}_1^2(n)} = \frac{\sigma_{I+N}^4(n)}{(M_1 + M_2)^2} > 0. \quad \Box
\]

Proof of Theorem 2. \(\hat{\mu}^+(n)\) and \(\hat{\sigma}^{2+}(n)\) are independent random variables with distributions \(\hat{\mu}^+(n) \sim \mathcal{N}(\mu(n), \sigma_{I+N}^2(n)/M_1)\) and \((M_1/\sigma_{I+N}^2(n))\hat{\sigma}^{2+}(n) \sim x_{M_1-1}^2\) \([45]\) \((x_{M_1-1}^2\) denotes the chi-square distribution with \((M_1 - 1)\) degrees of freedom). Similarly, \(\hat{\mu}^-(n)\) and \(\hat{\sigma}^{-2}(n)\) are independent random variables with distributions \(\hat{\mu}^-(n) \sim \mathcal{N}(\mu(n), \sigma_{I+N}^2(n)/M_2)\) and \((M_2/\sigma_{I+N}^2(n))\hat{\sigma}^{-2}(n) \sim x_{M_2-1}^2\). Furthermore, \((\hat{\mu}^+(n), \hat{\sigma}^{2+}(n))\) and \((\hat{\mu}^-(n), \hat{\sigma}^{-2}(n))\) are mutually independent because \((\hat{\mu}^+(n), \hat{\sigma}^{2+}(n))\) and \((\hat{\mu}^-(n), \hat{\sigma}^{-2}(n))\) are evaluated from two independent training sets.

Since \(\hat{\mu}(n) = (M_1/M)\hat{\mu}^+(n) - (M_2/M)\hat{\mu}^-(n)\) and \(\hat{\sigma}_1^2(n) = (M_1/M)\hat{\sigma}^{2+}(n) + (M_2/M)\hat{\sigma}^{-2}(n)\), \(\hat{\mu}(n)\) and \(\hat{\sigma}_1^2(n)\) are independent random variables with distributions \(\hat{\mu}(n) \sim \mathcal{N}(\mu(n), \sigma_{I+N}^2(n)/M)\) and \((M/\sigma_{I+N}^2(n))\hat{\sigma}_1^2(n) \sim x_{M-2}^2\) where \(M = M_1 + M_2\) is the size of the given information bit pilot sequence.

Therefore,

\[
E\left\{ \hat{J}_{5,1}(n) \right\} = 4E\left\{ \hat{\mu}^2(n) \right\} E\left\{ \frac{1}{\hat{\sigma}_1^2(n)} \right\} = 4 \left[ \frac{\sigma_{I+N}^2(n)}{M} + \mu^2(n) \right] \frac{M}{\sigma_{I+N}^2(n)(M-4)}
\]

\[
= \frac{4\mu^2(n)}{\sigma_{I+N}^2(n)} M \frac{M}{M-4} + \frac{4}{M-4}.
\]

\[
E\left\{ \hat{J}_{5,2}(n) \right\} = 16E\left\{ \hat{\mu}^4(n) \right\} E\left\{ \frac{1}{\hat{\sigma}_1^4(n)} \right\} = 16 \left[ \mu^4(n) + \frac{6\mu^2(n)\sigma_{I+N}^2(n)}{M} + \frac{3\sigma_{I+N}^4(n)}{M^2} \right]
\]

\[
\times \frac{M^2}{\sigma_{I+N}^2(n)(M-4)(M-6)}.
\]

The inverse moments \(E\{1/\hat{\sigma}_1^2(n)\}\) and \(E\{1/\hat{\sigma}_1^4(n)\}\) exist for \(M > 4\) and \(M > 6\), respectively, and are given by \([46]\)

\[
E\left\{ \frac{1}{\hat{\sigma}_1^2(n)} \right\} = \frac{M}{\sigma_{I+N}^2(n)(M-4)},
\]

\[
E\left\{ \frac{1}{\hat{\sigma}_1^4(n)} \right\} = \frac{M^2}{\sigma_{I+N}^2(n)(M-4)(M-6)}.
\]
Thus, the MSE of $\hat{j}_{\text{s},1}(n)$ is

$$
\text{MSE}_1 \triangleq E \left\{ \left( \hat{j}_{\text{s},1}(n) - \frac{4\mu^2(n)}{\sigma_{I+N}^2(n)} \right)^2 \right\} = \frac{16}{(M-4)(M-6)} a - \frac{16}{M-4} b + \frac{16\mu^4(n)}{\sigma_{I+N}^4(n)}.
$$

(A.9)

where

$$
a \triangleq \left[ \mu^4(n) + \frac{6\mu^2(n)\sigma_{I+N}^2(n)}{M} + \frac{3\sigma_{I+N}^4(n)}{M^2} \right] \frac{M^2}{\sigma_{I+N}^4(n)} \quad \text{and}
$$

$$
b \triangleq \left[ \frac{\sigma_{I+N}^2(n)}{M} + \mu^2(n) \right] \frac{2M\mu^2(n)}{\sigma_{I+N}^4(n)}.
$$

(A.10)

On the other hand, $\hat{\mu}(n)$ and $\hat{\sigma}^2(n)$ are independent random variables with distributions $\hat{\mu}(n) \sim N(\mu(n), \sigma_{I+N}^2(n)/M)$ and $(M/\sigma_{I+N}^2(n))\hat{\sigma}^2(n) \sim \chi^2_{M-1}$, respectively. Therefore,

$$
E \{ \hat{j}_{\text{s},2}(n) \} = 4 \left[ \frac{\sigma_{I+N}^2(n)}{M} + \mu^2(n) \right] \frac{M}{\sigma_{I+N}^2(n)(M-3)}
$$

$$
= \frac{4\mu^2(n)}{\sigma_{I+N}^2(n)} \frac{M}{M-3} + \frac{4}{M-3},
$$

(A.11)

$$
E \{ \hat{j}_{\text{s},2}^2(n) \} = 16 \left[ \mu^4(n) + \frac{6\mu^2(n)\sigma_{I+N}^2(n)}{M} + \frac{3\sigma_{I+N}^4(n)}{M^2} \right]
$$

$$
\times \frac{M^2}{\sigma_{I+N}^4(n)(M-3)(M-5)}.
$$

(A.12)

Thus, the MSE of $\hat{j}_{\text{s},2}(n)$ is

$$
\text{MSE}_2 \triangleq E \left\{ \left( \hat{j}_{\text{s},2}(n) - \frac{4\mu^2(n)}{\sigma_{I+N}^2(n)} \right)^2 \right\}
$$

$$
= \frac{16}{(M-3)(M-5)} a - \frac{16}{M-3} b + \frac{16\mu^4(n)}{\sigma_{I+N}^4(n)}.
$$

(A.13)

where the first and second inverse moments $E\{1/\hat{\sigma}^2(n)\}$ and $E\{1/\hat{\sigma}^4(n)\}$ exist for $M > 3$ and $M > 5$, respectively, and $a$ and $b$ are given by (A.10).

From (A.9) and (A.13), assuming $M > 6$ which is the condition for all inverse moments to exist, we obtain

$$
\text{MSE}_1 - \text{MSE}_2 = \frac{16a}{(M-4)(M-6)} - \frac{16a}{(M-3)(M-5)} + \frac{b}{M-3} - \frac{b}{M-4}
$$

$$
= \frac{16}{(M-3)(M-4)} \left[ \frac{2M-9}{(M-5)(M-6)} a - b \right]
$$

$$
> \frac{16}{(M-3)(M-4)} \left[ \frac{2(M-5)}{(M-5)(M-6)} a - b \right]
$$

$$
= \frac{32[6M\mu^4(n) + 5M\mu^2(n)\sigma_{I+N}^2(n) + 6\mu^2(n)\sigma_{I+N}^2(n) + 3\sigma_{I+N}^4(n)]}{(M-3)(M-4)(M-5)}
$$

$$
> 0.
$$

(A.14)
Proof of Proposition 4. Define \( Y \overset{\triangle}{=} |\text{Re}[\mathbf{W}_0^H(M)r]| \). The pdf of \( Y \) is

\[
 f_Y(y) = \frac{1}{\sqrt{2\pi}\sigma_{I+N}(n)} \left[ \exp \left( -\frac{(y - \mu(n))^2}{2\sigma_{I+N}^2(n)} \right) + \exp \left( -\frac{(y + \mu(n))^2}{2\sigma_{I+N}^2(n)} \right) \right] U(y),
\]

where \( U(y) \) is the unit step function. The mean of \( Y \) is

\[
 E[Y] = \int_y y f_Y(y) \, dy = \mu(n) + \frac{2\sigma_{I+N}(n)}{\sqrt{2\pi}} \exp \left( -\frac{\mu^2(n)}{2\sigma_{I+N}^2(n)} \right) - 2\mu(n) Q \left( \frac{\mu(n)}{\sigma_{I+N}(n)} \right),
\]

(A.16)

The series expansion of \( Q(x) \) is [47]

\[
 Q(x) = \frac{1}{\sqrt{2\pi x}} \exp \left( -\frac{x^2}{2} \right) \left\{ 1 + \frac{1}{x^2} + \frac{1}{x^4} + \cdots + \frac{(-1)^n 1 \cdot 3 \cdots (2n - 1)}{x^{2n}} \right\} + R_n,
\]

(A.17)

where \( R_n = (-1)^{n+1} 1 \cdot 3 \cdots (2n + 1) \int_x^{\infty} \frac{1}{\sqrt{2\pi t}} \exp(-t^2/2) \, dt \) is the remainder which is always less (in absolute value) than the first neglected term. If \( \mu(n)/\sigma_{I+N}(n) \gg 1 \), (A.16) can be written as

\[
 E[Y] = \mu(n) \left\{ 1 + \frac{2\sigma_{I+N}(n)}{\sqrt{2\pi} \mu(n)} \exp \left( -\frac{\mu^2(n)}{2\sigma_{I+N}^2(n)} \right) \right. \\
- \left. \frac{2\sigma_{I+N}(n)}{\sqrt{2\pi} \mu(n)} \exp \left( -\frac{\mu^2(n)}{2\sigma_{I+N}^2(n)} \right) \left[ 1 - O \left( \left( \frac{\mu(n)}{\sigma_{I+N}(n)} \right)^{-2} \right) \right] \right\}
\]

\[
 = \mu(n) \left\{ 1 + \frac{2}{\sqrt{2\pi}} \exp \left( -\frac{\mu^2(n)}{2\sigma_{I+N}^2(n)} \right) O \left[ \left( \frac{\mu(n)}{\sigma_{I+N}(n)} \right)^{-3} \right] \right\}
\]

\[
 \approx \mu(n).
\]

(A.18)

The variance of \( Y \) is

\[
 \text{Var}(Y) = E\{Y^2\} - E^2\{Y\} = \mu^2(n) + \sigma_{I+N}^2(n) - E^2\{Y\}
\]

(A.19)

and using (A.18) we may approximate

\[
 \text{Var}(Y) \approx \sigma_{I+N}^2(n).
\]

(A.20)

Finally, from (A.18) and (A.20) we obtain

\[
 J_B(n) = \frac{4E^2\{Y\}}{\text{Var}(Y)} \approx \frac{4\mu^2(n)}{\sigma_{I+N}^2(n)} = J(n).
\]

(A.21)
REFERENCES


GEORGE N. KARYSTINOS was born in Athens, Greece, on April 12, 1974. He received the Diploma degree in computer engineering and science from the University of Patras, Patras, Greece, in 1997. Since 1998, he has been a research assistant with the Communications and Signals Group in the Department of Electrical Engineering at the State University of New York at Buffalo where he is currently a Ph.D. candidate. His research interests are in the areas of wireless multiple access communications and statistical signal processing. Mr. Karystinos is a student member of the IEEE Communications Society, Signal Processing Society, and Information Theory Society and a member of Eta Kappa Nu.

HAO LI QIAN was born in Sichuan, PR. China, on June 2, 1977. He received the B.Sc. in electronic engineering from Tsinghua University, Beijing, PR. China, in 1998 and the M.Sc. in electrical engineering from the State University of New York at Buffalo in 2000. Since 2000, he has been a research assistant with the Communications and Signals Group, Department of Electrical Engineering, State University of New York at Buffalo, where he is currently working toward the Ph.D. degree. His research interests are in the areas of wireless communications and
statistical signal processing. Mr. Qian is a student member of the IEEE Communications Society and Information Theory Society.

MICHAEL J. MEDLEY received his B.S., M.S., and Ph.D. in electrical engineering from Rensselear Polytechnic Institute in 1990, 1991, and 1995, respectively. Since 1991, he has been a research engineer for the United States Air Force Research Laboratory in Rome, NY where he has been actively involved in HF channel modeling, interference suppression in spread spectrum communications, spread spectrum waveform design and multicarrier modulation. He is currently a member of the Smart Networking Radio research group developing advanced modulation and signal processing technology for next-generation military radios. His research interests include transform domain signal processing and adaptive filtering, multicarrier modulation and multiple access communication techniques. Dr. Medley is a member of the IEEE Communications Society, Eta Kappa Nu, and Tau Beta Pi.

STELLA N. BATALAMA received the Diploma degree in computer engineering and science from the University of Patras, Greece in 1989 and the Ph.D. in electrical engineering from the University of Virginia, Charlottesville, VA, in 1994. From 1989 to 1990 she was with the Computer Technology Institute, Patras, Greece. From 1990 to 1994 she was a research assistant in the Communication Systems Laboratory, Department of Electrical Engineering, University of Virginia. In 1995 she joined the Department of Electrical Engineering, State University of New York at Buffalo, Buffalo, NY, where she is presently an associate professor. During the summers of 1997-2002 she was Visiting Faculty in the U.S. Air Force Research Laboratory, Rome, NY. Her research interests include small sample support adaptive filtering and receiver design, adaptive multuser detection, robust spread-spectrum communications, supervised and unsupervised optimization, and distributed detection. Dr. Batalama is currently an associate editor for the IEEE Communications Letters and the IEEE Transactions on Communications.
Data-record-based Criteria for the Selection of an Auxiliary-Vector Estimator of the MMSE/MVDR Filter

Haoli Qian, Student Member, IEEE, and Stella N. Batalama, Member, IEEE

Abstract—When the auxiliary-vector (AV) filter generation algorithm utilizes sample average estimated input data statistics, it provides a sequence of estimates of the ideal minimum-mean-square-error (MMSE) or minimum-variance-distortionless-response (MVDR) filter for the given signal processing/receiver design application. Evidently, early non-asymptotic elements of the sequence offer favorable bias/variance balance characteristics and outperform in mean-square filter estimation error the unbiased sample-matrix-inversion (SMI) estimator as well as the (constraint)-LMS, RLS, “multistage nested Wiener filter,” and diagonally-loaded (DL)-SMI filter estimators. Selecting the most successful (in some appropriate sense) AV-filter estimator in the sequence for a given data record is a critical problem that has not been addressed so far. In this paper we deal exactly with this problem and we propose two data driven selection criteria. The first criterion minimizes the cross-validated sample average variance of the AV-filter output and can be applied to general filter estimation problems; the second criterion maximizes the estimated J-divergence of the AV-filter output conditional distributions and is tailored to binary phase-shift-keying (PSK)-type detection problems.

Index Terms—Adaptive filters, antenna arrays, code division multiaccess, cross-validation, interference suppression, J-divergence, low sample support, short-data-record estimation.

I. INTRODUCTION AND BACKGROUND

In this paper, we deal with the broad and challenging problem of designing adaptive receivers from a limited data record of size commensurate to the channel coherence time. The coherence time of the channel, which is reciprocal to the channel rate-of-change, will determine the size of the data record (block) available for receiver adaptation and redesign (the shorter the coherence time of the channel, the smaller the available data record). For presentation purposes we consider a simple block fading channel model that assumes fixed fading over the symbols in the block and independent fading across blocks. After receiver adaptation based on a specific data record (block) is completed, we utilize the obtained receiver/filter estimate to detect the information bits contained in that same block. Our study focuses on the auxiliary-vector (AV) algorithm [1]-[3] that generates a sequence of linear filtersreceivers that we call AV-filters/receivers. Members of this sequence—when evaluated (estimated) from a data record of limited size—were seen to exhibit superior short-data-record adaptive filtering performance. Our objective in this paper is to develop data driven criteria for the selection of the most successful AV-filter estimator in the sequence for a given record of input observations of size commensurate to the rate-of-change of the receiver operational environment.

The auxiliary-vector (AV) filter generation algorithm given in [1]-[3] is a statistical optimization procedure that produces a sequence of linear filters (AV-filters) that converges to the MMSE/MVDR solution under an ideal setup (perfectly known input data autocovariance matrix). The developments in [1]-[3] can be viewed as an extension of the work in [4]-[8] to non-orthogonal multiple AV MMSE/MVDR filter synthesis. The AV filter generation algorithm exhibits the following key attributes: (i) Utilizes non-orthogonal auxiliary vectors [1]-[3]; (ii) the auxiliary vectors are selected according to the maximum cross-correlation (MCC) criterion [5]; (iii) the filter sequence is created based on statistical conditional optimization [6]-[8]; and (iv) each (non-asymptotic) filter in the sequence has a form that does not involve any explicit or implicit matrix inversion operation (in contrast for example to reduced-rank filtering methods such as in [9],[10]).

The AV algorithm is summarized in Fig. 1. In terms of notation, \( w \in \mathbb{C}^L \) represents a complex \( L \)-tap linear filter and \( R = E\{rw^*\} \) is the input data autocorrelation matrix \( E\{\cdot\} \) denotes statistical expectation, \( H \) denotes the Hermitian operation, and \( r \in \mathbb{C}^L \) is the random, zero mean without loss of generality, complex input vector of dimension \( L \); \( v \) is the input signal vector direction to be protected during filtering (for general MMSE filters \( v \) is set equal to the statistical cross-correlation between the desired scalar filter output \( b \in \mathbb{C} \) and the input vector \( r, v = E\{rb^*\} \)). For presentation purposes, in Fig. 1 we assume that the filtering operation is supposed to be “distortionless” in the \( v \) vector direction, i.e. \( w^*v = 1 \) (the developments can be generalized in a straightforward manner to cover filter constraints of the form \( w^*v = \rho \) for any complex scalar \( \rho \) [2]). The vectors \( g_d, d = 1, 2, \ldots, \) are referred to as “auxiliary vectors.” The auxiliary vector \( g_d \) is required to be orthogonal only to the constraint vector \( v \) itself and is not necessarily orthogonal to the earlier auxiliary vectors \( g_i, i = 1, 2, \ldots, d - 1 \); the auxiliary vector \( g_d \) is chosen to maximize the magnitude of the statistical cross-correlation between the previous filter output and the projection of the input data onto the auxiliary vector.
itself, i.e. \( g_d = \arg \max g|w_d^H R_g| \) subject to \( g^H v = 0 \)
and \( g^H g_d = 1 \). The corresponding scalar AV weight \( \mu_d \)
is chosen to minimize the new filter output variance, i.e. \( \mu_d = \arg \min g^H R_w g \).
1 We emphasize that by relaxing the orthogonality condition among auxiliary vectors, the length of the generated sequence of filters is not limited by the vector space dimension as in the case where orthogonality between auxiliary vectors is maintained [6]-[8]. The AV algorithm in
Fig. 1 generates a sequence of filters \( w_d = w_0 - \sum_{\alpha=1}^{\alpha} \mu_d g_\alpha \),
\( d = 1, 2, \ldots \). Formal theoretical analysis of the sequence of auxiliary-vector filters was pursued in [2].

For a given constraint (or cross-correlation) vector \( v \) and perfectly known input autocorrelation matrix \( R \), the sequence of ideal AV filters \( w_0, w_1, w_2, \ldots \) converges to the ideal MVDR (MMSE) optimum filter
\[
\hat{w}_{MMSE/MVDR} = \frac{v^H R^{-1} v}{v^H v R^{-1} v}.
\]

We recall that the filter in (1) minimizes \( w^H R w \) and simultaneously satisfies \( w^H v = 1 \). Notwithstanding the satisfying convergence properties of the ideal AV filter sequence, the main motivation for the development of the AV filtering framework is improved adaptive receiver performance when receiver adaptation is based on a short record of \( N \) input data. When the input autocorrelation matrix \( R \) is estimated by averaging the outer products of \( N \) received vectors, \( \hat{R}(N) \triangleq \frac{1}{N} \sum_{n=1}^{N} r_n r_n^H \), the MMSE/MVDR filter estimator obtained by using the sample-average estimate \( \hat{R}(N) \) in place of \( R \) in (1) is known as the sample-matrix-inversion (SMI) filter, \( \hat{w}_{SMI}(N) \). The filter \( \hat{w}_{SMI}(N) \) exhibits all the disadvantages associated with the inversion of a matrix that is estimated from a finite-size data record (for example, the inverse exists w.p. 1 only if the size of the data record \( N \) is greater than or equal to \( L \)) and data record sizes many times the filter length \( L \) are necessary for \( \hat{w}_{SMI}(N) \) to approach reasonably well the performance characteristics of the ideal MMSE/MVDR filter. Unfortunately, in many communications systems with typical input data dimension values and data transmission rates, the data record (block) size (that fits within a channel coherence period) is relatively small for \( \hat{w}_{SMI}(N) \) to perform well. In contrast to \( \hat{w}_{SMI}(N) \) and other potential reduced-rank filter estimators such as the “multistage nested Wiener filters” in [9], [10], the AV-filter estimators obtained by utilizing the sample-average estimate \( \hat{R}(N) \) in place of \( R \) in Fig. 1 are not the result of any form of direct or indirect matrix inversion operation. As illustrated in [2], for a fixed finite data record of size \( N \), the AV-filter sequence \( \{ \hat{w}_d(N) \} \) based on the \( N \)-point autocorrelation matrix estimate \( \hat{R}(N) \) can be viewed not only as a sequence of estimators of the corresponding ideal AV filters but also as a sequence of estimators of the ideal MMSE/MVDR filter that has varying bias versus variance characteristics and converges to \( \hat{w}_{SMI}(N) \) (if the latter exists). For small \( N \), the early non-asymptotic elements of the sequence of AV estimators offer favorable bias/variance

balance and outperform in mean-square filter estimation error \( \hat{w}_{SMI}(N) \), (constraint)-LMS, RLS, multistage nested Wiener filter [9], [10], and diagonally-loaded (DL)-SMI estimators. In
the context of digital wireless communication receivers, the latter translates to superior bit-error-rate performance under short data record receiver adaptation.

We conclude this introductory section and we motivate the developments that follow with an illustration of the significance of the AV parameter \( d \) (that is the exact number of auxiliary vectors used in building the AV-filter estimator) and the dependence of the proper choice of \( d \) on the true signal model, the constraint vector direction, the data record size, as well as the specific data record realization. We draw a signal model example from the direct-sequence code-division multiple-access (DS/CDMA) literature and we consider a system with \( K = 20 \) users with Gold signatures of length \( T = 31 \) and multipath fading reception by a narrowband linear antenna array with \( M = 5 \) elements (all elements are assumed to experience identical fading). We assume that each signal experiences \( J = 3 \) chip-interval-spaced paths. The path fading coefficients are modeled as independent identically distributed (i.i.d.) zero-mean complex Gaussian random variables. The directions of arrival for all user paths are i.i.d. uniformly distributed in \( [-\frac{\pi}{2}, \frac{\pi}{2}] \). We pick a “user of interest,” say user 0, and we fix the total SNR’s (over the three paths) of the 19 interferers at \( SNR_{1-5} = 6dB \), \( SNR_{6-7} = 7dB \), \( SNR_{8-12} = 8dB \), \( SNR_{13-14} = 9dB \), \( SNR_{15-19} = 10dB \). The space-time product for this communication system equals \( (T+J-1)M = 165 \). After conventional carrier demodulation and chip-matched filtering and sampling at the chip rate over a multipath extended symbol interval of \( T+J-1 \) chips, the \( (T+J-1) \times M \) data samples \( (T+J-1) \) data samples from each antenna element) are organized in the form of an \( L = 165 \)-long joint space-time received data vector \( r \). The input vector direction to be protected during MMSE/MVDR space-time filtering is the effective space-time signature of user 0 or in other words the cross-correlation between the input data vector \( r \) and the desired user information bit \( b_0 \).

With this setup, we conduct the following experiment. We generate an input data record of size \( N \) and we estimate the elements of the AV-filter sequence. Then, for each AV-filter estimate we evaluate the output SINR using the ideal (true) input statistics and we record the “genie” assisted optimum choice of the number \( d \) that corresponds to the AV-filter estimate in the sequence with the maximum SINR value. We emphasize that the optimum number \( d \) is a random variable rather than a deterministic function of \( N \); for a given data record realization of size \( N \), the “genie” assisted choice of \( d \) optimizes (in the maximum output SINR sense) the filter estimate that is evaluated based on this specific data record realization. We recall that in practice the data record size \( N \) is controlled by system specifics and the coherence time of the channel (for example with CDMA chip rates at 1.25MHz, processing gain 32, carrier frequency 900MHz, and vehicle speed 45mph, the channel coherence time is approximately 7ms [11] and the fading channel fluctuates decisively at least every 275
data symbols [7]). We repeat our experiment 1,000 times (100 different channel realizations and 10 independent data record generations per channel) and show the empirical probability density function of the random variable \( d \) in Fig. 2. In Fig. 2(a), the data record size is equal to \( N = 230 \) while the SNR of the user of interest is set at \( SNR_0 = 8dB \). Figs. 2(b) and 2(c) show an example of how this empirical density changes when we increase the sample support (\( N = 363 \)) or decrease the user SNR (\( SNR_0 = 4dB \)), respectively.

While it is clear that the above “genie” assisted procedure for the selection of \( d \) cannot be used in practice (due to the unknown ideal input statistics), these studies illustrate the importance of identifying a “good” \( d \) in some appropriate “goodness” sense. Accomplishing such a task is equivalent to developing a data-driven, fully adaptive AV filter receiver that adapts even its own structure (i.e. number of auxiliary vectors used) for any given input data record.

Section II deals exactly with this problem, that is the selection of the best (in some appropriate sense) AV filter from the sequence of AV filter estimates based on a given finite data record. Two data driven selection criteria are proposed and analyzed. The first selection rule is motivated by the asymptotic minimum output variance property of the AV filters and can be applied to general filter estimation problems. The second rule is related to the objective of achieving maximum stochastic distance between the AV filter output conditional distributions and is tailored to applications that can be formulated as antipodal hypothesis testing problems (for example, detection of PSK-type signals processed by arbitrary channels and corrupted by AWGN). In particular, for a given data record, the first criterion selects the AV-filter estimator (or, equivalently, the number of auxiliary vectors used in forming the AV estimator) that minimizes the cross-validated average filter output variance (energy). The second criterion selects the number of auxiliary vectors that maximizes the estimated J-divergence of the filter output conditional distributions. Both supervised and unsupervised (blind) implementations of the J-divergence criterion are pursued and analyzed. Simulation studies and comparisons are presented in Section III and some conclusions are drawn in Section IV.

II. AV-FILTER SELECTION RULES

A. Cross-Validated Minimum-Output-Variance Rule (CV-MOV)

The CV-MOV rule is motivated by the fact that minimization of the output variance of filters that are constrained to be distortionless in the vector direction of a signal of interest is equivalent to maximization of the output SINR. Cross-validation is a well-known statistical method [12]. It is used here to select the filter parameter of interest (number of AV’s \( d \)) that minimizes the output variance which is estimated based on observations (training data) that have not been used in the process of building the filter itself. A particular case of this general method used in this paper is the “leave-one-out” method. The following criterion outlines the CV-MOV AV-filter selection process.

Criterion 1: For a given data record of size \( N \), the cross-validated minimum-output-variance AV-filter selection rule chooses the AV-filter estimator \( \hat{w}_d \) that minimizes the cross-validated sample average output variance, i.e.

\[
\hat{d} = \arg \min_d \left\{ \frac{1}{N} \sum_{i=1}^{N} \hat{w}_d^{H}(N') r_t r_t^H \hat{w}_d(N') \right\}
\]

where the subscript \((N',i)\) identifies the AV-filter estimator that is evaluated from the available data record after removing the \( i \)-th sample.

It is straightforward to show that the cross-validated output variance estimate of the AV-filter estimator that utilizes \( d \) auxiliary vectors converges to the output variance of the corresponding ideal AV-filter \( w_d \) as the data record size increases, i.e. \( \frac{1}{N} \sum_{i=1}^{N} \hat{w}_d^{H}(N') r_t r_t^H \hat{w}_d(N') \xrightarrow{N \to \infty} w_d^H R w_d \). In addition, it may be important to emphasize the need for invoking the cross-validation technique for the evaluation of the sample-average output variance. If sample-average evaluation using all data were attempted, then the selection rule would take the form \( \arg \min_d \hat{w}_d^H R \hat{w}_d \), where \( \hat{R} = \frac{1}{N} \sum_{n=1}^{N} x_n x_n^H \) and \( \hat{w}_d \) is obtained by substituting \( \hat{R} \) in place of \( R \) in Fig. 1. Such minimization, however, would result in \( d = \infty \) since we know that \( \hat{w}_d^H R \hat{w}_d \xrightarrow{d \to \infty} w_{SM1}^H R w_{SM1} \) and \( \hat{w}_{SM1} \) is the filter that has minimum sample-output-variance \( \hat{w}_{SM1}^H R \hat{w}_{SM1} \) (but, of course, the true output variance of \( \hat{w}_{SM1}^H R \hat{w}_{SM1} \) is not minimum).

B. Output J-divergence Rule

While the CV-MOV criterion presented in the previous section can be applied to general filter estimation problems, in this section we present and analyze an alternative criterion that is tailored to applications that can be formulated as binary hypothesis testing problems on AV-filtered data.

We recall that for any scalar binary hypothesis testing problem characterized by the detector input conditional distributions \( f_0 \) and \( f_1 \) under hypothesis \( H_0 \) and \( H_1 \), respectively, the J-divergence distance between \( f_0 \) and \( f_1 \) is defined as the sum of the Kullback-Leibler (K-L) distances between \( f_0 \) and \( f_1 \) [13]

\[
J(f_0, f_1) \triangleq D(f_1, f_0) + D(f_0, f_1)
\]

where the K-L distance of \( f_1 \) from \( f_0 \) is defined as

\[
D(f_1, f_0) \triangleq \int_{-\infty}^{\infty} f_1(x) \log \frac{f_1(x)}{f_0(x)} dx.
\]

Our choice of the output J-divergence as one of the underlying rules for the selection of the AV filter is motivated by the fact that the probability of error of the optimum Bayesian detector for any binary hypothesis testing problem is lower bounded by a monotonically decreasing function of the J-divergence between the conditional distributions of the detector input [13]. For scalar input, the lower bound is given by

\[
P_e \geq \pi_0 \pi_1 \exp\{-J(f_0, f_1)/2\},
\]

where \( \pi_0, \pi_1 \) are the a priori probabilities of \( H_0 \) and \( H_1 \), respectively. Thus, the larger the J-divergence the smaller the lower bound on the probability of error. When the conditional distributions under \( H_0 \) and \( H_1 \) are Gaussian with the same variance, the probability of error is an exact monotonically decreasing function of the J-divergence. In particular, let
the conditional distributions of the detector input be \( f_0 \sim \mathcal{N} [\mu_0, \sigma^2] \) and \( f_1 \sim \mathcal{N} [\mu_1, \sigma^2] \), where \( \mu_0 \) and \( \mu_1 \) are the conditional means under hypothesis \( H_0 \) and \( H_1 \), respectively, and \( \sigma^2 \) is the conditional variance under either hypothesis. Then,

\[
J(f_0, f_1) = (\mu_1 - \mu_0)^2 / \sigma^2
\]

and the probability of error of the optimum detector is equal to

\[
P_e = \pi_0 \mathcal{Q} \left( \frac{\sqrt{J(f_0, f_1)}}{2} + \frac{\ln (\pi_1 / \pi_0)}{\sqrt{J(f_0, f_1)}} \right) + \pi_0 \mathcal{Q} \left( \frac{\sqrt{J(f_0, f_1)}}{2} - \frac{\ln (\pi_1 / \pi_0)}{\sqrt{J(f_0, f_1)}} \right)
\]

where \( Q(x) \triangleq \int_x^{\infty} \frac{1}{\sqrt{2\pi}} \exp \left( -\frac{u^2}{2} \right) \, du \). We can show that the right hand side of (6) is a monotonically decreasing function of \( J(f_0, f_1) \) for any \( \pi_0 \) and \( \pi_1 \). Thus, the larger the J-divergence the easier the detection problem or, equivalently, maximization of the J-divergence implies minimization of the probability of error. Due to the above properties and its relationship with the probability of error of the optimum detector, J-divergence has been extensively used in the detection literature as a hypothesis discriminant function.

In the AV filtering context, we denote the conditional distributions of the AV scalar filter output under \( H_0 \) and \( H_1 \) by \( f_{0,d}(\cdot) \) and \( f_{1,d}(\cdot) \) where the index \( d \) indicates the dependence of the distributions on the AV filter parameter \( d \). Then, the J-divergence between \( f_{0,d}(\cdot) \) and \( f_{1,d}(\cdot) \) is also a function of \( d \) and in the rest of the paper will be denoted as \( J(d) \). The following criterion outlines the J-divergence AV-filter selection process.

**Criterion 2:** For a given data record of size \( N \), the J-divergence AV-filter selection rule chooses the AV-filter estimator \( \tilde{\omega}_d \) that maximizes the estimated J-divergence \( \hat{J}(d) \) between the AV-filter output conditional distributions, i.e.

\[
\tilde{d} = \arg \max_d \{ \hat{J}(d) \}.
\]

To reach more specific solutions, we consider scalar binary hypothesis testing problems that result from AV-filtered versions of binary antipodal signals. Along these lines, let the received signal vector be of the general form

\[
r = b\sqrt{E}v + n
\]

where \( v \in \mathbb{C}^L \) is a known deterministic signal vector, \( E > 0 \) represents the unknown energy scalar, \( n \in \mathbb{C}^L \) is a comprehensive zero-mean disturbance vector (i.e., it may incorporate inter-symbol-interference (ISI), multiple-access-interference (MAI) and additive noise effects), and \( b \) is +1 or -1 with equal probability. Then, the decision on \( H_0 \) (\( b = -1 \)) or \( H_1 \) (\( b = +1 \)) is based on the real part of the AV filter output

\[
p \triangleq \Re \{ \tilde{\omega}_d^* r \}
\]

where \( \tilde{\omega}_d \) is the AV-filter estimator that utilizes \( d \) auxiliary vectors. To the extent that the conditional distributions of the filter output \( p \) under \( H_0 \) and \( H_1 \) can be approximated by Gaussian distributions, we have \( f_{0,d} \sim \mathcal{N} [-\mu(d), \sigma^2(d)] \) and \( f_{1,d} \sim \mathcal{N} [\mu(d), \sigma^2(d)] \), where -\( \mu(d) \) and \( \mu(d) \) are the conditional means under hypothesis \( H_0 \) and \( H_1 \), respectively, and \( \sigma^2(d) \) is the conditional variance under either hypothesis. This Gaussian approximation of the actual conditional distributions of the filter output can be considered safe for "effective" interference suppressive filters, as argued, for example, in [14] for the MMSE/MVDR linear filter operating on CDMA signals. Such a case study will be considered later in Section III where the effect of the above approximation on the performance of the output J-divergence selection rule will be examined through comparisons with the optimum "genie" assisted selection rule. In the rest of this section we develop a supervised and a blind implementation of Criterion 2 for the selection of the best AV-filter in binary hypothesis testing problems that result from AV-filtered versions of binary antipodal signals.

1) Supervised Output J-divergence Rule

Exploiting the symmetry of the conditional densities of \( p, f_{0,d}(\cdot) \) and \( f_{1,d}(\cdot) \), we can show in a straightforward manner that

\[
J(d) = \frac{4E^2 \{ \Re \{ \tilde{\omega}_d^* r \} \}}{\Var \{ \Re \{ \tilde{\omega}_d^* r \} \}}
\]

\[
= 4 \sum_{j=+1,-1} \frac{E \{ \Re \{ \tilde{\omega}_d^* r \} \mid b = j \} \Pr(b = j)}{\Var \{ \Re \{ \tilde{\omega}_d^* r \} \mid b = j \} \Pr(b = j)}
\]

where \( \Var(\cdot) \) and \( \Pr(\cdot) \) denote variance and probability, respectively. Assuming availability of a pilot bit sequence \( \{ b(i) \}_{i=1}^N \), our objective is to estimate \( J(d) \). We propose to achieve this by estimating statistical expectations and probabilities via sample averaging and frequencies of occurrence, respectively. We note that although (10) is equivalent to (11) ideally (when all statistical quantities are known), this is not in general the case when estimated measures are considered. So, let \( \{ p_1, \ldots, p_N \} \triangleq \{ \Re \{ \tilde{\omega}_d^* r \} : b(i) = -1, i = 1, \ldots, N \} \) and \( \{ p_1^+, \ldots, p_N^+ \} \triangleq \{ \Re \{ \tilde{\omega}_d^* r \} : b(i) = +1, i = 1, \ldots, N \} \) be the sets of all filter outputs under hypotheses \( H_0 \) and \( H_1 \), respectively \( (N_1, N_2 \neq 0 \) and \( N_1 + N_2 = N \) \). First, we can show in a straightforward manner that the estimator of the numerator of (11) (that is, the weighted average of the sample average mean of the set \( \{ p_{-1} \} \) and the sample average mean of the set \( \{ p_{+1} \} \) weighted by the frequency of each set) is equivalent to the estimator of the numerator of (10) \( 4\tilde{\mu}^2(d) \) where \( \tilde{\mu}(d) \triangleq \sum_{N_1=1}^{N_2} \mu(b(i)) \) (in fact, \( \tilde{\mu}(d) \) is the minimum variance unbiased estimator of \( \mu(d) \) [15, p. 178]). Estimators of the denominator of (10) and (11) are examined in the following proposition. The proof is included in the Appendix.

**Proposition 1:** Consider the estimator of \( \sigma^2(d) \) which is the weighted average of the sample average variance of the set \( \{ p_{-1} \} \) and the sample average variance of the set \( \{ p_{+1} \} \), weighted by the frequency of each set:

\[
\tilde{\sigma}^2(d) = \frac{N_1}{N_1 + N_2} \tilde{\sigma}^{-2}(d) + \frac{N_2}{N_1 + N_2} \tilde{\sigma}^{2+}(d)
\]
where

\[ \sigma^2_-(d) = \frac{1}{N_1} \sum_{i=1}^{N_1} [p_i - \hat{\mu}^-(d)]^2, \quad \sigma_0^- = \frac{1}{N_1} \sum_{i=1}^{N_1} p_i, \]

\[ \sigma^2_+(d) = \frac{1}{N_2} \sum_{j=1}^{N_2} [p_j - \hat{\mu}^+(d)]^2, \quad \sigma_0^+ = \frac{1}{N_2} \sum_{j=1}^{N_2} p_j, \]

and \( \{p^+_i\}, \{p^-_j\}, N_1 \) and \( N_2 \) are as defined previously. Consider also the direct sample average estimator of \( \sigma^2(d) \):

\[ \hat{\sigma}^2_0(d) = \frac{1}{N_1 + N_2} \sum_{i=1}^{N_1+N_2} [b(i)p_i - \hat{\mu}(d)]^2 \quad (13) \]

where \( p_i \triangleq Re[\hat{\mathbf{w}}^H_i \mathbf{r}_i] \). The estimators \( \hat{\sigma}^2_0(d) \) and \( \sigma_0^2(d) \) exhibit the following properties: (i) They are both biased and (ii) \( \sigma_0^2(d) \) exhibits smaller MSE from the true value than \( \hat{\sigma}^2_0(d) \).

Using Proposition 1, estimators for the filter-output J-divergence become readily available. The following theorem identifies their relative merits. The proof is included in the Appendix.

Theorem 1: Define the two supervised estimators of the output J-divergence \( \hat{J}_{S,1}(d) \triangleq \frac{4\mu_i^2(d)}{\sigma^2(d)} \) and \( \hat{J}_{S,2}(d) \triangleq \frac{4\mu_i^2(d)}{\sigma_0^2(d)} \), where the subscript "S" identifies a supervised (pilot assisted) implementation. Then, for a given information bit pilot sequence of size \( N = N_1 + N_2 \), where \( N_1 \) and \( N_2 \) are the cardinalities of the sets \( \{b(i) = -1\} \) and \( \{b(i) = +1\} \) respectively, both estimators are biased while the MSE of \( \hat{J}_{S,2}(d) \) is less than the MSE of \( \hat{J}_{S,1}(d) \), i.e.

\[ E \left[ \left( \hat{J}_{S,2}(d) - \frac{4\mu_i^2(d)}{\sigma^2(d)} \right)^2 \right] < E \left[ \left( \hat{J}_{S,1}(d) - \frac{4\mu_i^2(d)}{\sigma^2(d)} \right)^2 \right] \quad (14) \]

where \( \frac{4\mu_i^2(d)}{\sigma^2(d)} \) is the true value of \( J(d) \).

Using the preferred estimator \( \hat{J}_{S,2}(d) \), the supervised implementation of the output J-divergence AV selection rule takes the final form given by the following criterion.

Criterion 2a: For a given information bit pilot sequence of size \( N \), the supervised J-divergence AV-filter selection rule chooses the AV-filter estimator \( \hat{\mathbf{w}}_{d_2} \) such that

\[ \hat{d}_2 = \arg \max_d \left\{ \hat{J}_{S,2}(d) \right\} \]

\[ = \arg \max_d \left\{ \frac{4}{N} \sum_{i=1}^{N} b(i) \text{Re}[\hat{\mathbf{w}}_{d}^H_i \mathbf{r}_i]^2 \right\} \]

\[ \frac{1}{N} \sum_{i=1}^{N} [b(i)\text{Re}[\hat{\mathbf{w}}_{d}^H_i \mathbf{r}_i] - \hat{\mu}(d)]^2 \quad (15) \]

2) Unsupervised (Blind) Output J-divergence Rule

The blind implementation of the rule is obtained by substituting the information bit \( b \) in (10) by the detected bit \( \hat{b} = \text{sgn} \left( \text{Re} \left[ \hat{\mathbf{w}}_{d}^H \mathbf{r} \right] \right) \) (output of the sign detector that follows the linear filter). In particular, using \( \hat{b} \) in place of \( b \) in (10) we obtain the following J-divergence expression:

\[ J_B(d) = \frac{4E^2 \left\{ b \text{Re}[\hat{\mathbf{w}}_{d}^H \mathbf{r}] \right\}}{\text{Var} \left\{ b \text{Re}[\hat{\mathbf{w}}_{d}^H \mathbf{r}] \right\}} = \frac{4E^2 \left\{ \text{Re}[\hat{\mathbf{w}}_{d}^H \mathbf{r}] \right\}}{\text{Var} \left\{ \text{Re}[\hat{\mathbf{w}}_{d}^H \mathbf{r}] \right\}} \quad (16) \]

where the subscript "B" identifies the blind version of the J-divergence function. The following proposition identifies conditions under which \( J_B(d) \) is nearly equal to \( J(d) \). The proof is included in the Appendix.

Proposition 2: If \( \frac{\sigma(d)}{\sigma_0(d)} \gg 1 \), i.e. the filter output SINR is significantly higher than 0dB, then \( J_B(d) \approx J(d) \).

To estimate \( J_B(d) \) from a data record of finite size, we substitute the expectations in (16) by sample averages. The following criterion summarizes the corresponding AV-filter selection rule.

Criterion 2b: For a given data record of size \( N \), the unsupervised (blind) J-divergence AV-filter selection rule chooses the AV-filter estimator \( \hat{\mathbf{w}}_{d_3} \) such that

\[ \hat{d}_3 = \arg \max_d \left\{ J_B(d) \right\} \]

\[ = \arg \max_d \left\{ \frac{4}{N} \sum_{i=1}^{N} \text{Re}[\hat{\mathbf{w}}_{d}^H_i \mathbf{r}_i]^2 \right\} \]

\[ \frac{1}{N} \sum_{i=1}^{N} \text{Re}[\hat{\mathbf{w}}_{d}^H_i \mathbf{r}_i]^2 - \left( \frac{1}{N} \sum_{i=1}^{N} \text{Re}[\hat{\mathbf{w}}_{d}^H_i \mathbf{r}_i] \right)^2 \quad (17) \]

We revisit the signal model of Fig. 2. Using the same set-up as in Fig. 2(a) (i.e. \( N = 230, \text{SNR}_0 = 8dB \)), we examine the performance of the AV-filter selection rules under the assumption that no pilot sequence \( \{b(i)\} \), of the user signal of interest, user 0, is available. In Fig. 3, we plot the empirical probability density function (pdf) of the differences \( (\hat{d}_1 - d_{opt}) \) and \( (\hat{d}_3 - d_{opt}) \) where \( \hat{d}_1 \) and \( \hat{d}_3 \) denote selections according to Criterion 1 and Criterion 2b, respectively, while \( d_{opt} \) denotes the ("genie" found) maximum SINR optimum choice of the number of auxiliary vectors \( d \) (as in Fig. 2, we conduct 1,000 experiments with 100 different channel realizations and 10 independent data record generations per channel). The pdf's of the two differences \( (\hat{d}_1 - d_{opt}) \) and \( (\hat{d}_3 - d_{opt}) \) shown in Fig. 3 capture the level of failure in estimating the optimum AV parameter \( d \). The heavy concentration of both pdf's around 0 implies that both criteria provide reliable estimates of the optimum number of auxiliary vectors.

In Fig. 4, we plot the BER\(^2\) of the AV-filter estimators \( \hat{\mathbf{w}}_{d_1} \) and \( \hat{\mathbf{w}}_{d_2} \) as a function of the SNR of the user of interest for data records of size \( N = 230 \). The BER curve of the "genie"

\(^2\)The BER of each filter under consideration is approximated by \( Q \left( \sqrt{\text{SNR}_{\text{avg}}} \right) \) [14] since the computational complexity of the BER expression for this antenna array CDMA system prohibits exact analytical evaluation.
assisted BER optimum filter choice \( \hat{w}_{dopt} \), as well as the corresponding curves of the ideal MMSE/MVDR, SMI, RAKE matched-filter (MF), and multistage nested Wiener filter [9], [10] with the preferred number of eight stages [16] are also included for comparison purposes. We observe that both \( \hat{w}_{d1} \) and \( \hat{w}_{d3} \) are very close to the “generic” optimum AV-filter choice and outperform significantly the SMI, RAKE matched filter, and multistage nested Wiener filter estimators. We also observe that for moderate to high SNR’s of the user of interest, the J-divergence selection rule is slightly superior to the CV-MOV selection rule. The opposite is true in the low SNR range. This is explained by the fact that the J-divergence approximation \( J(w) \approx J_B(w) \) used in Proposition 2 is less accurate for low filter output SINR values. On the other hand, for high filter output SINR’s the discrimination capability of the CV-MOV rule is not as sharp.

Finally, Fig. 5 repeats the study of Fig. 4 as a function of the data record size \( N \). The SNR of the user signal of interest is fixed at 8dB. To illustrate the benefits that we gain by actively seeking the most appropriate number of AV’s for each given input data record, we include the BER curve of AV filter estimators that either use always some fixed number of auxiliary vectors (in this study we consider \( d = 15 \)) or for each data record size \( N \) use \( d_{\text{mean}}(N) \) auxiliary vectors where \( d_{\text{mean}}(N) \) denotes the integer nearest to the empirical mean of the PDF of the random variable \( d_{\text{opt}}(N) \). We observe that both \( \hat{w}_{d1} \) and \( \hat{w}_{d3} \) outperform \( \hat{w}_{15} \) and \( \hat{w}_{\text{mean}} \), of course, \( d_{\text{mean}} \) cannot be calculated/estimated in practice without long pilot signaling (not needed by either one of the \( d_1 \) and \( d_3 \) proposed selection rules).

IV. SUMMARY AND DISCUSSION

In [2], [3] it was shown that for a given finite data record the sequence of AV-filter estimators initialized at the matched-filter converges to the SMI estimator of the MMSE/MVDR filter. It was also noted that the early non-asymptotic elements in the sequence provide favorable bias/variance balance and outperform in MS filter estimation error the SMI, (constraint)-LMS, RLS, multistage nested Wiener filter (MNWF), and DL-SMI filter estimators. In this paper we considered the problem of identifying the best AV-filter estimator in the sequence. We proposed two selection criteria, one based on the filter output variance and one based on the J-divergence of the filter output conditional distributions. The first AV-filter selection rule aims at the minimization of the estimated filter output variance using the well established statistical method of cross-validation (in particular “leave-one-out” cross-validation). This selection criterion can be applied to general filter estimation problems. The need to invoke cross-validation was established formally. The second AV-filter selection rule is tailored to applications that can be formulated as binary hypothesis testing problems defined on AV-filtered data. This selection rule aims at the maximization of the estimated J-divergence between the filter-output conditional distributions under each hypothesis. We presented a supervised and a blind implementation of the J-divergence selection criterion for problems where the received data correspond to binary antipodal signals in noise.

Simulation studies examined and compared the operational characteristics of the proposed methods. With respect to the relative merits of the output J-divergence and the cross-validation minimum output variance selection rule, we observed that for moderate to high output SINR’s the former method appears somewhat superior to the latter (for high SINR’s the cross-validated minimum output variance rule is not as sharp in discrimination ability). In contrast, in low output SINR the J-divergence method is slightly lagging in performance (technically, the approximation in Proposition 2 is less accurate for near 0dB or lower filter output SINR values).

APPENDIX A

PROOF OF PROPOSITION 1

Proof: The quantities \( \frac{1}{N_1} \sum_{i=1}^{N_1} (p_i^- - \mu^-)^2 \) and \( \frac{1}{N_2} \sum_{j=1}^{N_2} (p_j^+ - \mu^+)^2 \) are the ML estimators of the filter output variance conditioned on \( b = -1 \) and \( b = +1 \), respectively [15, p. 179]. Both estimators are biased. In fact, their unbiased counterparts that have multiplying factors \( \frac{1}{N_1 - 1} \) and \( \frac{1}{N_2 - 1} \), instead of \( \frac{1}{N_1} \) and \( \frac{1}{N_2} \), respectively, exhibit higher MSE). The MISE’s of the estimators of interest \( \sigma_1^2(d) \) and \( \sigma_2^2(d) \) are as follows:

\[
\text{MSE}_{\sigma_1^2(d)} = E\left\{ (\sigma_1^2(d) - \sigma^2(d))^2 \right\} = E\left\{ \left( \frac{\sum_{i=1}^{N_1} (p_i^- - \mu^-)^2}{N_1 + N_2} - \frac{N_1 \sigma^2(d)}{N_1 + N_2} \right)^2 \right\} + E\left\{ \left( \frac{\sum_{j=1}^{N_2} (p_j^+ - \mu^+)^2}{N_1 + N_2} - \frac{N_2 \sigma^2(d)}{N_1 + N_2} \right)^2 \right\} + 2E\left\{ \frac{\sum_{i=1}^{N_1} (p_i^- - \mu^-)^2}{N_1 + N_2} \left( \frac{N_1 \sigma^2(d)}{N_1 + N_2} \right) \right\} + 2E\left\{ \frac{\sum_{j=1}^{N_2} (p_j^+ - \mu^+)^2}{N_1 + N_2} \left( \frac{N_2 \sigma^2(d)}{N_1 + N_2} \right) \right\} = \frac{2\sigma^4(d)}{N_1 + N_2} + \frac{2\sigma^4(d)}{N_1 + N_2} = \frac{2\sigma^4(d)}{N_1 + N_2} (18)
\]

and

\[
\text{MSE}_{\sigma_2^2(d)} = E\left\{ (\sigma_2^2(d) - \sigma^2(d))^2 \right\} = \frac{2(N_1 + N_2 - 1) \sigma^4(d)}{(N_1 + N_2)^2} (19)
\]

Thus,

\[
\text{MSE}_{\sigma_1^2(d)} - \text{MSE}_{\sigma_2^2(d)} = \frac{\sigma^4(d)}{(N_1 + N_2)^2} > 0. (20)
\]

We recall that the ideal MMSE/MVDR filter is in fact the AV filter \( w_{oo} \) (\( d = \infty \) AV’s), the SMI filter is \( w_{oo}(N) \), and the RAKE matched-filter is \( w_{0}(d = 0) \) AV’s). As a side note, the ideal MMSE/MVDR filter (\( d = \infty \)) lies in the signal subspace (see for example [17]), while both the SMI filter (\( d = \infty \)) and the AV-filter estimates (\( 0 < d < \infty \)) do not necessarily belong to either the true or the estimated signal subspace.
APPENDIX B
PROOF OF THEOREM 1

Proof: \( \bar{\mu}^- (d) \) and \( \bar{\sigma}^2 - (d) \) are independent random variables with distributions \( \bar{\mu}^- (d) \sim N(\mu(d), \sigma(d)^2 N_1) \) and \( \frac{N_1}{\sigma(d)} \bar{\sigma}^2 - (d) \sim \chi^2_{N_1 - 1} \) [18] (\( \chi^2_{N_1 - 1} \) denotes the chi-square distribution with \( N_1 - 1 \) degrees of freedom). Similarly, \( \mu^+ (d) \) and \( \sigma^2 + (d) \) are independent random variables with distributions \( \mu^+ (d) \sim N(\mu(d), \sigma(d)^2 N_2) \) and \( \frac{N_2}{\sigma(d)} \sigma^2 + (d) \sim \chi^2_{N_2 - 1} \). Furthermore, \( (\bar{\mu}^-(d), \bar{\sigma}^2 - (d)) \) and \( (\mu^+(d), \sigma^2 + (d)) \) are mutually independent because \( (\mu^-(d), \sigma^2 - (d)) \) and \( (\mu^+(d), \sigma^2 + (d)) \) are evaluated from two independent training sets. Since \( \bar{\mu}(d) = \frac{N_1}{N} \bar{\mu}^- (d) - \frac{N_2}{N} \mu^+(d) \) and \( \bar{\sigma}^2 (d) = \frac{N_1}{N} \bar{\sigma}^2 - (d) + \frac{N_2}{N} \sigma^2 + (d) \), it is implied that \( \bar{\mu}(d) \) and \( \bar{\sigma}^2 (d) \) are independent random variables with distributions \( \bar{\mu}(d) \sim N(\mu(d), \sigma(d)^2 \frac{N_1}{N}) \) and \( \frac{N}{\sigma(d)} \bar{\sigma}^2 (d) \sim \chi^2_{N_2 - 2} \) when \( N = N_1 + N_2 \) is the size of the given pilot sequence. Therefore,

\[
E\{\bar{\mu}(d)\} = 4E\{\bar{\mu}^-(d)\}E\left\{\frac{1}{\sigma(d)^2}\right\}
= 4 \left[ \frac{\sigma^2(d)}{N} + \frac{\mu^2(d)}{\sigma^2(d)} \right] \frac{N}{\sigma^2(d)(N - 4)}
= \frac{4\mu^2(d)}{\sigma^2(d)} N \frac{N}{N - 4} + \frac{4}{N - 4},
\]

\[
E\{\bar{\mu}^+(d)\} = 16E\{\bar{\mu}^+(d)\}E\left\{\frac{1}{\sigma(d)^2}\right\}
= \frac{16N^2\mu^2(d) + 6N\mu^2(d)\sigma^2(d) + 3\sigma^4(d)}{\sigma^4(d)(N - 4)(N - 6)}.
\]

The inverse moments \( E\left\{\frac{1}{\sigma(d)^2}\right\} \) and \( E\left\{\frac{1}{\sigma^2(d)}\right\} \) exist for \( N > 4 \) and \( N > 6 \), respectively, and are given by [19]

\[ E\left\{\frac{1}{\sigma^2(d)}\right\} = \frac{N^2}{\sigma^4(d)(N - 4)(N - 6)}. \quad (24) \]

Thus, the MSE of \( \bar{\mu}(d) \) is

\[
MSE_1 \triangleq E\left\{|\bar{\mu}(d) - 4\mu^2(d)\sigma^2(d)\right|^2 \right\}
= \frac{16a}{(N - 4)(N - 6)} - \frac{16b}{N - 4} + \frac{16\mu^4(d)}{\sigma^4(d)},
\]

where

\[
a \triangleq \left[ \frac{\mu^4(d) + 6\mu^2(d)\sigma^2(d) + 3\sigma^4(d)}{N} \right] \frac{N^2}{\sigma^4(d)} \quad \text{and}
\]

\[
b \triangleq \left[ \frac{\sigma^2(d)}{N} + \mu^2(d) \right] \frac{2N\mu^2(d)}{\sigma^4(d)}.
\]

On the other hand, \( \bar{\sigma}^2 (d) \) and \( \bar{\sigma}^2 (d) \) are independent random variables with distributions \( \bar{\sigma}^2 (d) \sim N(\mu(d), \sigma(d)^2 N_1) \) and \( \frac{N_1}{\sigma(d)} \bar{\sigma}^2 (d) \sim \chi^2_{N_1 - 1} \), respectively. Therefore,

\[
E\{\bar{\sigma}^2 (d)\} = 4 \left[ \frac{\sigma^2(d)}{N} + \frac{\mu^2(d)}{\sigma^2(d)} \right] \frac{N}{\sigma^2(d)(N - 3)}
= \frac{4\mu^2(d)}{\sigma^2(d)} N \frac{N}{N - 3} + \frac{4}{N - 3},
\]

\[
E\{\bar{\sigma}^2 (d)\} = \frac{16[N^2\mu^2(d) + 6N\mu^2(d)\sigma^2(d) + 3\sigma^4(d)]}{\sigma^4(d)(N - 3)(N - 5)}.
\]

Thus, the MSE of \( \bar{\sigma}^2 (d) \) is

\[
MSE_2 \triangleq E\left\{|\bar{\sigma}^2 (d) - 4\mu^2(d)\sigma^2(d)\right|^2 \right\}
= \frac{16a}{(N - 3)(N - 5)} - \frac{16b}{N - 3} + \frac{16\mu^4(d)}{\sigma^4(d)},
\]

where the first and second inverse moments \( E\left\{\frac{1}{\sigma^2(d)}\right\} \) and \( E\left\{\frac{1}{\sigma^2(d)}\right\} \) exist for \( N > 3 \) and \( N > 5 \), respectively, and \( a \) and \( b \) are defined above. From (25) and (28), assuming \( N > 6 \) which is the condition for all inverse moments to exist, we obtain

\[
MSE_1 - MSE_2
= \frac{16a}{(N - 4)(N - 6)} - \frac{16a}{(N - 3)(N - 5)} - \frac{16b}{(N - 3)(N - 5)} - \frac{16}{(N - 3)(N - 4)} + \frac{16\mu^4(d)}{\sigma^4(d)}.
\]

APPENDIX C
PROOF OF PROPOSITION 2

Proof: Define \( Y \triangleq |Re(\bar{\mu}(d))| \). The pdf of \( Y \) is

\[
f_Y(y) = \frac{U(y)\exp\left(-\frac{(y - \mu(d))^2}{2\sigma^2(d)}\right)}{\sqrt{2\pi\sigma(d)}} + \frac{U(y)\exp\left(-\frac{(y + \mu(d))^2}{2\sigma^2(d)}\right)}{\sqrt{2\pi\sigma(d)}},
\]

where \( U(y) \) is the unit step function. The mean of \( Y \) is

\[
E(Y) = \int yf_Y(y)dy
= \mu(d) + \frac{2\sigma(d)}{\sqrt{2\pi}} \exp\left(-\frac{\mu^2(d)}{2\sigma^2}\right) - 2\mu(d)\mathcal{Q}\left(\frac{\mu(d)}{\sigma(d)}\right). \quad (31)
\]

The series expansion of \( \mathcal{Q}(x) \) is [20]

\[
\mathcal{Q}(x) = \frac{\exp\left(-\frac{x^2}{2}\right)}{\sqrt{2\pi}} \left\{ 1 - \frac{1}{x^2} + \cdots + (-1)^n \frac{1}{x^{2n}} \right\} + R_n
= \frac{1}{\sqrt{2\pi}\Gamma(2n + 1)} \exp\left(-\frac{t^2}{2}\right)dt.
\]

where \( R_n = \frac{(-1)^{n+1}}{(2n+1)!} \times (2n + 1) \).
always less (in absolute value) than the first neglected term. If $\frac{\mu(d)}{\sigma(d)} \gg 1$, (31) can be written as

$$E(Y) = \mu(d) + \frac{2\mu(d)}{\sqrt{2\pi}} \exp\left(-\frac{\mu^2(d)}{2\sigma^2(d)}\right) \frac{\sigma(d)}{\mu(d)} - \frac{2\mu(d)}{\sqrt{2\pi}} \exp\left(-\frac{\mu^2(d)}{2\sigma^2(d)}\right) \left[1 - \frac{\mu(d)}{\sigma(d)} \right]^{-2} \frac{\sigma(d)}{\mu(d)}$$

$$= \mu(d) \left[1 + \frac{2}{\sqrt{2\pi}} \exp\left(-\frac{\mu^2(d)}{2\sigma^2(d)}\right) \left[\left(\frac{\mu(d)}{\sigma(d)}\right)^{-2}\right]\right]$$

$$\approx \mu(d). \quad (33)$$

The variance of $Y$ is

$$Var(Y) = E(Y^2) - E^2(Y) = \mu^2(d) + \sigma^2(d) - E^2(Y) \quad (34)$$

and using (33) we may approximate

$$Var(Y) \approx \sigma^2(d). \quad (35)$$

Finally, from (33) and (35) we obtain

$$J_B(d) = \frac{4E^2(Y)}{Var(Y)} \approx \frac{4\mu^2(d)}{\sigma^2(d)} = J(d). \quad (36)$$
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Fig. 3. Histogram of the two differences $\hat{d} - d_{opt}$ and $\hat{\delta}_2 - d_{opt}$ where $\hat{d}_1$ is the CV-MOV choice, $\hat{\delta}_2$ is the blind $J$-divergence choice, and $d_{opt}$ is the maximum-SNR optimal choice of the number of auxiliary vectors ($N = 230, SNR_0 = 8dB$).

Fig. 4. BER versus SNR for the user signal of interest (data record size $N = 230$).

Fig. 5. BER versus data record size ($SNR_0 = 8dB$).
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Abstract—We investigate the coarse synchronization performance of blind adaptive linear self-synchronized receivers for asynchronous direct-sequence code-division multiple-access communications under finite data record adaptation. Based on transformation noise modeling techniques, three alternative methods are developed, leading to analytical expressions that approximate the probability of coarse synchronization error of matched-filter-type and minimum-variance distortionless-response-type receivers. The expressions are explicit functions of the data record size and the filter order and reveal the effect of short data-record sample matrix-inversion implementations on the coarse synchronization performance. Besides their theoretical value, the derived expressions provide simple, highly-accurate alternatives to computationally demanding performance evaluation through simulations. The effect of the data record size on the probability of coarse synchronization error is further quantified through the use of a receiver synchronization resolution metric. Numerical and simulation studies examine the accuracy of the theoretical developments and show that the derived expressions approximate closely the actual coarse synchronization performance.

Index Terms—Adaptive filters, approximation methods, code-division multiple access (CDMA), finite data analysis, minimum mean-square error (MMSE) filtering, spread-spectrum communication, synchronization.

I. INTRODUCTION

The effectiveness of a receiver designed for rapidly changing wireless direct-sequence code-division multiple-access (DS-CDMA) communication environments depends on the following design attributes: 1) low computational complexity; 2) multiple-access interference (MAI) near-far resistance; and 3) system adaptivity with superior performance under limited data support. Adaptive short data-record designs appear as the natural next step [1]–[4] to a matured discipline that has extensively addressed the first two design objectives in ideal setups (perfectly known or asymptotically estimated statistical properties) [5], [6]. System adaptivity based on short data records is necessary for the development of practical receivers that exhibit superior bit-error rate (BER) performance when they operate in rapidly changing communication environments that limit substantially the available data support.

In Part I [7], we considered self-synchronized receivers (integrated synchronizers/demodulators) and we presented three schemes along the classical receiver evolution path. We started with a matched-filter-type (MF) structure, we continued with a minimum-variance distortionless-response-type (MVDR) scheme and, finally, we developed an auxiliary-vector-type (AV) alternative, all of order either twice or equal to the system spreading gain $L$. Simulation studies illustrated the performance of the proposed structures in terms of BER versus data support for a given signal-to-noise ratio (SNR) of the user of interest or in terms of BER versus SNR for a given data record size.

In this paper, we develop three methods for the analysis of the finite data-record behavior of self-synchronized linear receivers and, in particular, the effect of the filter order and the data-record size on the coarse-synchronization error rate (CSER). We derive analytical expressions that approximate closely the probability of coarse synchronization error of MF-type and MVDR-type schemes. Probability of coarse-synchronization error analysis for AV-type schemes based on a finite data-record size is prohibitively complex, and thus, not attempted at this time.

The paper is organized as follows. In Section II, we present the system model and we summarize briefly the combined synchronization/demodulation algorithms developed in [7]. In Section III, we develop analytical expressions that approximate the coarse-synchronization error probability ($P_{ces}$), while in Section IV, we derive a sequence of increasingly tight lower bounds on $P_{ces}$. In Section V, we discuss the effect of the filter order and the data-record size on the CSER. The accuracy of the analytical approximations of Sections III and IV is examined through simulations in Section VI. Some final conclusions are drawn in Section VII.

II. SYSTEM MODEL AND ALGORITHMIC DESCRIPTION

We consider an asynchronous DS-CDMA system populated by $K$ active users transmitting over a common additive white
Gaussian noise (AWGN) channel. The received signal \( r(t) \) is the superposition of the \( K \) transmissions corrupted by channel noise, i.e.,

\[
r(t) = \sum_{k=0}^{K-1} \sum_{i=-\infty}^{\infty} \sqrt{E_k} b_k(i) S_k(t - iT - \tau_k) + n(t). \tag{1}
\]

In the above expression, with respect to the \( k \)th user, \( \tau_k \) is the signal delay relative to the receiver’s time reference point, \( b_k(i) \in \{-1, +1\} \) is the \( i \)th information bit, \( E_k \) is the transmitted energy, \( T \) is the information bit period, and \( n(t) \) is AWGN. The normalized signature waveform \( S_k(t) \) assigned to the \( k \)th user has the form

\[
S_k(t) = \sum_{l=0}^{L-1} s_k(l) P_{T_c}(t - lT_c), \quad k = 0, \ldots, K - 1 \tag{2}
\]

where \( T_c \) is the chip duration, \( P_{T_c}(\cdot) \) is a rectangular pulse with support \([0, T_c]\), \( L = T/T_c \) is the spreading gain, and \( s_k(l) \) is the \( l \)th element of the normalized bipolar signature or spreading vector \( s_k \triangleq [s_k(0), s_k(1), \ldots, s_k(L - 1)]^T \) that uniquely identifies the \( k \)th user. Without loss of generality, we assume that \( \tau_k \in [0, T_c) \), \( k = 0, \ldots, K - 1 \). Thus, we may write the delay \( \tau_k \) as a sum of an integer multiple of chips plus a fraction of a chip: \( \tau_k = (n_k + \delta_k)T_c \) where \( n_k \in \{0, \ldots, L - 1\} \) and \( \delta_k \in [0, 1) \). After chip-matched filtering and chip-rate sampling, the continuous-time signal \( r(t) \) in (1) is converted to a discrete-time sequence \( \{r(n)\}_{n=-\infty}^{\infty} \), where

\[
r(n) = \int_{nT_c}^{(n+1)T_c} r(t) \, dt.
\]

In this paper, we analyze the coarse synchronization performance of \( L \) and \( 2L \)-order algorithms of MF and sample matrix-inversion (SMI) MVDR type. A brief description of the coarse synchronization step of these algorithms follows (details can be found in [7]). Fig. 1 shows the block diagram representation of an \( L \)-order coarse synchronizer/demodulator. The buffer follows a chip-rate sampler and groups the received samples into \( L \) sequences of vectors, \( \{r_i^{(L)}\}_l \in \mathbb{R}^L, l = 0, \ldots, L - 1 \), as depicted in Fig. 2 where

\[
r_i^{(L)} = [r((i + l)T_c), r((i + 1)L + l - 1))], \quad l = 0, \ldots, L - 1. \tag{3}
\]

In the case of \( 2L \)-order algorithms, the received samples \( \{r(n)\}_n \) are grouped into a sequence of overlapping vectors, \( \bar{r}_i \in \mathbb{R}^{2L} \), obtained by a sliding window such that successive vectors share \( L \) common data samples

\[
\bar{r}_i = [r(iL), r(iL + 1), \ldots, r((i + 2L) - 1])^T. \tag{4}
\]

To facilitate our presentation, overlined variables always refer to \( 2L \)-order processing to distinguish themselves from the corresponding variables used by \( L \)-order algorithms. Table I provides the definition of both the ideal and estimated decision statistic (filter output energy) of each filter under consideration, namely SMI-MVDR and MF of order \( L \) or \( 2L \). Table II provides additional definitions needed in the expressions of Table I.

For the \( L \)-order case of Table I, \( \hat{\mathbf{R}}^{(L)} = E\{\bar{r}_i \bar{r}_i^T\} \) is the input covariance matrix and \( \hat{\mathbf{R}}^{(L)} = 1/N \sum_{i=0}^{N-1} \bar{r}_i \bar{r}_i^T \) is its sample average estimate (\( N \) is the total number of samples or data-record size). Similarly, for the \( 2L \)-order case, \( \hat{\mathbf{R}} = E\{\bar{r}_i \bar{r}_i^T\} \) and \( \hat{\mathbf{R}} = 1/N \sum_{i=0}^{N-1} \bar{r}_i \bar{r}_i^T \). In Table II, \( \mathbf{s}_0^{(1)} \triangleq [0, s_0(0), \ldots, s_0(L - 2)]^T \) denotes the one-chip right-shifted zero-filled version of \( s_0 \), while \( \mathbf{g}_0^{(1)} \),
TABLE I

<table>
<thead>
<tr>
<th>L-order</th>
<th>SMI-MVDR</th>
</tr>
</thead>
<tbody>
<tr>
<td>$U_j$ = $(d_{[0]}^{(r)T}R^{[j/2]}d_{[0]}^{(r)})^{-1}$</td>
<td>$U_j$ = $(d_{[0]}^{(r)T}R^{[j/2]}d_{[0]}^{(r)})^{-1}$</td>
</tr>
<tr>
<td>MF</td>
<td></td>
</tr>
</tbody>
</table>

| 2L-order |
|----------|---------|
| $U_j$ = $(d_{[0]}^{(r)T}R^{-1}d_{[0]}^{(r)})^{-1}$ | $U_j$ = $(d_{[0]}^{(r)T}R^{-1}d_{[0]}^{(r)})^{-1}$ |
| MF       |         |

TABLE II

<table>
<thead>
<tr>
<th>L-order</th>
</tr>
</thead>
<tbody>
<tr>
<td>$d_{[0]}^{(r)} \triangleq \begin{cases} s_{[0]}^{(0)}, &amp; \text{if } j \text{ is even} \ s_{[0]}^{(0.5)}, &amp; \text{if } j \text{ is odd} \end{cases}$</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>2L-order</th>
</tr>
</thead>
<tbody>
<tr>
<td>$d_{[0]}^{(r)} \triangleq \begin{cases} s_{[0]}^{(1/2)}(0), &amp; \text{if } j \text{ is even} \ s_{[0]}^{(1/2)}(0.5), &amp; \text{if } j \text{ is odd} \end{cases}$</td>
</tr>
</tbody>
</table>

$l = 0, \ldots, L-1$, is the $l$-shifted version of the zero-padded 2L-long vector $[s_{[0]}^{(r)}, 0, \ldots, 0]^{T}$.

An SMI-MVDR-type or MF-type coarse estimate of the delay $\tau_0$ can be determined as follows:

$$\hat{\tau}_0 = \begin{cases} \frac{j_{\text{max}}}{T_c}, & \text{if } j_{\text{max}} \text{ is even} \\ \frac{j_{\text{max}} + 0.5}{T_c}, & \text{if } j_{\text{max}} \text{ is odd} \end{cases}$$

(5)

where

$$j_{\text{max}} = \arg \max_j \{ \hat{U}_j | j = 0, \ldots, 2L-1 \}$$

(6)

and $\hat{U}_j$ is obtained from Table I for each filter, respectively.

III. FINITE DATA-RECORD PERFORMANCE ANALYSIS

The probability of coarse synchronization error is defined as the probability that the coarse synchronization algorithm fails to provide an estimate within the "pull-in" range. In this paper, we adopt the commonly used assumption that the pull-in range is equal to $(1/2)T_c$ around the correct delay $\tau_0$. However, the performance analysis presented in this section can be carried out with straightforward modifications for any given pull-in range value. The probability of coarse synchronization error given by

$$P_{cse} \triangleq 1 - \Pr \left[ |\hat{\tau}_0 - \tau_0| < \frac{1}{2} T_c \right]$$

(7)

where the coarse estimate of $\tau_0$ is given by (5) and (6). We recall that $j_{\text{max}}$ in (5) and (6) is the index of the filter with the highest output energy. If we define $\mathcal{H}(\tau_0)$ as the set of the filter indexes that yield a timing estimate $\hat{\tau}_0$ within $(1/2)T_c$ about $\tau_0$, then the probability of coarse synchronization error will be equal to

$$P_{cse} = 1 - \Pr \left[ j_{\text{max}} \in \mathcal{H}(\tau_0) \right].$$

(8)

Different choices of the pull-in range can be accommodated by appropriately modifying the definition of $\mathcal{H}(\tau_0)$. In the rest of this section, we derive close approximations of the coarse synchronization performance of the four algorithms under consideration.

A. MF-Type Receivers (2L Order)

We recall that in this case, $U_j = d_{[0]}^{(r)T} R \tilde{R} d_{[0]}^{(r)}$ and $\tilde{U}_j = d_{[0]}^{(r)T} \tilde{R} d_{[0]}^{(r)}$, $j = 0, 1, \ldots, 2L - 1$. Then, the CSER $P^{(2L)}_{\text{cse,MF}}$ of the 2L-order MF algorithm can be expressed as the probability that the index of the largest decision variable $\hat{U}_j$, $j = 0, 1, \ldots, 2L - 1$, is not contained in $\mathcal{H}(\tau_0)$; that is

$$P^{(2L)}_{\text{cse,MF}} = 1 - \Pr \left[ \arg \max_j \{ \hat{U}_j | j = 0, \ldots, 2L-1 \} \in \mathcal{H}(\tau_0) \right]$$

(9)

$$= 1 - \Pr \left[ \max \{ \hat{U}_j | j = 0, \ldots, 2L-1, j \notin \mathcal{H}(\tau_0) \} \right].$$

The latter form of $P^{(2L)}_{\text{cse,MF}}$ is particularly easy to handle, as we will see. We observe that the evaluation of the joint probability density function (pdf) of the random quantities $\hat{U}_j$, $j = 0, \ldots, 2L - 1$, requires knowledge of the pdf of the random matrix $\tilde{R}$. We recall that $\tilde{R}$ is the sample average estimate of the autocorrelation matrix $\tilde{R}$ of the received vectors $\tilde{F}$, which are distributed according to a mixture of up to $2^{3K}$ Gaussian distributions, and they are, by construction, statistically dependent. Unfortunately, the use of exact closed-form expressions for the pdf of the sample covariance matrix that is formed by vector samples drawn from a Gaussian mixture distribution leads to intractably complicated expressions for the probability of synchronization error. An additional complicating factor for the analysis of the finite data-support behavior of the MF-type (and SMI-MVDR-type) receivers is the underlying dependence of the vector samples. In that respect, we make the following simplifying assumptions. We assume that the received vectors are uncorrelated and identically Gaussian $\mathcal{N}(0, \Sigma)$ distributed [thus independent and identically distributed (i.i.d.)] $\mathcal{N}(0, \Sigma)$. The latter Gaussianity postulation can be considered as a wishful approximation of the true distribution, while the former independence postulation can be justified if we consider "guard" bands of size $L$ between the received vectors, so that successive input vectors do not share common information bits. The effect of the above assumptions will be examined in the simulations section through comparisons with the exact $P_{\text{cse}}$.

It is known [11] that if $x_0, x_1, \ldots, x_{N-1} \in \mathbb{R}^{p}$ are i.i.d. $\mathcal{N}(0, \Sigma)$ vectors, then the distribution of the matrix $X = \sum_{i=0}^{N-1} x_i x_i^{T}$ is

$$f(X) = \frac{|X|^{(N-p-1)/2} \exp\left(-\frac{1}{4} tr \Sigma^{-1} X\right)}{2^{pN/2} \pi^{p(p-1)/4} \Sigma^{N/2} \prod_{i=1}^{p} \Gamma\left[\frac{N+i-1}{2}\right]}, \quad p > N$$

(11)
where $\Gamma(\cdot)$ is the Gamma function. The distribution in (11) is called the Wishart distribution with $N$ degrees of freedom (DOFs) and is denoted by $W_p(\Sigma; N)$. A random matrix distributed according to (11) is called a Wishart matrix. In our case, $\tilde{R}$ is approximately Wishart with distribution $W_{2L}(\tilde{R}/N; N)$.

If we define the matrix

$$
\tilde{D} \equiv \left( \tilde{d}_{(0)(0)}, \tilde{d}_{(1)(0)}, \ldots, \tilde{d}_{(2L-1)(0)} \right)
$$

then the random variables $\tilde{U}_j, j = 0, \ldots, 2L - 1$, form the main diagonal of $\tilde{D}^T \tilde{R} \tilde{D}$. For a full-rank matrix, $\tilde{D}, \tilde{D}^T \tilde{R} \tilde{D}$ is Wishart $W_{2L}(1/N)\tilde{D}^T \tilde{R} \tilde{D}, N$ [12], and the main diagonal elements $\tilde{U}_j, j = 0, \ldots, 2L - 1$, are jointly distributed according to a multivariate Gamma distribution [13]. However, $\tilde{D}$ is not full rank in general, and even if it were, it would have been of little help since closed-form expressions of the multivariate Gamma pdf do not exist except for some special cases [14]. Thus, appropriate approximations of the joint pdf of the diagonal elements of $\tilde{D}^T \tilde{R} \tilde{D}$ with tractable multivariate integrals are needed.

Motivated by the transformation noise-modeling techniques used in [15], we approximate the joint pdf of the MF decision variables $\tilde{U}_j, j = 0, \ldots, 2L - 1$, by the joint pdf of a nonlinear transformation of Gaussian random variables $Y_j, j = 0, \ldots, 2L - 1$. The nonlinear transformation and the covariance of $Y_j, j = 0, \ldots, 2L - 1$, are chosen such that the outputs of the nonlinear transformations have identical covariances with the corresponding $\tilde{U}_j, j = 0, \ldots, 2L - 1$, and marginal pdfs that are close approximations to the pdfs of $\tilde{U}_j, j = 0, \ldots, 2L - 1$. The following lemma identifies this nonlinear transformation and the statistics of the random variables $Y_j, j = 0, \ldots, 2L - 1$. The proof is included in the Appendix.

**Lemma 1:** The pdf of $\tilde{U}_j$ can be approximated by the pdf of $U_j Y_j^3, j = 0, \ldots, 2L - 1$, where the random variables $Y_j, j = 0, \ldots, 2L - 1$, are uncorrelated Gaussian with mean $1 - 2/9N$ and variance $2/9N$.

The probability of coarse synchronization error can now be evaluated as follows. Let the random variables $Z_j, j = 0, \ldots, 2L - 1$ be defined as

$$
Z_j = \frac{9N}{9N - 2}U_j^{1/3}Y_j, \quad j = 0, \ldots, 2L - 1.
$$

It is straightforward to show that

$$
\begin{align*}
\Pr \left[ \max \left\{ U_k \mid k \in \mathcal{H}(\tau_0) \right\} > \max \left\{ U_j \mid j = 0, \ldots, 2L - 1, j \notin \mathcal{H}(\tau_0) \right\} \right] \\
\simeq \Pr \left[ \max \left\{ U_j Y_j^3 \mid j \notin \mathcal{H}(\tau_0) \right\} > \max \left\{ U_j Y_j^3 \mid j = 0, \ldots, 2L - 1, j \notin \mathcal{H}(\tau_0) \right\} \right] \\
= \Pr \left[ \max \left\{ Z_k \mid k \in \mathcal{H}(\tau_0) \right\} > \max \left\{ Z_j \mid j = 0, \ldots, 2L - 1, j \notin \mathcal{H}(\tau_0) \right\} + \max \left\{ Z_k \mid k \in \mathcal{H}(\tau_0) \right\} < 0 \right].
\end{align*}
$$

The random variables $Z_j, j = 0, \ldots, 2L - 1$, are uncorrelated Gaussian (thus, independent) with mean $\mu_j = U_j^{1/3}$ and variance $\sigma_j^2 = (18N/(9N - 2))U_j^{2/3}$. The pdf of $Z_j, j = 0, \ldots, 2L - 1$ is

$$
f_j(z) = \frac{1}{\sigma_j g(z) \sigma_j} \left( z - \frac{\mu_j}{\sigma_j} \right)^{(z - \frac{\mu_j}{\sigma_j}) - 1} e^{-\frac{(z - \frac{\mu_j}{\sigma_j})^2}{2\sigma_j^2}} \left( \frac{\mu_j}{\sigma_j} \right)^{\frac{\mu_j}{\sigma_j}} \left( \frac{\sigma_j}{\mu_j} \right)^{\frac{\sigma_j}{\mu_j}} \left( \frac{\sigma_j}{\mu_j} \right)^{\frac{\mu_j}{\sigma_j}}
$$

where $g(z) \equiv 1/\sqrt{2\pi} \exp(-z^2/2)$ is the pdf of a Gaussian random variable with mean 0 and variance 1, while the cumulative distribution function (cdf) of $Z_j$ is

$$
\mathcal{F}_j(z) = G(z) \left( \frac{z - \mu_j}{\sigma_j} \right)
$$

where $G(z)$ is the cdf of a Gaussian random variable with mean 0 and variance 1. The cdf of max $\{ Z_j \mid j = 0, \ldots, 2L - 1, j \notin \mathcal{H}(\tau_0) \}$ is given by [17]

$$
\mathcal{F}_{\max \setminus \mathcal{H}(\tau_0)}(z) = \prod_{j=0, j \notin \mathcal{H}(\tau_0)}^{2L-1} \mathcal{F}_j(z)
$$

where the index $\"\setminus\" \mathcal{H}(\tau_0)$ indicates that the maximum is taken over a set that does not include the elements of $\mathcal{H}(\tau_0)$. Therefore, the corresponding pdf is given by

$$
f_{\max \setminus \mathcal{H}(\tau_0)}(z) = \sum_{l=0}^{2L-1} \left( f_l(z) \prod_{j=0, j \notin \mathcal{H}(\tau_0), j \neq l}^{2L-1} \mathcal{F}_j(z) \right).
$$

Similarly, the cdf and pdf of max $\{ Z_k \mid k \in \mathcal{H}(\tau_0) \}$ are given by

$$
\mathcal{F}_{\max \setminus \mathcal{H}(\tau_0)}(z) = \prod_{j \in \mathcal{H}(\tau_0)} \mathcal{F}_j(z)
$$

and

$$
f_{\max \setminus \mathcal{H}(\tau_0)}(z) = \sum_{l \in \mathcal{H}(\tau_0)} \left( f_l(z) \prod_{j \in \mathcal{H}(\tau_0), j \neq l} \mathcal{F}_j(z) \right)
$$

respectively. Since $Z_j, j = 0, \ldots, 2L - 1$, are independent, the two random variables max $\{ Z_j \mid j = 0, \ldots, 2L - 1, j \notin \mathcal{H}(\tau_0) \}$ and max $\{ Z_k \mid k \in \mathcal{H}(\tau_0) \}$ are also independent, therefore, the pdf of their difference max $\{ Z_j \mid j = 0, \ldots, 2L - 1, j \notin \mathcal{H}(\tau_0) \} - \max \{ Z_k \mid k \in \mathcal{H}(\tau_0) \}$ is given by

$$
f_{\text{diff}}(z) = \int_{-\infty}^{+\infty} f_{\max \setminus \mathcal{H}(\tau_0)}(z-y) f_{\max \setminus \mathcal{H}(\tau_0)}(-y) dy.
$$

We conclude that the probability of coarse synchronization error for the $2L$-long MF-type coarse synchronization algorithm is

$$
P_{\text{cse,MF}}^{(2L)} \simeq 1 - \int_{-\infty}^{0} f_{\text{diff}}(z) dz
$$

$$
= 1 - \int_{-\infty}^{0} \int_{-\infty}^{+\infty} f_{\max \setminus \mathcal{H}(\tau_0)}(z-y) f_{\max \setminus \mathcal{H}(\tau_0)}(-y) dy dz
$$

(23)
Expression (24) approximates the probability of coarse synchronization error as a double integral.

B. MF-Type Receivers (L Order)

In the case of the MF-type coarse synchronization algorithm that utilizes filters of order \( L \), the probability of coarse synchronization error \( P_{\text{cse, MF}} \) can be evaluated by (24), where \( f_j(\cdot) \) and \( \mathcal{F}_j(\cdot) \) denote the pdf and cdf, respectively, of \( Z_j, j = 0, 1, \ldots, 2L - 1 \) (\( Z_j \) is defined as in (13), with the difference that \( U_j \) is now given by \( U_j = d_{[j]}^{[0]} \mathbf{R}^{(L/2)} d_{[j]}^{[0][0]}, j = 0, 1, \ldots, 2L - 1 \). The proof follows similar reasoning as in Section III-A, with the difference that \( \hat{U}_j = d_{[j]}^{[0]} \mathbf{R}^{-1} d_{[j]}^{[0][0]}, j = 0, 1, \ldots, 2L - 1 \) and \( \mathbf{R}^{-1} \) is Wishart \( W_L((1/N) \mathbf{R}^{(L/2)}; N) \) with \( N \) DOFs.

C. SMI-MVDR-Type Receivers (2L Order)

The MVDR-type SMI-implemented coarse synchronization algorithm that utilizes filters of order \( 2L \) can be analyzed in a similar manner. In this case, \( U_j \) is given by \( U_j = d_{[j]}^{[0]} \mathbf{R}^{-1} d_{[j]}^{[0][0]}, j = 0, 1, \ldots, 2L - 1 \). If we define the random variables \( Z_j = (9(N - L)/(9(N - L) - 2))U_j^{1/3}, j = 0, 1, \ldots, 2L - 1 \), where the random variables \( Y_j, j = 0, 1, \ldots, 2L - 1 \), are uncorrelated Gaussian with mean \( 1 - (2/9(N - L)) \) and variance \( (2/9(N - L)) \), then \( U_j \) is given by (24), with \( f_j(\cdot) \) and \( \mathcal{F}_j(\cdot) \) denote the pdf and cdf of the random variable \( Z_j, j = 0, 1, \ldots, 2L - 1 \). The proof follows similar reasoning as in Section III-A, with the difference that \( \hat{U}_j = d_{[j]}^{[0]} \mathbf{R}^{-1} d_{[j]}^{[0][0]}, j = 0, 1, \ldots, 2L - 1 \), and \( \mathbf{R}^{-1} \) is Wishart \( W_L((1/N) \mathbf{R}^{(L/2)}; N) \) with \( N \) DOFs. The latter implies that \( \hat{U}_j \) can be expressed as a multiple of a \( \chi^2 \) random variable with \( N - L \) DOFs.

D. SMI-MVDR-Type Receivers (L Order)

The MVDR-type SMI-implemented coarse synchronization algorithm that utilizes filters of order \( L \), we have \( U_j = d_{[j]}^{[0]} \mathbf{R}^{(L/2)} d_{[j]}^{[0][0]}, j = 0, 1, \ldots, 2L - 1 \). Then, the probability of coarse synchronization error \( P_{\text{cse, MVDR}} \) is still given by (24), where \( f_j(\cdot) \) and \( \mathcal{F}_j(\cdot) \) denote the pdf and cdf of the random variable \( Z_j = (9(N - L)/(9(N - L) - 2))U_j^{1/3}, j = 0, \ldots, 2L - 1 \).

IV. A RECURSIVE METHOD FOR THE APPROXIMATION OF THE PROBABILITY OF COARSE SYNCHRONIZATION ERROR

In this section, we develop a recursive procedure for the evaluation of the probability of coarse synchronization error, \( P_{\text{cse}} \). The method evaluates \( P_{\text{cse}} \) as a sequence of increasingly tight lower bounds on the approximate expression (24) and is computationally simpler than the latter expression that evaluates \( P_{\text{cse}} \) as a convolution of pdfs. We recall that (24) with appropriate definitions of \( f_j(\cdot) \) and \( \mathcal{F}_j(\cdot) \) can be used for the evaluation of \( P_{\text{cse, MF}}^{(2L)} \), \( P_{\text{cse, MVDR}}^{(2L)} \), and \( P_{\text{cse, MVDR}}^{(L)} \) as discussed in Section III.

We begin with the observation that the cardinality of the set \( \mathcal{H}(\tau_0) \) is almost always equal to two. Thus, without loss of generality, we assume that \( \mathcal{H}(\tau_0) = \{0, 1\} \). In addition, we assume that the random variables \( Z_j, j = 2, \ldots, 2L - 1 \) are ordered in terms of decreasing variance, i.e., \( \text{Var}(Z_j) \geq \text{Var}(Z_{j+1}) \) for \( j = 2, \ldots, 2L - 2 \). Let

\[
P_{\text{cse}}^{(k)} = 1 - \Pr\left[ \left( \arg \max_j \{Z_j : j = 0, 1, \ldots, k + 1 \} \right) \in \mathcal{H}(\tau_0) \right]
\]

\[
= 1 - \Pr[\max\{Z_0, Z_1\} > \max\{Z_2, Z_3, \ldots, Z_{k+2}\}]
\]

where \( k = 0, \ldots, 2L - 3 \). It is straightforward to check that for any \( k = 0, \ldots, 2L - 4 \), we have \( P_{\text{cse}}^{(k)} < P_{\text{cse}}^{(k+1)} \). Indeed, including the extra element \( Z_{k+3} \) to \( \{Z_2, \ldots, Z_{k+2}\} \) can only increase the probability that the maximum element of \( \{Z_2, \ldots, Z_{k+3}\} \) will be larger than \( \max\{Z_0, Z_1\} \). Sorting the elements by decreasing variance implies that the \( k \) elements with the highest variance (and mean) will produce the tightest lower bound \( P_{\text{cse}}^{(k)} \) of all other choices of \( k \) elements from \( \{Z_2, \ldots, Z_{k+2}\} \). For \( k = 2L - 3 \), all variables \( Z_j, j = 0, 1, \ldots, 2L - 1 \), are included in the evaluation of the \( k \)th bound, so

\[
P_{\text{cse}}^{(2L-3)} = 1
\]

\[
- \Pr[\max\{Z_0, Z_1\} > \max\{Z_1, Z_2, \ldots, Z_{2L-1}\}].
\]

\(^1\)The cardinality is one if and only if \( \tau_0 = n\tau \), for some \( n = 0, \ldots, L - 1 \). However, the probability of these events is zero.

\(^2\)Sorting the variables \( Z_j \) in terms of decreasing variance is equivalent to sorting them in terms of decreasing mean.
Thus [cf. (14)]
\[
P_{cse}^{(0)} < P_{cse}^{(1)} < \ldots < P_{cse}^{(2L-3)}
\]
\[
= 1 - P \left\{ \max \{ Z_j \mid j = 0, \ldots, 2L-1, j \notin H(\tau_0) \} \right. \\
- \max \{ Z_k \mid k \in H(\tau_0) \} < 0 \}.
\] (28)

The probability bounds \( P_{cse}^{(k)} \), \( k = 0, \ldots, 2L - 3 \), can be evaluated as follows. The pdf of \( \max\{Z_0, Z_1\} \) is
\[
f_{max}(z_0, z_1)(z) = f_0(z)F_1(z) + f_1(z)F_0(z)
\] (29)
while the pdf of \( \max\{Z_2, \ldots, Z_{k+2}\} \) is
\[
f_{max}(z_2, \ldots, z_{k+2})(z) = \sum_{l=2}^{k+2} \prod_{j=2, j \neq l}^{k+2} F_j(z).
\] (30)

Then, the probability \( P_{cse}^{(k)} \) is equal to
\[
P_{cse}^{(k)} = 1 - \int_{-\infty}^{0} \int_{-\infty}^{\infty} f_{max}(z_2, \ldots, z_{k+2})(z-y)
\]
\[
\times f_{max}(z_0, z_1)(-y)dydz.
\] (31)

Alternatively, a simpler recursive procedure for the evaluation of the probability bounds \( P_{cse}^{(k)}, k = 0, \ldots, 2L - 3 \), is proposed below. The probability \( P_{cse}^{(k)} \), \( k = 0, \ldots, 2L - 3 \), is equal to

\[
P_{cse}^{(k)} = 1 - P \left[ Z_{max}^{(k)} - Z_{max}^{(0,1)} < 0 \right]
\] (32)
and
\[
Z_{max}^{(0,1)} = \max\{Z_0, Z_1\}.
\] (33)

Assuming that \( Z_{max}^{(k)} \) and \( Z_{max}^{(0,1)} \) are normally distributed, we may calculate \( P_{cse}^{(k)} \) as follows:
\[
P_{cse}^{(k)} \approx G \left( \frac{E \left\{ Z_{max}^{(k)} \right\} - E \left\{ Z_{max}^{(0,1)} \right\}}{\sqrt{\Var \left\{ Z_{max}^{(k)} \right\} + \Var \left\{ Z_{max}^{(0,1)} \right\}}} \right) .
\] (35)

The mean and variance of \( Z_{max}^{(k)} \) can be evaluated recursively as described by the following lemma.

**Lemma 2:** For \( k = 1, \ldots, 2L - 3 \)
\[
E \left\{ Z_{max}^{(k)} \right\} \triangleq E \left\{ Z_{max}^{(k-1)} \right\}
\]
\[
\times G \left( \frac{E \left\{ Z_{max}^{(k-1)} \right\} - E \left\{ Z_{k+2} \right\}}{\sqrt{\Var \left\{ Z_{max}^{(k-1)} \right\} + \Var \left\{ Z_{k+2} \right\}}} \right) + E \left\{ Z_{k+2} \right\}
\]
\[
\times G \left( \frac{E \left\{ Z_{max}^{(k-1)} \right\} - E \left\{ Z_{k+2} \right\}}{\sqrt{\Var \left\{ Z_{max}^{(k-1)} \right\} + \Var \left\{ Z_{k+2} \right\}}} \right) + \sqrt{\Var \left\{ Z_{max}^{(k-1)} \right\} + \Var \left\{ Z_{k+2} \right\}}
\]
\[
\times G \left( \frac{E \left\{ Z_{max}^{(k-1)} \right\} - E \left\{ Z_{k+2} \right\}}{\sqrt{\Var \left\{ Z_{max}^{(k-1)} \right\} + \Var \left\{ Z_{k+2} \right\}}} \right).
\] (36)

with \( E \left\{ Z_{max}^{(0)} \right\} = E \{Z_2\} \) and \( \Var \left\{ Z_{max}^{(0)} \right\} = \Var \{Z_2\} \).

**Proof:** Since
\[
Z_{max}^{(0,1)} = \max\{Z_2, \ldots, Z_{k+2}\} = \max\{Z_{max}^{(k-1)}, Z_{k+2}\}
\] (38)
(36) and (37) provide, respectively, the mean and variance of the maximum of two uncorrelated Gaussian random variables [18].

The mean and variance of \( Z_{max}^{(0,1)} \) can be evaluated in exactly the same way. As a final comment, we recall that (24) was derived based on the assumption that the pdf of the received vectors can be closely approximated by the pdf of i.i.d. Gaussian random vectors. The recursive method for the evaluation of \( P_{cse} \) developed in this section is based on the additional assumption that the maximum of two independent Gaussian random variables is approximately Gaussian. The effect of both assumptions is examined in the simulations section through comparisons with the exact \( P_{cse} \).
TABLE III
DEFINITION OF C(N)

<table>
<thead>
<tr>
<th>Order</th>
<th>SMI-MVDR</th>
<th>MF</th>
</tr>
</thead>
<tbody>
<tr>
<td>L-order</td>
<td>[ C(N) = \frac{18(N-L)}{[8(N-L)-2]^2} ]</td>
<td>[ C(N) = \frac{18N}{[8N-2]^2} ]</td>
</tr>
<tr>
<td>2L-order</td>
<td>[ C(N) = \frac{18(2N-2L)}{[8(N-2L)-2]^2} ]</td>
<td>[ C(N) = \frac{18N}{[8N-2]^2} ]</td>
</tr>
</tbody>
</table>

V. DISCUSSION

Summarizing the developments so far, the probability of coarse synchronization error was approximated as follows:

\[ P_{\text{ces}} \approx 1 - \Pr \left[ \arg \max_j \{ Z_j \colon j = 0, \ldots, 2L - 1 \} \in \mathcal{H}(\tau_0) \right] \]

where \( \mathcal{H}(\tau_0) \) is the set that contains the indexes of the filters that yield a timing estimate within the pull-in range. The random variables \( Z_0, \ldots, Z_{2L-1} \) are uncorrelated Gaussian random variables with means and variances given by

\[ E[Z_j] = U_j^{1/3}, \quad \text{Var}[Z_j] = C(N)U_j^{2/3} \]

where the quantities \( U_j, j = 0, \ldots, 2L - 1 \), and the functions \( C(N) \) are presented in Tables I and III, respectively, for each filter under consideration (SMI-MVDR or MF of order \( L \) or \( 2L \)).

Thus, the probability of coarse synchronization error was calculated as the probability that the index of the largest \( Z_j, j = 0, \ldots, 2L - 1 \), is not contained in \( \mathcal{H}(\tau_0) \). This approach led to the \( P_{\text{ces}} \) expressions for the order-\( L \) and order-\( 2L \) MF-type or SMI-MVDR-type receivers presented in Section III, as well as to the evaluation of \( P_{\text{ces}} \) through the sequence of lower bounds presented in Section IV. An intuitively simpler but computationally more complex method for the calculation of \( P_{\text{ces}} \) is presented in the Appendix. Expression (40) and Table III imply that the mean and variance of \( Z_j, j = 0, \ldots, 2L - 1 \), and, consequently, the performance of the SMI-MVDR-type algorithms depends explicitly on the filter order. Moreover, the data record size \( N \) and the filter order appear only in the terms \( (N-2L) \) and \( (N-L) \) of \( C(N) \) for the filters of order \( 2L \) and \( L \), respectively. Although the filter order does not affect the asymptotic (as \( N \to \infty \)) performance of the SMI-MVDR-type algorithms, it does cause a performance drop in the small-data-record-size operating region, since the filter-order term is subtracted from the data-record-size term. In other words, the data-record size is effectively reduced by a number of data vector samples equal to the filter order. The longer the employed filter is, the greater the effective data-record-size reduction is. For the SMI-MVDR-type coarse synchronization algorithms, this translates to poorer performance under short data-support conditions as the filter order increases.

An alternative way to quantify the effect of the data-record size on the probability of coarse synchronization error is to examine the short data-record synchronization resolution of the SMI-MVDR-type algorithms that we define as follows. For the pair of decision variables \( (Z_l, Z_m), l = 0, \ldots, 2L - 1, m = 0, \ldots, 2L - 1, \) with \( E\{Z_l\} \neq E\{Z_m\} \), the resolution metric is defined by

\[ \rho_{l,m} = \begin{cases} \Pr[Z_l > Z_m], & \text{if } E\{Z_l\} > E\{Z_m\} \\ \Pr[Z_l < Z_m], & \text{otherwise} \end{cases} \]

That is, the resolution \( \rho_{l,m} \) is the probability that the coarse synchronization algorithm will decide in favor of the asymptotically largest decision variable. In other words, the synchronization resolution is a measure of how close the performance of the finite data-record SMI-based algorithm is to the asymptotic performance. It is straightforward to show that the resolution of the SMI-MVDR algorithms is given by

\[ \rho_{l,m} = \mathcal{G} \left( C(N)^{-1/3} \frac{U_l^{1/3} - U_m^{1/3}}{U_l^{1/3} + U_m^{1/3}} \right) \]

where \( \mathcal{G}(x) \) is the cdf of a normal random variable with mean zero and variance one. The following proposition compares the resolution performance of the \( L \)-order and \( 2L \)-order algorithms for a given pair of hypotheses. The proof is straightforward and thus omitted.

**Proposition 1:** For a given pair of hypotheses \( (l, m), l = 0, \ldots, 2L - 1, m = 0, \ldots, 2L - 1, \) we have

\[ \rho_{l,m}^{(L)} > \rho_{l,m}^{(2L)} \]

if and only if

\[ \frac{9(N - 2L) - 2\sqrt{N - L}}{9(N - L) - 2\sqrt{N - 2L}} \leq S_{l,m} \]

where \( S_{l,m} \) is given by (45) as shown at the bottom of the page.

Let \( S_{\text{min}} \equiv \min\{S_{l,m} | l, m = 0, \ldots, 2L - 1\} \). Then, the resolution performance of the \( L \)-order algorithm will be better

\[ S_{l,m} \triangleq \left| \left( d_{[0]l}^{(1)T} R_{([1/2])}^{-1} d_{[0]l}^{(1)} \right)^{-1/3} - \left( d_{[0]l}^{(m)T} R_{([1/2])}^{-1} d_{[0]l}^{(m)} \right)^{-1/3} \right| \]

\[ \times \left( \left( d_{[0]l}^{(m)T} \bar{R}^{-1} d_{[0]l}^{(m)} \right)^{-1/3} - \left( d_{[0]l}^{(m)T} \bar{R}^{-1} d_{[0]l}^{(m)} \right)^{-1/3} \right) \]

\[ \times \sqrt{\left( d_{[0]l}^{(1)T} R_{([1/2])}^{-1} d_{[0]l}^{(1)} \right)^{-2/3} - \left( d_{[0]l}^{(m)T} R_{([1/2])}^{-1} d_{[0]l}^{(m)} \right)^{-2/3}} \]

(45)
than the performance of the 2L-order algorithm (in the sense that the L-order algorithm performance will be closer to the corresponding asymptotic performance) for any pair of hypotheses, provided that

\[
\frac{9(N - 2L) - 2}{9(N - L) - 2} \sqrt{N - L} \leq S_{\text{min}},
\]

(46)

Equation (46) identifies a condition on the system parameters and the data-record size under which SMI-MVDR-type L-order algorithms outperform the 2L-order algorithms.

On the other hand, in the case of MF-type algorithms, the mean and variance of Z\(_j\) do not depend explicitly on the filter order. Theoretically, this conclusion is a direct consequence of the fact that for any Wishart \(W_p(\Sigma; N)\) matrix \(X\) and any nonzero vector \(v \in \mathbb{R}^p\), the quantity \(v^T X v\) is a \(\chi^2\) random variable that maintains \(N\) DOFs (while \((v^T X^{-1} v)^{-1}\) is \(\chi^2\) with \(N - p\) DOFs). Therefore, algorithms that do not require the inversion of a Wishart matrix do not suffer from effective data-record-size reduction. Consequently, it is expected that the MF-type and AV-type coarse synchronization algorithms are fairly insensitive to the choice of filter length.

As a final note, we recall that an alternative to direct inversion of \(\hat{R}^{(l)}\) is the use of a matrix-inversion lemma-based recursive least-squares (RLS) algorithm [16]. We can show that the RLS algorithm computes the inverse of a diagonally loaded version of \(\hat{R}^{(l)}\), \((\hat{R}^{(l)} + (\epsilon/N)I)^{-1}\), where \((1/N)\) is the initialization matrix of RLS. Therefore, although RLS provides an asymptotically \((N \to \infty)\) unbiased estimate of \(\hat{R}^{(l)}^{-1}\), for a finite data-record size \(N\) it provides a biased estimate of \((\hat{R}^{(l)})^{-1}\) with a bias that depends on \(\epsilon/N\). In practice, \(\epsilon\) is small, the effect of the diagonal loading quickly becomes negligible and, consequently, the performance is close to the SMI performance analyzed in this paper.

VI. SIMULATION RESULTS AND COMPARISONS

We consider a 10-user asynchronous DS-CDMA system that utilizes Gold sequences of length \(L = 31\). We compare the CSER evaluated using the expressions derived in Sections III and IV with the exact CSER of MF and SMI-MVDR-type algorithms. The exact CSER is evaluated by averaging over 10,000 independent runs. The delays of all users are chosen randomly and kept constant for the duration of the experiment.

In Figs. 3 and 4, the SNR\(^3\) of the user of interest is 10 dB and the data support size ranges from 35 to 80 samples. The SNRs of the interferers are fixed at 6, 8, 10, 12, 15, 16, 18, 20, and 22 dB. In Fig. 3, we plot as a function of \(k\) the sequence of bounds \(P_{\text{ave}}^{(k)}\) developed in Section IV for the order \(L\) and order 2L SMI-MVDR-type algorithms [given by (35)–(37)]. In Fig. 4, we compare the exact coarse synchronization performance of order-L and order-2L algorithms to the derived approximations of Sections III and IV, that is, the direct approximation through (24) and the recursive approximation through (35)–(37). Regardless of the filter order, we see that both approximations offer close coarse synchronization performance estimates. We observe that the SMI-MVDR L-order algorithm exhibits improved

\(^3\)The SNR of user \(k\), \(k = 0, \ldots, K - 1\), is defined as \(E_b/\sigma^2\), where \(\sigma^2\) is the variance of the chip-matched filtered and sampled AWGN.

performance when compared with the SMI-MVDR 2L-order scheme for data-record sizes above \(L = 31\). In fact, in the small data support region, the L-order algorithm can achieve the same CSER as the 2L-order algorithm, about \(L\) samples faster.

In Figs. 5 and 6, we repeat the studies of Figs. 3 and 4 for different values of the SNR of the user of interest. The data support for the estimation of the order-L and order-2L SMI-MVDR filters is \(N = 55\) and 80 samples, respectively. The results parallel the findings in Figs. 3 and 4.

The insensitivity of the noninversion-based coarse synchronization algorithms to the filter order is illustrated by the simulation study of Fig. 7, where the probability of coarse synchronization error of the L-order algorithms is plotted as a function of the system processing gain \(L\) (the figure also includes the AV-type coarse synchronization scheme presented in [7]). The user SNR values are identical to those in Fig. 3 and the data support for filter estimation is \(N = 125\) samples. The signature vectors of the users are constructed by concatenating Gold
codes of length 31. We observe that the SMI-MVDR algorithm is severely affected by the value of the spreading gain (filter length) as \( L \) approaches \( N \), while the MF-type algorithm is not affected (but has unacceptable synchronization performance, as also seen in Figs. 4 and 6). The AV-type synchronizer does not suffer from significant performance degradation as the system spreading gain \( L \) increases, and offers by far the most reliable synchronization.

VII. CONCLUSIONS

In this paper, we investigated the finite data-record coarse synchronization performance of blind adaptive combined synchronizers/demodulators. Using transformation noise modeling techniques, we derived analytical expressions that approximate closely the probability of coarse synchronization error. Three alternative methods were developed. The first method approximates the probability of coarse synchronization error as a double integral. The second approximation method, which is the least computationally complex, provides a sequence of increasingly tight lower bounds on the approximate expressions of the first method. Finally, the third and most intuitive method approximates the probability of coarse synchronization error as a \( 2L \)-order integral (the expression is given in Appendix). The analytical expressions provide simple, highly accurate alternatives to computationally demanding performance evaluation through simulations. We showed that the coarse synchronization performance of the MF-type receiver is a function of the data-record size, while the performance of MVDR-type SMI or RLS-based filter estimators is a function of the difference between the data-record size and the employed filter order. The latter translates to an effective reduction of the data-record size with a more evident negative effect on the performance as the available data record becomes smaller. MF-type and AV-type (which provide active interference suppression) filter estimators do not suffer such data reduction and thus, provide an attractive solution when the environment dictates short data-record synchronization.

Fig. 5. Recursive approximation of the CSER of SMI-MVDR-type receivers of order \( L \) and order \( 2L \) given by (35)–(37) (\( N = 55 \) and \( 80 \), respectively).

Fig. 6. CSER of linear receivers of order \( L \) and \( 2L \) as a function of the SNR of the user of interest (\( N = 55 \) and \( 80 \), respectively).

Fig. 7. CSER of linear receivers of order \( L \) as a function of the processing gain \( L \).

APPENDIX I

A. Proof of Lemma 1

The marginal pdf of \( \hat{U}_j, j = 0, \ldots, 2L - 1 \), is

\[
h_j(u) = \frac{\frac{x^{N/2-1}}{(N/2)!} \exp \left( -\frac{x}{N} \right)}{\sqrt{\Gamma(N/2)}},
\]

Expression (47) implies that the random variable \( \hat{U}_j, j = 0, \ldots, 2L - 1 \), is a multiple of a chi-square \( (\chi^2) \) random variable. More precisely, \( \hat{U}_j \) can be written as

\[
\hat{U}_j = \left( \frac{1}{N} U_j \right) X_j, \quad j = 0, \ldots, 2L - 1
\]
\[(1 - (2/9N))\) and variance \(2/9N\) [19], we may approximate the pdf of \(\bar{U}_j\) by the pdf of

\[V_j \triangleq N \left( \frac{1}{N} U_j \right)^2 = U_j Y^2_j, \quad j = 0, \ldots, 2L - 1.\]  \hspace{1cm} (49)

In the above equation, \(Y_j\) is a Gaussian variable with mean \(1 - (2/9N)\) and variance \(2/9N\). The joint pdf of \(Y_0, \ldots, Y_{2L-1}\) will be completely defined if we specify their covariance matrix that we denote by \(\Psi\). The diagonal elements of \(\Psi\) are equal to \(2/9N\). The nondiagonal elements of \(\Psi\) are chosen such that \(V_0, \ldots, V_{2L-1}\) have covariances identical to the covariances of the corresponding \(\bar{U}_0, \ldots, \bar{U}_{2L-1}\) variables. The latter covariances are [20]

\[
\text{Cov} \left[ \bar{U}_j, \bar{U}_k \right] = \frac{2}{N} \left( \hat{d}^{(j)T}_{[k]} \hat{R}^{(k)}_{[l]} \right)^2. \hspace{1cm} (50)
\]

To find the covariances \(\psi_{jk}\) of \(Y_j\) and \(Y_k\), \(j \neq k\), that result in

\[
\text{Cov} \left[ V_j, V_k \right] = \frac{2}{N} \left( \hat{d}^{(j)T}_{[k]} \hat{R}^{(k)}_{[l]} \right)^2 \hspace{1cm} (51)
\]

we substitute (49) in (51) and make use of the moment theorem to evaluate \(E \left\{ Y_j^3 Y_k^3 \right\}\). Then, we find that the \((j, k)\)th nondiagonal element of \(\Psi\), \(\psi_{jk}\), must satisfy

\[
6\psi_{jk}^3 + 18 \left(1 - \frac{2}{9N}\right)^2 \psi_{jk}^2 + 9 \left(\frac{4 - 18N - 81N^2}{6561N^4}\right)^2 \psi_{jk}^3
= \frac{2}{N} \left( \hat{d}^{(j)T}_{[k]} \hat{R}^{(k)}_{[l]} \right)^2 \hspace{1cm} (52)
\]
or, equivalently

\[
\psi_{jk}^3 + 3 \left(1 - \frac{2}{9N}\right)^2 \psi_{jk}^2 + 9 \left(\frac{4 - 18N - 81N^2}{6 \times 6561N^4}\right)^2 \psi_{jk} - \frac{1}{3N} = 0 \hspace{1cm} (53)
\]

where

\[
\alpha \triangleq \left( \hat{d}^{(j)T}_{[k]} \hat{R}^{(k)}_{[l]} \right)^2 \left( \hat{d}^{(j)T}_{[k]} \hat{R}^{(j)}_{[l]} \right) \left( \hat{d}^{(k)T}_{[l]} \hat{R}^{(k)}_{[l]} \right). \]

By the Schwarz inequality \(\alpha \in (0, 1)\). Equation (53) has three real roots, two of which are always negative, provided that \(N > 4\). The third root is plotted in Fig. 8 as a function of \(N\) and \(\alpha\). We see that the third root is always positive while it drops rapidly to zero as \(N\) increases. In fact, for \(N > 40\), we see that \(\psi_{jk}\) is less than 0.0045. Thus, we may assume that \(\psi_{jk} = 0, j \neq k, j, k = 0, \ldots, 2L - 1\). In other words, we can safely assume that the Gaussian random variables \(Y_j, j = 0, \ldots, 2L - 1\), are uncorrelated and, therefore, independent.

\[\text{APPENDIX II}\]

A. An Alternative Approximation of \(P_c\)

The probability of coarse synchronization error can be approximated by [cf. (14)]

\[P_c \approx 1 - \text{Pr} \left\{ \arg \max \{ Z_j \mid j = 0, \ldots, 2L - 1 \} \in \mathcal{H}(\tau_0) \right\} \hspace{1cm} (54)\]

where \(\mathcal{H}(\tau_0)\) is the set that contains the indexes of the filters that yield a timing estimate within the pull-in range. The random variables \(Z_j, j = 0, \ldots, 2L - 1\), are independent Gaussian with mean \(U_j^{1/3}\) and variance \(C(N)U_j^{2/3}\), where the function \(C(N)\) is given in Table III for each of the receivers under consideration. The pdf of the random vector \(Z \triangleq [Z_0, \ldots, Z_{2L-1}]^T\) is

\[
f_Z(z) = \frac{1}{(2\pi)^{L} \Gamma(2L-1)} \sqrt{C(N)U_j^{2/3}} \times \exp \left\{ - \frac{2L-1}{2C(N)U_j^{2/3}} \right\} \hspace{1cm} (55)\]

where \(z = [z_0, \ldots, z_{2L-1}]^T\). Thus

\[P_c \approx 1 - \int_{D_0} f_Z(z) dz \hspace{1cm} (56)\]

where

\[D_0 = \bigcup_{k \in \mathcal{H}(\tau_0)} \left\{ (d_0, d_1, \ldots, d_{2L-1}) \in \mathbb{R}^{2L} \mid d_k > d_j, j = 0, \ldots, 2L - 1, j \neq k \right\} \hspace{1cm} (57)\]
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Abstract

We investigate the data record size requirements of sample-matrix-inversion-based minimum-variance-distortionless-response and maximum signal-to-interference-plus-noise-ratio adaptive algorithms to meet a given performance objective in joint space-time signal detection problems for direct-sequence code-division-multiple-access systems. We derive closed form expressions that provide the data record size that is necessary to achieve a given performance confidence level in a neighborhood of the optimal performance point as well as expressions that identify the performance level that can be reached for a given data record size. This is done by utilizing close approximations of the involved probability density functions. The practical significance of the derived expressions lies in the fact that the expressions are functions of the number of antenna elements, the number of multipaths, and the system spreading gain only, while they depend neither on the ideal input covariance matrix which is not known in most realistic applications nor on the exact ideal performance value.
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I. Introduction

In this paper we focus on direct-sequence code-division-multiple-access (DS/CDMA) single-user detection. We consider multipath fading additive white Gaussian noise (AWGN) channels and antenna array signal reception, either at the base station or at the mobile end (for example airborne arrays)\(^1\). We recall that single-user DS/CDMA detection aims at the recovery of the information bits of one user that we call “the user of interest.” The only quantity assumed known is the effective (space-time channel processed) signature of the user of interest which is a function of the multipath fading coefficients, delays, and multipath directions of arrival (the interfering signal statistics are assumed unknown).

We consider a receiver that consists of either the minimum-variance-distortionless-response (MVDR) or the maximum-signal-to-interference-plus-noise ratio (MSINR) linear filter followed by a sign detector. The MVDR linear filter is found by minimizing the filter output variance subject to the constraint that the filter remains distortionless in the effective signature vector direction of the user of interest \([1], [2]\). The filter is a function of the inverse input autocovariance matrix and the effective signature of the user of interest. On the other hand, the MSINR filter is found by maximizing the signal-to-interference-plus-noise ratio at the linear filter output and it is a function of the inverse interference-plus-noise-only autocovariance matrix and the effective signature of the user of interest. The MVDR and MSINR linear filters are scaled versions of each other and, thus, under perfectly known statistics they exhibit identical performance in terms of both filter output SINR and receiver bit-error-rate (BER).

The sample-matrix-inversion (SMI) estimate of the MVDR or the MSINR filter is obtained by substituting, respectively, the inverse of the ideal autocovariance matrix of the input or the interference-plus-noise part only by the inverse of the corresponding sample average estimate. The corresponding filter estimate is called SMI-MVDR or SMI-MSINR.

\(^1\)Single-antenna signal detection systems constitute a special case of the general system that we consider here.
filter. These estimates are occasionally referred to in the literature as SMI—"signal-present" or SMI—"signal-absent" filter, respectively. Under asymptotically many data, the SMI-MVDR filter and the SMI-MSINR filter exhibit identical performance in terms of both filter output SINR and receiver BER since they converge in probability, under general conditions, to their ideal counterparts. This is not, however, the case when estimation with finite data records is performed where for small data record sizes the SMI-MSINR outperforms the SMI-MVDR filter in terms of output SINR. Along these lines, we note that the sample-average estimate of the interference-plus-noise autocovariance matrix can be evaluated from data obtained either by probing the channel prior to the beginning of the desired transmission (or during the silent periods of the user of interest) or by estimating and then subtracting the desired user signal from the received signal. In multipath environments the interference component in the former, desired-signal-absent, case does not contain inter-symbol-interference (ISI) and thus is not exactly the same as the interference component in the latter, "estimate and subtract", case (which contains ISI). However, in spread-spectrum systems the channel delay spread is much less than the information symbol period and we can safely ignore the effect of ISI and treat all cases in the same way.

The goal of this paper is twofold. We would like to identify the data record size that is necessary for (a) the SMI-MVDR DS/CDMA multiple-access-interference (MAI) suppression filter, and (b) the SMI-MSINR DS/CDMA MAI suppression filter to achieve a given performance confidence level in a neighborhood of the optimal performance point. Performance is measured in terms of filter output variance and filter output SINR, respectively. We also investigate the dual problem of quantifying the relative performance of the above estimators with respect to the performance of the corresponding ideal schemes for a given data record size. In pursue of these objectives we define the following relative performance measures for the estimated filters with respect to their ideal counterparts in one-to-one correspondence with (a)-(b) above: (a) The ratio of the output variance of the ideal filter over the output variance of the estimated filter, and (b) the ratio of the output SINR of the estimated filter.
over the output SINR of the ideal filter. Our approach is based on the observation that a near optimum performance level is reached by any estimation scheme when the corresponding ratio is close to unity. Thus, any given (or desired) confidence on the performance level can be expressed as the probability that the above measures are within a certain neighborhood of unity. This approach is in contrast to the work in [3] where the measures (a) and (b) were used to determine the data record that the estimated filter needs to achieve on average a given percentage of the optimum performance. In addition, in this paper, making use of the functional relationship between the BER and the SINR of a linear receiver, we extend our developments summarized above to evaluate our confidence on the BER performance of DS/CDMA single-user detectors that utilize the SMI-MVDR or SMI-MSINR filter, respectively. The practical significance of the theoretical developments in this paper lies in the fact that by utilizing simple yet close approximations of the involved probability density functions we are able to derive closed form expressions that are functions of the number of antenna elements, the number of multipaths, and the system processing gain and, most importantly, independent of the ideal input statistics.

The paper is organized as follows. In Section II we present the system model. In Section III we outline the MVDR and MSINR joint space-time processors, we analyze the performance of their SMI estimators as a function of the data record size, and we derive their data-record-size requirements to achieve a given performance level. A few conclusions are drawn in Section IV.

II. System Model

We consider a DS/CDMA system with $K$ users transmitting over a multipath fading additive white Gaussian noise (AWGN) channel. The information bits of each user are binary-phase-shift-keying (BPSK) modulated. The $k$th user baseband transmitted signal is given by

$$u_k(t) = \sum_i b_k(i) \sqrt{E_k} s_k(t - iT), \quad k = 0, \ldots, K - 1,$$

(1)
where \( b_k(i) \in \{-1, 1\} \) is the ith data (information) bit and \( T \) is the information bit period. \( E_k \) represents transmitted energy per bit and \( S_k(t) \) is the signature waveform, assumed to be normalized to unit energy per data bit period, given by

\[
S_k(t) = \sum_{l=0}^{L-1} s_k(l) \psi(t - lT_c)
\]

(2)

where \( s_k(l) \in \{-1, 1\} \) is the lth bit of the spreading sequence of the kth user, \( T_c \) is the chip period, \( \psi(t) \) is the chip waveform (assumed to be a rectangular pulse with support \([0, T_c]\))

and \( L = T/T_c \) is the system spreading gain. The kth user signal \( u_k(t) \) is transmitted over a multipath fading channel with impulse response

\[
h_k(t) = \sum_{n=0}^{N_p-1} c_{k,n} \delta(t - \tau_{k,n})
\]

(3)

where \( N_p \) is the number of paths (assumed the same for all users), \( c_{k,n}, \ k = 0, \ldots, K - 1, \ n = 0, \ldots, N_p - 1 \) are the complex path coefficients, and \( \delta(t) \) is the Dirac delta function. The coefficients are assumed to be identical across all antenna elements, that is, antenna diversity effects are not considered. Finally, \( \tau_{k,n} \) is the relative transmission delay of the nth path of the kth user signal. For simplicity in presentation, we assume that the receiver is coarsely synchronized with the first path of the user of interest, user 0, that the channel delay spread is equal to \( N_p \) chips and that no resolvable path delays fall within the same chip period, i.e.

\[
\tau_{k,n} = \nu_{k,n} + \delta_{k,n}, \ k = 0, \ldots, K - 1, \ n = 0, \ldots, N_p - 1,
\]

(4)

where \( \nu_{k,n} \) is an integer between 0 and \( L - 1 \) (with \( \nu_{0,n} = n \)) and \( \delta_{k,n} \) lies in \([0, 1)\).

The received signal is collected by a uniform linear antenna array consisting of \( M \) elements spaced half-the-wavelength apart. The baseband received signal at the \( m \)th antenna element is given by

\[
r_m(t) = \sum_{k=0}^{K-1} \sum_{n=0}^{N_p-1} c_{k,n} u_k(t - \tau_{k,n}) e^{-j m \pi \sin \theta_{k,n}} + n_m(t), \quad m = 0, \ldots, M - 1,
\]

(5)

where \( \theta_{k,n} \) identifies the angle of arrival of the nth path of the kth user signal and \( n_m(t) \) represents additive sensor noise modeled as temporally and spatially complex white Gaussian. The received signals \( r_0(t), \ldots, r_{M-1}(t) \) can be grouped to form the vector

\[
r(t) \triangleq [r_0(t), r_1(t), \ldots, r_{M-1}(t)]^T = \sum_{k=0}^{K-1} \sum_{n=0}^{N_p-1} c_{k,n} u_k(t - \tau_{k,n}) a(\theta_{k,n}) + n(t)
\]

(6)
where
\[ a(\theta_{k,n}) \triangleq [1, e^{-j\pi \sin \theta_{k,n}}, \ldots, e^{-j(M-1)\pi \sin \theta_{k,n}}]^T, \quad k = 0, \ldots, K - 1, \quad n = 0, \ldots, N_p - 1, \] (7)
is the steering vector associated with the \( n \)th path of the \( k \)th user and
\[ \mathbf{n}(t) \triangleq [n_0(t), \ldots, n_{M-1}(t)]^T. \] (8)

Chip-matched filtering and sampling at the chip rate, \( 1/T_c \), of \( r(t) \) over the multipath extended time interval \( (L + N_p) \) chip periods) prepares the data for one-shot detection of the \( i \)th information bit of interest \( b_0(i) \). By stacking the vector samples \( r(0), \ldots, r((L + N_p - 1)T_c) \) one below the other we obtain the space-time received data vector
\[ \mathbf{r}_{M(L+N_p)\times 1} \triangleq [r(0)^T \ r(T_c)^T \ \ldots \ r^T((L + N_p - 1)T_c)]^T. \] (9)
From now on, \( \mathbf{r} \) denotes the joint S-T data in the \( C^{M(L+N_p)} \) complex vector domain.

The cornerstone of joint space-time filtering is the space-time signature which for user 0 is defined as
\[ \mathbf{v}_0 \triangleq \sum_{n=0}^{N_p-1} c_{0,n} \left[ (1 - \delta_{0,n}) \mathbf{s}_0^{(n)} + \delta_{0,n} \mathbf{s}_0^{(n+1)} \right] \otimes a(\theta_{0,n}) \] (10)
where \( \mathbf{s}_0^{(n)} \triangleq [0, \ldots, 0, s_0(0), \ldots, s_0(L - 1), 0, \ldots, 0]^T \) and \( \otimes \) denotes the Kronecker product.

In the next section we outline the MVDR and MSINR DS/CDMA joint space-time processors and we analyze the performance of the SMI-MVDR and SMI-MSINR estimators as a function of the data record size. Also, we derive their data-record-size requirements to achieve a given performance level.

III. Data-Record-Size Requirements of Space-Time MVDR and MSINR Receivers

A linear joint S-T DS/CDMA interference suppressing receiver with tap weight vector \( \mathbf{w} \in C^{M(L+N_p)} \) detects the transmitted bit of the user of interest as follows:
\[ \hat{b}_0 = \text{sgn}(\text{Re}\{\mathbf{w}^H \mathbf{r}\}) \] (11)
where \( \hat{b}_0 \) denotes the detected information bit of the user of interest, \( \text{sgn}(\cdot) \) identifies the sign operation, and \( \text{Re}\{\cdot\} \) extracts the real part of a complex number. In this work we
consider the MVDR and MSINR linear receivers. The tap-weight vector of the MVDR filter is designed to minimize the filter output variance while maintaining unit response in the known\(^2\) vector direction \(v_0\) and equals

\[
\mathbf{w}_{\text{MVDR}} = \frac{\mathbf{R}^{-1}v_0}{v_0^H\mathbf{R}^{-1}v_0}
\]

(12)

where \(\mathbf{R} \triangleq E\{\mathbf{r}\mathbf{r}^H\}\) is the covariance matrix of the received vector \(\mathbf{r}\) \((E\{\cdot\}\) denotes the expectation operation). The MVDR filter output variance is

\[
\nu(\mathbf{w}_{\text{MVDR}}) \triangleq E\{|\mathbf{w}_{\text{MVDR}}^H\mathbf{r}|^2\} = \mathbf{w}_{\text{MVDR}}^H\mathbf{R}\mathbf{w}_{\text{MVDR}}.
\]

(13)

The tap weight vector of the MSINR filter is found by maximizing the SINR of the linear filter output and is given by

\[
\mathbf{w}_{\text{MSINR}} = \frac{\mathbf{R}_{I+n}^{-1}v_0}{v_0^H\mathbf{R}_{I+n}^{-1}v_0}
\]

(14)

where \(\mathbf{R}_{I+n} \triangleq \mathbf{R} - E_0v_0v_0^H\) is the “interference-plus-noise” covariance matrix. The SINR at the output of the MSINR filter is given by

\[
\mathcal{S}(\mathbf{w}_{\text{MSINR}}) \triangleq \frac{E_0|\mathbf{w}_{\text{MSINR}}^Hv_0|^2}{\mathbf{w}_{\text{MSINR}}^H\mathbf{R}_{I+n}\mathbf{w}_{\text{MSINR}}}.
\]

(15)

It can be shown that in ideal situations (i.e., when \(\mathbf{R}\) and \(\mathbf{R}_{I+n}\) are perfectly known) \(\mathbf{w}_{\text{MVDR}}\) and \(\mathbf{w}_{\text{MSINR}}\) exhibit identical performance in terms of both output SINR and receiver BER. However, knowledge of the ideal covariance matrices \(\mathbf{R}\) or \(\mathbf{R}_{I+n}\) cannot be assumed in practice and, thus, the matrices have to be estimated. We choose to estimate \(\mathbf{R}\) and \(\mathbf{R}_{I+n}\) by sample averaging\(^3\). The sample average estimate of \(\mathbf{R}\) based on a data record of size \(N\) is given by

\[
\hat{\mathbf{R}} = \frac{1}{N} \sum_{j=0}^{N-1} r_j^H r_j^H
\]

(16)

while the sample average estimate of \(\mathbf{R}_{I+n}\) based on a data record of size \(N\) is given by

\[
\hat{\mathbf{R}}_{I+n} = \frac{1}{N} \sum_{j=0}^{N-1} r_{j,I+n}^H r_{j,I+n}^H
\]

(17)

\(^2\)We note that the vector direction \(v_0\) is the only quantity assumed known (path coefficients, path delays and directions of arrival are modeled as deterministic unknowns).

\(^3\)Other estimators of \(\mathbf{R}\) and \(\mathbf{R}_{I+n}\) may also be used instead of the sample average estimators. For example, at the base station we can estimate (“reconstruct”) the matrices \(\mathbf{R}\) and \(\mathbf{R}_{I+n}\) using estimates of the energies, channel coefficients, delays, and angles of arrival of all users. However, the performance of the corresponding MVDR and MSINR filter estimator will strongly depend on the quality of all intermediate estimators used and, thus, it will be difficult to analyze under finite data record scenarios.
where the index \((I + n)\) in \(\mathbf{r}_{j,I+n}\), \(j = 0, \ldots, N-1\), identifies desired-signal-free received vectors. To guarantee that the estimates \(\hat{\mathbf{R}}\) or \(\hat{\mathbf{R}}_{I+n}\) are of full rank with probability 1 (w.p. 1) so that the estimates \((\hat{\mathbf{R}})^{-1}\) and \((\hat{\mathbf{R}}_{I+n})^{-1}\) exist, the data record size \(N\) must satisfy\(^4\) \(N \geq M(L+N_p)\). We also note that the received vectors \(\mathbf{r}_j\) used for the computation of \(\hat{\mathbf{R}}\) are distributed according to a mixture of up to \(2^{3K}\) complex Gaussian distributions\(^5\). Unfortunately, exact closed form expressions for the probability density function (pdf) of the sample covariance matrix that is formed by vector samples drawn from a Gaussian mixture distribution are very complicated even for the real case [4]. An additional complicating factor is the underlying dependence of the vector samples \(\mathbf{r}_j\) due to multipath propagation. To that extend, we make the following simplifying assumption. We assume that the received vectors are independent and identically distributed according to a multivariate complex Gaussian distribution \(\mathcal{N}(0, \mathbf{R})\). Then, the estimator \(\hat{\mathbf{R}}\) is complex Wishart distributed with \(N\) degrees of freedom, \(\mathcal{W}_{M(L+N_p)}(\mathbf{R}/N; N)\) [5]. Similarly, we assume that \(\hat{\mathbf{R}}_{I+n}\) is distributed according to a Wishart distribution with \(N\) degrees of freedom of the form \(\mathcal{W}_{M(L+N_p)}(\mathbf{R}_{I+n}/N; N)\). Numerical studies presented later in this section will demonstrate the effect of the above assumptions on the developments of this paper.

The SMI estimator of the MVDR filter is obtained by substituting (16) into (12), i.e.

\[
\hat{\mathbf{w}}_{SMI-MVDR} = \frac{\hat{\mathbf{R}}^{-1}\mathbf{v}_0}{\mathbf{v}_0^H\hat{\mathbf{R}}^{-1}\mathbf{v}_0}.
\]

The variance at the SMI-MVDR filter output is

\[
\mathcal{V}(\hat{\mathbf{w}}_{SMI-MVDR}) = \frac{\mathbf{v}_0^H\hat{\mathbf{R}}^{-1}\mathbf{R}\hat{\mathbf{R}}^{-1}\mathbf{v}_0}{\left(\mathbf{v}_0^H\hat{\mathbf{R}}^{-1}\mathbf{v}_0\right)^2}.
\]

We understand that the variance \(\mathcal{V}(\hat{\mathbf{w}}_{SMI-MVDR})\) is lower bounded by \(\mathcal{V}(\mathbf{w}_{MVDR}) = \left(\mathbf{v}_0^H\mathbf{R}^{-1}\mathbf{v}_0\right)^{-1}\) which is the output variance of the ideal MVDR receiver in (12). This implies that the var-

\(^4\)For a large class of multivariate elliptically contoured input distributions that includes the Gaussian, if \(N \geq M(L+N_p)\), then \(\hat{\mathbf{R}}\) (or \(\hat{\mathbf{R}}_{I+n}\)) is positive definite (hence invertible) w.p. 1 [6]-[8].

\(^5\)The total number of Gaussian distributions is equal to \(2^x\), where \(x\) is the total number of information bits contributed by all users to each received vector. In our case, user \(k\), \(k = 0, \ldots, K-1\), contributes to the received vector \(\mathbf{r}_j\) two bits \((b_k(j-1)\) and \(b_k(j))\) if \(\min_1(n_k, n) > N_p T_c\) and three bits \((b_k(j-1), b_k(j), \) and \(b_k(j+1))\), otherwise. Thus, the maximum value of \(x\) is \(3K\).
ance ratio $\rho_v$ defined as
\[
\rho_v \triangleq \mathcal{V}(\mathbf{w}_{MVDR}) / \mathcal{V}(\hat{\mathbf{w}}_{SMI-MVDR})
\]  
(20)
is upper bounded by unity ($\rho_v \leq 1$). Near-optimum performance of the SMI-MVDR filter estimator is attained at a value of $\rho_v$ close to unity.

Similarly, the SMI estimator of the MSINR filter is obtained by substituting (17) into (14) and is given by
\[
\hat{\mathbf{w}}_{SMI-MSINR} = \frac{\hat{\mathbf{R}}_{I+n}^{-1} \mathbf{v}_0}{\mathbf{v}_0^H \hat{\mathbf{R}}_{I+n}^{-1} \mathbf{v}_0}.
\]  
(21)
The SINR at the SMI-MSINR filter output is
\[
\mathcal{S}(\hat{\mathbf{w}}_{SMI-MSINR}) \triangleq \frac{E_0(\mathbf{v}_0^H \hat{\mathbf{R}}_{I+n}^{-1} \mathbf{v}_0)^2}{\mathbf{v}_0^H \hat{\mathbf{R}}_{I+n}^{-1} \hat{\mathbf{R}}_{I+n}^{-1} \mathbf{v}_0}.
\]  
(22)
The SINR $\mathcal{S}(\hat{\mathbf{w}}_{SMI-MSINR})$ is upper-bounded by $\mathcal{S}(\mathbf{w}_{MSINR}) = E_0(\mathbf{v}_0^H \mathbf{R}_{I+n}^{-1} \mathbf{v}_0)$ which is the output SINR of the ideal MSINR filter. Thus, near optimum performance of the $\hat{\mathbf{w}}_{SMI-MSINR}$ filter requires that the SINR ratio $\rho_S$ defined as
\[
\rho_S \triangleq \mathcal{S}(\hat{\mathbf{w}}_{SMI-MSINR}) / \mathcal{S}(\mathbf{w}_{MSINR})
\]  
(23)
is close to its maximum value of unity ($\rho_S \leq 1$).

Given the number of antenna elements $M$, our goal is to derive conditions on the data record size $N$ necessary for the random variables $\rho_S$ and $\rho_v$ to be sufficiently close to 1 in the following probabilistic sense:
\[
Pr[\rho_v > 1 - \zeta] \geq \epsilon \quad \text{for any given} \, \zeta \in (0, 1) \text{ and} \, \epsilon \in (0, 1)
\]  
(24)
and
\[
Pr[\rho_S > 1 - \zeta] \geq \epsilon \quad \text{for any given} \, \zeta \in (0, 1) \text{ and} \, \epsilon \in (0, 1).
\]  
(25)
The performance measures in (24) and (25) assign a minimum confidence $\epsilon$ to the neighborhood $(1-\zeta, 1]$ of the optimum performance point ($\rho_{v_{opt}} = \rho_{S_{opt}} = 1$). The following theorem identifies the performance level that can be reached by the SMI-MVDR and SMI-MSINR filter for a given data record size, as well as the least number of samples that guarantees (24) and (25).

**Theorem 1** (i) For any given $\zeta \in (0, 1)$ and $N \geq M(L + N_p)$ we have
\[
Pr[\rho_v > 1 - \zeta] \sim 1 - Q\left(\frac{\zeta N - M(L + N_p) + 2}{\sqrt{N} \zeta (1 - \zeta)}\right)
\]  
(26)
and

\[ Pr[\rho_S > 1 - \zeta] \approx 1 - Q \left( \frac{\zeta N - M(L + N_p) + 2}{\sqrt{N\zeta(1 - \zeta)}} \right). \tag{27} \]

(ii) For any given \( \zeta \in (0, 1) \) and \( \epsilon \in (0, 1) \), the least number of samples that guarantees \( Pr[\rho_V > 1 - \zeta] \geq \epsilon \) or \( Pr[\rho_S > 1 - \zeta] \geq \epsilon \) can be approximated by

\[
N^* = \begin{cases} 
\max \left\{ M(L + N_p), \left[ \frac{(1 - \zeta)\gamma^2 + 2[M(L + N_p) - 2] - \sqrt{\gamma^2(1 - \zeta)[4M(L + N_p) - 8 + (1 - \zeta)\gamma^2]}}{2\zeta} \right] \right\} & \text{if } \epsilon < 0.5 \\
\max \left\{ M(L + N_p), \left[ \frac{(1 - \zeta)\gamma^2 + 2[M(L + N_p) - 2] + \sqrt{\gamma^2(1 - \zeta)[4M(L + N_p) - 8 + (1 - \zeta)\gamma^2]}}{2\zeta} \right] \right\} & \text{if } \epsilon \geq 0.5 
\end{cases}
\tag{28}
\]

where \( Q(x) \triangleq \frac{1}{\sqrt{2\pi}} \int_x^\infty e^{-y^2/2} dy \), \( \gamma \triangleq Q^{-1}(1 - \epsilon) \), \([x]\) denotes the smallest integer larger than or equal to \(x\), and \(M, L\) and \(N_p\) denote the number of antenna elements, the system processing gain, and the number of resolvable paths, respectively.

Proof: We can show that \(\rho_V\) and \(\rho_S\) are identically distributed according to a Beta distribution \([3][11]\) with parameters \(N - M(L + N_p) + 2\) and \(M(L + N_p) - 1\). We note that the distribution of \(\rho_S\) was used in \([12]\) to assess the data record size requirements of the spatial SMI-MVDR beamformer by visual inspection of the Beta function itself. In \([3]\), the distribution of \(\rho_S\) was used to evaluate the data record size that is necessary for the spatial SMI-MVDR beamformer to make the expected value of \(\rho_S\) greater than a given constant.

For simplicity in presentation, we denote comprehensively both \(\rho_V\) and \(\rho_S\) by \(\rho\). The probability density function (pdf) of \(\rho\) is given by

\[ f_\rho(x) = \frac{1}{B\{N - M(L + N_p) + 2, M(L + N_p) - 1\}} x^{N - M(L + N_p) + 1}(1 - x)^{M(L + N_p) - 2}, \ x \in [0, 1]. \tag{29} \]

where \(B\{\cdot, \cdot\}\) is the complete Beta function\(^6\). Then, \(Pr[\rho > 1 - \zeta] = \int_{1-\zeta}^{1} f_\rho(x) dx\). But \([9]\)

\[ \int_{1-\zeta}^{1} f_\rho(x) dx = 1 - \sum_{i = N - M(L + N_p) + 2}^{N} \binom{N}{i} (1 - \zeta)^i \zeta^{N-i}. \tag{30} \]

The right hand side of (30) is the probability that a binomially distributed random variable is less than \(N - M(L + N_p) + 2\). Using the Gaussian approximation \([9]\) of the binomial cumulative distribution function we can express (24) or (25) as

\[ 1 - Q \left( \frac{\zeta N - M(L + N_p) + 2}{\sqrt{N\zeta(1 - \zeta)}} \right) \geq \epsilon \]

\(^6\)The complete Beta function is defined as \(B(x, y) \triangleq \int_{0}^{1} t^{x-1}(1-t)^{y-1} dt\) \([9],[10]\).
where \( Q(x) \triangleq \frac{1}{\sqrt{2\pi}} \int_x^{+\infty} e^{-y^2/2}dy \). Solving (31) with respect to \( N \) we find that the least number of samples (greater than \( M(L + N_p) \)) that guarantees a minimum performance confidence level in the neighborhood of the optimal point as described by (24) and (25) is approximately equal to \( N^* \) given by (28).

For the special case of \( \epsilon = 0.5 \) we have \( \gamma = 0 \). In this case, (28) implies that the least number of samples to achieve \( Pr[\rho_v > 1 - \zeta] \geq 0.5 \) or \( Pr[\rho_s > 1 - \zeta] \geq 0.5 \) is approximately \( N^* = [M(L + N_p) - 2]/\zeta \). If, in addition, \( \zeta = 0.5 \) then \( N^* = 2[M(L + N_p) - 2] \). In plain words, this example implies that to be \( \epsilon = 50\% \) confident that the output variance of the SMI-MVDR filter (or the output SINR of the SMI-MSINR filter) will be within \( \zeta = 50\% \) (-3dB) of the ideal MVDR (or MSINR) filter performance we need to evaluate the SMI estimators using at least \( N^* = 2[M(L + N_p) - 2] \) data samples. We note that \( 1 - Pr[\rho_v > x] \) and \( 1 - Pr[\rho_s > x] \) are merely the cumulative distribution functions (cdfs) of the random variables \( \rho_v \) and \( \rho_s \), respectively. Use of the cdfs allows the evaluation of any statistic of the corresponding variables (e.g. the mean and beyond). As such, the work in [3] appears as a special case of our developments in Theorem 1 (we recall that [3] evaluates the data record size that is necessary for the spatial SMI-MVDR beamformer to achieve on average (mean) a given percentage of the optimum performance). In Table I we evaluate the data record size \( N^* \) needed by the SMI-MVDR filter and the SMI-MSINR filter to operate with confidence \( \epsilon \) within \( \zeta \) of the optimum performance for different values of \( \epsilon \) and \( \zeta \). A DS/CDMA system with a processing gain equal to \( L = 31 \) is assumed. The number of paths is set \( N_p = 3 \) and the receiver antenna array utilizes \( M = 5 \) antenna elements. We see, for example, that for \( \epsilon = 0.75 \) and \( \zeta = 0.25 \) we have \( N^* = 683 \). In other words, SMI estimation of the MVDR filter based on 683 samples guarantees that 75\% of the time the performance of the filter estimate will be at most 25\% (-6dB) worse than the performance of the ideal filter. In Fig. 1(a) we plot comprehensively the probability \( Pr[\rho > 1 - \zeta] \) as a function of \( \zeta \) and the data record size \( N \), while in Fig. 1(b) we show the value of \( N^* \) as a function of \( \epsilon \) and \( \zeta \).

We emphasize that the domain of the random variable \( \rho_v \) is different from the domain.
of $\rho_S$ since $\rho_Y$ and $\rho_S$ are based on different input statistics; the former is the ratio of the output variance of the ideal MVDR filter over the output variance of the (estimated) SMI-MVDR filter, while the latter is the ratio of the output SINR of the (estimated) SMI-SINR filter over the output SINR of the ideal MSINR filter. The fact, however, that they are identically distributed allows us to treat them uniformly with the understanding that the probabilities in the left hand side of (26) and (27) (which correspond to different events) are approximately equal to the same value that is given by the right hand side of (26) and (27). Similarly, (28) identifies the approximate number of data required to have the same level of confidence $\epsilon$ that the distance of the different performance measures $\rho_Y$ and $\rho_S$ will fall in a neighborhood of radius $\zeta$ of the optimal performance point $\rho_{Y,\text{opt}} = \rho_{S,\text{opt}} = 1$.

The data record size $N^*$ in (28) guarantees that $Pr[\rho_Y > 1 - \zeta] \geq \epsilon$ and $Pr[\rho_S > 1 - \zeta] \geq \epsilon$ hold true for any given $\zeta$ and $\epsilon$. $N^*$ was obtained by solving the approximate expressions given by (26) and (27) with respect to the data record size. The approximate expressions (26) and (27) were obtained by using the Gaussian approximation of the binomial cumulative distribution under the assumption that $\hat{R}$ and $\hat{R}_{I+n}$ are complex Wishart distributed. To examine both the effect of this assumption on the distribution of $\hat{R}$ and $\hat{R}_{I+n}$ as well as the accuracy of the Gaussian approximation used, we compare the approximate with the exact (obtained numerically) probabilities $Pr[\rho_Y > 1 - \zeta] \geq \epsilon$ and $Pr[\rho_S > 1 - \zeta] \geq \epsilon$, respectively. In Fig. 2 we plot the aforementioned quantities as a function of the data-record-size $N$ for $\zeta = 0.2$. As in Fig. 1, an antenna array consisting of $M = 5$ elements is assumed, while the system processing gain $L$ is equal to 31 and $N_p = 3$. The accuracy of the complex Wishart assumption and the Gaussian approximation is evident. It may be interesting to note that the probability density function (pdf) of $\rho_Y$ and $\rho_S$ depends only on $N$, $M$, $L$ and $N_p$ and it does not depend on the covariance matrix $R$ or $R_{I+n}$. This observation implies that (28) is valid regardless of the actual environment, i.e. the number of users, the signal powers, the path coefficients, the path delays, the directions of arrival, etc.

In digital communications systems the ultimate performance measure is the bit-error-rate.
(BER), that is the probability of producing an incorrect decision on the information bit \( b_0 \), \( Pr[\hat{b}_0 \neq b_0] \). In the following, we examine how the performance measures in (24) and (25), which are based on the filter output variance and the filter output SINR, respectively, translate into BER terms. Under the assumption that the received vector is Gaussian distributed (the same assumption that led to the Wishart distribution of \( \hat{\mathbf{R}} \) and \( \hat{\mathbf{R}}_{I+n} \)), the BER \( P_e(\mathbf{w}) \) exhibited by an arbitrary linear filter \( \mathbf{w} \) can be expressed as follows\(^7\):

\[
P_e(\mathbf{w}) \approx Q \left( \sqrt{\mathbf{S}(\mathbf{w})} \right)
\]

(32)

where \( \mathbf{S}(\cdot) \) is given by

\[
\mathbf{S}(\mathbf{w}) \triangleq \frac{E_0 |\mathbf{w}^H \mathbf{v}_0|^2}{\mathbf{w}^H \mathbf{R}_{I+n} \mathbf{w}}.
\]

(33)

Theorem 2 and Corollary 1 presented below identify the relationship between the BER performance and the performance measures in (24) and (25). The proofs are given in the Appendix.

**Theorem 2** Let the ideal MVDR filter have a BER region of operation given by \((10^{-\lambda}, 10^{-\nu})\) for some \( \lambda > \nu \). If for a given \( \zeta \in (0, 1) \) and \( \epsilon \in (0, 1) \)

\[
Pr[\rho_V > 1 - \zeta] \geq \epsilon,
\]

(34)

then

\[
P \left[ \frac{\log P_e(\hat{\mathbf{w}}_{SMI-MVDR}) - \beta}{\log P_e(\mathbf{w}_{MVDR})} > \alpha \right] \geq \epsilon
\]

(35)

where

\[
\alpha = \frac{10^\mu \left( \sqrt{\frac{(1-\zeta)[Q^{-1}(10^\mu)]^2}{1+\zeta[Q^{-1}(10^\mu)]^2}} \right)^3}{(1 - \zeta) F_\zeta(10^\mu)[Q^{-1}(10^\mu)]^3 \exp \{-[Q^{-1}(10^\mu)]^2/2\}},
\]

(36)

\[
\beta = \log F_\zeta(10^\mu) - \alpha \mu,
\]

(37)

\[
\mu = \frac{1}{2}(\lambda + \nu), \quad \text{and}
\]

(38)

\[
F_\zeta(x) \triangleq Q \left( \sqrt{\frac{(1-\zeta)[Q^{-1}(x)]^2}{1+\zeta[Q^{-1}(x)]^2}} \right).
\]

(39)

\[\Box\]

**Corollary 1** Let the ideal MSINR filter have a BER region of operation given by \((10^{-\lambda}, 10^{-\nu})\) for some \( \lambda > \nu \). If for a given \( \zeta \in (0, 1) \) and \( \epsilon \in (0, 1) \)

\[
Pr[\rho_S > 1 - \zeta] \geq \epsilon,
\]

(40)

\(^7\)We recall that the data bits are BPSK modulated.
then
\[ P \left[ \log P_e(\hat{w}_{\text{SMI-MSINR}}) - \beta > \alpha \right] \geq \epsilon \]  
(41)

where
\[ \alpha = \frac{10^\mu \sqrt{1 - \zeta} \exp\{\frac{\zeta}{2} [Q^{-1}(10^\mu)]^2\}}{F_{\tilde{\zeta}}(10^\mu)}, \]  
(42)

\[ \beta = \log F_{\tilde{\zeta}}(10^\mu) - \alpha \mu, \]  
(43)

\[ \mu = \frac{1}{2} (\lambda + \nu), \]  
and
\[ F_{\tilde{\zeta}}(x) \triangleq Q\left(\sqrt{1 - \zeta} Q^{-1}(x)\right). \]  
(45)

Expression (35) shows that if the data-record-size is chosen to be greater than \( N^* \) in (28), then the exponent, \( \log P_e(\hat{w}_{\text{SMI-MVDR}}) \), of the BER performance of the estimated MVDR receiver will be with probability at least \( \epsilon \) in the region \( \left( \log P_e(w_{\text{MVDR}}), \alpha \log P_e(w_{\text{MVDR}}) + \beta \right) \) where the scalars \( \alpha \) and \( \beta \) are given by (36), (37). Similarly, expression (41) shows that if the data-record-size is chosen to be greater than \( N^* \) in (28), then the exponent, \( \log P_e(\hat{w}_{\text{SMI-MSINR}}) \), of the BER performance of the estimated MSINR receiver will be with probability at least \( \epsilon \) in the region \( \left( \log P_e(w_{\text{MSINR}}), \alpha \log P_e(w_{\text{MSINR}}) + \beta \right) \), where the scalars \( \alpha \) and \( \beta \) are given by (42), (43). We note that expressions (35) and (41) are valid regardless of the actual environment, i.e. the number of users, the signal powers, the path coefficients, the path delays, the directions of arrival, etc.

In Table II we show the region \( \left( \log P_e(w_{\text{MVDR}}), \alpha \log P_e(w_{\text{MVDR}}) + \beta \right) \) and \( \left( \log P_e(w_{\text{MSINR}}), \alpha \log P_e(w_{\text{MSINR}}) + \beta \right) \) that the exponent of the BER performance of the SMI-MVDR and the SMI-MSINR receiver, respectively, lies with confidence at least \( \epsilon \), for different values of \( \zeta \) and \( \epsilon \). As in prior studies, \( L = 31, M = 5, N_p = 3 \). We see, for example, that in the case of the SMI-MVDR filter, 683 samples guarantee that 75% of the time the output variance will be at most 25% \((-6dB)\) worse than the output variance of the ideal filter. Thus, 683 samples guarantee that 75% of the time the exponent \( \log P_e(\hat{w}_{\text{SMI-MVDR}}) \) will be in the interval \( \left( \log P_e(w_{\text{MVDR}}), 0.16 \log(P_e(w_{\text{MVDR}})) - 0.7 \right) \). Similarly, in the case of the SMI-MSINR
receiver 683 samples guarantee that 75% of the time the exponent \( \log P_e(\hat{w}_{SMI-MSINR}) \) will be in the interval \( (\log P_e(w_{MSINR}), 0.78\log(P_e(w_{MSINR})) - 0.1) \).

We note that while the left end-point, \( \log P_e(w_{MVDR}) \) or \( \log P_e(w_{MSINR}) \), of the SMI-MVDR or the SMI-MSINR performance range attains identical value, the right-end value of the performance range of the SMI-MVDR receiver is larger than the corresponding value of the SMI-MSINR receiver. This observation suggests the superiority of the SMI-MSINR filter relative to the SMI-MVDR. Field engineers have also observed this behavior in the past and occasionally they identify it as the superiority of the SMI-"signal absent" estimator relative to the performance of the SMI-"signal present" estimator. The superiority of the SMI-MSINR filter is quantified in [13] where the pdfs of the output SINR and the induced BER of the SMI-MVDR and SMI-MSINR filter estimators are evaluated and a simple "estimate-and-subtract" algorithm is proposed for desired signal cancellation prior to filter estimation.

IV. Conclusions

We investigated the data-record-size requirements of SMI-type adaptive algorithms to meet a given performance objective in joint S-T interference suppressing DS/CDMA signal detection. We considered the SMI-MVDR and the SMI-MSINR filter estimator and we adopted the following figures of merit. For the SMI-MVDR estimator the figure of merit is the ratio between the output variance of the ideal filter (MVDR) and the estimated filter (SMI-MVDR); for the SMI-MSINR estimator the figure of merit is the ratio of the output SINR of the estimated filter (SMI-MSINR) over the output SINR of the ideal filter (MSINR). For both cases, closed form expressions were derived that provide either the data record size that is necessary to achieve a given performance confidence level in a neighborhood of the optimal performance point or the performance level that can be reached for a given data record size. This was achieved by utilizing close approximations of the involved probability density functions. We emphasize that the derived expressions do not depend on the actual
value of the ideal performance and, thus, knowledge of this value is not required. In addition, the functional relationship between the BER and the SINR exhibited by a linear receiver under the Gaussian input assumption enabled us to translate the data record size requirements of the signal detection algorithms into BER terms. The practical significance of the derived expressions lies in the fact that the expressions are functions only of the number of antenna elements, the system spreading gain, and the number of multipaths, while they are independent of the ideal input covariance matrix which is not known in most realistic applications.

Appendix

A Proof of Theorem 2

It is straightforward to verify that the output variance $\mathcal{V}(w)$ and the output SINR $S(w)$ of an arbitrary linear filter $w$ for user 0 (distortionless in the vector direction $v_0$) are related through the expression

$$\mathcal{V}(w) = E_0 \left( 1 + \frac{1}{S(w)} \right).$$

Thus,

$$\mathcal{V}(\hat{w}_{SMI-MVDR}) = E_0 \left( 1 + \frac{1}{S(\hat{w}_{SMI-MVDR})} \right) \quad \text{and} \quad \mathcal{V}(w_{MVDR}) = E_0 \left( 1 + \frac{1}{S(w_{MVDR})} \right).$$

(46)

(47)

Therefore, the inequality $\rho_{\mathcal{V}} > 1 - \zeta$ is equivalent to

$$S(\hat{w}_{SMI-MVDR}) > \frac{(1 - \zeta)S(w_{MVDR})}{1 + \zeta S(w_{MVDR})},$$

(48)

which, in turn, is equivalent to

$$P_e(\hat{w}_{SMI-MVDR}) < Q \left( \frac{1 - \zeta S(\hat{w}_{SMI-MVDR})}{1 + \zeta S(\hat{w}_{SMI-MVDR})} \right)$$

(49)

since $Q(\sqrt{x})$ is a decreasing function of $x$. Solving $P_e(w_{MVDR}) = Q \left( \sqrt{S(w_{MVDR})} \right)$ with respect to $S(w_{MVDR})$ for values of $P_e(w_{MVDR})$ less than 0.5, we obtain

$$S(w_{MVDR}) = [Q^{-1}(P_e(w_{MVDR}))]^2$$

(50)
where $Q^{-1}(\cdot)$ is the inverse function of $Q(\cdot)$. Using (50) in (49) we see that (34) is equivalent to

$$
Pr \left[ P_e(\hat{w}_{SMI-MVDR}) < Q \left( \sqrt{\frac{(1 - \zeta)(Q^{-1}(P_e(w_{MVDR})))^2}{1 + \zeta(Q^{-1}(P_e(w_{MVDR})))^2}} \right) \right] \geq \epsilon. \tag{51}
$$

(51) can be written in a more compact form as follows:

$$
Pr \left[ P_e(\hat{w}_{SMI-MVDR}) < F_\zeta(P_e(w_{MVDR})) \right] \geq \epsilon
$$

where

$$
F_\zeta(x) \triangleq Q \left( \sqrt{\frac{(1 - \zeta)(Q^{-1}(x))^2}{1 + \zeta(Q^{-1}(x))^2}} \right). \tag{53}
$$

The function $F_\zeta(x)$ in (53) is non-linear. However, $\log F_\zeta(x)$ can be approximated closely by a linear function of $\log x$, i.e. $\log F_\zeta(x) \simeq \alpha \log x + \beta$. For a BER region of operation of the ideal MVDR receiver of the form $10^{-\lambda}, 10^{-\nu}$ for some $\lambda > \nu$, the parameters $\alpha$ and $\beta$ in the above approximation can be chosen as the coefficients of the first order Taylor series expansion of the function $\log F_\zeta(10^x)$ about $\mu \triangleq \frac{1}{2}(\lambda + \nu)$:

$$
\alpha = \frac{10^\mu \left( \sqrt{\frac{(1 - \zeta)(Q^{-1}(10^\mu))^2}{1 + \zeta(Q^{-1}(10^\mu))^2}} \right)^3 \exp \left\{ -\frac{(1 - \zeta)(Q^{-1}(10^\mu))^2}{2(1 + \zeta(Q^{-1}(10^\mu))^2)} \right\}}{(1 - \zeta)F_\zeta(10^\mu)[Q^{-1}(10^\mu)]^3 \exp \left\{ -[Q^{-1}(10^\mu)]^2/2 \right\}}, \tag{54}
$$

$$
\beta = \log F_\zeta(10^\mu) - \alpha \mu. \tag{55}
$$

Thus, $F_\zeta(x)$ can be approximated by

$$
\tilde{F}_\zeta(x) \triangleq 10^\beta x^\alpha. \tag{56}
$$

In Fig. 3 we examine the accuracy of the approximation of $F_\zeta(x)$ by (56). In Fig. 3(a) we plot $F_\zeta(x)$ along with its approximation $\tilde{F}_\zeta(x)$, while in Fig. 3(b) we plot the relative error of the approximation $|F_\zeta(x) - \tilde{F}_\zeta(x)|/F_\zeta(x)$ for two different values of $\zeta$, $\zeta = 0.2$ and $\zeta = 0.4$. The operating region of the receiver is assumed to be $[10^{-3}, 10^{-1}]$ which implies that $\mu = -2$. The accuracy of the approximation $\tilde{F}_\zeta(x)$ is evident. Finally, replacing $F_\zeta(x)$ by $\tilde{F}_\zeta(x)$, (52) becomes

$$
Pr \left[ \frac{\log P_e(\hat{w}_{SMI-MVDR}) - \beta}{\log P_e(w_{MVDR})} > \alpha \right] \geq \epsilon. \tag{57}
$$

\[\blacksquare\]
B Proof of Corollary 1

Following the same approach as in the proof of Theorem 2, we see that

\[ Pr[\rho_s > 1 - \zeta] \geq \epsilon \]

is equivalent to

\[ Pr \left[ P_e(\hat{\omega}_{SMI-MSINR}) < Q(\sqrt{1 - \zeta} Q^{-1}(P_e(\omega_{MSINR}))) \right] \geq \epsilon. \quad (58) \]

If we define

\[ F_{\zeta}(x) \triangleq Q(\sqrt{1 - \zeta} Q^{-1}(x)), \quad (59) \]

we can express (58) in a more compact form as

\[ Pr \left[ P_e(\hat{\omega}_{SMI-MSINR}) < F_{\zeta}(P_e(\omega_{MSINR})) \right] \geq \epsilon. \quad (60) \]

The logarithm of the non-linear function \( F_{\zeta}(x) \) can be approximated closely by a linear function of \( \log x \), i.e., \( \log F_{\zeta}(x) \simeq \alpha \log x + \beta \). For a BER region of operation of the ideal MSINR receiver of the form \((10^{-\lambda}, 10^{-\nu})\) for some \( \lambda > \nu \), the parameters \( \alpha \) and \( \beta \) in the above approximation can be chosen as the coefficients of the first order Taylor series expansion of the function \( \log F_{\zeta}(10^x) \) about \( \mu = \frac{1}{2}(\lambda + \nu) \):

\[ \alpha = \frac{10^\mu \sqrt{1 - \zeta} \exp\left(\frac{\zeta}{2} [Q^{-1}(10^\mu)]^2\right)}{F_{\zeta}(10^\mu)}, \quad (61) \]
\[ \beta = \log F_{\zeta}(10^\mu) - \alpha \mu. \quad (62) \]

Thus, \( F_{\zeta}(x) \) can be approximated by

\[ \tilde{F}_{\zeta}(x) \triangleq 10^\beta x^\alpha. \quad (63) \]

In Fig. 4 we examine the accuracy of the approximation of \( F_{\zeta}(x) \) by \( \tilde{F}_{\zeta}(x) \). In Fig. 4(a) we plot \( F_{\zeta}(x) \) along with its approximation \( \tilde{F}_{\zeta}(x) \), while in Fig. 4(b) we plot the relative error of the approximation \( |F_{\zeta}(x) - \tilde{F}_{\zeta}(x)|/F_{\zeta}(x) \) for two different values of \( \zeta \), \( \zeta = 0.2 \) and \( \zeta = 0.4 \). The operating region of the receiver is assumed to be \([10^{-3}, 10^{-1}]\) which implies that \( \mu = -2 \). The accuracy of the approximation \( \tilde{F}_{\zeta}(x) \) is evident. Finally, replacing \( F_{\zeta}(x) \) by \( \tilde{F}_{\zeta}(x) \), (60) becomes

\[ Pr \left[ \frac{\log P_e(\hat{\omega}_{SMI-MSINR}) - \beta}{\log P_e(\omega_{MSINR})} > \alpha \right] \geq \epsilon. \quad (64) \]
References


<table>
<thead>
<tr>
<th>Space-time product $M \times (L + N_p)$</th>
<th>$\zeta$</th>
<th>$\epsilon$</th>
<th>Data record size $N^*$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$5 \times (31 + 3)$</td>
<td>0.25</td>
<td>(-6 dB)</td>
<td>0.75</td>
</tr>
<tr>
<td>$5 \times (31 + 3)$</td>
<td>0.25</td>
<td>(-6 dB)</td>
<td>0.9</td>
</tr>
<tr>
<td>$5 \times (31 + 3)$</td>
<td>0.1</td>
<td>(-10 dB)</td>
<td>0.9</td>
</tr>
</tbody>
</table>
Figure 1: (a) $Pr[\rho > 1 - \zeta]$ as evaluated by Theorem 1, Part (i). (b) Data-record-size requirement $N^*$ as given by Theorem 1, Part (ii).
Figure 2: Exact and approximate $Pr[\rho > 1 - \zeta]$ (given by (26), (27)).
<table>
<thead>
<tr>
<th>Space-time product $M \times (L + N_p)$</th>
<th>$\zeta$</th>
<th>$\epsilon$</th>
<th>Data record size $N^*$</th>
<th>$\log P_e(\hat{w}<em>{\text{SMI-MVDR}})$ or $\log P_e(\hat{w}</em>{\text{SMI-MSINR}})$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$5 \times (31 + 3)$</td>
<td>0.25 (−6dB)</td>
<td>0.75</td>
<td>683</td>
<td>$(\log P_e(\hat{w}<em>{\text{SMI-MVDR}}), 0.16 \log (P_e(\hat{w}</em>{\text{SMI-MVDR}})) - 0.7)$</td>
</tr>
<tr>
<td>$5 \times (31 + 3)$</td>
<td>0.25 (−6dB)</td>
<td>0.9</td>
<td>712</td>
<td>$(\log P_e(\hat{w}<em>{\text{SMI-MVDR}}), 0.16 \log (P_e(\hat{w}</em>{\text{SMI-MVDR}})) - 0.7)$</td>
</tr>
<tr>
<td>$5 \times (31 + 3)$</td>
<td>0.1 (−10dB)</td>
<td>0.9</td>
<td>1793</td>
<td>$(\log P_e(\hat{w}<em>{\text{SMI-MVDR}}), 0.41 \log (P_e(\hat{w}</em>{\text{SMI-MVDR}})) - 0.6)$</td>
</tr>
<tr>
<td>$5 \times (31 + 3)$</td>
<td>0.25 (−6dB)</td>
<td>0.75</td>
<td>683</td>
<td>$(\log P_e(\hat{w}<em>{\text{SMI-MSINR}}), 0.78 \log (P_e(\hat{w}</em>{\text{SMI-MSINR}})) - 0.1)$</td>
</tr>
<tr>
<td>$5 \times (31 + 3)$</td>
<td>0.25 (−6dB)</td>
<td>0.9</td>
<td>712</td>
<td>$(\log P_e(\hat{w}<em>{\text{SMI-MSINR}}), 0.78 \log (P_e(\hat{w}</em>{\text{SMI-MSINR}})) - 0.1)$</td>
</tr>
<tr>
<td>$5 \times (31 + 3)$</td>
<td>0.1 (−10dB)</td>
<td>0.9</td>
<td>1793</td>
<td>$(\log P_e(\hat{w}<em>{\text{SMI-MSINR}}), 0.91 \log (P_e(\hat{w}</em>{\text{SMI-MSINR}})) - 0.04)$</td>
</tr>
</tbody>
</table>
Figure 3: (a) Approximation of $F_\zeta(x)$ by $\tilde{F}_\zeta(x)$. (b) Relative error of the approximation.
Figure 4: (a) Approximation of $F_{\kappa \zeta}(x)$ by $\tilde{F}_{\kappa \zeta}(x)$. (b) Relative error of the approximation.
Performance Analysis of Doubly Optimal CDMA Spreading Codes with Odd Length

George N. Karystinos and Dimitris A. Pados
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ABSTRACT
A doubly optimal binary signature set is a set of binary spreading sequences that can be used for code division multiplexing purposes and exhibits minimum total-square-correlation (TSC) and minimum maximum-squared-correlation (MSC) at the same time. In this article, we focus on such sets with signatures of odd length and we derive closed-form expressions for the signature cross-correlation matrix, its eigenvalues, and its inverse. Then, we derive analytic expressions for (i) the bit-error-rate (BER) upon decorrelating processing, (ii) the maximum achievable signal-to-interference-plus-noise (SINR) ratio upon minimum-mean-square-error (MMSE) filtering, and (iii) the total asymptotic efficiency of the system. We find that doubly optimal sets with signature length of the form $4m+1$, $m = 1, 2, \ldots$, are in all respects superior to doubly optimal sets with signature length of the form $4m-1$ (the latter class includes the familiar Gold sets as a small proper subset). "4m+1" sets perform practically at the single-user bound (SUB) after decorrelating or MMSE processing (not true for "4m-1" sets). The total asymptotic efficiency of "4m+1" sets is lower bounded by $\frac{2}{e}$ for any system user load. The corresponding lower bound for "4m-1" sets is zero.

Keywords: Binary sequences, code division multiaccess, codes, Gold codes, signal design, spread spectrum communication, Welch bound.

1. INTRODUCTION AND BACKGROUND
In code division multiplexing systems, such as the present wireless direct-sequence code-division-multiple-access (DS-CDMA) technology, distinct data streams are modulated by individual signature patterns and sent over a common in time and frequency channel. The success or, more general, performance of the multiplexing scheme (or multiple-access scheme depending on the point of view) depends on the specific assigned set of signatures. Two critical signature set metrics are the total-square-correlation (TSC) and the maximum-squared-correlation (MSC) among signatures.\textsuperscript{1-11} Intuitively, both metric values need to be kept low.

In Ref. 8, we derived new lower bounds on the TSC of binary antipodal signature sets for all possible combinations of number of data streams/users $K$ and signature length/processing gain $L$ and we proved the tightness of the new bounds for all $K$, $L$ except (i) $L = K \equiv 1 \pmod{4}$, (ii) $L = K \equiv 2 \pmod{4}$, (iii) $L + 1 = K \equiv 2 \pmod{4}$, and (iv) $K + 1 = L \equiv 2 \pmod{4}$. Ding, Golin, and Kløve\textsuperscript{9} established the tightness of these bounds also under Cases (ii)-(iv).\textsuperscript{1} All proofs of tightness in Ref. 8, as well as in Ref. 9, are by construction and present us with simple algorithms for the design of minimum-TSC optimum binary signature sets based on Hadamard matrix transformations. The familiar Rademacher-Walsh-Hadamard code sets\textsuperscript{12,13} with $L = 2^m$, $m = 1, 2, \ldots$, and $K \leq L$ and their extension to $L = 4m$, $m = 1, 2, \ldots$, and $K \leq L$, the $m$-sequence sets\textsuperscript{14} with $L = 2^m - 1$, $m = 3, 4, \ldots$, and $K \leq L$, and the Gold sets\textsuperscript{15} with $L = 2^m - 1$, $m = 5, 6, \ldots$, and $K \leq L + 2$,

\footnote{This work was supported in part by the National Science Foundation under Grant ECS-0073660 and the U.S. Air Force Office of Scientific Research under Grant F49620-01-1-0176.}

Further author information: (Send correspondence to D.A.P.)
C.N.K.: E-mail: cary@eng.buffalo.edu, Telephone: 1 716 645 2422 ext. 2181
D.A.P.: E-mail: pados@eng.buffalo.edu, Telephone: 1 716 645 3115 ext. 2134
Address: Department of Electrical Engineering, 332 Bonner Hall, State University of New York at Buffalo, Buffalo, NY 14260 USA.

\footnote{The case $K = L \equiv 1 \pmod{4}$ remains open. Ding, Golin, and Kløve\textsuperscript{9} showed that our bound in Ref. 8 is tight for $K = L = 5$ or 13, but not for $K = L = 9$. What happens when $K = L \geq 17$ is an open question.}
can all be seen as specific output examples of the design procedure in Ref. 8, 9. In Ref. 11 we were able to show that for "underloaded systems" \((K \leq L)\) the minimum-TSC optimal designs in Ref. 8, 9 have, in fact, minimum maximum-squared-correlation (MSC) at the same time. We call, therefore, these sets doubly optimal: optimal both in the minimum-TSC and minimum-MSC sense.

In this paper we focus exclusively on binary doubly optimal sets with signatures of odd length \((m\text{-sequence and Gold sets fall under this study})\) and we attempt to evaluate theoretically their multiaccess behavior. In view of the results in Ref. 8, 9, we recognize the need to identify two separate cases: sets with signature length of the form \(4m+1, m = 1, 2, \ldots\), and sets with signature length of the form \(4m-1, m = 1, 2, \ldots\) (\(m\text{-sequence and Gold sets fall now under the latter case})\). For both cases we derive analytic expressions for \((i)\) the probability of error (bit-error-rate or BER) of the decorrelating detector, \((ii)\) the mean square error (MSE) and output signal-to-interference-plus-noise ratio (SINR) of the minimum-mean-square-error (MMSE) linear filter, and \((iii)\) the total asymptotic efficiency of the system. Direct analytic comparisons weigh heavily in favor of "\(4m+1\)" code sets. Decorrelation of "\(4m+1\)" codes leads to almost single-user-bound (SUB) BER performance. This is not so for "\(4m-1\)" codes. "\(4m+1\)" codes attain higher SINR at the output of the MMSE filter for smaller processing gain (therefore, smaller occupied bandwidth) than "\(4m-1\)" codes. "\(4m+1\)" codes achieve higher total asymptotic efficiency than "\(4m-1\)" codes and guarantee a lower bound of \(\frac{2}{\epsilon}\) for any user load \(0 < \frac{K}{L} \leq 1\). In contrast, the corresponding bound for "\(4m-1\)" codes is zero.

The presentation of this material is organized as follows. In Section 2, after we introduce pertinent notation and definitions, we derive a few essential properties of the doubly optimal signature sets under consideration. The performance of code division multiplexing systems that utilize such spreading codes is examined theoretically in Section 3. In Section 4, we present a few numerical examples and simulation studies to illustrate and interpret the theoretical developments of Section 3. Some concluding remarks are given in Section 5.

### 2. NOTATION, DEFINITIONS, AND A FEW DERIVATIONS

We consider a binary antipodal signature set with \(K\) normalized signatures \(s_k \in \{\pm \frac{1}{\sqrt{L}}\}^L, k = 1, 2, \ldots, K\), where \(L\) is the DS-CDMA system processing gain; we represent this set by the \(L \times K\) signature matrix \(S \triangleq [s_1, s_2, \ldots, s_K]\). The signature cross-correlation matrix \(R\) is defined as the matrix that contains all cross-correlations (inner products) between the signatures in the set:

\[
R \triangleq S^T S. \tag{1}
\]

Below, we derive some useful expressions for \(R\), its eigenvalues \(\lambda_1, \lambda_2, \ldots, \lambda_K\), and its inverse \(R^{-1}\) when \(S\) is an underloaded \((K \leq L)\) doubly optimal set of odd processing gain.\(^{11}\) We examine the two cases \(L = 4m - 1\) and \(L = 4m + 1, m = 1, 2, \ldots\), separately.

1) \(L = 4m - 1\)

From Ref. 8, 9, we can show that for a doubly optimal signature matrix \(S\) with processing gain of the form \(L = 4m - 1, m = 1, 2, \ldots\),

\[
R = \frac{L + 1}{L} I_K - ss^T \tag{2}
\]

where the vector \(s \in \{\pm \frac{1}{\sqrt{L}}\}^K\) depends on\(^{1}\) the specific signature matrix \(S\) and \(I_K\) denotes the \(K \times K\) identity matrix. Then, the \(K\) ordered eigenvalues of \(R\) given in the form of a \(K \times 1\) vector \(\lambda\) are as follows:

\[
\lambda = \left[\frac{L + 1}{L}, \frac{L + 1}{L}, \ldots, \frac{L - K + 1}{L}\right]^T. \tag{3}
\]

The inverse of \(R\) can be obtained from (2) using the Matrix Inversion Lemma\(^{16}\) (Woodbury's identity):

\[
R^{-1} = \frac{L}{L + 1} I_K + \frac{L}{L + 1} I_K s \left(1 - s^T \frac{L}{L + 1} I_K s\right)^{-1} s^T \frac{L}{L + 1} I_K = \frac{L}{L + 1} I_K + \frac{L^2}{(L + 1)(L - K + 1)} s s^T. \tag{4}
\]

\(^{1}\)For example, if \(S\) is a Gold signature set \((L = 2^m - 1, m = 5, 6, \ldots)\),\(^{16}\) then \(s = \frac{1}{\sqrt{L}} [1, 1, \ldots, 1]^T\).
2) $L = 4m + 1$

For a doubly optimal signature matrix $S$ with processing gain of the form $L = 4m + 1$, $m = 1, 2, \ldots$, we can show using the findings in Ref. 8, 9 that

$$\mathbf{R} = \frac{L-1}{L} \mathbf{I}_K + s \mathbf{s}^T$$

(5)

where the vector $s \in \left\{ \pm \frac{1}{\sqrt{L}} \right\}^K$ depends on the specific signature matrix $S$. The $K \times 1$ vector $\lambda$ with the ordered eigenvalues of $\mathbf{R}$ is

$$\lambda = \left[ \frac{L + K - 1}{L}, \frac{L - 1}{L}, \ldots, \frac{L - 1}{L} \right]^T.$$

(6)

The inverse of $\mathbf{R}$ is obtained from (5) using the Matrix Inversion Lemma:

$$\mathbf{R}^{-1} = \frac{L}{L-1} \mathbf{I}_K - \frac{L}{L-1} \mathbf{I}_K s \left( 1 + s^T \frac{L}{L-1} \mathbf{I}_K s \right)^{-1} s^T \frac{L}{L-1} \mathbf{I}_K = \frac{L}{L-1} \mathbf{I}_K - \frac{L^2}{(L-1)(L+K-1)} s s^T.$$

(7)

### 3. ODD-LENGTH DOUBLY OPTIMAL CODES: THEORETICAL PERFORMANCE ANALYSIS

We consider a synchronous DS-CDMA system with processing gain $L$ where $K \leq L$ users transmit binary information symbols, via phase-shift-keying for example, over a common in time and frequency additive white Gaussian noise (AWGN) channel. Each user $k, k = 1, 2, \ldots, K$, is assigned a spreading code $s_k$ which is one column of the $L \times K$ signature matrix $S$. After carrier demodulation, conventional chip-matched filtering and chip-rate sampling, the baseband received signal vector over one information bit period takes the familiar form

$$r = \sum_{k=1}^{K} b_k \sqrt{E_k} s_k + n$$

(8)

where $b_k \in \{ \pm 1 \}$ is the $k$th user information bit, $E_k$ denotes received energy per bit, and $n$ represents the filtered noise vector. If $\frac{N_0}{2}$ is the power spectral density of the underlying AWGN process, then $n \sim \mathcal{N}(0, \frac{N_0}{2} \mathbf{I}_L)$ and $\gamma_k \triangleq \frac{2E_k}{N_0}$ is the $k$th user signal-to-noise ratio (SNR) per bit. We define the $K \times K$ diagonal matrix that consists of the $K$ user energies $\mathbf{E} \triangleq \text{diag}(E_1, E_2, \ldots, E_K)$ and, similarly, the diagonal matrix $\mathbf{\Gamma} \triangleq \text{diag}(\gamma_1, \gamma_2, \ldots, \gamma_K)$ that contains the $K$ user SNRs. In the sequel, we evaluate theoretically the performance of this code division multiplexing system when doubly optimal spreading codes of odd processing gain are used.

#### 3.1. Decorrelating Receivers

The decorrelating linear filter (or decorrelator)$^{17,18}$ output is the ML linear estimate of the information bit $b_k$.\(^{19}\)

The $k$th user decorrelator is given by

$$w_{k}^{(\text{DEC})} = \mathbf{S} \left[ \mathbf{R}^{-1} \right]_{k, \text{th column}}$$

(9)

where $\mathbf{R}$ is the signature cross-correlation matrix.$^3$ It is known that the BER of the decorrelator followed by a sign detector is

$$P_{e_k}^{(\text{DEC})} = Q \left( \sqrt{\frac{\gamma_k}{\left[ \mathbf{R}^{-1} \right]_{k,k}}} \right)$$

(10)

where $Q(z) = \int_{z}^{\infty} \frac{1}{\sqrt{2\pi}} e^{-t^2/2} dt$. Therefore, the BER performance of the $k$th decorrelator is determined by the $k$th diagonal element of the inverse signature cross-correlation matrix $\mathbf{R}^{-1}$ (and the $k$th user SNR of course). Below, we consider the use of odd-length doubly optimal spreading codes$^{8,9,11}$ and we examine their effect on the decorrelator BER performance. We need to study the two cases $L = 4m - 1$ and $L = 4m + 1, m = 1, 2, \ldots,$ separately.

\(^{1}\)In our notation, if $\mathbf{A}$ is an $m \times n$ matrix, then $\left[ \mathbf{A} \right]_{k, \text{th column}}, k = 1, 2, \ldots, n$, is the $m \times 1$ vector defined by the $k$th column of $\mathbf{A}$. $\left[ \mathbf{A} \right]_{j,k}, j = 1, 2, \ldots, m, k = 1, 2, \ldots, n$, is the $(j,k)$th element of $\mathbf{A}$.\(^{19}\)
1) \( L = 4m - 1 \)
From (4) we obtain:

\[
[R^{-1}]_{k,k} = \frac{L}{L + 1} + \frac{L^2}{(L + 1)(L - K + 1)} (s[k])^2 = 1 + \frac{K - 1}{(L + 1)(L - K + 1)}. (11)
\]

2) \( L = 4m + 1 \)
From (7) we obtain:

\[
[R^{-1}]_{k,k} = \frac{L}{L - 1} - \frac{L^2}{(L - 1)(L + K - 1)} (s[k])^2 = 1 + \frac{K - 1}{(L - 1)(L + K - 1)}. (12)
\]

We note that the \([R^{-1}]_{k,k} = 1\) value in (10) corresponds to single-user-bound (SUB) performance and we recall that for any \( K, L \) and signature set \( S \) for which the decorrelator exists, \([R^{-1}]_{k,k} \geq 1\). From (11), it is interesting to observe that when we use doubly optimal signatures with \( L = 4m - 1 \), then the coefficient \([R^{-1}]_{k,k}\) becomes much greater than 1 when the system is heavily loaded (\([R^{-1}]_{k,k} \xrightarrow{K=L \to \infty} 2\)). On the other hand, the coefficient \([R^{-1}]_{k,k}\) in (12) for \( L = 4m + 1 \) doubly optimal signatures is always kept close to 1, even for high user loads (\([R^{-1}]_{k,k} \xrightarrow{K=L \to \infty} 1\)). As a result, we conclude that \((4m+1)\)-long doubly optimal codes maintain near SUB performance even for heavily loaded systems while \((4m-1)\)-long doubly optimal codes fail (to place this conclusion in the broad context of pertinent past literature, we recall that the Gold codes\(^{16}\) are in fact a small proper subset of the \((4m-1)\)-long doubly optimal codes\(^{8,9,11}\)). Later, in Section 4, we present for illustration purposes some numerical BER performance plots for the decorrelator when \((4m-1)\) or \((4m+1)\)-long doubly optimal codes are utilized.

### 3.2. MMSE Receivers

The MMSE (or Wiener) filter\(^{20,21}\) is the linear filter that minimizes the MSE between its output and the true information bit. It can be shown that the MMSE filter maximizes the SINR at its output. The \(k\)th user MMSE filter is given by

\[
w_k^{(MMSE)} = R_A^{-1}s_k (13)
\]

where \( R_A \) is the auto-correlation matrix of the received input vector \( r \):

\[
R_A = E \{ r r^T \} = S E S^T + \frac{N_0}{2} I_L. (14)
\]

It is well known that the MSE of the \(k\)th user optimum MMSE filter is

\[
\text{MMSE}_k = 1 - E_k s_k^T R_A^{-1} s_k (15)
\]

and the \(k\)th user maximum output SINR value is

\[
\text{SINR}_k = \frac{1}{\text{MMSE}_k} - 1. (16)
\]

We now apply the Matrix Inversion Lemma to (14) to obtain:

\[
R_A^{-1} = \frac{2}{N_0} I_L - \frac{2}{N_0} S E^T \left( I_K + \frac{2}{N_0} E^T S E^T \right)^{-1} E^T S^T \frac{2}{N_0}. (17)
\]

Therefore,

\[
S^T R_A^{-1} s = \frac{2}{N_0} R - \frac{2}{N_0} R E^T \left( I_K + \frac{2}{N_0} E^T R E^T \right)^{-1} E^T R \frac{2}{N_0}. (18)
\]
Next, we use the Matrix Inversion Lemma to calculate the inverse of \( E + \frac{N_0}{2} R^{-1} \):

\[
\left( E + \frac{N_0}{2} R^{-1} \right)^{-1} = \frac{2}{N_0} R^{-1} - \frac{2}{N_0} RE\frac{1}{2} \left( I_K + \frac{2}{N_0} RE\frac{1}{2} \right)^{-1} \frac{2}{N_0} R.
\]  

(19)

From (18), (19), we conclude that

\[
S^T R_A^{-1} S = \left( E + \frac{N_0}{2} R^{-1} \right)^{-1}.
\]  

(20)

We note that \( s_k^T R_A^{-1} s_k = [S^T R_A^{-1} S]_{k,k} \). Then, from (15) and (20) we obtain:

\[
MMSE_k = 1 - E_k \left[ \left( E + \frac{N_0}{2} R^{-1} \right)^{-1} \right]_{k,k} = 1 - \left[ \left( I_K + \frac{N_0}{2} E^{-\frac{1}{2}} R^{-1} E^{-\frac{1}{2}} \right) \right]_{k,k}^{-1}.
\]  

(21)

We recall the definition \( \Gamma \triangleq \text{diag}(\gamma_1, \gamma_2, \ldots, \gamma_K) = \text{diag} \left( \frac{2\mathcal{E}_1}{N_0}, \frac{2\mathcal{E}_2}{N_0}, \ldots, \frac{2\mathcal{E}_K}{N_0} \right) = \frac{2}{N_0} E \). Then,

\[
MMSE_k = 1 - \left[ \left( I_K + \Gamma^{-\frac{1}{2}} R^{-1} \Gamma^{-\frac{1}{2}} \right) \right]_{k,k}^{-1}.
\]  

(22)

In the following, we consider the possible use of odd-length doubly optimal spreading codes\(^8,9,11\) in conjunction with MMSE receivers. As in the previous decorrelator subsection, we examine the two cases \( L = 4m - 1 \) and \( L = 4m + 1 \), separately.

1) \( L = 4m - 1 \)

From (22) and (4) we are able to obtain the following closed-form analytic expression for the \( k \)th user MMSE as a function of the system parameters \( L, K, \) and \( \gamma_1, \gamma_2, \ldots, \gamma_K \) when any doubly optimal signature set of length \( L = 4m - 1, m = 1, 2, \ldots \) is used (we mention again that the familiar Gold sets fall exactly under this class):

\[
MMSE_k = 1 - \frac{\gamma_k}{L+1 + \gamma_k} \left( 1 - \frac{1}{\left( \frac{L}{L+1 + \gamma_k} \right) \left( \frac{(L+1)(L-K+1)}{L} + \sum_{j=1}^{K-1} \frac{1}{\frac{L}{L+1 + \gamma_j}} \right)} \right).
\]  

(23)

The detailed derivation (proof) of (23) is omitted due to lack of space. Since \( \text{SINR}_k = \frac{1}{\text{MMSE}_k} - 1 \) (cf. (16)), we conclude that

\[
\text{SINR}_k = \frac{1}{1 - \frac{\gamma_k}{L+1 + \gamma_k} \left( 1 - \frac{1}{\left( \frac{L}{L+1 + \gamma_k} \right) \left( \frac{(L+1)(L-K+1)}{L} + \sum_{j=1}^{K-1} \frac{1}{\frac{L}{L+1 + \gamma_j}} \right)} \right)} - 1.
\]  

(24)

2) \( L = 4m + 1 \)

Similarly, from (22) and (7) we obtain the following closed-form expression for doubly optimal sets of signatures with length \( L = 4m + 1, m = 1, 2, \ldots \). The derivation is omitted.

\[
MMSE_k = 1 - \frac{\gamma_k}{L+1 + \gamma_k} \left( 1 + \frac{1}{\left( \frac{L}{L+1 + \gamma_k} \right) \left( \frac{(L-1)(L+K-1)}{L} - \sum_{j=1}^{K-1} \frac{1}{\frac{L}{L+1 + \gamma_j}} \right)} \right).
\]  

(25)

We conclude that (cf. (16)),

\[
\text{SINR}_k = \frac{1}{1 - \frac{\gamma_k}{L+1 + \gamma_k} \left( 1 + \frac{1}{\left( \frac{L}{L+1 + \gamma_k} \right) \left( \frac{(L+1)(L-K+1)}{L} - \sum_{j=1}^{K-1} \frac{1}{\frac{L}{L+1 + \gamma_j}} \right)} \right)} - 1.
\]  

(26)
The analytic expressions derived in this section can be used for the direct evaluation/comparison of the SINR (or MMSE) performance of odd-length doubly optimal spreading codes. As a case study, we proved the following proposition that holds under "perfect power-control." The proof is omitted due to lack of space.

**Proposition 1.** Consider all doubly optimal spreading codes\(^8,9,11\) of length \(L_1 = 4m - 1\) and \(L_2 = 4m + 1, m = 1,2,\ldots\). Assume that \(\gamma_k = \gamma, k = 1,2,\ldots,K\), and consider MMSE filter receivers. Then, \(\text{SINR}^{(L_2)} > \text{SINR}^{(L_1)}\) (or, equivalently, \(\text{MMSE}^{(L_2)} < \text{MMSE}^{(L_1)}\)) if and only if \(L_2 > L_1 - \frac{\gamma}{\gamma + 1}(K - 2)\). \(\Box\)

Proposition 1 identifies the minimum processing gain \(L_2\) of the form \(4m+1\) that is required to achieve better SINR (or MMSE) performance than a given processing gain \(L_1\) of the form \(4m-1\). For example, set \(K = 30\) and \(\gamma = 10\)dB. If \(L_1 = 63\), then for any \(L_2 > 37.5\) (i.e. \(L_2 = 41, 45, 49, 53, \ldots\)) the corresponding doubly optimal codes outperform in SINR (or MMSE) all 63-long codes (that, we recall, include the 63-long Gold codes). In general, Proposition 1 implies that \((4m+1)-long\) spreading codes can achieve a higher output SINR than \((4m-1)-long\) codes and simultaneously occupy a significantly smaller bandwidth.

In Section 4, we present a few numerical studies that illustrate the maximum SINR performance of odd-length doubly optimal spreading codes derived above.

### 3.3. Total Asymptotic Efficiency

The total asymptotic efficiency\(^22,23\) of a DS-CDMA system equals the determinant of the signature cross-correlation matrix \(|\mathbf{R}|\). Since \(|\mathbf{R}| = \prod_{k=1}^{K} \lambda_k\), where \(\lambda_k, k = 1,2,\ldots,K\), are the eigenvalues of \(\mathbf{R}\), we can use our eigenvalue findings in (3) and (6) to obtain closed-form expressions for the total asymptotic efficiency of CDMA systems that utilize odd-length doubly optimal spreading codes:

\[
|R| = \begin{cases} 
\frac{(L+1)^{K-1}(L-K+1)}{L^K}, & L = 4m - 1, \ m = 1,2,\ldots, \\
\frac{(L-1)^{K-1}(L+K-1)}{L^K}, & L = 4m + 1, \ m = 1,2,\ldots.
\end{cases}
\] (27)

In the following proposition we show that DS-CDMA systems with \((4m+1)-long\) doubly optimal spreading codes have strictly greater total asymptotic efficiency than systems with \((4m-1)-long\) codes. The proof is omitted due to lack of space.

**Proposition 2.** Consider code division multiplexing systems with doubly optimal signature sets of length \(L_1 = 4m - 1\) and \(L_2 = 4m + 1, m = 1,2,\ldots,\) and \(K > 1\) users. Then, the total asymptotic efficiency of \(L_2\)-type systems is strictly greater than \(L_1\)-type systems: \(|\mathbf{R}_{L_2}| < |\mathbf{R}_{L_1}|.\) \(\Box\)

It may be even more interesting to examine the asymptotic behavior of the total asymptotic efficiency \(|\mathbf{R}|\) as the processing gain and the number of users increase \((L \to \infty \text{ and } K \to \infty)\) while their ratio (user load) \(\frac{K}{L}\) is kept constant. Below, we establish formally that \((4m+1)-long\) codes are significantly superior to \((4m-1)-long\) codes in terms of the asymptotic behavior of \(|\mathbf{R}|\) for the same user load \(\alpha \triangleq \frac{K}{L}\). We present our theoretical developments in the form of the following proposition whose proof is omitted.

**Proposition 3.**

(a) Let \(\mathbf{R}_1\) be the signature cross-correlation matrix of a doubly optimal spreading code set with processing gain of the form \(L = 4m - 1, m = 1,2,\ldots,\) and user load \(\alpha \in (0,1]\).

(i) Fix the user load \(\alpha\). Then, \(|\mathbf{R}_1|\) is a monotonically decreasing function of \(L, L \geq \frac{1}{\alpha}\). For \(L = \frac{1}{\alpha}\), \(|\mathbf{R}_1| = 1\) and

\[
\lim_{L \to \infty} |\mathbf{R}_1| = (1 - \alpha)e^\alpha.\] (28)

(ii) Fix the processing gain \(L\). Then, \(|\mathbf{R}_1|\) is a monotonically decreasing function of \(\alpha, \frac{1}{L} \leq \alpha \leq 1,\) and

\[
|\mathbf{R}_1| = \begin{cases} 
1, & \alpha = \frac{1}{L} \\
\frac{1}{L} \left(1 + \frac{1}{L}\right)^{-L-1}, & \alpha = 1.
\end{cases}
\] (29)
(b) Let $R_2$ be the signature cross-correlation matrix of a doubly optimal spreading code set with processing gain of the form $L = 4m + 1$, $m = 1, 2, \ldots$, and user load $\alpha \in (0, 1)$.

(i) Fix the user load $\alpha$. Then, $|R_2|$ is a monotonically decreasing function of $L$, $L \geq \frac{1}{\alpha}$. For $L = \frac{1}{\alpha}$, $|R_2| = 1$ and

$$
\lim_{L \to \infty} |R_2| = (1 + \alpha)e^{-\alpha}.
$$

(ii) Fix the processing gain $L$. Then, $|R_2|$ is a monotonically decreasing function of $\alpha$, $\frac{1}{L} \leq \alpha \leq 1$, and

$$
|R_2| = \begin{cases} 
1, & \alpha = \frac{1}{L} \\
(2 - \frac{1}{L})\left(1 - \frac{1}{L}\right)^{L-1}, & \alpha = 1.
\end{cases}
$$

For example, according to Proposition 3, if we fix the user load $\alpha$ to 1 (fully loaded system) and we let the processing gain $L$ increase to infinity, the total asymptotic efficiency $|R_1|$ of $(4m-1)$-long codes converges to 0 while the total asymptotic efficiency $|R_2|$ of $(4m+1)$-long codes converges to $\frac{2}{e}$. In fact, since $(1 - \alpha)e^\alpha < (1 + \alpha)e^{-\alpha}$ for $\alpha \in (0, 1]$, Proposition 3 shows that $(4m+1)$-long codes achieve higher total asymptotic efficiency than $(4m-1)$-long codes as $L \to \infty$ for any load $\alpha \in (0, 1]$. This conclusion is showcased below in the form of a corollary.

**Corollary 1.** Consider two doubly optimal sets with processing gain of the form $L_1 = 4m - 1$ and $L_2 = 4m + 1$, $m = 1, 2, \ldots$, and signature cross-correlation matrices $R_1$ and $R_2$, respectively. If the two sets have the same fixed user load $\alpha \in (0, 1]$, then

$$
\lim_{L_1 \to \infty} |R_1| = (1 - \alpha)e^\alpha < (1 + \alpha)e^{-\alpha} = \lim_{L_2 \to \infty} |R_2|.
$$

In the context of doubly optimal sets with finite (non-asymptotic) length $L$ and load $\alpha \in (0, 1]$, Proposition 3 offers the following conclusion. While in general the total asymptotic efficiency $|R|$ of a signature set is between 0 and 1 (in fact, these numbers are tight bounds for $|R|$ when the processing gain is of the form $L = 4m - 1$ (cf. Proposition 3)), $(4m+1)$-long doubly optimal spreading codes guarantee a minimum total asymptotic efficiency $|R| = \frac{2}{e} \simeq 0.73$ for any processing gain $L = 4m + 1$ and any user load $\alpha \in (0, 1]$. We present this finding below as a second corollary to Proposition 3.

**Corollary 2.** The total asymptotic efficiency $|R|$ of doubly optimal sets with processing gain of the form $L = 4m + 1$, $m = 1, 2, \ldots$, is lower bounded by $\frac{2}{e}$:

$$
\frac{2}{e} < |R| \leq 1.
$$

4. NUMERICAL EXAMPLES AND SIMULATION STUDIES

In this section we present a few numerical examples that may help us visualize the theoretical developments of Section 3. The analysis of Section 3 applies to any doubly optimal spreading code set with odd processing gain. Here we choose to compare the performance of 31-long and 63-long doubly optimal Gold codes to the performance of 33-long and 65-long doubly optimal codes.

In Fig. 1 we consider underloaded-by-one doubly optimal sets, that is (a) a Gold set with $L_1 = 31$ and $K_1 = 30$, (b) a doubly optimal set with $L_2 = 33$ and $K_2 = 32$, (c) a Gold set with $L'_1 = 63$ and $K'_1 = 62$, and (d) a doubly optimal set with $L'_2 = 65$ and $K'_2 = 64$. We plot the BER curve of the single-user decorrelating detector as a function of the received (input) SNR $\gamma_k$ of the user of interest $k$ directly from (10), (11), and (12). The single-user bound (SUB) is also included for reference purposes. The loads $\frac{31}{33}$ and $\frac{65}{63}$ of the "4m+1" codes are higher than the corresponding loads $\frac{31}{33}$ and $\frac{65}{63}$ of the "4m-1" (Gold) codes. Still, the decorrelating detector
Figure 1. BER of single-user decorrelating detector versus input SNR for 31 (Gold), 33, 63 (Gold), and 65-long doubly optimal sets with 30, 32, 62, and 64 users, respectively.

Figure 2. Output SINR of single-user MMSE filter versus input SNR for 31 (Gold), 33, 63 (Gold), and 65-long doubly optimal sets with 30, 32, 62, and 64 users, respectively. Perfect user power control is assumed.

performs practically at the SUB for the former but not for the latter. We conclude that we achieve almost SUB performance with a linear decorrelator if the processing gain is of the form $4m+1$ and the signature set is doubly optimal. This is not true, however, for $(4m-1)$-long doubly optimal spreading codes (that include the Gold sets).

In Fig. 2, we maintain the same set-up as in Fig. 1 and we use expressions (24) and (26) to plot the output SINR of the single-user MMSE filter as a function of the input SNR which for simplicity is assumed to be the
same for all users (power control). For \( (4m+1) \)--long codes the SNR "loss" due to multiuser interference is practically non-existent. This is not, however, the case for \( (4m-1) \)--long (Gold) codes. Notice that for an input SNR of 20dB the output SINR of the MMSE filter for 31 and 63-long doubly optimal (Gold) codes is about 18.6dB, while it is 19.9dB for 33 and 65-long "4m+1" doubly optimal codes.

Numerical studies on the total asymptotic efficiency \(|\mathbf{R}|\) are presented in Figs. 3 and 4 where we plot \(|\mathbf{R}|\) as a function of the processing gain \( L \) for a fixed load \( \alpha \) for both \((4m-1)\)--long and \((4m+1)\)--long doubly optimal codes. In Fig. 3, \( \alpha \) is set to 0.5 (half-loaded system). In Fig. 4, \( \alpha \) is set to 1 (fully loaded system). In both studies, the superiority of \((4m+1)\)--long codes is apparent. It is interesting, for example, to observe in Fig. 3
Figure 5. BER of single-user MMSE filter versus total input SNR for 63-long (Gold) and 65-long doubly optimal sets (asynchronous link, three unit-gain paths).

the convergence of $|R|$ to $\frac{\sqrt{c}}{2} \approx .82$ and $\frac{3}{2\sqrt{c}} \approx .91$ for "4m-1" and "4m+1" doubly optimal codes, respectively, as proved in the previous section. Similarly, we observe in Fig. 4 the quick convergence of $|R|$ to 0 and $\frac{2}{c} \approx .73$.

Finally, a simulation study that examines the performance of a 63-long Gold and a 65-long doubly optimal set for asynchronous transmissions over multipath channels is presented in Fig. 5. We consider the presence of 3 fixed chip-spaced paths (of equal gain set to 1) for each user signal and we assume independent uniformly distributed chip-spaced time delay for each interfering signal with respect to the user signal of interest. We plot the average BER of the MMSE filter receiver (of length equal to the multipath-extended processing gain $L + 3 - 1 = L + 2$) as a function of the total received (input) SNR. Here, the SUB curve identifies the performance of one-shot ML detection in complete absence of multiuser interference ($K = 1$ user signal). The study indicates that the (4m-1)-long Gold set and the (4m+1)-long doubly optimal set perform quite similarly for both lightly loaded ($K = 3$) and heavily loaded ($K = 62, 64$) systems. We notice the rather disappointing performance of both spreading code sets especially when the system is heavily loaded, which -from an optimistic point of view- can be seen as significant room for improvement in signature set design for asynchronous/multipath channels. The exact same study is repeated in Fig. 6 for a synchronous link with three unit-gain paths and indicates that a primary reason for the performance deterioration exhibited in Fig. 5 by both code sets is asynchronous (a secondary reason is the few multipaths that are present). We recall that the "4m+1" codes of Ref. 8, 9, 11 have not been "optimized" in any way for asynchronous/multipath transmissions. The Gold codes are instead presented in the literature as optimized but under a cyclic-shift cross-correlation and auto-correlation measure which can be argued to be inappropriate for asynchronous and multipath, correspondingly, DS-CDMA channels.\footnote{Gold spreading codes\cite{15} possess preferred cyclic-shift cross-correlation and auto-correlation properties. However, they do not guarantee "good" zero-padded-shift cross-correlation and auto-correlation properties. The latter measure may represent better the needs of DS-CDMA systems with asynchronous links over single or multipath channels.}

5. SUMMARY AND CONCLUSIONS

This paper presented a theoretical study of the code division multiplexing performance of doubly optimal binary signature sets of odd length. These are sets, we recall, that have minimum both total-squared-correlation (TSC) and maximum-squared-correlation (MSC) at the same time.\cite{8,9,11} We examined separately the doubly optimal
sets with signature length of the form $4m-1$ and $4m+1$, $m = 1, 2, \ldots$, and we noted that the familiar Gold sets\textsuperscript{15} fall under the "$4m-1$" class of doubly optimal sets.

First, we derived explicit closed-form formulas for the signature cross-correlation matrix of such sets, its eigenvalues, and its inverse. Based on these formulas, we were able to obtain analytic expressions for the BER of decorrelating filters, the (maximum) output SINR of MMSE filters, and the total asymptotic efficiency of synchronous code division multiplexing systems. The calculated across-the-board superiority of the "$4m+1$" signature sets is intriguing. Combined with the indicated similar to Gold sets performance under asynchronous transmissions, this strong proven superiority for (near-)synchronous links of the "$4m+1$" sets questions seriously the status quo and the popularity of Gold sets (or any other "$4m-1$" doubly optimal candidate set to that respect). Regrettfully, neither the "$4m+1$" codes nor the Gold codes have what we might call satisfactory performance for heavy-loaded asynchronous transmissions. The "$4m+1$" doubly optimal codes have not been optimized in any way for asynchronous transmissions. The Gold codes are presented as optimized but under a cyclic-shift cross-correlation metric that, apparently, may be criticized as inappropriate.
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Abstract—The prohibitive-exponential in the number of users-computational complexity of the maximum likelihood (ML) multiuser detector for direct-sequence code-division-multiple-access (DS/CDMA) communications has fueled an extensive research effort for the development of low complexity multiuser detection alternatives. In this article, we show that we can efficiently and effectively approach the error rate performance of the optimum multiuser detector as follows. We utilize a multiuser zero-forcing or minimum-mean-square-error (MMSE) linear filter as a preprocessor and we establish that the output magnitudes, when properly scaled, provide a reliability measure for each user bit decision. Then, we prepare an ordered reliability-based error search sequence of length linear in the number of users that returns the most likely user bit vector among all visited options. Numerical and simulation studies for moderately loaded systems that permit exact implementation of the optimum detector indicate that the error rate performance of the optimum and the proposed detector are nearly indistinguishable over the whole pre-detection signal-to-noise ratio (SNR) range of practical interest. Similar studies for higher user loads (that prohibit comparisons with the optimum detector) demonstrate error rate performance gains of orders of magnitude in comparison with straight decorrelating or MMSE multiuser detection.

Index Terms—Code-division-multiple-access, decorrelation, maximum likelihood detection, mean square error methods, multiuser channels, reliability, soft decision.

I. INTRODUCTION

In direct-sequence code-division-multiple-access (DS/CDMA) systems, multiple users transmit information bit sequences over a common channel utilizing distinct individually assigned signature waveforms. In the presence of strong interferers and/or high cross-correlation signature waveforms, the performance of the conventional single-user signature matched-filter detector degrades significantly. On the other hand, if the user signatures, energies, and the channel noise power are known at the receiver end, use of the maximum-likelihood (ML) multiuser detector [1] guarantees minimum probability of error system performance. ML optimum multiuser detection, however, comes with computational complexity that grows exponentially with the number of users.

In search of a satisfactory trade-off between performance and complexity, numerous sub-optimum multiuser detectors have been proposed. Two linear multiuser detectors that are of particular interest to our work are the familiar zero-forcing decorrelating detector [2] and the minimum-mean-square-error (MMSE) detector [3]-[6]. Both are known to be near-far resistant [7]. The decorrelator is the maximum likelihood estimator of the energy modulated user bits for additive white Gaussian noise (AWGN) multiple-access channels. The MMSE receiver is the linear filter solution that maximizes the pre-detection signal-to-interference-plus-noise ratio (SINR) of each user.

Recently, there has been an effort to directly approximate the ML multiuser detector in an efficient and effective manner. Examples of such work are the “greedy” detector in [8] which partitions the likelihood metric function and proceeds with “part-by-part” maximization and the neighbor searching mechanisms in [9], [10]. The “MK-face” detector in [9] searches within a pre-calculated set of neighboring candidates. The gradient search algorithm in [10] happens to coincide with the “K-face” detector of [9].

As a combinatorial optimization problem, ML multiuser detection has certain similarities with ML decoding of binary linear block codes. One of the earliest, well known low-complexity algorithms for sub-ML block-code decoding is Chase’s algorithm [11]. The Chase procedure selects a small fixed number of bit decision perturbations based on reliability measurements which are supposed to be part of the demodulator output (usually directly related to the sufficient decision statistic). In this paper, we follow an analogous approach to tackle the ML multiuser detector problem. First, we use a linear multiuser detector (such as the decorrelator or MMSE detector) to obtain an initial multiuser bit decision. The soft output vector, before being discarded, is processed to derive the corresponding reliability measurement vector. Next, as dictated by the reliability vector, a sequence of “error patterns” is generated to “correct” the initial decision vector and produce multiuser bit combination candidates that include the maximum likelihood solution with high probability. Final decision is made by simply choosing the bit combination with the highest likelihood among all candidates. When the length of the error pattern sequence is in the order of the number of users, the proposed algorithm exhibits near-ML performance at remarkably reduced computational complexity compared to the ML-optimum multiuser detector.1

We organize the rest of the paper as follows. In Section II, we present our signal model and notation. The near-ML

1 Another coding theory inspired multiuser detector was presented recently in [12]. In contrast to the ML approximations in [8]-[10] and the work herein, the multiuser detector of [12] is a complete exponential-complexity depth-first tree search implementation of the full ML decision rule based on the lattice decoder developed in [13].
multiuser detection algorithm is developed in Section III. Simulation studies are presented in Section IV and some final conclusions are drawn in Section V.

II. SIGNAL MODEL AND NOTATION

For the sake of clarity in presentation, we consider a synchronous DS/CDMA system where \( K \) users share a multiple-access AWGN channel with power spectral density \( \sigma^2 \). Our developments can be generalized to cover near-ML block multiuser detection for asynchronous systems by creating error pattern sequences of length proportional to the total number of bits in a block. The general block diagram representation of the receiver that we develop in this work is given in Fig. 1. The received signal is processed by a front end that consists of a block of \( K \) signature-matched filters. We denote the \( i \)th bit period output of the matched filter bank by \( y(i) \triangleq [y_1(i), y_2(i), \ldots, y_K(i)]^T \) (\( T \) denotes the transpose operation) and we write

\[
y(i) = \text{RE}(i)b(i) + n(i), \quad i = 1, 2, \ldots
\]

(1)

where \( b(i) \triangleq [b_1(i), b_2(i), \ldots, b_K(i)]^T \in \{\pm 1\}^K \) is the \( i \)th period information bit vector, \( E(i) \triangleq \text{diag} \left( \sqrt{E_1(i)}, \sqrt{E_2(i)}, \ldots, \sqrt{E_K(i)} \right) \) is the \( K \times K \) user signal amplitude matrix, \( R \) is the \( K \times K \) signature cross-correlation matrix and \( n(i) \triangleq [n_1(i), n_2(i), \ldots, n_K(i)]^T \) is the filtered noise vector. The ML optimum multiuser detector [1]

\[
\hat{b}_{\text{ML}} = \arg \max_{b \in \{\pm 1\}^K} \Omega(b, y), \quad \Omega(b, y) \triangleq 2b^T Ey - b^T EREb
\]

(2)

where for notational simplicity we dropped the index \( i \) with the understanding that the decision rule in (2) refers to a given information bit interval.

III. NEAR-ML MULTIUSER DETECTION

We switch now our attention to the linear operator \( L \) and the "Search & Decision" blocks in Fig. 1. The linear operator can be viewed as a multiuser detector that operates on the output of the matched-filter bank \( y \) to produce an initial decision \( \hat{b}^{(0)} \) for the transmitted bit vector \( b \). Alongside the initial decision, we also extract a "reliability" measurement vector \( \alpha \). During the final "Search & Decision" stage, an ordered sequence of \( D \) distinct error patterns \( e^{(1)}, e^{(2)}, \ldots, e^{(D)} \in \{0, 1\}^K \) is generated from the reliability vector \( \alpha \) where the positive integer \( D \) is a system parameter to be adjusted according to our performance versus complexity requirements. Corresponding to each error pattern \( e^{(d)} \), \( d = 1, 2, \ldots, D \), a new tentative decision \( \hat{b}^{(d)} \) is produced. The final decision output becomes

\[
\hat{b}_{\text{near-ML}} = \arg \max_{b \in \{b^{(1)}, b^{(2)}, \ldots, b^{(D)}\}} \Omega(b, y).
\]

(3)

As we will see later in Section IV, when \( L \) is the decorrelating or MMSE filter operator, a small \( D \) (for instance of the same order as the number of users/bits to be detected) results in bit-error-rate system performance that is nearly indistinguishable from the maximum likelihood detector in operational environments of practical interest.

A. Initial Decision and Reliability Measurement

We use a linear operator (multiuser detector) \( L_{K \times K} \) to obtain the initial bit decision vector \( \hat{b}^{(0)} = \text{sgn}(Ly) \). To exploit the reliability information contained in the linear operator/filter output, we define for each initial bit decision \( \hat{b}_j^{(0)} \) the corresponding soft output

\[
\tilde{\alpha}_j \triangleq l_j^T y, \quad j = 1, 2, \ldots, K
\]

(4)

where \( l_j^T \) is the \( j \)th row of the matrix \( L \). For convenience, we also define \( w_j^T \triangleq l_j^T \text{RE} \) and substitute (1) in (4) to calculate

\[
\tilde{\alpha}_j = w_j^T b + l_j^T n = w_{jj} b_j + \sum_{i=1, i \neq j}^K w_{ij} b_i + l_j^T n, \quad j = 1, 2, \ldots, K
\]

(5)

The first term on the right-hand side of (5) is the scaled \( j \)th transmitted bit of interest. The last term, \( l_j^T n \triangleq n_j \), is zero-mean filtered Gaussian noise with variance \( E[n_j^2] = \sigma^2 l_j^T R l_j \triangleq \sigma_{n_j}^2 \). The middle term \( \sum_{i=1, i \neq j}^K w_{ij} b_i \triangleq z_j \) contains the information bits transmitted by the other users (multiple-access-interference or MAI) and is a zero-mean random variable with variance \( E[z_j^2] = \sum_{i=1, i \neq j}^K w_{ij}^2 = ||w_j||^2 - w_{jj}^2 \triangleq \sigma_{n_j}^2 \). We define the reliability value \( \alpha_j \) of the initial bit decision \( \hat{b}_j^{(0)} \) as the log-likelihood ratio \( \alpha_j \triangleq \frac{1}{2} \ln \frac{\tilde{\alpha}_j}{\tilde{\alpha}_j - \tilde{\alpha}_j^{(0)}} \) where \( \tilde{\alpha}_j^{(0)} \) denotes the probability density function of \( \tilde{\alpha}_j \) conditioned on \( b_j \). If the filtered MAI variance \( E[z_j^2] \) is relatively small, the soft output \( \tilde{\alpha}_j \) is well approximated [14], [15] by a Gaussian random variable with mean \( E\{\tilde{\alpha}_j\} = w_{jj} b_j \) and variance \( E\{(\tilde{\alpha}_j)^2\} = \sigma_{n_j}^2 + \sigma_{n_j}^2 \). Then, the reliability value \( \alpha_j \) simplifies to a scaled version of \( |\tilde{\alpha}_j^2| \):

\[
\alpha_j \triangleq \frac{1}{2} \ln \frac{\tilde{\alpha}_j}{\tilde{\alpha}_j - \tilde{\alpha}_j^{(0)}} \approx \frac{\alpha_j w_{jj} \tilde{\alpha}_j}{\sigma_{n_j}^2 + \sigma_{n_j}^2} = \frac{w_{jj}}{\sigma_{n_j}^2 + \sigma_{n_j}^2} |\tilde{\alpha}_j|.
\]

(6)

The generated reliability vector \( \alpha = [\alpha_1, \ldots, \alpha_K]^T \) is passed to the "Search & Decision" stage along with the hard-limited initial "guess" \( \hat{b}^{(0)} \).

B. Generation of the Error Pattern Sequence

When \( L \) is the decorrelating or MMSE filter operator, we expect intuitively that a small perturbation of the initial vector \( \hat{b}^{(0)} \) may produce the maximum likelihood decision \( \hat{b}_{\text{ML}} \). With this motivation, we generate a sequence of error patterns \( e^{(d)} \in \{0, 1\}^K, d = 1, 2, \ldots, D \), where \( e^{(1)} = 1 \) stands for an error in the initial position \( j \). We apply the error sequence \( e^{(d)} \) on the initial bit vector \( \hat{b}^{(0)} \) to create the bit vector sequence \( \hat{b}^{(d)} \) as follows:

\[
\hat{b}^{(d)} = \hat{b}^{(0)} \oplus e^{(d)}, \quad j = 1, 2, \ldots, K
\]

(7)

where \( \oplus \) denotes the error correction operation \( b \oplus e = b \cdot (-1)^{e_j} \), \( b \in \{\pm 1\} \), \( e \in \{0, 1\} \). Naturally, the error sequence generation criterion will be the likelihood of \( \hat{b} = \hat{b}^{(0)} \oplus e \) with observation the soft-output vector \( \tilde{\alpha} = Ly, f(\tilde{\alpha}|b = \hat{b}) \). If,
approximately, we treat the soft outputs $\bar{e}_j$ as conditionally independent random variables, the likelihood function becomes

$$\prod_{j=1}^{K} f \left( \bar{e}_j | b_j = \hat{b}_j \right)$$

and the log-likelihood ratio is

$$\Delta(b) \doteq \frac{1}{2} \sum_{j=1}^{K} \ln \frac{f \left( \bar{e}_j | b_j = \hat{b}_j \right)}{f \left( \bar{e}_j | b_j = \bar{b}_j \right)} = \sum_{j: b_j = \hat{b}_j} \alpha_j - \sum_{j: b_j \neq \hat{b}_j} \alpha_j.
\sum_{j=1}^{K} \alpha_j - 2 \sum_{j=1}^{K} \alpha_j.

(8)

We immediately observe that the first term in (8), $\sum_{j=1}^{K} \alpha_j$, is independent of the choice of the error pattern $e$. Therefore, the error pattern sequence should be designed in ascending order of the other term $\phi(e, \alpha) \doteq \sum_{j=1}^{K} \alpha_j$. For our purposes of near-ML multiuser detection, if all $2^K$ error patterns $\{e^{(d)}\}_{d=1}^{2^K}$ are in ascending order under the key $\phi(\cdot, \alpha)$, we will consider and process only the first $D$ elements of the sequence.

We now derive an algorithm that produces the first $D$ ordered error patterns with computational complexity linear in the number of bits, $O(DK)$. The origins of our algorithm are in the “subset-sum problem” where the objective is to find all subsets of a set of numbers that have sum of elements less than or equal to a given number [16, [17]. Suppose that the reliability values $\alpha_j$, $j = 1, 2, \ldots, K$, are such that $\alpha_1 \leq \alpha_2 \leq \cdots \leq \alpha_K$. Define the error pattern sequences $\mathcal{E}_p \doteq \{e^{(p)}\}$, $p = 0, 1, 2, \ldots, 2^p$, where $\{e^{(p)}\}$ is ordered under the key $\phi(\cdot, \alpha)$

$$\phi(e^{(p)}, \alpha) \leq \phi(e^{(p+1)}, \alpha), \quad t = 1, 2, \ldots, 2^p - 1,$n
\text{(10)}$$

and satisfies

$$e^{(p)} = 0 \text{ for every } h \in \{h_{p+1}, \ldots, K\} \text{ and } 1 \leq t \leq 2^p.$$n
\text{(11)}$$

Here, $e^{(p)}(h)$ is the $h$th bit in the error pattern $e^{(p)}$ and (11) states that $e^{(p)}$ may include errors only in the lowest reliability positions of the initial bit decision vector $\hat{b}^{(0)}$. Define also the error pattern sequences $\mathcal{E}_p \doteq \{e^{(p)}\}$, $p = 0, 1, 2, \ldots, \beta - 1$, $t = 1, 2, \ldots, 2^p$, where $\{e^{(p)}\}$ is such that

$$e^{(p)}(h) = \begin{cases} 1, & \text{if } h = h_{p+1} \\ e^{(p)}(h), & \text{otherwise}. \end{cases}$$n
\text{(12)}$$

Therefore, each $e^{(p)}$ contains exactly one more error bit in position $h_{p+1}$ than the corresponding error pattern $e^{(p)}$. It follows that $\phi(e^{(p)}, \alpha) = \phi(e^{(p)}, \alpha) + \alpha_{h_{p+1}}$, and $\{e^{(p)}\}$ is also ordered under the key $\phi(\cdot, \alpha)$.

At this point, it is important to observe the following. If we merge the two ordered sequences $\mathcal{E}_p = \{e^{(p)}\}$ and $\mathcal{E}_p = \{e^{(p)}\}$ in increasing order of the same key $\phi(\cdot, \alpha)$, then we will obtain $\mathcal{E}_{p+1}$. Therefore, iterative generation of $\mathcal{E}_{p+1}$ from $\mathcal{E}_p$ and merging to form $\mathcal{E}_{p+1}$ for $p = 0, 1, \ldots, K - 1$ leads to $\mathcal{E}_K$ where $\mathcal{E}_K$ is the whole set of $2^K$ error patterns ordered under the key $\phi(\cdot, \alpha)$. Since only the first $D$ error patterns in $\mathcal{E}_K$ are needed, we can simplify this process greatly. We observe that the first $D$ elements in $\mathcal{E}_K$ come from the first $D$ elements of $\mathcal{E}_{K-1}$ and the first $D$ elements of $\mathcal{E}_{K-2}$. Therefore, we can truncate the length of $\mathcal{E}_{K-1}$ to $D$ (which also limits the length of $\mathcal{E}_{K-2}$ to $D$). By induction, we can conclude that every sequence $\mathcal{E}_0, \mathcal{E}_1, \ldots, \mathcal{E}_K$ can be shortened to length $D$. A comparison of $\mathcal{E}_p$ and $\mathcal{E}_p$ in each step. Therefore, the computational complexity is $O(DK)$.

In summary, the proposed multiuser detection system in Fig. 1 operates as follows:

1. Apply the linear operator/filter $L$ to the matched-filter bank output $y$ to obtain the initial decision $\hat{b}^{(0)}$ and the reliability measures $\{\alpha_j\}$ in (6).

2. Sort $\{\alpha_j\}$ in increasing order.

3. Initialize $p \gets 0$, $\mathcal{E}_0 = \{e^{(1)} = [0 0 \cdots 0]\}$, $\phi(e^{(1)}, \alpha) = 0$.

4. Create $\mathcal{E}_p = \{e^{(p)} = e^{(p)} + [0 \cdots 0 1 0 \cdots 0] : e^{(p)} \in \mathcal{E}_p\}$.

Calculate $\phi(e^{(p)}, \alpha) = \phi(e^{(p)}, \alpha) + \alpha_{h_{p+1}}$.

5. Merge $\mathcal{E}_p$ and $\mathcal{E}_p$ to form $\mathcal{E}_{p+1}$ in ascending order under the key $\phi(\cdot, \alpha)$. Truncate the length of $\mathcal{E}_{p+1}$ to $D$ if longer than $D$.

6. If $p < K - 1$, then set $p \gets p + 1$ and go back to Step 4. Else go to Step 7.

7. For $d = 1, 2, \ldots, D$ apply $e^{(d)}$ to the initial decision $\hat{b}^{(0)}$ as in (7). Produce the final decision $\hat{b}_{\text{near-ML}}$ by (3).

The overall system computational complexity can be calculated as follows. The complexity of applying the linear operator $L$ to the matched-filter bank output $y$ is $O(K^2)$. Sorting the reliability values costs $O(K \log_2 K)$. As stated earlier, the complexity of generating the ordered sequence $\{e^{(d)}\}_{d=1}^{D}$ is $O(DK)$. Finally, $\Omega(\cdot, \cdot)$ is calculated $D$ times with complexity, again, $O(DK)$. Therefore, the complexity of the whole scheme is approximately $O\left(K(K + 2D + \log_2 K)\right)$ per bit period. The cost of the “Near-ML Search & Decide” block in Fig. 1 is barely more than twice the cost of the $Ly$ operation if $D$ is chosen equal to $K$ (that is, if $D$ is equal to the number of user bits to be detected). As we will see later in Section IV, when the linear operator $L$ is chosen appropriately a value of $D$ equal to $K$ or -more generally- a few times $K$ can be sufficient for the algorithm to maintain near-ML performance for all practical purposes.

### C. Selection of the Linear Operator

So far, we have intentionally treated the linear operator $L$ as arbitrary. Yet, it is important to choose an operator/filter that produces initial decisions with low probability of error such that only a small perturbation is needed to approach the ML.

---

1. In fact, only the first $\left\lfloor \frac{K}{2} \right\rfloor$ elements of $\mathcal{E}_{K-1}$ can contribute to the first $D$ elements of $\mathcal{E}_K$ but this does not affect our conclusion on the rough order of the involved computational complexity and may complicate our presentation unnecessarily.
optimum decision vector. Conversely, if the initial decisions are poor, then to achieve the same bit-error-rate performance level we will need a larger search length parameter \( D \) and that will thereby increase the computational complexity.

Besides the initial performance considerations, the condition that the variance of the MAI term \( z_j = \sum_{i=1}^{K} w_{ji} b_i \) in (5) is relatively small should also be fulfilled. This directly affects the accuracy of the Gaussian approximation of the soft output \( \tilde{\alpha}_j \) which in turn affects the quality of the reliability measure \( \alpha_j \) in (6). There are two well-researched linear filters that can satisfy the quality of initial decision and small MAI variance requirements: the decorrelating and MMSE filters. The decorrelating filter \( L_{\text{dec}} = R^{-1} \), leading to zero errors in the absence of noise, has perfect near-far resistance and is the maximum likelihood solution for real-valued “symbol” vectors. If we use \( L_{\text{dec}} = R^{-1} \) in (4), (5), we obtain \( w_{ji} = E_{ji}, \sigma_{\tilde{\alpha}_j}^2 = \sigma^2 (R^{-1})_{jj} \), and \( \sigma_{\tilde{\alpha}_j}^2 = 0 \). Because MAI is completely cancelled, the Gaussian approximation is not needed anymore. The reliability measures in (6) take the form

\[
\alpha_j = \frac{E_{ji}}{\sigma^2 (R^{-1})_{jj}} |\tilde{\alpha}_j|, \quad j = 1, 2, \ldots, K, \quad (13)
\]

with no approximation. The MMSE multiuser filter \( L_{\text{MMSE}} = (R + \sigma^2 E^{-2})^{-1} \) minimizes the mean norm square error between its output and the true transmitted information bit vector and maximizes the output SINR per user. However, the filtered MAI term in (5) is not zero: \( z_j = \sum_{i=1}^{K} w_{ji} b_i \neq 0 \). Still, the MMSE filtered MAI is approximately Gaussian [14],[15] and the reliability measure in (6) maintains its accuracy.

As a final comment, it is clear that technically the soft outputs \( \tilde{\alpha}_j, j = 1, 2, \ldots, K \), are not independent and their degree of dependency can affect the quality of the log-likelihood ratio approximation in (8) and, in turn, the quality of the generated sequence of error patterns. When the linear operator \( L \) is the decorrelator, it is easy to calculate the correlation coefficient \( \rho_{ij} \) between \( \tilde{\alpha}_i \) and \( \tilde{\alpha}_j \), \( i \neq j \):

\[
\rho_{ij} = \frac{E(\tilde{\alpha}_i \tilde{\alpha}_j)}{\sqrt{E(\tilde{\alpha}_i^2)}} \frac{E(\tilde{\alpha}_j^2)}{\sqrt{E(\tilde{\alpha}_j^2)}} = \frac{L_{ij}}{E_{i/j} E_{j/i}} \frac{1}{\sqrt{\text{SNR}_i + \text{SNR}_j}}
\]

where \( \text{SNR}_i = \frac{E_{i/i}}{\sigma^2} \). In most cases of practical interest, \( |\rho_{ij}| \) is less than \( 10^{-2} \) and the independence approximation is well justified. In such cases, it is sufficient to approximate very closely the performance of the true ML detector. In extreme situations, such as pre-detection SNR values less than 0dB and high signature cross-correlations (greater than 0.5), \( |\rho_{ij}| \) can be greater than 0.1 and thus non-negligible. In these cases, a greater \( D \) should be used to approach ML performance. For MMSE preprocessors, we can calculate \( |\rho_{ij}| \) numerically and, again, adjust \( D \) accordingly.

IV. SIMULATION STUDIES

We consider the DS/CDMA signal model of Section II with spreading gain 31 and \( K = 15 \) users with Gold signature code assignments. In Fig. 2, we plot the bit-error-rate (BER) of the user of interest (user 1) under different multiuser detection schemes as a function of its SNR over the 4 – 16dB range. The SNRs of the 14 interferers are distributed in the 8.5 – 15dB range with a 0.5dB increment. We use the multiuser MMSE filter as the pre-processor in our proposed system and we fix the length of the error pattern sequence to \( D = K = 15 \) (hence, the computational complexity per bit interval is \( O(DK) = O(K^2) \)). For purposes of comparison, we include (i) the ML optimum multiuser detector [1] (which serves as a BER lower bound), (ii) the stand-alone multiuser MMSE detector \(^3\) [3]-[6], (iii) the “greedy” multiuser detector in [8] with different memory parameter settings \( L = 1, 2, 3 \) and computational complexity per bit interval \( O(LK^2) \), (iv) the “MK-face” detector [9] with parameter setting \( MK = 2, 15 = 30 \), computational complexity per bit interval \( O(MK^2) \) and space complexity \( O(2KMK) \), and (v) the “gradient search” detector [10] that coincides with the “K-face” algorithm of [9] and has computational complexity \( O(K^2) \) per iteration. We observe that in the relatively low SNR region (4 – 12dB) the greedy, the MK-face, and the proposed detector have performance very close to the optimum. We recall that the greedy algorithm decides the value of the user information bits sequentially and the order favors high energy bits/users. As the SNR of the “user of interest” increases relative to the other users, bit decisions are made early with the adverse effect of an increase in BER as seen in Fig. 2. For the MK-face detector, the pre-calculated neighboring candidates fail to perturb high SNR user bits and the performance curve degrades to the pre-detection (MMSE in this case). The proposed system maintains “near-ML” performance throughout the range of this study. In Fig. 3, we repeat the study of Fig. 2 and we examine the BER of the proposed detector as a function of the length of the error pattern sequence \( D \) at \( \text{SNR}_1 = 12\text{dB} \) and \( 14\text{dB} \). The proposed algorithm approaches effectively the ML bound for modest values of \( D \) (the number of bits to be detected is \( K = 15 \); \( D = 1 \) corresponds to the stand-alone MMSE detector and \( D = 2^{15} \) corresponds to the true ML detector).

Finally, in Fig. 4 we increase the number of active users from \( K = 15 \) to \( K = 25 \). The SNRs of the 24 interferers are distributed over the 8.5 – 20dB range with a 0.5dB increment. The performance gain of the proposed “near-ML” algorithm with \( D = 4K = 100 \) over the MMSE detector is remarkable. True ML detection has complexity proportional to \( 2^{25} \) and we cannot afford this computational cost at present. For this reason, we replace the true ML bound that appears in the previous Figs. 2 and 3 by the single-user bound. We also cannot afford execution of the “MK-face” algorithm that requires exponential (\( 2^{25} MK \)) storage space. Instead, we present in Fig. 4 the performance curves of the “greedy” (\( L = 4 \)) and “gradient search” (“K-face”) algorithms [8]-[10].

V. CONCLUSIONS

We described a new multiuser detection algorithm. A decorrelating or MMSE multiuser filter is used as a pre-processor that provides initial decisions and reliability measurements based on which an ordered error pattern sequence of variable length is formed. The error pattern sequence is followed to its

\(^3\) In this study we choose a Gold code assignment that makes the normalized signature cross-correlation between user 1 and the other users equal to \( \frac{1}{K} \) or \( \frac{1}{K^2} \). Notice the remarkable performance difference between the MMSE and the ML detector.
end and the most likely bit vector among all visited options is returned. When the length of the pattern sequence is of the order of the number of bits to be detected, the additional imposed computational cost compared to straight decorrelating or MMSE detection is rather insignificant. Still, in extensive simulation studies for both synchronous and asynchronous links (not reported herein) we saw that the proposed multiuser detection algorithm is able to maintain near-ML bit-error-rate performance over the whole studied SNR range of interest. There is strong resemblance between this scheme and "efficient" decoding algorithms for binary linear block codes [11], [17].
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