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**ABSTRACT (Maximum 200 Words)**
Research funded under this grant led to the development of techniques and tools for protecting privacy in a decentralized environment and achieving Byzantine Fault Tolerance (BFT), and a methodology that enables BFT replicas to run different implementations. The work led to an innovative new security model that allows static checking of security properties, a new annotation language for expressing security properties, extensions to Java that allow code to use the new model, lightweight tools for checking security properties of both source code (via a new compiler) and byte codes (via a new bytecode verifier), and a study of runtime support needed by the model. A new replications algorithm (BFT) that is robust against Byzantine failures was developed. It is efficient, works in an asynchronous environment and can be used to harden critical system services. An extension to BFT, called BFT with Abstract Specification Encapsulation (BASE), was developed to allow different software to run at different replicas so as to avoid failures due to software bugs. It provides a way of achieving practical N-version programming in which different versions are developed by different organizations and also the different versions may differ in the details of their behavior, i.e., support slightly different specifications.
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1 Introduction

The research funded under this grant led to the development of techniques and tools that, for the first time ever, allow practical control of privacy of information. The work led to an innovative new security model that allows static checking of security properties, a new annotation language for expressing security properties statically, extensions to Java that allow code to use the new model, lightweight tools for checking security properties of both source code (via a new compiler) and bytecodes (via a new bytecode verifier), and a study of runtime support needed by the model, in particular what is needed to provide a trusted execution platform that runs imported code on imported data while ensuring the privacy of both local and imported information.

Our security model depends on a principal hierarchy that contains information about relationships among principals, e.g., whether principal A can act for principal B. It is vital that the principal hierarchy not be corrupted, even by a malicious attack. No existing algorithms provide this ability in an efficient and general way.

Our work also addresses this problem. We have developed BFT, a new replication algorithm that is robust against Byzantine failures, yet is efficient and works in an asynchronous environment. The new algorithm can be used to harden the principal hierarchy against attack; it can also be used to harden other important services, such as DNS.

We also developed an extension to BFT, called BASE. BASE takes advantage of work in programming methodology and data abstraction to allow systems to make use of BFT even though the code running at the replicas is not identical. It allows different software to run at different replicas, e.g., different implementations of NFS, so as to avoid failures due to software bugs. This approach provides a way of achieving practical N-version programming in which the different versions are developed by different organizations (so that they are truly independent) and also the different versions may differ in the details of their behavior, i.e., support slightly different specifications.

2 Results

2.1 Protecting Privacy in a Decentralized Environment

The common models for computer security are proving inadequate. Security models have two goals: preventing accidental or malicious destruction of information, and controlling the release and propagation of that information. Only the first of these goals is supported well at present, by security models based on access control lists or capabilities. Access control mechanisms do not support the second goal well: they help to prevent information release but do not control information propagation. For example, if user A is allowed to read B’s data, B cannot control how A distributes the information it has read. Control of information propagation is supported by existing information flow and compartmental models [2, 7], but these models unduly restrict the computation that can be performed.

Information flow control is vital whenever there is downloading of distrusted code, as would happen at a router in an active network. Java [10] could be used to download the code and it attempts to prevent the downloaded code from transferring private data to other sites by using a compartmental sandbox security model. However, this approach largely prevents applications from sharing data and it does not support fine-grained sharing in which different data manipulated by an application have different security requirements.

Our research led to the development of an approach that provides the needed support. The basis of the work is the decentralized label model, a new model of decentralized information flow
that relaxes the restrictions of previous models yet is inexpensive in both space and time. The new model supports fine-grained information sharing between distrusted applications, while reducing the potential for information leaks. It allows users to control the flow of their information without imposing the rigid constraints of a traditional multilevel security system. It provides security guarantees to users and to groups rather than to a monolithic organization. It differs from previous work on information flow control by allowing users to explicitly declassify (or downgrade) data that they own. When data is derived from several sources, all the sources must agree to release the data.

This section provides an overview of our label model; more details can be found in [21, 25, 24, 22, 26, 23].

2.1.1 Privacy Example

Figure 1 depicts an example with security requirements that cannot be satisfied using existing techniques. This scenario contains mutually distrusting principals that must cooperate to perform useful work. In the example, the user Bob is preparing his tax form using both a spreadsheet program and a piece of software called “WebTax”. Bob would like to be able to prepare his final tax form using WebTax, but he does not trust WebTax to protect his privacy. The computation is being performed using two programs: a spreadsheet that Bob trusts and to which he grants his full authority, and the WebTax program, which Bob does not trust. Bob would like to transmit his tax data from the spreadsheet to WebTax and receive a final tax form as a result, while being protected against WebTax leaking his tax information.

In this example, there is another principal named Preparer that also has privacy interests. This principal represents a firm that distributes the WebTax software. The WebTax application computes the final tax form using a proprietary database, shown at the bottom, that is owned by Preparer. This database might, for example, contain secret algorithms for minimizing tax payments. Since this principal is the source of the WebTax software, it trusts the program not to distribute the proprietary database through malicious action, though the program might leak information because it contains bugs.
It may be difficult to prevent some information about the database contents from leaking back to Bob, particularly if Bob is able to make a large number of requests and then carefully analyze the resulting tax forms. This information leak is not a practical problem if Preparer can charge Bob a per-form fee that exceeds the value of the information Bob obtains through each form.

To make this scenario work, Preparer needs two pieces of functionality. First, it needs protection against accidental or malicious release of information from the database by paths other than through the final tax form. Second, it needs the ability to sign off on the final tax form, confirming that the information leaked in the final tax form is sufficiently small or scrambled by computation that the tax form may be released to Bob.

It is worth noting that Bob and Preparer do need to trust that the execution platform has not been subverted. For example, if WebTax is running on a computer that Bob controls completely, Bob will be able to steal the proprietary database. Clearly, Preparer cannot have any real expectation of privacy or secrecy if its private data is manipulated in unencrypted form by an execution platform that it does not trust!

However, even if the execution platform is trusted, the scenario cannot be implemented satisfactorily using existing security techniques. With current techniques, Bob must inspect the WebTax code and verify that it does not leak his data; in general, this task is impossible. Our techniques allow the security goals of both Bob and Preparer to be met without this inspection; Bob and Preparer can then cooperate in performing useful computation. In another sense, this work shows how both Bob and Preparer can inspect the WebTax program efficiently and simply to determine whether it violates their security requirements.

2.1.2 Label Model.

We provide security through the decentralized label model. The key new feature of this model is that it supports computation in an environment with mutual distrust. The ability to handle mutual distrust is achieved by attaching a notion of ownership to information flow policies. These policies can then be modified by their owners—a form of safe declassification. Declassification is safe because flow policies of other principals remain in force.

The essentials of the decentralized label model are principals, which are the entities whose privacy is protected by the model; and labels, which are the way that principals express their privacy concerns. In addition, there are rules that must be followed as computation proceeds in order to avoid information leaks, including the safe declassification mechanism. These rules have been shown to be both sound and complete with respect to a simple formal semantics for labels: the rule only allows safe relabellings, and it allows all safe relabellings [24].

In this model, users are assumed to be external to the system on which programs run. Information is leaked only when it leaves the system. The model also contains rules governing the release of information to the external environment, as well as rules for reading information from the environment.

Principals. Information is owned by, updated by, and released to principals: users and other authority entities such as groups or roles. For example, both users and groups in Unix would be modeled as principals. A process has the authority to act on behalf of some set of principals.

Some principals are authorized to act for other principals. When one principal \( p \) can act for another principal \( p' \), \( p \) possesses all the potential powers and privileges of \( p' \). The acts for relation is reflexive and transitive, defining a hierarchy or partial order of principals. For compactness, the statement “\( p \) acts for \( q \)” is written formally as \( p \succeq q \). This relation is similar to the speaks for
relation [17]; the principal hierarchy also is similar to a role hierarchy [30]. Although the principal hierarchy changes over time, revocation of acts-for relations is assumed to occur infrequently.

The acts-for relation can be used to model groups and roles conveniently, as shown in Figure 2. In this example, a group named “group” is modeled by introducing acts-for relations between each of the group members (“amy” and “bob”) and the group principal. This relation allows Amy and Bob to read data readable by the group and to control data controlled by the group. A principal “manager” representing Bob and Amy’s manager is able to act for both “amy” and “bob”. This principal is one of the roles that a third user, Carl (“carl”), is currently enabled to fulfill; Carl also has a separate role as a doctor. Carl can use his roles to prevent accidental leakage of information between data stores associated with his different jobs.

The notion of the acts-for relation permits delegation of all of a principal’s powers, or none, but it can extended to support finer-grained principal relations in a natural manner [22].

**Labels.** Principals express their privacy concerns by using labels to annotate programs and data. A label is a set of policies that express privacy requirements. A policy has two parts, an owner and a set of readers, and is written in the form owner: readers. The owner of a policy is a principal whose data was observed in order to construct the value labeled by this policy. The readers of a policy are the principals that this policy permits to read the data. The owner is a source of data, and the readers are possible destinations for the data. Principals not listed as readers are not permitted to read the data.

An example of a label is \( L = \{o_1 : r_1, r_2; \quad o_2 : r_2, r_3\} \). Here, \( o_1, o_2, r_1, r_2, r_3 \) denote principals. Semicolons separate two policies within the label \( L \). The owners of these policies are \( o_1 \) and \( o_2 \), and the reader sets of the policies are \( \{r_1, r_2\} \) and \( \{r_2, r_3\} \), respectively.

The intuitive meaning of a label is that every policy in the label must be obeyed as data flows through the system, so that labeled information is released only by the consensus of all of the policies. A user may read the data only if the user’s principal can act for a reader for each policy in the label. Thus only users whose principals can act for \( r_2 \) can read the data labeled by \( L \).

The same principal may be the owner of several policies; the policies are still enforced independently of one another in this case. If a principal is the owner of no policies in the label, it is as if the label contained a policy with that owner, but every possible principal listed as a reader.

This label structure allows each owner to specify an independent flow policy, and thus to retain control over the dissemination of its data. Code running with the authority of an owner can modify the flow policy for a policy with that owner; in particular, the program can declassify that data by adding additional readers. Since declassification applies on a per-owner basis, no centralized declassification process is needed, as it is in systems that lack ownership labeling.
Labels are used to control information flow within programs by annotating program variables with labels. The label of a variable controls how the data stored within that variable can be disseminated. The key to secure flow is to ensure that as data flows through the system during computation, its labels only become more restrictive: the labels have more owners, or particular owners allow fewer readers. If the contents of one variable affect the contents of another variable, e.g., the second variable receives the results of a computation based on the first variable, there is an information flow from the first variable to the second, and therefore, the label of the second variable must be at least as restrictive as the label of the first.

This condition can be enforced at compile time as a kind of type checking, as long as the label of a variable is known at compile time. In other words, the label of a variable cannot change at run time, and the label of the data contained within a variable is always the same as the label of the variable itself. If the label of a variable could change, the label would need to be stored and checked at run time, creating an additional information channel and leading to significant performance overhead. Immutable variable labels might seem like a limitation, but full expressiveness can be obtained by having variables that contain labels.

When a value is read from a variable \( x \), the apparent label of the value is the label of \( x \); whatever label that value had at the time it was written to \( x \) is no longer known when it is read. In other words, writing a value to a variable is a relabeling, and is allowed only when the label of the variable is at least as restrictive as the apparent label of the value being written.

Giving private data to an untrusted program does not create an information leak—even if that program runs with the authority of another principal—as long as that program obeys all of the label rules described here. Information can be leaked only when it leaves the system through an output channel, so output channels are labeled to prevent leaks. Information can enter the system through an input channel, which also is labeled to prevent leaks. It is safe for a process to manipulate data even though no principal in its authority has the right to read it, because all the process can do is write the data to a variable or a channel with a label that is at least as restrictive as the data’s label.

**Declassification.** A very important part of the model is its support for declassification: owners can relax restrictions on data they own when appropriate.

The ability of a process to declassify data depends on the authority possessed by the process. At any moment while executing a program, a process is authorized to act on behalf of some (possibly empty) set of principals. This set of principals is referred to as the authority of the process. If a process has the authority to act for a principal, actions performed by the process are assumed to be authorized by that principal. Code running with the authority of a principal can declassify data by creating a copy in whose label a policy owned by that principal is relaxed. In the label of the copy, readers may be added to the reader set, or the policy may be removed entirely, which is effectively the same as adding all principals as readers in the policy.

Because declassification applies on a per-owner basis, no centralized declassification process is needed, as it is in systems that lack ownership labeling. Declassification is limited because it cannot affect the policies of owners the process does not act for and therefore it is safe for the other owners.

The declassification mechanism makes it clear why the labels maintain independent reader sets for each owning principal. If, instead, a label consisted of just an owner set and a reader set, information about the individual flow policies would be lost, reducing the power of declassification.

Because the ability to declassify depends on the run-time authority of the process, it requires a run-time check for the proper authority. Declassification seems to be needed infrequently, so that the overhead of this run-time check is not large. It can be reduced still further using the proper


2.1.3 Privacy Example Revisited

The tax preparer example from Section 2.1.1 is repeated in Figure 3, except that all data in the example has been annotated with labels to protect the privacy of the principals Bob and Preparer. It can be seen that these labels obey the rules given and meet the security goals set out for this scenario.

In the figure, ovals indicate programs executing in the system. A boldface label beside an oval indicates the authority with which a program acts. In this example, the principals involved are “Bob” and “Preparer”, as we have already seen, and they give their authority to the spreadsheet and WebTax programs, respectively. Arrows in the diagrams represent information flows between principals; square boxes represent information that is flowing, or databases of some sort.

First, Bob applies the label \{"Bob": "Bob"\} to his tax data. This label allows no one to read the data except Bob himself. With this label applied to it, tax data cannot be sent to an untrusted network location, represented as an output channel with label \{\}. Bob can give this data to the WebTax program with confidence that it cannot be leaked, because WebTax will be unable to remove the \{"Bob": "Bob"\} policy from the tax data or any data derived from it.

The WebTax program uses Bob’s tax data and its private database to compute the tax form. Any intermediate results computed from these data sources will have the label \{“Bob: Bob”; “Preparer: Preparer”\}, since computations retain all labels of their inputs. Because the reader sets of this label disagree, the label prevents both Bob and Preparer (and everyone else) from reading the intermediate results. Preparer is protected by this label against accidental disclosure of its private database through programming errors in the WebTax application.

Before being released to Bob, the final tax form has the same label as the intermediate results, and is not readable by Bob, appropriately. To make the tax form readable, the WebTax application declassifies the label by removing the \{“Preparer”: “Preparer”\} policy. The application can do this because the “Preparer” principal has granted the application its authority. This grant of authority is reasonable because “Preparer” supplied the application and presumably trusts that it will not
use the power maliciously.

The authority to act as “Preparer” need not be possessed by the entire WebTax application, but only by the part that performs the final release of the tax form. By limiting this authority to a small portion of the application, the risk of accidental release of the database is reduced. Thus the WebTax application might have a small top-level routine that runs with the authority of “Preparer” while the rest of its code runs with no authority.

2.2 Supporting the Security Model

This section briefly describes the other parts of our research on information flow: the JIF language, and the trusted execution platform, a runtime environment that ensures that application code is run in a way that avoids information leaks.

2.2.1 The JIF Language

Incorporating the model in a programming language makes it easy for programmers to write code that is label correct and also enables compile time checking of information flow. The model can be incorporated into any programming language; we chose to extend Java because it is becoming widely used. The resulting language is called JIF, which stands for “Java Information Flow.”

The idea behind JIF is that annotated programs are checked statically to verify that all information flows within the program follow the rules given in the previous section. Information flow checks can be viewed as an extension to type checking. For both kinds of static analysis, the compiler determines that certain operations are not permitted to be performed on certain data values. The analogy goes further, because in a language with subtyping one can distinguish between notions of the apparent (static) and actual (run-time) type of a value. Similarly, static label checking can be considered as a conservative approximation to checking the actual run-time labels.

However, there is a difficulty in checking labels at run time that does not arise with type checking. Type checks may be performed at compile time or at run time, though compile-time checks are obviously preferred when applicable because they impose no run-time overhead. By contrast, fine-grained information flow control is practical only with static analysis, which may seem odd; after all, any check that can be performed by the compiler can be performed at run time as well. The difficulty with run-time checks is the fact that they can fail. In failing, they may communicate information about the data that the program is running on. Unless the information flow model is properly constructed, the fact of failure (or its absence) can serve as a covert channel. By contrast, the failure of a compile-time check reveals no information about the actual data passing through a program. A compile-time check only provides information about the program that is being compiled. Similarly, link-time and load-time checks provide information only about the program, and may be considered to be static checks for the purposes of this work.

Implicit information flow [8] is difficult to prevent without static analysis. For example, consider the segment of code shown in Figure 4 and assume that the storage locations $b$ and $x$ belong to different security classes $B$ and $X$, respectively, and $B$ is more sensitive than $X$, so data should not

```java
x = 0;
if (b) {
    x = 1;
}
```

Figure 4: Implicit information flow
flow from $b$ to $x$. However, the code segment stores 1 into $x$ if $b$ is true, and 0 into $x$ if $b$ is false; $x$ effectively contains the value of $b$. A run-time check can detect easily that the assignment $x = 1$ communicates information improperly, and abort the program at this point. Consider, however, the case where $b$ is false: no assignment to $x$ occurs within the context in which $b$ affects the flow of control. The fact of the program’s aborting or continuing implicitly communicates information about the value of $b$, which can be used in at least the case where $b$ is false.

Static analysis would be too limiting for structures like file systems, where information flow cannot be verified statically. JIF defines a new secure run-time escape hatch for these structures, with explicit run-time label checks. Uses of the run-time information flow mechanism are still verified statically, to ensure that they do not leak information.

JIF extends previous work on static flow checking in two ways. First, it contains powerful language features that have not been integrated with static flow checking previously, including mutable objects, subclassing, dynamic type tests, and exceptions. Second, it provides powerful new features that make information flow checking less restrictive and more convenient than in previous programming languages:

- A simple but powerful model of authority allows code privileges to be checked statically, and also allows authority to be granted and checked dynamically.
- *Label polymorphism* permits code that is generic with respect to the security class of the data it manipulates.
- Run-time label checking and first-class label values provide an escape to run-time checks when static checking is too restrictive. Run-time checks are statically checked to ensure that information is not leaked by the success or failure of the run-time check itself.
- Automatic label inference makes unnecessary many of the annotations that otherwise would be required.

### 2.2.2 Trusted Execution Platform

To ensure that programs preserve privacy, it is not enough to check their label-correctness at compile time; we also need to ensure that their execution is carried out in a way that is consistent with the labels. Therefore we need to provide a runtime environment that runs programs in a label correct way. We call this environment the trusted execution platform [1]. This platform might run on a router in an active network, or more generally on some node in the Internet.

The platform allows code to be imported and ensures that the imported code follows the rules. For example, it can import the tax preparer’s code and also code provided by Bob and ensure that neither program exposes the other’s private information.

The platform runs two kinds of code, trusted code and untrusted code. All code that it runs for users, e.g., Bob’s code and the tax preparer’s code, is untrusted.

The trusted computing base, which includes all the trusted code, must include a mechanism that ensures that untrusted code follows the rules of the model. The mechanism might be a compiler that statically checks the information flows in a program and then digitally signs the program. However, having the compiler in the trusted base is not desirable since compilers are very large. Therefore, the platform runs a verifier that checks the output of such a compiler (as annotated byte codes).

The trusted base must also include many of the usual trusted components of an operating system: hardware that has not been subverted, a trustworthy underlying operating system, and a reliable authentication mechanism.
2.3 Byzantine Fault Tolerance

Our research under this grant led to the development of a new replication protocol that offers both integrity and high availability in the presence of Byzantine faults. Our replication technique allows a system to continue to function correctly even when some replicas are compromised by an attacker; this is worthwhile because the growing reliance on online information services makes malicious attacks more likely and their consequences more serious. The system also survives nondeterministic software bugs and software bugs due to aging (e.g., memory leaks). Our approach improves on the usual technique of rebooting the system because it refreshes state automatically, staggers recovery so that individual replicas are highly unlikely to fail simultaneously, and has little impact on overall system performance.

Because of recovery, our system can tolerate any number of faults over the lifetime of the system, provided fewer than 1/3 of the replicas become faulty within a window of vulnerability. The best that could be guaranteed previously was correct behavior if fewer than 1/3 of the replicas failed during the lifetime of a system. Our previous work [4] guaranteed this and other systems [29, 14] provided weaker guarantees. Limiting the number of failures that can occur in a finite window is a synchrony assumption but such an assumption is unavoidable: since Byzantine-faulty replicas can discard the service state, we must bound the number of failures that can occur before recovery completes. But we require no synchrony assumptions to match the guarantee provided by previous systems.

The window of vulnerability can be small (e.g., a few minutes) under normal conditions. Additionally, our algorithm provides detection of denial-of-service attacks aimed at increasing the window: replicas can time how long a recovery takes and alert their administrator if it exceeds some pre-established bound. Therefore, integrity can be preserved even when there is a denial-of-service attack.

The remainder of this section provides an overview of our approach. More details can be found in [5].

2.3.1 The BFT Algorithm

Our algorithm is a form of state machine replication [15, 31]: the service is modeled as a state machine that is replicated across different nodes in a distributed system. The algorithm can be used to implement any replicated service with a state and some operations. The operations are not restricted to simple reads and writes; they can perform arbitrary computations.

The service is implemented by a set of replicas \( R \) and each replica is identified using an integer in \( \{0, ..., |R| - 1\} \). Each replica maintains a copy of the service state and implements the service operations. For simplicity, we assume \( |R| = 3f + 1 \) where \( f \) is the maximum number of replicas that may be faulty. Service clients and replicas are non-faulty if they follow the algorithm and if no attacker can impersonate them (e.g., by forging their MACs).

Like all state machine replication techniques, we impose two requirements on replicas: they must start in the same state, and they must be deterministic (i.e., the execution of an operation in a given state and with a given set of arguments must always produce the same result).

Our algorithm ensures safety for an execution provided at most \( f \) replicas become faulty within a window of vulnerability of size \( T_v \). Safety means that the replicated service satisfies linearity [12, 3]: it behaves like a centralized implementation that executes operations atomically one at a time. Our algorithm provides safety regardless of how many faulty clients are using the service (even if they collude with faulty replicas).
The algorithm also guarantees liveness: non-faulty clients eventually receive replies to their requests provided (1) at most $f$ replicas become faulty within the window of vulnerability $T_v$; and (2) denial-of-service attacks do not last forever, i.e., there is some unknown point in the execution after which all messages are delivered (possibly after being retransmitted) within some constant time $d$, or all non-faulty clients have received replies to their requests. Here, $d$ is a constant that depends on the timeout values used by the algorithm to refresh keys, and trigger view-changes and recoveries.

The algorithm works as follows. Clients send requests to execute operations to the replicas and all non-faulty replicas execute the same operations in the same order. Since replicas are deterministic and start in the same state, all non-faulty replicas send replies with identical results for each operation. The client waits for $f + 1$ replies from different replicas with the same result. Since at least one of these replicas is not faulty, this is the correct result of the operation.

The hard problem is guaranteeing that all non-faulty replicas agree on a total order for the execution of requests despite failures. We use a primary-backup mechanism to achieve this. In such a mechanism, replicas move through a succession of configurations called views. In a view one replica is the primary and the others are backups. We choose the primary of a view to be replica $p$ such that $p = v \mod |\mathcal{R}|$, where $v$ is the view number and views are numbered consecutively.

The primary picks the ordering for execution of operations requested by clients. It does this by assigning a sequence number to each request. But the primary may be faulty. Therefore, the backups trigger view changes when it appears that the primary has failed to select a new primary. Viewstamped Replication [28] and Paxos [16] use a similar approach to tolerate benign faults.

To tolerate Byzantine faults, every step taken by a node in our system is based on obtaining a certificate. A certificate is a set of messages certifying some statement is correct and coming from different replicas. An example of a statement is: “the result of the operation requested by a client is $r$”.

The size of the set of messages in a certificate is either $f + 1$ or $2f + 1$, depending on the type of statement and step being taken. The correctness of our system depends on a certificate never containing more than $f$ messages sent by faulty replicas. A certificate of size $f + 1$ is sufficient to prove that the statement is correct because it contains at least one message from a non-faulty replica. A certificate of size $2f + 1$ ensures that it will also be possible to convince other replicas of the validity of the statement even when $f$ replicas are faulty.

We use a three-phase protocol to atomically multicast requests to the replicas. The three phases are pre-prepare, prepare, and commit. The pre-prepare and prepare phases are used to totally order requests sent in the same view even when the primary, which proposes the ordering of requests, is faulty. The prepare and commit phases are used to ensure that requests that commit are totally ordered across views. Figure 5 shows the operation of the algorithm in the normal case of no primary faults.

**View Changes.** The view-change protocol provides liveness by allowing the system to make progress when the primary fails. View changes are triggered by timeouts that prevent backups from waiting indefinitely for requests to execute. A backup is waiting for a request if it received a valid request and has not executed it. A backup starts a timer when it receives a request and the timer is not already running. It stops the timer when it is no longer waiting to execute the request, but restarts it if at that point it is waiting to execute some other request.

If the timer of backup $i$ expires in view $v$, the backup starts a view change to move the system to view $v + 1$. It stops accepting messages for the normal execution of client requests and multicasts a VIEW-CHANGE message to all replicas.
When the primary \( p \) of view \( v + 1 \) receives \( 2f \) valid view-change messages for view \( v + 1 \) from other replicas, it multicasts a NEW-VIEW message to all other replicas.

A backup accepts a new-view message for view \( v+1 \) if it is signed properly, and contains proof that the new primary received enough view change requests.

Thereafter, all replicas are brought up-to-date if necessary in terms of the requests that have been executed and normal functioning resumes.

**Recovery.** The recovery protocol makes faulty replicas behave correctly again to allow the system to tolerate more than \( f \) faults over its lifetime. To achieve this, the protocol ensures that after a replica recovers it is running correct code; it cannot be impersonated by an attacker; and it has correct, up-to-date state.

Recovery is *proactive*: replicas recover periodically independently of any failure detection strategy. A Byzantine-faulty replica may appear to behave properly even when broken; therefore recovery must be proactive to prevent an attacker from compromising the service by corrupting \( \frac{1}{3} \) of the replicas without being detected. Our algorithm recovers replicas periodically independent of any failure detection mechanism. However a recovering replica may not be faulty and recovery must not cause it to become faulty, since otherwise the number of faulty replicas could exceed the bound required to provide safety. In fact, we need to allow the replica to continue participating in the request processing protocol while it is recovering, since this is sometimes required for it to complete the recovery.

We assume each replica has a secure cryptographic co-processor, e.g., a Dallas Semiconductors iButton, or the security chip in the motherboard of the IBM PC 300PL. The co-processor stores the replica’s private key, and can sign and decrypt messages without exposing this key. It also contains a true random number generator, e.g., based on thermal noise, and a counter that never goes backwards. This enables it to append random numbers or the counter to messages it signs.

Each replica has a *watchdog timer* that periodically interrupts processing and hands control to a *recovery monitor*, which is stored in the read-only memory. For this mechanism to be effective, an attacker should be unable to change the rate of watchdog interrupts without physical access to the machine. Some motherboards and extension cards offer the watchdog timer functionality but allow the timer to be reset without physical access to the machine. However, this is easy to fix by preventing write access to control registers unless some jumper switch is closed.

These assumptions are likely to hold when the attacker does not have physical access to the replicas, which we expect to be the common case. When they fail we can fall back on system administrators to perform recovery.

The first stage of the recovery protocol is to reboot the machine. This is done periodically when the watchdog timer goes off. The recovery monitor saves the replica’s state (the log and the
After this point, the replica’s code is correct and it did not lose its state. The replica must retain its state and use it to process requests even while it is recovering. This is vital to ensure both safety and liveness in the common case when the recovering replica is not faulty; otherwise, recovery could cause the \( f + 1 \)st fault. But if the recovering replica was faulty, the state may be corrupt and the attacker may forge messages because it knows the cryptographic keys used to authenticate both incoming and outgoing messages.

The second part of recovery protocol solves these problems by discarding the keys the recovering replica shares with clients and other replicas, and establishing new keys.

The final part of the recovery protocol consists of checking and fetching the service state. While replica \( i \) is recovering, it uses an efficient state transfer mechanism based on Merkle trees to determine what pages of the state are corrupt and to fetch pages that are out-of-date or corrupt; details are in [5].

After the recovering replica is brought up-to-date, it can restart the normal execution of service requests.

### 2.3.2 Implementation

Our algorithm has been implemented as a generic program library with a simple interface. This library can be used to provide Byzantine-fault-tolerant versions of different services.

To evaluate the performance of our algorithm, we ran a number of experiments; the details can be found in [5]. The experiments compare the performance of a replicated NFS implemented using the library with an unreplicated NFS. The results show that the performance of the replicated system without recovery is close to the performance of the unreplicated system. They also show that it is possible to recover replicas frequently to achieve a small window of vulnerability in the normal case (2 to 10 minutes) with little impact on service latency.

### 2.4 BASE: Using Abstraction to Improve Fault Tolerance

BASE is a replication technique that combines Byzantine-fault tolerance with work on data abstraction [19]. Byzantine-fault tolerance allows a replicated service to tolerate arbitrary behavior from faulty replicas, e.g., behavior caused by a software bug or an attack. Abstraction hides implementation details to enable the reuse of off-the-shelf implementations of important services (e.g., file systems, databases, or HTTP daemons) and to improve the ability to mask software errors.

We extended the BFT library [4, 5] to implement BASE. (BASE is an acronym for BFT with Abstract Specification Encapsulation.) The original BFT library provides Byzantine-fault tolerance with good performance and strong correctness guarantees if no more than \( 1/3 \) of the replicas fail within a small window of vulnerability. However, it requires all replicas to run the same service implementation and to update their state in a deterministic way. Therefore, it cannot tolerate deterministic software errors that cause all replicas to fail concurrently and it complicates reuse of existing service implementations because it requires extensive modifications to ensure identical values for the state of each replica.

The BASE library and methodology correct these problems — they enable replicas to run different or non-deterministic implementations. The methodology is based on the concepts of *abstract specification* and *abstraction function* from work on data abstraction [19]. We start by defining a
common abstract specification for the service, which specifies an abstract state and describes how each operation manipulates the state. Then we implement a conformance wrapper for each distinct implementation to make it behave according to the common specification. The last step is to implement an abstraction function (and one of its inverses) to map from the concrete state of each implementation to the common abstract state (and vice versa).

The methodology offers several important advantages.

Reuse of existing code. BASE implements a form of state machine replication \([15, 31]\), which allows replication of services that perform arbitrary computations. But state machine replication requires determinism: all replicas must produce the same sequence of results when they process the same sequence of operations. Most off-the-shelf implementations of services fail to satisfy this condition. For example, many implementations produce timestamps by reading local clocks, which can cause the states of replicas to diverge. The conformance wrapper and the abstract state conversions enable the reuse of existing implementations without modifications. Furthermore, these implementations can be non-deterministic, which reduces the probability of common mode failures.

Software Rejuvenation through proactive recovery. It has been observed \([13]\) that there is a correlation between the length of time software runs and the probability that it fails. BASE combines proactive recovery \([5]\) with abstraction to counter this problem. Replicas are recovered periodically even if there is no reason to suspect they are faulty. Recoveries are staggered so that the service remains available during rejuvenation to enable frequent recoveries. When a replica is recovered, it is rebooted and restarted from a clean state. Then it is brought up to date using a correct copy of the abstract state that is obtained from the group of replicas. Abstraction may improve availability by hiding corrupt concrete states, and it enables proactive recovery when replicas do not run the same code or run code that is non-deterministic.

Opportunistic N-version programming. Replication is not useful when there is a strong positive correlation between the failure probabilities of the different replicas, e.g., deterministic software bugs cause all replicas to fail at the same time when they run the same code. N-version programming \([6]\) exploits design diversity to reduce the probability of correlated failures, but it has several problems \([11]\): it increases development and maintenance costs by a factor of \(N\) or more, adds unacceptable time delays to the implementation, and does not provide a mechanism to repair faulty replicas.

BASE enables an opportunistic form of N-version programming by allowing us to take advantage of distinct, off-the-shelf implementations of common services. This approach overcomes the defects mentioned above: it eliminates the high development and maintenance costs of N-version programming, and also the long time-to-market. Additionally, we can repair faulty replicas by transferring an encoding of the common abstract state from correct replicas.

Opportunistic N-version programming is a viable option for many common services, e.g., relational databases, HTTP daemons, file systems, and operating systems. In all these cases, competition has led to four or more distinct implementations that were developed and are maintained separately but have similar (although not identical) functionality. Since each off-the-shelf implementation is sold to a large number of customers, the vendors can amortize the cost of producing a high quality implementation.

Furthermore, the existence of standard protocols that provide identical interfaces to different implementations, e.g., ODBC \([9]\) and NFS \([27]\), simplifies our technique and keeps the cost of
writing the conformance wrappers and state conversion functions low. We can also leverage the
effort toward standardizing data representations using XML.

2.4.1 Implementation
We implemented BASE as a generic program library with a simple interface. In addition, we
implemented two prototype services using this technique and studied their performance to provide
insight into the overhead introduced by BASE.

The first one is BASEFS — a replicated NFS file system where each replica can run a different
off-the-shelf file system implementation. The conformance wrapper and the state conversion func-
tions in our prototype are simple, which suggests that they are unlikely to introduce new bugs and
that the monetary cost of using our technique would be low.

We ran the Andrew benchmark to compare the performance of our replicated file system and
the off-the-shelf implementations that it reuses. Our performance results indicate that the over-
head introduced by our technique is low; BASEFS performs within 32% of the standard NFS
implementations that it reuses.

We also used the methodology to build a Byzantine-fault-tolerant version of the Thor object-
oriented database [18] and made similar observations. In this case, the methodology enabled reuse
of the existing database code, which is non-deterministic.

3 Technology Transfer
This section summarizes the technology transfer through software distributions, personnel, and
industrial relationships.

3.1 Software

• JIF. We have implemented a compiler that does a source to source translation from JIF
to Java. The JIF compiler is based on our earlier work on PolyJ [20], an extension to
Java that supports parametric polymorphism. The JIF compiler makes use of our new
techniques for label checking and label inference. This code is available over the web at
http://www.cs.cornell.edu/jif/

• BFT. We have implemented BFT as a generic program library with a simple interface. The
library can be used to provide Byzantine-fault-tolerant versions of different services. The
software is available over the web at http://pmg.lcs.mit.edu/bft/

• BASE. We have also implemented BASE as a generic program library with a simple interface.
The software is available over the web at http://pmg.lcs.mit.edu/bft/

3.2 Personnel
Much of the technology has been transferred through students who have worked on the project.
Sarah Ahmed, Nick Mathewson, and Zheng Yang all received their MS degrees and left to work in
industry. In addition Sameer Ajmani spent nine months working in industry after completing his
MS; he has since returned to MIT to work on his PhD.

Andrew Myers and Miguel Castro completed their PhDs doing research under the grant. Andrew
worked on the information flow model and is now on the faculty at Cornell. Miguel developed the
BFT protocol; he is now working at Microsoft Research in Cambridge England. Rodrigo Rodrigues received his MS degree for his work on BASE; he is currently working on his PhD at MIT.
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