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EXECUTIVE SUMMARY

The integration of cost evaluations into the design process, i.e. making them in situ, requires a strategic cost evaluation framework. This framework must address three key components: (1) the processes by which design and cost evaluations are performed, (2) the methodologies/technologies (M/T) that are needed in order to effectively carry out these processes, and more specifically (3) the way cost models are used, reused, and managed. In order to design-in affordability early in design, engineering tools, including cost assessment tools, must be integrated into the design process and interact with tools that support other types of, but related, analyses. Insertion of these technologies requires an understanding of the design, requirements, and cost-estimation processes. Therefore, definition of these key processes, and the relationships among the processes, are essential for defining and developing an integrated support tool to enhance these processes. There are many good methodologies/technologies (M/T) available and being developed to support cost evaluations during design; however, they are not a part of an overall strategy or plan that considers the needs and requirements of the design trade study process and the relationships among the M/T. Models are an important element in cost estimating; they transform parameters and design variables into estimates of cost performance and risk. Given their importance, there are many key issues related to cost estimating models.

In order to help address these needs this project had three primary initiatives:

1) begin developing the foundation for a strategic “view” or framework of the design/cost processes and the needs that exist for cost evaluations to effectively support design tradeoff studies by initiating the:
   a) definition of the design, requirements engineering/management, and cost assessment processes and develop a means to represent these processes,
   b) identification and definition of the needs that exist for effectively carrying out the design/cost processes; in addition, develop a means to structure or represent these needs,
   c) identification and definition of the capabilities that exist or that are evolving that are and can be applied to address the need to effectively carry out the design/cost processes; also develop a means to represent these capabilities, and
   d) mapping of needs and capabilities in order to identify “gaps,” as well as alternative means.

2) utilize the process definitions and needs assessment to develop an architecture for integrating the M/T to better support design tradeoff studies.

3) develop prototype applications of the IDCT Tool through iterative design and industry reviews in order to prove proof of concept and demonstrate components of the architecture. The Cost Risk Tool prototype, version 3, has the following capabilities:
   a) based on design and cost-analyses processes
   b) object-oriented, model centric architecture (e.g. model registration and management, variable complexity models)
   c) flexible, coupled, dynamic, hierarchical product- and cost-breakdown structures
   d) integrated Monte Carlo simulation engine to facilitate risk analysis
   e) simulation-based reliability prediction model.

The project was progressing in all three initiatives, as is demonstrated in the contents of this report, when the project was curtailed. Dissemination of results to date is through at least 3 journal articles (1 published, 2 in preparation) and 3 conference papers.

This report is organized into four sections:

- Section 1: Project Description. An overview of the problem addressed and project objective and goals, as well a summary of project activities, participants, and key results. More details on many
of the key activities are presented in the following section in the form of papers and technical notes.

- **Section 2: Conference/Journal Articles & Technical Notes.** Discussion of many of the topics presented in Section 1 are expanded in this section through papers that have been written about work that has been performed as part of this project. Some of the papers are published conference or journal articles; others are submitted or nearly ready for submission. This section also includes technical notes on topics that were researched in this project; the information is provided in note format because some are too short to be published, while others are not yet in an appropriate form for publication.

- **Section 3: Project Briefing.** Presentation slides that summarize the work performed in the project.

- **Section 4: Foundation Report.** Since the precursor study to this project was not published by the Air Force, and since the information in the study provides the basis for the work being reported, the precursor report is included as the last section of this report. The precursor report was completed by the same Principal Investigator in September 2000, for AFRL through a contract with Anteon Corporation, Contract F33615-96-D-5608, Delivery Order No. 34.
1. PROJECT DESCRIPTION

This project was funded by the Air Force Research Laboratory (AFRL) from July 2000 through May 2002; it was co-funded by Mississippi State University (MSU) from July 2000 to the present.

This report is organized into four sections:

- Section 1: Project Description. An overview of the problem addressed and project objective and goals, as well a summary of project activities, participants, and key results. More details on many of the key activities are presented in the following section in the form of papers and technical notes.
- Section 2: Conference/Journal Articles & Technical Notes. Discussions of many of the topics presented in Section 1 are expanded in this section through papers that have been written about work that has been performed as part of this project. Some of the papers are published conference or journal articles; others are submitted or nearly ready for submission. This section also includes technical notes on topics that were researched in this project; the information is provided in note format because some are too short to be published, while others are not yet in an appropriate form for publication.
- Section 3: Project Briefing. Presentation slides that summarize the work performed in the project.
- Section 4: Foundation Report. Since the precursor study to this project was not published by the Air Force, and since the information in the study provides the basis for the work being reported, the precursor report is included as the last section of this report. The precursor report was completed by the same Principal Investigator in September 2000, for AFRL through a contract with Anteon Corporation, Contract F33615-96-D-5608, Delivery Order No. 34.

Section 1 is organized as follows. The first subsection describes the basic problem that this project addresses. This is followed by a statement of the project’s objective and goals, a discussion of the underlying philosophy that provides the foundation for the concepts and methodologies that have been developed, and a brief description of previous work. This is followed by a summary of activities carried out during this project, a description of the cost-risk tool prototype that was developed, a list of project participants, and a summary of accomplishments.

The reference section at the end of Section 1 contains only the sources specifically referenced in this section. Most of these refer to the publications included in Section 2. These publications provide the details of the concepts and methodologies that were developed in this project and contain their own set of references. Section 4, the Foundation Document, also has its own set of references, which is much more comprehensive since that study involved a literature review of the field.

A list of acronyms is provided as Appendix 1-A.
1.1 Statement of the Problem

The design of affordable products requires cost evaluations to be an integral part of design tradeoff studies. The integration of cost evaluations into the design process, i.e., making them in situ, requires a strategic cost evaluation framework. This framework must address three key components: (1) the processes by which design and cost evaluations are performed, (2) the methodologies/technologies (M/T) that are needed in order to effectively carry out these processes, and more specifically (3) the way cost models are used, reused, and managed.

In order to design-in affordability early in design, engineering tools, including cost assessment tools, must be integrated into the design process and interact with tools that support other types of, but related, analyses. Insertion of these technologies requires an understanding of the design, requirements, and cost-estimation processes. Therefore, definition of these key processes, and the relationships among the processes, are essential for defining and developing an integrated support tool to enhance these processes. The following identify some of the primary process-definition issues.

- There is no overall systems view of cost evaluation and related processes.
- There is a lack of a life-cycle perspective; i.e., there is little definition as to how existing M/T are used over the design and product life cycles and how the M/T are transitioned over the life cycle.
- The main processes that use and provide information to the cost evaluation process are not well understood. As a result, they are not well defined. A larger concern is that the cost estimating/evaluating process itself is not well defined.
- Since the processes are not well defined, the relationships among the processes are not well defined.
- Also, since the processes are not well understood and defined, the needs of the processes are not clearly articulated.
- Without a clear definition of needs, capabilities, and processes, the varied technologies employed to support cost evaluations are not as effective as they could be. This lack of structure and strategy also contributes to a rather ad hoc technology development environment.
- Tools that support the cost evaluation process and the design process are often developed without a clear idea of how they fit into the overall process.

There are many good methodologies/technologies (M/T) available and being developed to support cost evaluations during design; however, they are not a part of an overall strategy or plan that considers the needs and requirements of the design trade study process and the relationships among the M/T. As a result, with regard to current and evolving M/T, there is:

- little understanding of how the M/T are related to one another and how they complement each other; basically there are islands of M/T for performing cost assessments. Oftentimes, M/T tend to address some local problem for one activity in the design tradeoff process and there is no clear definition of how they interface with other tools.
- no defined set of capabilities that are needed for cost assessments in order to effectively support the design trade study process, especially during early design.
- no formal “inventory” of capabilities that are addressed by existing and evolving M/T.
- no formal assessment and identification of the key “gaps” between M/T capabilities design/cost process needs; this gap analysis should provide the basis for effective resource allocations to address the gaps.
- M/T are disparate; there is no unifying structure or framework and no integration strategy for federating multiple M/T.
Models are an important element in cost estimating; they transform parameters and design variables into estimates of cost performance and risk. Given their importance, there are some key issues related to cost estimating models; generally, models:

- are naturally disparate – they address different needs at different stages of the development process. Unfortunately, there is no unifying structure or framework and no integration strategy for federating multiple models, regardless of their type.
- are not well linked to one another. Whether for the same estimating instance or over time, and from one analysis to another, they are isolated and result in islands of analysis.
- and data often become embedded in the analysis, rather than being external and available for multiple analyses.
- lack a general organizational structure, i.e. they are not organized in a manner like data in a database.
- data, and technologies tend to be focused on point solutions; i.e. they are used to address near-term and local questions or tradeoff studies and are not candidates for reuse on comparable projects.
- do not adequately address cost risk in design tradeoff studies.
- are not applied in a manner that leverages all of the information that is available about a system. Too often the cost structure and type of estimating model are applied to all components in the system rather than being based on the information that is available to perform the estimate; this is mostly due to the lack of a model-focused framework that facilitates the application of variable-complexity models. For example, a new technology may be introduced into part of the system and since little is known about the technology the use of a parametric cost model is appropriate. On the other hand, another part of the system may be nearly off-the-shelf, in which case a detailed buildup type of estimate is the most appropriate. The level of fidelity in the estimate is much greater for the latter system component. In this case, one should be able to select the most appropriate model based on the information that is available and link models of different types to various system components. Similarly, one should be able to change the models linked to the system as the design evolves and the information matures.

While the above list of issues is quite extensive, and beyond the scope of any one project, it is hoped that this project provides a small step towards confronting, addressing, and resolving some of these issues.

### 1.2 Project Objective and Goals

The overall objective of this effort is enhance the design of affordable products by providing, as an integral part of the trade-study processes, timely and relevant evaluations of the cost to produce and operate a product. It also is intended to foster a better understanding of the impacts of design and programmatic variables on product/process costs. This project is intended to address the problems outlined in the previous section. Specifically, this project was intended to:

- develop a framework, set of processes, and ultimately a design decision-support tool that would be an open and flexible system for conducting and managing cost analyses and trade studies early in the product design process,
- assimilate and integrate distributed and disparate cost-evaluation processes, data, and models, as well as advanced design technologies, for use over the product life cycle,
- develop a means to utilize the “most appropriate” models and data to assess product alternatives as the design evolves,
- identify and provide means for effectively inserting the technologies into the design process, and
- test, evaluate, and deploy the results of the project in industry and academe.
1.3. Underlying Philosophy

Prior to discussing the specific activities and outcomes of this project, we provide a brief introduction of the underlying philosophy that is the basis for this work.

This project is based upon the general notions that cost analyses:
1. are a critical aspect of designing affordable products,
2. are a key link in the trade-off study process, providing feedback on the implications of design decisions,
3. need to be performed early in the design process to be most effective, i.e., to have the most impact,
4. link and transform design variables and parameters to measures of system performance,
5. are model based, i.e. models are the means to transform design variables and parameters into performance measures,
6. are performed according to definable processes and these processes are related to other engineering processes, such as design, requirements definition, etc.
7. need to address life-cycle cost (research and development, production, operations and support) implications,
8. need to be linked with previous analyses for the system being developed as well as with related systems in order to facilitate reuse, leverage related knowledge, track change, etc.,
9. need to include assessments of risk and uncertainty,

The next several figures are used to illustrate these concepts. First, Figure 1-1 shows that the IDCT Tool is aimed at fulfilling a critical need in the design of affordable products. It is used to facilitate and enhance design decisions by trading off performance and life-cycle cost (LCC) -- including product design and development, production, and operations and support -- early in the design process. It not only considers “point estimates” for the cost of design alternatives but the cost risk and uncertainty of the estimate.

In order to design and develop affordable products, design and cost activities need to be tightly linked. This is represented in the upper left portion of Figure 1-2. Both activities are driven by requirements and capabilities. At the highest level, design activities provide both production and operations characteristics/attributes of the design to the cost analysis activities; in return the cost analyses provide the design team with measures of cost performance.

Our approach calls for cost analyses to be a variable-complexity design decision-support system (DSS). This is illustrated in the lower portion of Figure 1-2 by the three ellipses that represent the three primary components of a DSS – models, data, and user interfaces. Enabling technologies are noted as well since they are used within and among the DSS components and are a required to implement the DSS. We posit that the design/cost decision-support technologies must:
- consider uncertainty
- be able to utilize a wide variety of models that depend on the information available
- be able to utilize data from multiple sources, multiple systems, and from various parts of the life cycle, including historical design and cost studies.
Figure 1-1: IDCT Tool meets a critical need to trade off performance, cost, and risk early in the design process.
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Figure 1-2: Design performance should be assessed through a decision-oriented LCC tool.
In Figure 1-2, the data component of the DSS overlaps a timeline that represents a system’s life cycle. This illustrates that cost analyses are performed longitudinally throughout a product’s life cycle; although it is well known that in order to have the most impact, LCC should be addressed early in the design process. The figure also represents the notion that cost analyses should utilize data from multiple sources and multiple systems at varying stages in the life cycle. This supports the notion of variable complexity in that the analyses reflect the fidelity of the design; that is, each component within a system should be analyzed based on the level of definition of that component. For example, components of a system in conceptual design may be mature and fielded; therefore, detailed, highly reliable cost data should be available and as a result should be used. However, other components within in the same system may utilize new technologies; therefore, cost data most likely is not available and must be estimated with high-level models, e.g., using parametric methods. Therefore, the DSS should have access to a variety of models and data and the appropriate models and data should be invoked depending on the type and extent of information that is available. The models and data that are used should change as the design evolves, reflecting the increasing definition of the design.

At the top of Figure 1-2, the arrow that emanates from the design activity leads to three intersecting circles that represent customer requirements, producibility, and supportability. The shaded area at the intersection of the circles denotes that a successful design will lie within the intersection where customer requirements are satisfied, the product is economically and technically producible, and is economically and technically supportable. The aggregation of these characteristics is often reflected in life-cycle cost.

Prior to developing a DSS for assessing the cost of alternative designs, it is important to understand that cost analysis is a process and clearly define the activities associated with that process. Figure 1-3 represents the cost analyses process in an IDEF0 format; i.e., as is described further below, the Cost Analysis box in the center of the figure is represented as an ICOM box where input, controls, output, and mechanisms are denoted on each of the four sides of the box.

The contents of the Cost Analysis box in Figure 1-3 identify the key types of analyses that are typically performed: estimating (providing performance measure(s) for a single design), comparing (simultaneous consideration of multiple designs with a focus on similarities), contrasting (simultaneous consideration of multiple designs with a focus on differences), sensitivity analyses, and optimization. The tool developed in this project focuses on estimating and sensitivity analyses but provides the foundation for extending its capability to include the concurrent assessment of multiple designs.

Cost analyses are fundamentally transformation processes, converting a variety of characteristics into performance measures. The inputs to the cost analysis process are shown along the left side of the ICOM box in Figure 1-3 and include programmatic factors (program delivery schedule, purchase quantity, etc.), cost factors/parameters (e.g., labor rates, escalation factors), physical characteristics (e.g., size, weight, material, reliability), production characteristics (e.g., primary production processes, scrap rate, learning curve factors), and operations characteristics (e.g., mission profile, maintenance plan). All of these are received in some form from domain experts. Controls are denoted at the top of the ICOM box and include the phase of the life cycle when the analysis is performed, and the resolution or fidelity of the design. Output from cost analyses are primarily evaluation measures such as specific cost values, as well as measures of cost risk. They are conveyed to the design team and used assess the impact of design changes. Mechanisms are things used to carry out the process activities; they include data, models and tools, and domain experts.
Figure 1-3: A systems view of cost analyses.
Understanding and defining cost analysis activities is a necessary but not sufficient condition for the design and development of an effective design/cost DSS. The design activities must be defined as well and the relationships among the design and cost activities must be understood and defined. As a start towards that end, the relationship map in Figure 1-4 defines some of the high-level activities that are typically undertaken during a cost analysis and identifies some preliminary links to the design process. The activities in Figure 1-4 are grouped into five primary activities – define, set up, decide, determine, and trade off. The key activity is “trade off,” where the cost and performance of alternative designs are traded off in order to determine the “best” approach. Obviously, cost is a major part of the trade-off study.

All of the other primary activities support the trade-off activity. The design process provides an item structure, a hierarchical representation of the product, and a set of characteristics; these, along with programmatic information from the Define activity, are transformed, typically through the use of some type(s) of models, into cost measures. The transformation takes place within the Determine activity.

The Setup and Decide activities shown in Figure 1-4 are used to establish the costing strategy that is applied to the analysis of a particular design. The Setup activity identifies the types of cost that will be considered -- e.g. manufacturing, fly-away, life-cycle-- the cost elements, and their structure. It also identifies the cost models that are available and associates each model with a cost element or set of cost elements. The Decide activity defines both the costing approach and the costing methodology and is performed for each trade-off study; i.e., different components in a design, and even different alternatives for those components, may require a different costing approach or methodology. For example, a fielded component involves little uncertainty and there should be sufficient information for a detailed buildup of costs; therefore, the approach would be deterministic and the methodology would be a detailed engineering build up. This is in contrast to a new technology, where the approach would be stochastic to assess the inherent risk and the methodology would likely be parametric.

1.4 Previous Work

This project builds upon previous work performed by the Principal Investigator. It most closely builds upon a precursor or foundation study that directly preceded this project. Since the report from the foundation study was never published, it is included as Section 4. A brief summary of the precursor project is provided below, along with its conclusions.

Since this is the initial step towards the development of a comprehensive design decision-support tool, a significant portion of the project focused on defining user needs and system requirements. As a prerequisite to these activities, the product life cycle and systems development processes were defined and the general characteristics of cost-evaluation environments were identified. All of these activities provided the foundation for identifying user needs and establishing system requirements. In addition, a preliminary concept of operation for the Tool was formulated.

A conceptual design for an IDCT Tool was developed using an object-based approach. The design scheme focused on the intelligent integration of cost elements (models, data, tools, etc.) in order to provide an effective decision support system for cost evaluation during design, especially during the conceptual and preliminary design phases. Based on the conceptual design for the IDCT Tool, commercial off-the-shelf (COTS) software were identified that could support the development of the Tool. In order to demonstrate feasibility of the approach and design, we developed a prototype of an IDCT Tool.
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Figure 1-4: Cost analysis activities relationship map.
All of the activities of the project provide a solid foundation for further development of the IDCT Tool, including a master plan for further development of the Tool and potential team members that would be a part of the development.

The following are the conclusions from the precursor study.

1. The cost-evaluation environment, especially during conceptual and preliminary design is often not well understood, disparate and highly cross functional, involves information from all phases of the product life cycle, is highly time sensitive (assessments need to be made as the design evolves, not after the fact), involves technologically non-homogeneous designs, is dynamic and uncertain, knowledge based, model centric, is highly concerned with data relevancy and currency, and involves many islands of technologies that need to be assimilated and synthesized.

2. The above characteristics of the design/cost-evaluation environment provide major challenges to the development of a comprehensive design decision support system. It also provides great opportunities to improve current practices and processes.

3. Despite the difficult problem, this project demonstrates the feasibility of defining, developing, and deploying an effective system that can provide cost evaluation support to the design trade study processes.

4. The critical foundation for the successful development and use of an IDCT system is a thorough understanding and definition of the design decision-making processes that involve cost evaluation, definition of the cost-evaluation processes that support design, and the relationships between the design and cost-evaluation processes.
   - It is through these processes that the needs of the stakeholders are identified.
   - The greatest opportunity for improvement is often at the interfaces between processes, i.e., through better communications, control, and management.
   - Design decisions should be based on information that is drawn from all applicable sources and programs and from throughout their life cycle; the models that are used in the decision-making processes should be based on the information that is available.

5. Real value can be added by the development of an IDCT Tool if, in addition to opening the design space, it provides a means to identify and understand how and why design variables influence cost. Similarly, an effective IDCT Tool should capture and utilize evolving design experiences as a means to learn from the experiences.

6. In order to produce affordable products, cost analyses need to be an integral part of conceptual design. To this end, cost analyses need to directly support and facilitate design decision-making (trade studies) processes. In order for this to effectively occur, cost analyses need to be:
   - timely (opportune) – provide feedback as the design evolves, not after the fact.
   - inclusive (comprehensive) – provide, as appropriate, measures of the product’s cost that consider production and operations costs, direct and indirect costs, and recurring and non-recurring costs.
   - useful (relevant) – be sensitive to the needs of the users; e.g., provide feedback on the effect of programmatic variables on cost to the program manager and affect of design variables on cost to the designer.
   - representative (accurate) – based on the most applicable data, models, knowledge, etc.
   - non-intrusive -- be integrated into work processes, provide effective user interfaces, facilitate maintenance.

7. The fundamental capabilities that are needed by an IDCT Tool in order to effectively support early design decisions include:
   - assimilating existing and emerging cost evaluation and supporting technologies (costing systems, models, databases, design guidance, etc.) and providing an open system for easily incorporating new technologies,
   - managing cost-evaluation information over the product life cycle,
• utilizing the most recent and most appropriate data, models, etc. that are available and basing the choice of data, models, etc. on the type of design/programmatic information that is currently available,
• capturing evolving design experiences for the purpose of reuse and learning, and
• providing design guidance from a cost perspective, both on the cost to produce the product and the cost to use the product.

1.5 Activities

The following is a summary of activities that were performed during the project. Results from many of these activities are described in detail in the Conference/Journal Article & Technical Notes section and in the Briefing section of this report. Discussion of the activities is divided into the following sections: tool design, tool development, process definition, investigation of supporting technologies, and dissemination of results.

1.5.1 Tool Design

Tool design includes assessment of the prototype from the precursor study, definition of the IDCT Tool as a decision support system, and definition of the Tool’s overall architecture.

1.5.1.1 Assessment of the prototype from the precursor study.

The work directly related to the prototype developed in the foundation study was reviewed and assessed in order to define the most effective way to proceed with the development of subsequent prototypes that are a part of this project. As a result, we decided to:

1) focus on developing a tool that would have broader and more general applicability, that is:
   a) support life cycle analyses rather than only manufacturing
   b) handle variable complexity models, i.e. be able to apply multiple models within an analysis based on the fidelity of the information available
   c) provide risk assessment capabilities, e.g. means to identify high cost and high cost risk components
   d) provide flexibility at the component level in terms of the types of costs considered and the level of detail
   e) institute structure and rigor into the cost evaluation process in order to permit the use of multiple “external” models, enhance tracking and documentation among alternatives, and encourage reuse in order to expand the design space. In essence, separate models and data from the analysis structure
   f) be MS Windows based

2) investigate means to manage the tool development process.
1.5.1.2 Definition of the IDCT Tool as a decision support system (DSS)

As described earlier, in order to be a successful tool for enhancing the design of affordable products, the IDCT Tool must leverage enabling technologies and integrate models, data, and users. As shown in Figure 1-5, the IDCT Tool is the core that leverages enabling technologies in order to effectively link users, models, and data. The “bubbles” emanating from the components of a DSS in Figure 1-5 provide a sampling of the issues that are associated with developing an IDCT DSS Tool. The “dashed bands” that wrap the four components represent the different types of analyses that the system supports and are referred to as use cases.

Basic DSS concepts were researched in this project. However, since models are a major focus of the project and model management is considered a major aspect of the IDCT Tool, these topics were investigated more heavily than the other DSS components.

The PI attended the INFORMS “Optimizing the Extended Enterprise in the New Economy” Conference in San Diego in May 2001. The aspects of the conference that were most closely related to this project were presentations on the recent developments in decision analysis and an introduction to the AIMMS (Advanced Integrated Multidimensional Modeling System) software from Paragon Decision Technologies. AIMMS provides a development environment for interactive decision support systems that use advanced computational techniques.

1.5.1.3 Architecture

A concept for a new underlying structure for the IDCT Tool was formulated. The model/data management structure is composed of an array for each design alternative; each cell in the array links component data to each element of the cost structure and the Tool’s model base. This is an important element for effectively managing cost estimates and models. Some of the key aspects of the architecture include:

- concept of an “estimate instance” that was defined to merge two dynamic hierarchies – product breakdown structure and cost breakdown structure – and directly link to a model base.
- “model/estimate management structure” was developed to implement to the estimate instance concept.
- model-focused philosophy was implemented through the development of means for model selection, model registration based on a data dictionary, flexible cost structures, etc.
- use cases definitions to support the development of the IDCT Tool.
- object-based system architecture; represented in terms of an entity-relationship diagram.
- Monte Carlo simulation engine developed and incorporated in order to generate data for cost risk analysis. The consideration of risk and uncertainty of cost estimates is critical component in performing tradeoff studies early in the design process. A considerable amount of research went into the development of CRT’s Monte Carlo simulation engine that estimates system risk based on component design parameters.
Figure 1-5: Decision support approach and example issues.
In order to understand the current state of the art in distributed architectures, the PI attended the Enterprise Architecture Conference in New Orleans in March 2002. Several methodologies/technologies that are applicable to the IDCT Tool were identified, including information architecture frameworks, information management, and web portals. Funding for attendance at this conference was provided through another project.

The architecture is further explained in Section 1.6, Cost Risk Tool, and in the paper by Greenwood and Ormon, entitled “A Hierarchical, Model-Based Approach and Tool for Estimating Cost Risk.” It was presented at the Decision Sciences Institute Conference in November 2002 in San Diego and published in the conference’s proceedings; the full paper is included in Section 2.2.

### 1.5.2 Tool Development

Areas addressed within the tool development activities include the development process, the development environment, the Cost Risk Tool’s (CRT) releases and functionality, and an industry survey to provide a preliminary assessment of the project and Tool prototype.

#### 1.5.2.1 Development process

In order to effectively develop the IDCT Tool, we investigated means to define and manage the system development process. Rational Unified Process (RUP), Unified Modeling Language (UML), and Rational Suite software were identified as methodologies and technologies that are well suited to a Web-based object-oriented IDCT Tool. The PI and a Masters student attended a training course on Rational Corporation’s Analyst Suite systems development software in Cupertino, CA. Aspects of the Rational Unified Process (RUP) and Rational’s Tool Suite were used to guide the development of the IDCT Tool.

A result of our investigation into traditional and object-based tools, was the publication of a paper entitled, “A Comparison of Systems Analysis Tools for Software Development,” authored by S. W. Ormon and A. G. Greenwood. The paper was presented at the Industrial Engineering Research Conference in Dallas in May 2001 and was published in their proceedings; a copy of the full paper is provided in Section 2.4, the Conference/Journal Articles & Technical Notes section of this report.

#### 1.5.2.2 Development Environment

In order to begin demonstrating our concepts as quickly as possible, CRT-1 (Cost Risk Tool, version 1) was developed in Visual Basic 6.

Once we had a working prototype, we investigated alternative development environments for CRT-2. Our final choice was between Java and VisualBasic.net. VB.net was selected because Microsoft’s .net environment provides flexibility in terms of programming language, good database tools, and is object oriented. Also, the component software KeyTreeView was selected to create and manage the IDCT’s hierarchies. For CRT-3, we continue development in VB.net and plan to use Microsoft’s internal tree constructs.
1.5.2.3 CRT (Cost Risk Tool) Releases and Capabilities

CRT is the primary component of the IDCT Tool. Evolving prototypes of the Tool’s design serve to illustrate needed capabilities and demonstrate proof of concept for meeting those needs, thereby employing an iterative design and development process approach.

CRT is further explained and illustrated in Section 1.6 and Section 3 (Briefing), as well as:


The following briefly describe the various releases/versions.

CRT-1 (completed December 2001)

- cost estimates are based on flexible and coupled product-breakdown structures (PBS) and cost-breakdown structures (CBS). The PBS is dynamic and the CBS is static (i.e., the CBS is embedded within each PBS component).
- includes simulation-based cost assessment in order to consider design variable and project parameter uncertainty; provides means to:
  - specify individual points of uncertainty
  - determine component-specific cost/risk uncertainty in terms of expected values, histogram, sensitivity analysis
  - assess relationships among components in terms of cost and risk (identify high cost/risk components) – scatter graph
  - cost/risk roll ups to subsystem and system levels
- model-centric cost assessment – a model base linked to CBS/PBS combination employing a simple model selection capability (really only includes the “look and feel” of the selection capability; the models are internal.)
- built upon relational database
- developed in Visual Basic 6.

CRT-2 (completed May 2002) – used to re-engage customers through an industry survey.

- dynamic CBS – user has the ability to create and modify CBS, i.e. it is not embedded within each PBS component.
- utilizes “Explorer” type tree interface for PBS and CBS
- PBS and CBS are coupled through a dynamic array-based structure.
- similar alternative designs are grouped into “packages”
- enhanced user interface
- incorporates data dictionary for variable definition and model registration
- incorporates facilities for registering models
- model selection enhancements:
  - models are external (initial linkage is to Excel, use of XML may follow)
  - based on data dictionary
- developed in VB.net – object oriented (class structure), easy to connect to other programs (XML support), cross Microsoft interfaces (C++ and C#), quick user interface development
- all flat data files
CRT-3 (nearly complete; self funded changes)
• completely redesigned to be truly object oriented to improve maintainability, stability, performance
• completely built upon relational database to improve maintainability, stability, performance, and reporting flexibility
• CBS elements can vary by PBS component
• estimate instance can incorporate multiple models (e.g. the product of a basic cost estimate, labor rate from table, inflation factor from table, and learning curve)
• simulations can be multithreaded
• “close” to server-based application
• improved user interfaces
• developed in VB.net

1.5.2.4 Industry Reviews

Since this project was oriented towards developing methodologies and technologies that were to be used in engineering practice, it was important to gain feedback from industry. During the proposal stage, the PI assembled a project support group composed of individuals with a variety of expertise and representing a wide range of perspectives. The group contained individuals from academia and industry with expertise in cost engineering and analysis (including high-level parametric analyses as well as detailed engineering build up; manufacturing, operations and support, and life-cycle; affordability assessment), product design (including the design process as well as engineering tools such as product data management and CAD), process analysis and design, systems engineering, and information systems. As the fundamental concepts and the overall approach for the IDCT Tool were being formulated in the early stages of the project, many from the project support group provided informal input to the project through discussions at conferences, meetings, and telephone conversations. This group was just beginning to be utilized on a more formal basis when the project was curtailed.

Just prior to the conclusion of the project, an industry survey was developed and administered in order to re-establish the industry contacts and identify potential industry partners to engage in further development of the IDCT Tool. The survey package included a PowerPoint presentation with notes on the project and prototype, two papers on portions of the project, and a questionnaire. The survey focused on key potential participants, i.e. “customers,” in order to obtain their feedback on the concepts and work performed to date, begin to develop ways to further engage potential users, and develop means to demonstrate the value of the project to the Air Force. Participants included: Acquisition Logistics Engineering (Charlie Coogan and Steve Rogers), Cognition Corporation (Brian Glauser and Mike Cronin), John Fondon (retired designer and systems engineer from Northrop Grumman), Frontier Technologies (Ron Shroder), Galorath Associates (Dan Galorath and Newlin Warden), General Electric Aircraft Engines (Mike Bailey), Pratt & Whitney (Joe Jaworski), SDRC (Mohsen Rezayat), TechniRep (Don Shrader), Tecolote Research (Harmon Withee, Peter Frederic).

The survey instrument that was developed and administered is provided as Figure 1-65. The combined results from the ten respondents are overlaid on the survey to the right of the question. As can be seen in Figure 1-6, the project was well received with the mean response for most questions being between Agree and Strongly Agree. In summary, the participants thought the project was relevant and important for advancing the field of cost engineering and the design of affordable products. The participants supported the work being done and encouraged AFRL to continue funding. They were also willing to provide guidance and support for future project activities, including participation in a test case.
INDUSTRY REVIEW, MAY 2002
Reviewer(s): ____________________________

The concepts being developed in this project, as presented in this review, are:

- important to advancing the cost engineering discipline  
  Mean scores: 4.1

- important to enhancing the design of affordable products  
  Mean scores: 4.3

- relevant to our business/industry  
  Mean scores: 4.6

We support the work being done in this project and encourage the AFRL to continue its funding.
  Mean scores: 4.4

We are willing to provide guidance and other in-kind support for this project’s future activities.
  Mean scores: 4.5

We are willing to participate in a test case of the IDCT Tool.
  Mean scores: 4.3

We are willing to jointly fund future development of the project’s methodologies/technologies.
  Mean scores: 2.8

We are interested in working with this project to investigate integrating it into our business.
  Mean scores: 3.9

Figure 1-6: Industry survey of project and Tool prototype.
As a result of the survey, we identified the most likely partners for further development to be:

- Galorath Associates, interface CRT with SEER H, SEER S, and SEER DFM, as well as leverage Galorath’s CAD interface,
- either GEAE through the FIPER (Federated Intelligent Product EnviRonment) program,
- or more likely, Pratt & Whitney and Cognition Corporation, in order to utilize their Cognition’s ECM (Enterprise Cost Management) product.

Unfortunately, these partnerships were not explored further due to AFRL’s suspension of the project.

Two other formal interactions with members of the project support group included: (1) attendance at the 4th Annual Affordability and Cost Modeling Workshop, sponsored by AFRL in Fairborn, OH on 30-31 October 2001 in order to demonstrate and get feedback on preliminary concepts and earlier versions of the prototype; and, (2) a meeting with Don Shraeder of TechniRep to discuss possible collaboration through the A3I (Advanced Aluminum Aerostructures Initiative). We discussed software that may help him assess life cycle cost and discussed ways in which this project might be demonstrated, evaluated, and tested at Boeing and Lockheed Martin.

### 1.5.3 Process Definition

The process definition activities of this project are presented after a brief discussion of specific aspects from the precursor study that provides motivation for this project. The processes that are addressed in this project include the design process, cost estimating process, and requirements engineering/management process. In addition, an approach to better represent these processes was developed and is described in the last portion of this section.

#### 1.5.3.1 Extension of precursor work

One of the results of the precursor study was the definition of a high-level concept of operations for a generic IDCT Tool. This project extends the basic definition by exploring the activities on how the tool would be used in more detail. The concept of operations is extended in several ways. First, since design, cost evaluation, and requirements engineering/management are so tightly related, we explored each of these in more detail, including defining their activities and combining the activities into processes. Each of these efforts is discussed further in subsequent sections. Second, we defined the relationships between the activities within each process. This provides the basis for identifying the relationships between processes. These definitions -- both the activities and their relationships -- provide the foundation for developing a tool that bridges the processes. The tool will not be effective unless there is a clear understanding of how the tool will be used and how it will enhance these critical processes.

An example of this concept is illustrated in Figure 1-7. The two shaded cloud-like symbols represent the design/IPPD decision-making and trade study process and the cost-evaluation process. Specific activities from the design/IPPD process that are directly related to cost evaluation are identified by the process flow diagram under the design/IPPD “cloud.” Similarly, the cost-evaluation activities that are directly related to the design trade study process are identified by the process flow diagram under the cost-evaluation “cloud.” The IDCT Tool provides the link between the two sets of processes. The heavy vertical arrows show the primary links and flows of information between the two sets of processes. These flows of information are managed by the IDCT Tool.
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Figure 1-7: IDCT Tool links design and cost evaluation processes.
1.5.3.2 Definition of design activities and processes

A literature review was conducted in order to define the design process. Information from the literature was used to formulate an initial definition and representation of product design. This was reviewed by a MSU Aerospace Engineering faculty member to refine the representation. Subsequently, information from additional sources was incorporated. As part of this investigation, we recognized the need to identify an example to illustrate and test the design a process, as well as obtain industry input and feedback. We planned to do this but the project was curtailed before this activity was completed.

1.5.3.3 Definition of cost estimating activities and processes

In order to help identify ways to improve cost estimation, especially early in the product design process, and to facilitate the development of cost estimation tools, cost estimation needs to be viewed and represented as a process. Currently, there is no known documented generic cost estimation methodology that addresses the critical steps within the cost estimation process. The documented processes that do exist are industry or government organization specific. Also, the documentation does not use tools such as process modeling to effectively display the process in a coherent and efficient form. Two key activities in this project were to research cost estimation activities and from that information define a generic cost estimation process. The cost estimation processes for the Army, Air Force, Navy, and NASA were reviewed, described, and represented in a common format using the IDEF0 methodology. These processes were then assimilated into a generic cost estimation process which is represented as an IDEF0 diagram and each activity within the process is defined. The assimilated generic cost estimation process was extended and based on a separate investigation of risk/uncertainty methodologies. Details of this activity are provided in:

- Greenwood, A. G. and Ormon, S. W. “Development of a Generic Cost Estimation Process,” completed; to be submitted for review to be presented at the ASEM National Conference, October 2003. (The full paper is included in Section II.3.)

This activity is especially important because it provides the foundation for understanding the activities and tools that an IDCT Tool will need to support. It was planned to have the generic process reviewed by industry but the project was curtailed prior to obtaining the review.

1.5.3.4 Definition of requirements engineering/management activities and processes

Since defining and managing requirements is a critical aspect of the design process and closely linked to cost estimation, we performed a literature review to define the requirements process. Once the process was defined, we planned to link the requirements process with the design and cost estimation processes to create a comprehensive process representation upon which the IDCT Tool could be effectively designed.

The review of the requirements-related literature uncovered several key issues: there is confusion between the terms ‘requirements engineering’ and ‘requirements management;’ there is no underlying or unifying framework for requirements engineering/management; and, there is no methodology for effectively representing the process and activities involved in requirements. In order to address these issues, we:

1. identified the similarities and differences between requirements engineering and requirements management and developed a comprehensive definition of each,
2. developed a flexible, process-based framework for defining and managing requirements, and
(3) developed a tabular view and hybrid graphical view (HGV) for representing the requirements process. The HGV
It was planned to have the requirements engineering/management process reviewed by industry but the project was curtailed prior to obtaining the review.

Details of this activity are provided in:

- Greenwood, A. G. and Liaw, J. A. “A Framework for Engineering and Managing Requirements,” in preparation for submission to *IEEE Transactions on Engineering Management*. (The full paper is included in Section 2.5.)

### 1.5.3.5 Means to represent processes

As described above, we developed a hybrid process representation scheme (an assimilation of IDEF0, IDEF3, and cross-functional process mapping) to provide a richer process representation. Details of this activity are provided in:

- Section 4.2.2 in Greenwood, A. G. and Liaw, J. A. “A Framework for Engineering and Managing Requirements,” in preparation for submission to *IEEE Transactions on Engineering Management*. (included in Section 2.5)

Since dealing with processes is a significant component of the project, we investigated means to manage process data and representations. Phios was identified as a potentially viable technology to facilitate organizing, navigating, and maintaining interconnected networks of processes, activities, and process knowledge. It is Web-based but can be used standalone. We signed a license agreement with Phios Corporation of Cambridge, MA for use of their Phios Process Repository software (including the server, process editor, and viewer), completed installation, and conducted an initial investigation of the software. We concluded, based on the initial investigation that the software did not appear to have the capability that we expected. We suspended further investigation until we could attend a Phios training program and discuss our needs with them one-on-one. The project was curtailed before we could complete our investigation.

### 1.5.4 Investigation of Supporting Technologies

In order to develop a comprehensive and effective IDCT Tool, the following supporting technologies were investigated, in addition to those discussed above: engineering design tools, simulation-based design, model management, AIMMS development environment computational web portals, manufacturing cost modeling, operations and support cost modeling, reliability models, general capabilities needed for cost assessment, and web-based collaborative software.
1.5.4.1 Engineering Design Tools
Initial investigations were conducted into the roles of CAD, STEP, and PDM technologies in the operation of the IDCT Tool.

1.5.4.2 Simulation Based Design
Simulation based design (SBD), also referred to as virtual prototyping, was identified as an important evolving area that is very applicable to the development and use of an IDCT Tool. Virtual prototypes play a very active role in the new product development initiatives. With the aid of virtual prototypes and CAD/CAM tools, products can be produced with a more robust design and shorter manufacturing cycle time. Many major manufacturers use SBD.

Simulation-based design refers the computer-based simulation of a system or subsystem, with a degree of functional realism comparable to a physical prototype, in order to addresses the engineering design concerns of the developer, the process concerns of the manufacturer, the logistical concerns of the planner, and the training and programmatic concerns of the operator. A summary of the literature review is provided as a technical note in Section 2.7.

1.5.4.3 Model Management
Since the IDCT Tool makes heavy use of a variety of types of models, model management is a critical need of the Tool. Therefore, we conducted an initial literature review on model management technologies. A summary of that initial investigation is provided in the Technical Note in Section 2.8.

Two critical methodologies/technologies were identified for further exploration: Structured Modeling, which provides a formal mathematical framework and computer-based environment for conceiving, representing, and manipulating a wide variety of models (proposed by Geoffrion in 1987) and XML – Extensible Markup Language—which is used to build highly extensible and interoperable software solutions for the Web.

1.5.4.4 AIMMS
Since the IDCT Tool is a computationally-intense, model-driven decision-support system, we investigated AIMMS (Advanced Integrated Multidimensional Modeling System) software from Paragon Decision Technologies. AIMMS provides a development environment for interactive decision support systems that use advanced computational techniques. We installed a trial version, reviewed documentation, and began to develop simple examples to better understand and test capabilities. Based on this investigation, we decided that AIMMS, in its current form, is not directly applicable to the development of the IDCT Tool. AIMMS is a decision-support-system development environment primarily for mathematical programming models. However, AIMMS is being adopted as part of another project being conducted within our Lab; therefore, we continued to learn about its capabilities and applicability to cost models and the IDCT Tool. Also, further interactions with the company, Paragon Technology, could help us identify applications to future versions of the IDCT Tool.

1.5.4.5 Computational web portals
Computational web portal technology is being developed at MSU’s NSF Engineering Research Center for Computational Systems. This technology will provide web access to remote computational resources (hardware, software, and data) and hide the complexity of heterogeneous and distributed computing environments. This technology is potentially applicable to advanced versions of the CRT and more
comprehensive engineering design-support systems. We conducted a preliminary investigation of the technology and periodically monitored its evolution so that it could be employed in future versions of the CRT.

Attended two webinars (web seminars): (1) integrating structured and unstructured data through portals and (2) XQuery to query XML trees. Both provided an introduction to technologies that may be applicable to the IDCT Tool.

1.5.4.6 Manufacturing cost models
In order to demonstrate the concepts developed in this project, as implemented in the IDCT Tool prototypes, and to test the operation and performance of the prototypes, we researched and investigated cost models to link to the prototypes. In the early phases of development, our focus was on the basic architecture of the Tool and not on sophisticated links to distributed, disparate costing systems with proprietary interfaces. (This would be a later capability, possibly realized through the use of the evolving computational web portal technology). While numerous available models and costing systems were investigated, the following two were considered the most promising.

1.5.4.6.1 TAPSI
The TASPI (Tool for Aircraft Structures based on Process Information) software is based on the preliminary design methodology that was developed by MSU’s Dr. Rais-Rohani as part of a grant from NASA Langley in 1998. We attempted to isolate and extract the cost models from the remainder of the TASPI code and recompile them as separate modules that could be easily interfaced with the CRT. The extraction of computer code was suspended because the code was poorly documented and the modules were so commingled that the cost-relevant portions could not be isolated. The problems that were encountered in this activity were documented.

1.5.4.6.2 RAND models in MS Excel
We identified some very simple cost estimating relationships from the following sources:

These relationships, provided in Appendix B, were coded in MS Excel as separate models. They served their intended purpose of demonstrating CRT’s concept for registering and managing models. We planned to expand the model base to include a wider variety of models and modeling types but the project was curtailed prior to undertaking the model expansion activities.

1.5.4.7 Operations and Support Cost Modeling
Since most of our focus in the foundation study was on manufacturing cost and since a major project goal is to have the IDCT Tool be a life-cycle cost tool, we investigated operations and support cost estimating models, methodologies, and technologies.

The PI and a student attended the MAAP (Monterey Activity-based Analysis Platform) Forum in June 2001 in Melbourne, FL. The forum was for developers, users, and potential users to understand the full capabilities of the latest version of MAAP and provide directions for future development. MAAP is total ownership cost modeling and analysis tool. It is event-driven rather parametric; i.e., cost estimates are
generated by aggregating resources predicted to be consumed by the activities of the system. MAAP is a derivative of EDCAS (Equipment Designer’s Cost Analysis System), a leading front-end analysis tool for life cycle cost and logistics modeling early in the design process. The developers of MAAP and EDCAS, Systems Exchange, and their customers were considered potential partners for this project.

As a result of the conference we began investigating three life-cycle cost modeling and estimating tools -- MAAP and EDCAS, both from Systems Exchange, and ASCET (Aircraft System Cost Estimating Tool), from Tecolote Research. The focus of the analysis was on the operations and support (O&S) component of life-cycle cost. As indicated earlier, MAAP and EDCAS take an activity approach to generating O&S cost; whereas, ASCET is primarily parametric based. These software were investigated not only to define the interface requirements for specific links to the IDCT Tool but to identify general capabilities that are needed in any cost environment and to identify strengths and weaknesses of these tools when applied early in the design process.

1.5.4.8 Reliability models
A major driver of operations and support cost is reliability. Since it is a project goal to have the IDCT Tool be a life-cycle cost tool and since most of our focus in the foundation study was on manufacturing cost, we deemed it necessary to investigate the use of reliability models early in the design process.

We found that during the early stages of conceptual design, the ability to predict reliability is very limited. Most of the models that are used are extremely specific to an individual system or industry. We identified five general procedures (using both simulation and analytic solution techniques) for predicting system reliability and average mission cost. The procedures consider both known and unknown failure rates and component- and subsystem-level analyses. The estimates are based on the number of series subsystems and redundant (active or stand-by) components for each subsystem. Software was developed, referred to as RPM (Reliability Prediction Models), that facilitates the application of the simulation-based techniques. More information on this work is provided in:


1.5.4.9 Capabilities required to support cost analyses
In support of the effort to develop the IDCT Tool, we began developing a broad list of capabilities that are needed in order to effectively perform cost analyses and identify the means by which these capabilities are being met. This list, derived from the literature and investigation of cost-analysis software, was intended to result in a framework of capabilities. This effort was carried out in parallel with defining the cost estimation, design, and requirements processes. Once both tasks were completed, the plan was to update the capabilities list with information derived from the process definitions. Finally, the elements of the capabilities framework were to be prioritized, partly through an industry survey. This framework would provide the basis for the IDCT Tool development and the development of other cost-related technologies.
A preliminary and high-level list of capabilities along with their status at each phases of a product’s life cycle is presented in Appendix 1-C. A more detailed list of capabilities that were gleaned from the literature to date is provided as Appendix 1-D.

1.5.4.10 Web-based collaboration software services
In conjunction with another project, we investigated Web-based collaboration software services. We selected WebEx for a pilot project and eventually adopted it as our collaboration software service. WebEx allows flexible and spontaneous sharing of content and applications along with audio and video conferencing; sessions/meetings may be recorded, posted to a website, and viewed by those unable to attend the meeting. It is a hosted service; i.e., all that is needed is a Web browser and telephone, thus eliminating the need for investment in equipment, software installation, training, and maintenance. The importance of this technology to this project was:
- basic understanding of collaboration technologies since the IDCT Tool will eventually need to function in a Web-based collaborative environment and may need to interface with this type of technology,
- facilitate communications with the AFPM and project participants in industry and academe, and
- facilitate software installation and demonstration through WebEx’s applications sharing and remote desktop control.

1.5.5 Dissemination: Presentations and Publications
The following is a summary of presentations and publications directly related to this research. Most of the papers are included in Section II.

1.5.5.1 Journal articles published:

1.5.5.2 Conference papers completed/published:

Ormon, S. W., and Greenwood, A. G. “A Comparison of Traditional and Object-Oriented Systems Analysis Tools,” 10th Annual Industrial Engineering Research Conference (IERC), May 2001, Dallas. The article is provided in Section 2.4.

Greenwood, A. G. and Ormon, S. W. “Development of a Generic Cost Estimation Process,” completed; to be submitted for review to be presented at the ASEM National Conference, October 2003. The article is provided in Section 2.3.

1.5.5.3 Journal articles in preparation:


1.5.5.4 Others presentations, demonstrations, and publications

The PI made several presentations about this project to representatives from, among others, Nissan, National Science Foundation, and the National Automotive Center. These presentations were made in conjunction with the new Center for Advanced Vehicular Systems (CAVS) at MSU that is part of the University’s support of Nissan’s major assembly plant that is being built in Mississippi. These meetings were intended to present MSU’s capabilities and identify opportunities for collaborative research.

Initial work began on a project website and the first release was nearly complete by the time work was suspended.

Attended the AFRL Cost Workshop (October 2001) to better understand the Air Force’s needs in the area of cost assessment, get an update on the current state of the art in cost and affordability modeling, and identify potential industry support in terms of project input, review, and evaluation. Some of the key “take aways” from the conference that are related to this project include:

- The conference reinforced the PI’s belief that there are many useful tools available and being developed in the cost/affordability arena; however, there is no “strategic plan” and/or “roadmap” for how they fit together, no “catalogue” of what alternatives and capabilities are available to analysts, and no assessment of capability “gaps” that need to be addressed.
- AFTOC is a mature information system that is being woven into Air Force decision making. Methodologies/tools need to be developed to use the system effectively in order to identify cost drivers for use in early design decision making.
- Cost methodologies and tools are needed that can assess the impact of change -- e.g. technology refreshment, obsolescence – so that engineers can make meaningful trades as they design for change.
- Process imbues credibility which reinforces our efforts to define and represent a generic cost analysis process and define the capabilities that are needed to effectively carryout the process.
- Cost tools need to be linked to design tools.

The RPM (Reliability Prediction Model) and CRT (Cost Risk Tool) prototypes were demonstrated at the AFRL Cost Workshop. Even though these were early prototypes several comments are noteworthy.

- It is important that the IDCT Tool be integrated with CAD tools. The PI is aware of this issue but feels we need a better prototype in order to illustrate our concepts before actively engaging the CAD vendors.
- IDCT Tool needs to leverage existing risk assessment tools, e.g. those within SEER, Crystal Ball, etc.
- The prototypes need to have a more commercial look and feel. Again, we were testing concepts as quickly as possible in order to identify the capabilities of the IDCT Tool before
committing resources to make the tools behave and look more professional. Also, we explored higher-level development environments, e.g. AIMMS, to facilitate development.

Although there was no direct impact on the project, the PI offered a special topics course in Affordability Analysis to a Ph.D. student at Lockheed Martin (Fort Worth) through MSU’s distance education program. This was intended to provide a contact within the company in order to get information and feedback on our approach, methodologies, tools, etc.

1.6 Cost Risk Tool

This section briefly describes the latest version of the CRT Tool, including a summary of the Tool’s capabilities, definition of its foundation, definition of its architecture and systems design, discussion of its operation and interfaces, and ideas for future development. Additional information is included in the following paper which is provided as Section 2.2:


1.6.1 Capabilities

As has been noted earlier, the CRT prototypes provide demonstrations of the basic concepts developed in this research and the fundamental capabilities that we believe should be the foundation of all cost estimates. The following is a list of capabilities and features that are either currently included in the CRT or are a part of the current design and are expected to be incorporated in a near-term release.

- based on design and cost-analysis processes; interface defined through use cases
- simple robust model-centric architecture
  - object-oriented (developed in VB.net)
  - utilizes data dictionary
  - built on database; close to client/server
  - related alternatives are “packaged” as projects
  - incorporates model registration and management
  - encourages the use of variable-complexity models
- flexible, coupled, dynamic, hierarchical product- and cost-breakdown structures
- considers the impact of design-variable uncertainty on component and system cost (via an integrated Monte Carlo simulation engine)
- facilitates risk analysis (output displays)

1.6.2 Foundation

The CRT supports the basic cost estimation operations that are defined in the following representation:

\[
Cost_{sys} = \sum_{j=1}^{n} \left[ \sum_{k=1}^{s} M_k^* \left( X_{1}^{k}, \ldots, X_{t}^{k}, X_{p}^{k} \right) \right]
\]

where:

- \( M_k^* \in \{ M_1^*, M_2^*, \ldots \} \) and
- each $X^k_j$ is either deterministic or $X^k_j \sim \text{Triangular} (\text{min, mode, max})$.

$Cost_{sys}$ is the total cost of a system that is being designed. It is an aggregate of estimates made at the subsystem or component level; i.e., as shown in the relationship above, it is the sum of the total cost of $n$ components. Each component-level estimate is an aggregate of different types of cost elements, e.g. manufacturing labor, material, engineering overhead; i.e., as shown in the relationship above, it is the sum of $s$ cost elements. Therefore, in order to estimate the cost of a component $j$, the cost of each cost element $k$ is estimated using some type of model and based on the characteristics of component $j$. That is, the model transforms component characteristics into a cost. The model is represented in the above relationship as $M^*_k \left( X^k_{i1}, \ldots, X^k_{ip} \right)$, where $M^*_k$ denotes the selected model that is used to estimate cost element $k$ and $X^k_{i1}, \ldots, X^k_{ip}$ are the $p$ component characteristics or variables that are used to estimate the cost element. The * superscript in $M^*_k$ indicates that the model has been selected from some set of candidate models, $\left\{ M^{1}_k, M^{2}_k, M^{3}_k, \ldots \right\}$, that can estimate cost element $k$. The selection of a model is based on the type and amount of information that is currently available; i.e., it depends on the maturity of the component's design.

The above representation is implemented in the CRT as follows. A system is composed of $n$ components and is represented as a hierarchical tree structure that we refer to the PBS (product breakdown structure). The cost of the system and each component is estimated based on a set of $s$ cost elements; the structure is represented as a hierarchical tree structure that we refer to as the CBS (cost breakdown structure). The cost estimate for element $k$ for component $j$ is referred to as a cost instance; the notion of a cost instance is explained further below. In order to estimate the value of a cost instance, a model, $M^*_k$, is selected from a set of candidate models (the set of available models is referred to as a model base). Each model uses characteristics of the system -- component- and system-level parameters and variables, $X^k_j$ -- to estimate cost element $k$ for component $j$. The value of each variable may be either deterministic or stochastic. Currently within CRT, if a variable is identified as stochastic, we assume the values to be triangularly distributed and the user provides estimates for the three parameters of triangular distribution: minimum, most likely, and maximum values. The cost estimates for each component is the sum of its cost elements, as defined in the CBS; the system and subsystem cost estimates are the sum of its components, as defined by the PBS.

Note, that while there is one overall or meta cost structure for the system, the level of detail can vary by component. The meta structure is a template and defines the cost elements at the lowest or most detailed level. The estimates made at the component level may be made at any level and include only a subset of the elements. The level of the estimate will depend on the approach that is used, e.g. estimates using parametric models will be made at a higher level than estimates that are constructed from a detailed buildup. The approach used, and subsequently the model that is used, to provide an estimate depends on the amount of information known about the component; i.e., the CRT encourages the use of variable complexity models where the cost of well-defined components are based on detailed buildups, or even actual costs, and components that are based on evolving technologies or are not clearly defined yet in the design process are based on high-level parametric cost estimating relationships.

In developing the CRT, we consider two types of cost models:

1) primary models that estimate the cost with a specific cost element based on attributes of a component. Such models are typically in the form of cost estimating relationships (CER) that are available either from local functions or through commercial packages (e.g. PRICE, SEER). The model may also involve direct data that is obtained from a simple lookup (production or field
data. Unless the component is “off-the-shelf,” the data are often modified based differing component characteristics; in this case, the model would be considered a CER.

2) adjustment models that are applied to the results of the primary models in order to:
   a) compensate for differing production quantities (learning) or year dollars
   b) convert model results, e.g. from hours to dollars, from direct cost to total cost

Currently, CRT only employs primary models. The next release, CRT-3, will include adjustment models.

As introduced above, the fundamental building block in the CRT is the estimate instance; it is represented in Figure 1-8 in IDEF<sub>0</sub> format. The cost instance links the type of cost that is being estimated (a control) with product/process characteristics (inputs that are transformed into output – cost estimate). Models are directly associated with each component cost-element combination; in IDEF<sub>0</sub> terms, they are mechanisms. Models are a primary aspect of cost analyses since they provide the means to transform some combination of design variables, program parameters, and product, process, and operations characteristics into estimates of system cost. Another mechanism is a means to assess the risk associated with the estimate, e.g., obtained through Monte Carlo simulation. Therefore, in order to produce an estimate of cost risk, the CBS, PBS, and model base must be coupled or linked together and with a simulation engine.

![Figure 1-8: IDEF<sub>0</sub> representation of an estimate instance.](image)

The set of all estimate instances for an alternative forms an array structure, termed the Model/Estimate Management Structure (MEMS). CRT creates a separate MEMS for each alternative and groups alternatives into projects. The estimate instance and MEMS provide the core of CRT’s architecture, as defined in the next section.

### 1.6.3 Architecture and Systems Design

The estimate instance is the basic building block in our approach to cost estimating, therefore, the CRT is built around the estimate instance notion and is designed to provide the functionality needed to implement and manage estimate instances. Figure 1-9 provides the overall architecture for the CRT. It is composed of several interrelated modules that are directly linked to the estimate instance.
Figure 1-9: Overall architecture of the CRT.
As shown in Figure 1-9, the CRT is built around the array-based MEMS; each cell in MEMS represents an estimate instance. The rows in the array correspond to components in the PBS and columns in the array correspond to elements in the CBS. Most of the inputs to a cost instance are values of the attributes for components of the PBS, i.e., characteristics of the product being developed. In IDEF terminology, the controls of a cost instance are derived from the elements of the CBS. Therefore, two modules within CRT manage the PBS and CBS, as shown in the blocks to the left of and above the MEMS in Figure 1-9. Also shown in Figure 1-9 is the linkage of these two blocks through a Data Dictionary block. Each PBS and CBS is built and maintained through a data dictionary in order to provide consistency.

Again in IDEF terminology, the main mechanism of a cost instance, or means to generate a cost estimate, is the model base. Both primary models and adjustment models are retained in the model base. An important capability connected to the model base in CRT is the Monte Carlo Simulation Engine. It provides the ability to assess the impact of uncertainty in design variables on the cost of the system. Finally, there is a module that handles the output of a cost instance and provides analysis capability to assess cost risk, identify cost/risk drivers, provide reports and graphs, etc.

In order to define how CRT’s modules operate and interact with other modules, a flowchart of the first version of CRT (CRT-1) is provided in Figure 1-10. CRT-1 is simpler than the current version in that the CBS is static (i.e., it remains the same for each component) and there is no model base (i.e., all components use the same estimating model). However, the simplicity provides a clearer illustration of the operations within and the basic relationships between the PBS or input module, the simulation engine, and the output modules.

In order to further define how CRT operates two use diagrams, that correspond to Versions 2 and 3, are provided as Appendix 1-B and 1-C, respectively. Use case diagrams describe how a system is used; i.e., they show the functionality of the system. The diagrams in the appendix define the purpose of each of CRT’s functions and the sequence of actions that are performed to carry out the function.

Another means to define CRT is through an Entity-Relationship (ER) diagram. It graphically represents a system’s entities (represented as boxes including entity attributes and methods) and their relationships (represented as diamonds). The ER diagram for CRT-3 is provided in Figure 1-11.

Table 1-1 provides a summary of the evolution of CRT in terms of its capabilities in the various releases/versions. The first version of CRT was completed in December 2001, the second version in May 2002, and CRT-3 is nearly complete, in terms of the capabilities shown in Table 1-1. The intent throughout the project has been for CRT to be object-oriented and relational database driven; CRT-3 most fully meets those objectives. All versions have been developed in Visual Basic (VB), with the latest two in VB.net. CRT has always been based on the estimate instance concept that was defined earlier. The array-based MEMS architecture was introduced in CRT-2. The two hierarchical structures, the PBS and CBS, have evolved with each version. Since models are a key aspect of cost analyses, it is important to control the models that are used in the analyses and to be able to effectively select models to be applied to each estimate instance. Both model registration and model selection capabilities, in conjunction with the system’s data dictionary, were implemented in CRT-2.

As shown in Table 1-1, the simulation engine has remained virtually the same since the first release. It incorporates a well proven means to generate random samples from a triangular distribution and employs the variance reduction technique referred to as Common Random Numbers. CRT makes it easy for the user to specify from the PBS the variables that contain uncertainty and thus that need to be simulated. The simulation provides multiple measures of uncertainty/risk including multiple risk assessment graphs and “roll ups” of component risk to the system level.
Development of WBS

- Tree defaults with one root node named “System”
- User selects WBS node, inputs component name
- Component is added as a child to the selected component with the specified component name
- User is able to delete nodes which will delete any children of the selected node

Storage of Inputs

- User selects cost models to be used for each cost structure element
- User provides the required inputs for the system and each component.
- Inputs are temporarily stored in arrays at run-time
- Inputs are permanently stored in database

Simulation

- For each leaf in the WBS
  - Calculate each cost element of the cost structure based on chosen cost model and required parameters
  - Triangle() function is called for uncertain parameters
  - “Roll-up” costs up the cost structure tree to obtain overall cost of the component
  - Component costs are temporarily stored in array
  - “Roll-up” costs up the WBS tree to obtain overall cost of the system
  - System cost are temporarily stored in array
  - Repeat R times
  - Calculate Avg. Cost and Std. Dev. Based on System Cost array and component cost array for each component, subsystem and the system.
  - Based on user inputs, determine which components exhibit high cost or high uncertainty

Triangle()

- Based on the following user-input parameters
  - Min
  - Mode
  - Max
- the Triangle() function returns a random sample from the Triangle distribution using the inverse transform routine provided by Law and Kelton and the random number generator provided by Mars and Roberts. For each source of variation, the random number generator uses an unique seed value.

Output Summary

- For the selected component in the WBS:
  - The Avg. Cost and Std. Dev. is displayed to the user
  - Using the average cost array, a histogram of average costs is generated
  - The target values for Avg. Cost and Std. Dev. Provided by the user are displayed.

Risk Scatter Graph

- Using Microsoft Chart within Visual Basic, Std. Dev. is displayed on a graph for each component of the WBS.
- Also using Chart, a scatter graph is displayed that charts the ratio of actual Std. Dev. and target Std. Dev. for each component of the WBS.

Sensitivity Analysis

- Cost model parameter is chosen for analysis (i.e. weight)
- System cost is calculated based on the min estimate, mode estimate, and max estimate.
- The overall cost of the component of the three settings are displayed using a spider-diagram. (constructed using Microsoft Chart)

Figure 1-10: Relationships among CRT-1’s input, output, and simulation engine.
Figure 1-11: Entity Relationship Diagram for CRT-3.
Figure 1-11: Entity Relationship Diagram for CRT-3 (cont.)
Table 1-1: Features list of CRT versions.

<table>
<thead>
<tr>
<th>Capability/Feature</th>
<th>CRT, version 1</th>
<th>CRT, version 2</th>
<th>CRT, version 3</th>
</tr>
</thead>
<tbody>
<tr>
<td>Completion/Release date</td>
<td>December 2001</td>
<td>May 2002</td>
<td>nearly complete at termination</td>
</tr>
<tr>
<td>Development environment</td>
<td>Visual Basic 6</td>
<td>VB.net</td>
<td>VB.net</td>
</tr>
<tr>
<td>Object orientation</td>
<td>minimal</td>
<td>class structure</td>
<td>fully; compete redesign (see Entity Relationship diagram in Figure 1-11)</td>
</tr>
<tr>
<td>Basis</td>
<td>cost process definitions</td>
<td>cost process definitions, defined use cases (see Appendix 1-B)</td>
<td>cost process definitions, enhanced use cases (see Appendix 1-C)</td>
</tr>
<tr>
<td>Underlying concepts</td>
<td>estimate instance, model centric</td>
<td>estimate instance, model centric, MEMS array-based architecture</td>
<td>estimate instance, model centric, MEMS array-based architecture</td>
</tr>
<tr>
<td>CBS (Cost Breakdown Structure)</td>
<td>hierarchical, static (imbedded in PBS)</td>
<td>hierarchical, dynamic/flexible (independent of, but linked to, PBS but cannot vary by PBS element), Explorer-type user interface</td>
<td>hierarchical, dynamic/flexible (independent of, but linked to, PBS and can vary by PBS element), enhanced Explorer-type user interface</td>
</tr>
<tr>
<td>PBS (Product Breakdown Structure)</td>
<td>hierarchical, dynamic/flexible w/imbedded PBS</td>
<td>hierarchical, dynamic/flexible (independent of, but linked to, CBS), Explorer-type user interface</td>
<td>hierarchical, dynamic/flexible (independent of, but linked to, CBS), enhanced Explorer-type user interface</td>
</tr>
<tr>
<td>Monte Carlo simulation engine</td>
<td>user selects points of uncertainty; provides roll ups, multiple measures, multiple assessment graphs; triangular distribution only; proven random variate generator</td>
<td>user selects points of uncertainty; provides roll ups, multiple measures, multiple assessment graphs; triangular distribution only; proven random variate generator; variance reduction technique</td>
<td>user selects points of uncertainty; provides roll ups, multiple measures, multiple assessment graphs; triangular distribution only; proven random variate generator; variance reduction technique; can be multithreaded</td>
</tr>
<tr>
<td>Model selection</td>
<td>look &amp; feel only, internal</td>
<td>based on data dictionary, external, Excel only</td>
<td>based on data dictionary, external, Excel only</td>
</tr>
<tr>
<td>Model registration</td>
<td>none</td>
<td>using data dictionary</td>
<td>using data dictionary</td>
</tr>
<tr>
<td>Models per instance</td>
<td>one primary, fixed/imbedded</td>
<td>one primary, variable/flexible</td>
<td>one primary, multiple adjustment, variable/flexible</td>
</tr>
<tr>
<td>Data management</td>
<td>relational</td>
<td>flat file</td>
<td>relational, “close” to server based</td>
</tr>
<tr>
<td>Industry review</td>
<td>internal</td>
<td>industry</td>
<td>internal</td>
</tr>
</tbody>
</table>
The remainder of the section examines the modules of the system. Screen shots from the prototype illustrate how the different modules of CRT are implemented and used in typical sessions.

While CRT is a completely new system, it has roots, conceptually at least, in earlier systems that have been co-developed by the PI. These earlier systems are described in:


1.6.4 CRT Operations and Interfaces

This section provides an overview of how the CRT is used. Most of the following figures provide screen shots of the implementation within CRT of the modules that comprise the overall architecture, as was defined in Figure 1-9.

The first step in using CRT is to define or import the product breakdown structure (PBS), which contains a hierarchical definition of the system’s components, and the cost breakdown structure (CBS), which contains a hierarchical definition of the cost elements to be considered in the analysis. CRT automatically creates the MEMS (Model/Estimate Management Structure) based on the PBS and CBS. This is illustrated in Figure 1-12. The interface for defining the hierarchical PBS and CBS are shown at the top of Figure 1-12. The MEMS is implemented in the CRT prototype through the “Explorer-like” tree structure shown in the screen shot in the lower center of Figure 1-12. Each PBS component contains its own CBS representation. A more detailed view of this screen is provided in Figure 1-13. As is shown in the screenshot, each PBS/CBS combination (estimate instance) is either linked to a model (discussed later), is a roll-up or summation, or is estimated by a higher-level element.
Figure 1-12: Definition of the two hierarchical structures, the PBS and the CBS; creation of MEMS.
Figure 1-13: Implementation of “estimate instances” in CRT; “Explorer” view of MEMS.

Figure 1-14: Basic information on product’s components.

Information about each component in the PBS is shown on the interface in the left-hand portion of Figure 1-12; a closeup of the screen is provided in Figure 1-14. This screen includes the user-specified target cost and tolerable range (expressed as a percentage of the target cost) and a data table of component variable
values. Once the calculation option for the alternative is invoked, the cost estimate for each component is available by clicking on a PBS node in the tree and the estimate is displayed on this screen.

As indicated earlier, models are the means to transform design variables and component characteristics into cost estimates. CRT is model centric, in that many of capabilities deal with model management. Figure 1-15 illustrates some of the model management operations. As shown in the upper left portion of Figure 1-15, model control is at the estimate instance level as defined in the MEMS.

As shown in the lower left portion of Figure 1-15, a model is selected and used to estimate the cost associated with each cost element defined in the CBS for each PBS component. In this example, ribs in an aircraft’s wing are the PBS component and manufacturing cost is the CBS element. As a result, all manufacturing cost models are made available for selection through the drop-down box in the left-hand portion of the screen. Once the model has been selected, the variables used in that model – both component-level and project-level – are listed in the drop-down boxes in the right-hand portion of Figure 1-15.

This same interface is the input screen that is used to specify the value of each of the variables for each component. The inputs may be either deterministic or stochastic; if stochastic, the user needs to enter the minimum, most likely, and maximum possible values for the variable. As shown in the example in Figure 1-15, the selected model requires component weight and velocity. Weight is a component variable and its value is uncertain therefore, the minimum, most likely, and maximum weights are entered as 15, 20, and 25, respectively. Note, if a variable is used in another cost element for the component, its value is only entered once. Velocity is a project-level and its deterministic value of 800 that is shown in Figure 1-15 may have been entered at some other time. Since it is a project-level variable, if this variable is changed, it will most likely impact other components; i.e., if another component uses a model that contains the velocity variable. If the user needs more information on any variable, e.g., a definition or its units of measure, the “Show Detail” button displays that information from the Data Dictionary.

The data dictionary utilized above (through a popup item to help the user provide values for each variable that is be used to generate a cost estimate) is an important element of the CRT. It provides variable integrity in that when models are registered into CRT (described below) either their unique variables are registered or the model is linked to variables already registered in the data dictionary. As shown in the data dictionary interface screen in Figure 1-16, each variable is defined in terms of a description, its units of measure, and synonyms. Parameters and CBS elements are also defined in the data dictionary. In CRT-3 the data dictionary will be hierarchical, i.e. the entries will grouped or categorized, to facilitate its use and maintenance.
Model Selection: All models for a specific CBS element are displayed.

Model Variables: All variables – both component level and project level – are displayed for the selected model.

Data Dictionary provides more detail on variables, as needed.

Figure 1-15: Model section and variable definition operations.
The operations surrounding the model base are shown in Figure 1-17. The model base contains information on all of the cost models that have been “registered” with the system. Registering requires noting which CBS element the model provides an estimate for and the variables it needs in order to perform the estimate; these need to correspond to an entry in the data dictionary. In essence, only the inputs to and output from a model are specified; internal aspects (the methodologies of the model) remain hidden to the system. The models may be of any type – e.g. parametric, analogous, detail. Presently only Excel models on the client are included; however, it is planned that future versions of the tool will link to other domains, e.g. ICE, SEER, proprietary, etc. The screen shot in the upper right corner of Figure 1-17 provides a list of all registered models and their location; the screen shot in the lower left corner of Figure 1-17 shows the information screen on a single registered model.
Model/Estimate Management Structure

• Models are external; linked through a “registered” model base.
• Models may be of any type.

List of all registered models

Interface to specific registered model information

Figure 1-17: Model registration and management.
The data dictionary is also used to identify the appropriate models that can be used to estimate the cost for a CBS element and to manage the variables/parameters used in the models. Figure 1-18 shows the data dictionary in conjunction with model information screen.

![Figure 1-18: Model information in registry linked to data dictionary.](image)

Before proceeding to a discussion of the output of the CRT, we provide screen shots of a new interface that is planned for the next release, CRT-3. Figure 1-19 shows the high-level interface screen where a specific project is selected as well as the alternative that is to be considered for that project.
Figure 1-19: New interface at the projects, or highest, level.

Figure 1-20 shows the interface once a project alternative is selected. The user can either create a new PBS or CBS or simulate the current instance.
Figure 1-20: New interface for a specific project at the “alternative” level.

The popup screen shown in Figure 1-21 provides information on each PBS component, including target cost information. The hierarchy can be expanded or trimmed through this screen; i.e., components can be added or deleted. The CBS for that component is also displayed within the screen; remember that while all CBSs for an alternative are derived from the same meta CBS or template, the level of detail can vary by PBS component.
A sample of the various output that is available from the CRT is shown in Figure 1-22. The Standard Output screen for a component, shown in the top center of Figure 1-22, provides a histogram of the cost estimates (if there are any stochastic variables) and comparisons between expected (mean from simulation) and target values. A Sensitivity Graph or spider plot, shown in the right portion of Figure 1-22, is used at the component level to determine how much impact each variable in a cost model has on the cost estimated by the model. The Uncertainty/Risk Scatter Graph, shown in the center of Figure 1-22, considers all components in the system. It is used to identify those components that have higher estimated cost and/or higher estimated risk relative to the targeted values. Each of these output screens are shown individually in Section 3, Briefing Charts.
Estimate exceeds target and acceptable deviation from target.

Cost is more sensitive to weight variable than material.

Component “Tail” has a high-cost, high-risk estimate, relative to target.

Figure 1-22: Output screens from the CRT
1.6.5 Output / Performance Measures

Since some of the model inputs are random variables, the component costs and system cost are random variables. Therefore, the estimated mean component cost and total system cost are based on $R$ simulation replications and are expressed in by the first two equations below. Similarly, the standard deviations of component cost and total system cost that is obtained from the simulation are expressed in the next two equations.

\[
E[C_j] = \frac{1}{R} \sum_{i=1}^{R} C_{ij}
\]

\[
E[\text{Cost}_{\text{Sys}}] = \frac{1}{R} \sum_{i=1}^{R} \sum_{j=1}^{n} C_{ij}
\]

\[
S[C_j] = \sqrt{\frac{1}{R-1} \sum_{i=1}^{R} (C_{ij} - E[C_j])^2}
\]

\[
S[\text{Cost}_{\text{Sys}}] = \sqrt{\frac{1}{R-1} \sum_{i=1}^{R} (\text{Cost}_{\text{Sys}_i} - E[\text{Cost}_{\text{Sys}}])^2}
\]

As described above and as represented in the equation below, the user provides for each component $j$ in the PBS both a target cost, $C_j^T$, and an acceptable percentage deviation from the target cost, $\text{Dev}C_j^T$. This results in an acceptable target cost interval for each component:

\[
CI_j^T = \{C_j^T - C_j^T \times \text{Dev}C_j^T, C_j^T + C_j^T \times \text{Dev}C_j^T\}
\]

It is assumed that the range of this interval represents six standard deviations (i.e., +/- $3\sigma_j^T$) from the target cost. Therefore, the target standard deviation is:

\[
\sigma_j^T = \sqrt{(C_j^T + C_j^T \times \text{Dev}C_j^T) - (C_j^T - C_j^T \times \text{Dev}C_j^T)} / 6 = \sqrt[6]{C_j^T \times \text{Dev}C_j^T}
\]

The simulation estimates the mean percentage deviation from the target cost by the following equation.

\[
E[\text{Dev}C_j^T] = \sum_{i=1}^{R} \left| C_{ij} - C_j^T \right| / R \times C_j^T \times 100
\]

As a measure of uncertainty/risk, the CRT also calculates the percentage of simulation runs where the estimated component cost $C_{ij}$ is within the acceptable target cost interval $CI_j^T$.

The results of the simulation are displayed in several formats, as shown in Figure 22, to facilitate analysis. An example of component-level output is provided in Figure 23. It includes a comparison of expected cost from the simulation ($E[C_j]$) and its specified target cost ($C_j^T$), a comparison of the expected
percentage deviation from the target \( \left( \bar{E}[DevC_j^T] \right) \) and the specified acceptable deviation \( (DevC_j^T) \), and the percentage of cost estimates that fell within the acceptable target interval \( (CI_j^T) \). A histogram of the costs from each replication is also provided, as shown in the right-hand portion of Figure 23.

The CRT also generates an uncertainty/cost scatter graph that is used to identify which components exhibit high/low cost and high/low uncertainty. An example graph is shown in Figure 24. Each component is plotted based on two ratios. The cost ratio, represented by the X-axis, is the estimated expected cost, \( \bar{E}[C_j] \), divided by the specified target cost for the component \( C_j^T \). The risk ratio, represented by the Y-axis, is the expected deviation from the target cost, \( \bar{E}[DevC_j^T] \), divided by the acceptable deviation for the component, \( DevC_j^T \). Notice the landing gear component (denoted LG and represented by a circle in Figure 24) is close to being on target with respect to both risk and cost (both ratios \( \approx 1 \)). Also, the ribs component, represented by a + in Figure 24, is near its target cost but has high risk; the tail component, represented by a diamond, exhibits both high cost and high risk. CRT also performs sensitivity analyses; output is not shown due to space considerations.
1.6.6 Future direction for the CRT

The following are some of our ideas for further development of the CRT to evolve to a comprehensive IDCT Tool. Other activities and functionality should be identified through interaction with industry. Also, the features that are incorporated should be prioritized based on industry feedback.

- Permit “partitioned” risk analyses, i.e. perform simulations only on selected sections of the PBS.
- Exploit multi-threading capability of the operating system, and investigate parallel processing, to speed up the simulation analyses.
- Migrate to a client/server environment.
- Investigate the application of XML and web portals as enabling technologies.
- Link to CAD/CAE system in order to facilitate entering values for the component-level design variables in the PBS.
- Link to other cost models/systems.
- Enhance reporting capability and database queries.
- Develop hierarchical data dictionary in order to facilitate use and searches.
- Support other types of probability distributions to represent uncertainty in input variables.
- Provide capability to “fit” the output to theoretical distributions; i.e., better characterize cost distributions.
- Incorporate the application of “adjustment” models.
- Test, evaluate, and deploy in industry and academe.
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1.8 Summary of Accomplishments

The following is a brief summary of the accomplishments of this project.

1. Built upon and significantly extended the cost engineering concepts and methodologies that were developed in prior work, e.g. the precursor study provided in Section 4.

2. Defined the following processes that provide the foundation for the development of the current IDCT Tool and future design/cost decision support systems:
   a. cost estimation process,
   b. requirements engineering and management processes, and
   c. product design process.

3. Developed a cost analysis decision-support system architecture – MEMS (Model/Estimate Management System) -- that:
   a. effectively couples flexible product and cost hierarchies through “cost instances”
   b. is model-centric, in that:
      i. models are linked to cost instances
      ii. related alternatives are “packaged” as projects
      iii. facilitates model selection

4. Developed 2+ versions of a working prototype for the IDCT Tool.
   a. utilizes MEMS architecture
   b. encourages the use of variable-complexity models.; i.e., models change as the design and information evolve
   c. built with an object-orientation; relational database driven (close to client server)
   d. based on cost analysis and design processes defined above
   e. incorporates model registration and model management
   f. incorporates data dictionary in model registration and model selection processes
   g. address the impact of design-variable uncertainty on component and system cost
      i. user interface for specifying component uncertainty
      ii. simulation engine to determine risk
      iii. various means of analyses to help assess risk from results of simulation
   h. reviewed by industry experts

5. Developed a prototype for a simulation-based, reliability prediction system that compliments the IDCT Tool.

6. Disseminated the work in this project through 3 journal articles (1 published, 2 in preparation) and 3 conference papers, and 2 masters theses. Additional publications are planned.
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### 1.10.1 Appendix 1-A: Acronym List

<table>
<thead>
<tr>
<th>Acronym</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>ASCET</td>
<td>Aircraft Systems Cost Estimating Tool</td>
</tr>
<tr>
<td>AFRL</td>
<td>Air Force Research Laboratory</td>
</tr>
<tr>
<td>AIMMS</td>
<td>Advanced Integrated Multidimensional Modeling System</td>
</tr>
<tr>
<td>CAD</td>
<td>Computer Aided Design</td>
</tr>
<tr>
<td>CER</td>
<td>Cost Estimating Relationship</td>
</tr>
<tr>
<td>CBS</td>
<td>Cost Breakdown Structure</td>
</tr>
<tr>
<td>COTS</td>
<td>Commercial Off The Shelf</td>
</tr>
<tr>
<td>CRT</td>
<td>Cost Risk Tool</td>
</tr>
<tr>
<td>DBMS</td>
<td>Data Base Management System</td>
</tr>
<tr>
<td>DSS</td>
<td>Decision Support System</td>
</tr>
<tr>
<td>ECM</td>
<td>Enterprise Cost Management</td>
</tr>
<tr>
<td>EDCAS</td>
<td>Equipment Designer’s Cost Analysis System</td>
</tr>
<tr>
<td>ER</td>
<td>Entity Relationship</td>
</tr>
<tr>
<td>FIPER</td>
<td>Federated Intelligent Product EnviRonment</td>
</tr>
<tr>
<td>ICOM</td>
<td>Input Control Output Mechanism</td>
</tr>
<tr>
<td>IDCT</td>
<td>In situ Design Cost Tradeoff</td>
</tr>
<tr>
<td>IPPD</td>
<td>Integrated Product Process Development</td>
</tr>
<tr>
<td>LCC</td>
<td>Life-Cycle Cost</td>
</tr>
<tr>
<td>MAAP</td>
<td>Monterey Activity-based Analysis Platform</td>
</tr>
<tr>
<td>MEMS</td>
<td>Model/Estimate Management System</td>
</tr>
<tr>
<td>MMS</td>
<td>Model Management System</td>
</tr>
<tr>
<td>MS</td>
<td>Microsoft</td>
</tr>
<tr>
<td>MSU</td>
<td>Mississippi State University</td>
</tr>
<tr>
<td>M/T</td>
<td>Methodologies/Technologies</td>
</tr>
<tr>
<td>Acronym</td>
<td>Definition</td>
</tr>
<tr>
<td>---------</td>
<td>------------</td>
</tr>
<tr>
<td>O&amp;S</td>
<td>Operations and Support</td>
</tr>
<tr>
<td>PBS</td>
<td>Product Breakdown Structure</td>
</tr>
<tr>
<td>PDM</td>
<td>Product Data Management</td>
</tr>
<tr>
<td>PI</td>
<td>Principal Investigator</td>
</tr>
<tr>
<td>RPM</td>
<td>Reliability Prediction Models</td>
</tr>
<tr>
<td>RUP</td>
<td>Rational Unified Process</td>
</tr>
<tr>
<td>SBD</td>
<td>Simulation Based Design</td>
</tr>
<tr>
<td>STEP</td>
<td>STandard for the Exchange of Product model data</td>
</tr>
<tr>
<td>TAPSI</td>
<td>Tool for Aircraft Structures based on Process Information</td>
</tr>
<tr>
<td>VB</td>
<td>Visual Basic</td>
</tr>
<tr>
<td>XML</td>
<td>eXtensible Markup Language</td>
</tr>
</tbody>
</table>
1.10.2 Appendix 1-B: Definition of Use Cases for CRT-2, current version

1. Create New PBS/CBS
   Involved User Classes: User
   Involved External Systems: NA
   Mode of Operation: Normal
   Function Name: Create PBS / Create CBS
   Purpose of Function: Allows the user to generate a product breakdown structure.
   Sequence of Actions for Function:
   1. The user indicates to the system that he/she wishes to create a new PBS.
   2. The system prompts the user for a PBS title.
   3. The user enters information.
   4. The system generates a blank PBS.
   5. The user indicates to the system to add nodes.
   6. The system prompts user for element name.
   7. The user enters element name.
   8. The system adds PBS element to the PBS.
   9. The user repeats process until PBS is complete.

2. Edit Existing PBS/CBS Element Names
   Involved User Classes: User
   Involved External Systems: NA
   Mode of Operation: Normal
   Function Name: Edit PBS Element Names / Edit CBS Element Names
   Purpose of Function: Allows the user to edit a product breakdown structure.
   Sequence of Actions for Function:
   1. The user opens existing PBS.
   2. The system displays PBS.
   3. The user selects PBS element to edit and indicates to the system to edit element.
   4. The system prompts the user for a new PBS element name.
   5. The user enters information.
   6. The system updates the selected PBS element.

3. Create New Project
   Involved User Classes: User
   Involved External Systems: NA
   Mode of Operation: Normal
   Function Name: Create Project
   Purpose of Function: Allows the user to create a Project.
   Sequence of Actions for Function:
   1. The user indicates to the system that he/she wishes to create a new Project.
   2. The system prompts the user for a Project name and description.
   3. The user enters information.
   4. The system generates a blank Project.

4. Create New Alternative
   Involved User Classes: User
   Involved External Systems: NA
   Mode of Operation: Normal
   Function Name: Create Alternative
   Purpose of Function: Allows the user to generate Alternative for consideration.
   Sequence of Actions for Function:
   1. The user opens a Project indicates to the system create a new Alternative.
   2. The system prompts the user for an Alternative name.
3. The user enters Alternative name.
4. The system prompts the user for the CBS to utilize.
5. The system prompts the user for the PBS to utilize.
6. The user selects PBS.
7. The system prompts the user for fleet quantity under consideration.
8. The user enters fleet quantity.
9. The system generates blank Alternative.

5 Edit Alternative PBS Nodes
Involved User Classes: User
Involved External Systems: NA
Mode of Operation: Normal
Function Name: Edit Alternative
Purpose of Function: Allows the update PBS nodes of an Alternative.
Sequence of Actions for Function:
   1. The user selects node to edit and indicates to the system to edit node.
   2. The system displays node summary to be edited.
   3. The user updates node information (i.e. state, quantity, target cost, and target percentage).
   4. The system stores updated information.

6 Edit Alternative CBS Nodes
Involved User Classes: User
Involved External Systems: NA
Mode of Operation: Normal
Function Name: Edit Alternative
Purpose of Function: Allows the update CBS nodes of an Alternative.
Sequence of Actions for Function:
   1. The user selects node to edit and indicates to the system to edit node.
   2. The system displays node summary to be edited.
   3. The user updates node information (i.e. Excel model, simulation type, deterministic value, minimum, mode, maximum, low value, high value).
   4. The system stores updated information.

7 Simulate
Involved User Classes: User
Involved External Systems: NA
Mode of Operation: Normal
Function Name: Simulate
Purpose of Function: Allows the user to simulate variables for analysis.
Sequence of Actions for Function:
   1. The user indicates to the system to run simulation.
   2. The system prompts the user for number of replications.
   3. The user enters number of replications.
   4. The system stores number of replication to use.
   5. The user initiates simulation.
   6. The system runs simulation.

8 Obtain Output
Involved User Classes: User
Involved External Systems: NA
Mode of Operation: Normal
Function Name: Output
Purpose of Function: Allows the user to view output in a graphical format.
Sequence of Actions for Function:
   1. The user selects output type (i.e. Sensitivity Analysis, Cost/Risk Scatter graph).
   2. The system displays requested output.
1.10.3 Appendix 1-C: Definition of Use Cases for CRT-2, current version

1  Create New Project  
   Involved User Classes: User  
   Involved External Systems: NA  
   Mode of Operation: Normal  
   Function Name: Create Project  
   Purpose of Function: Allows the user to create a Project.  
   Sequence of Actions for Function:  
   1. The user indicates to the system to create a new Project.  
   2. The system prompts the user for a Project name and description.  
   3. The user enters information.  
   4. The system prompts the user for Alternatives.  
   5. User enters information.  
   6. The system stores the information in the database and generates the Project.

2  Create New Alternative  
   Involved User Classes: User  
   Involved External Systems: NA  
   Mode of Operation: Normal  
   Function Name: Create Alternative  
   Purpose of Function: Allows the user to generate a new Alternative for consideration.  
   Sequence of Actions for Function:  
   1. The user indicates to the system to create a new Alternative.  
   2. The system prompts the user for Alternative information (i.e. name, fleet quantity, PBS, CBS).  
   3. The user enters Alternative information.  
   4. The system stores the information in the database, generates an Alternative from the given information and displays the Alternative.

3  Add Alternative to Project  
   Involved User Classes: User  
   Involved External Systems: NA  
   Mode of Operation: Normal  
   Function Name: Create Alternative  
   Purpose of Function: Allows the user to add existing Alternatives to a Project.  
   Sequence of Actions for Function:  
   1. The user opens or creates a Project.  
   2. The system displays Project.  
   3. The user indicates to the system to add an Alternative.  
   4. The system prompts the user for Alternative.  
   5. The user selects Alternative.  
   6. The system stores the information in the database, and adds the Alternative to the Project.

4  Create New PBS  
   Involved User Classes: User  
   Involved External Systems: NA  
   Mode of Operation: Normal  
   Function Name: Create PBS  
   Purpose of Function: Allows the user to generate a product breakdown structure.  
   Sequence of Actions for Function:  
   1. The user indicates to the system to create a new PBS.  
   2. The system prompts the user for a PBS title.  
   3. The user enters information.  
   4. The system generates a blank PBS.
5. The user indicates to the system to add nodes.
6. The system prompts user for element information (i.e. state, quantity, target cost, and target percentage).
7. The user enters element information.
8. The system adds PBS element to the PBS, and stores information in database.
9. The user repeats process until PBS is complete.

5 Create New CBS
Involved User Classes: User
Involved External Systems: NA
Mode of Operation: Normal
Function Name: Create CBS
Purpose of Function: Allows the user to generate a cost breakdown structure.
Sequence of Actions for Function:
1. The user indicates to the system to create a new CBS.
2. The system prompts the user for a CBS title.
3. The user enters information.
4. The system generates a blank CBS.
5. The user indicates to the system to add nodes.
6. The system prompts user for element information (i.e. Excel model, simulation type, deterministic value, minimum, mode, maximum, low value, high value).
7. The user enters element information.
8. The system adds CBS element to the CBS, and stores information in database.
9. The user repeats process until CBS is complete.

6 Edit Existing PBS Elements
Involved User Classes: User
Involved External Systems: NA
Mode of Operation: Normal
Function Name: Edit PBS Element
Purpose of Function: Allows the user to edit a product breakdown structure.
Sequence of Actions for Function:
1. The user opens existing PBS.
2. The system displays PBS.
3. The user selects PBS element to edit and indicates to the system to edit element.
4. The system prompts the user for new PBS element information.
5. The user updates information.
6. The system prompts the user for confirmation of changes.
7. The user enters confirmation.
8. The system updates the selected PBS element.

7 Edit Existing CBS Elements
Involved User Classes: User
Involved External Systems: NA
Mode of Operation: Normal
Function Name: Edit CBS Element
Purpose of Function: Allows the user to edit a cost breakdown structure.
Sequence of Actions for Function:
1. The user opens existing CBS.
2. The system displays CBS.
3. The user selects CBS element to edit and indicates to the system to edit element.
4. The system prompts the user for new CBS element information.
5. The user updates information.
6. The system prompts the user for confirmation of changes.
7. The user enters confirmation.
8. The system updates the selected CBS element.
Simulate
Involved User Classes: User
Involved External Systems: NA
Mode of Operation: Normal
Function Name: Simulate
Purpose of Function: Allows the user to simulate variables for analysis.
Sequence of Actions for Function:
1. The user indicates to the system to run simulation.
2. The system prompts the user for number of replications.
3. The user enters number of replications.
4. The system runs simulation, stores output and prompts the user for output type (i.e. Sensitivity Analysis, and Cost/Risk Scatter graph) to display.
5. The user selects output type.
6. The system displays output in graphical form.
1.10.4 Appendix 1-D: Cost Model Used in Example

Although CRT is capable of managing multiple models, the example uses the following models for each cost element of the CBS. The parametric models are from an aircraft design book and a RAND report:


\[ M_{\text{f} \text{g}, \text{Labor}} = 73 \cdot 10.72 \cdot \text{Weight}^{0.82} \cdot \text{Velocity}^{0.484} \cdot \text{Quantity}^{0.641} \cdot M_L \]

\[ M_{\text{f} \text{g}, \text{Material}} = 16 \cdot \text{Weight}^{0.921} \cdot \text{Velocity}^{0.621} \cdot \text{Quantity}^{0.799} \cdot M_M \]

\[ \text{ToolingLabor} = 88 \cdot 8.71 \cdot \text{Weight}^{0.777} \cdot \text{Velocity}^{0.696} \cdot \text{Quantity}^{0.263} \cdot M_L \]

\[ \text{Eng. \& QC Labor} = 86 \cdot 7.07 \cdot \text{Weight}^{0.777} \cdot \text{Velocity}^{0.894} \cdot \text{Quantity}^{0.163} \cdot M_L + 1.11 \cdot 0.133 \cdot M_{\text{f} \text{g}, \text{Labor}} \]

where;
\[ M_L = \text{Material Labor Factor} \]
\[ M_M = \text{Material Acquisition Factor}. \]

\( M_L \) is a man-hour complexity factor based on the type of material used. \( M_M \) is a material acquisition complexity factor based on the material type. This factor was obtained from [17]. The ranges for both \( M_L \) and \( M_M \) are provided in equations below.

\[ M_L = \begin{cases} 
1.0 & \text{for } Al \\
1.1 - 1.8 & \text{for Composite} \\
1.5 - 2.0 & \text{for Steel} \\
1.3 - 2.0 & \text{for Ti} \\
1.0 & \text{for Al} 
\end{cases} \]

\[ M_M = \begin{cases} 
5.05 & \text{for Composite} \\
.82 & \text{for Steel} \\
3.27 & \text{for Ti} 
\end{cases} \]
1.10.5 Appendix 1-E: Capabilities by Development Phase

<table>
<thead>
<tr>
<th>Phase</th>
<th>1 Define Customer Needs</th>
<th>2 Define Product</th>
<th>3 Concept Development</th>
<th>4 Market &amp; Research</th>
<th>5 System Level Design</th>
<th>6 Detail Design</th>
<th>7 Process Design</th>
<th>8 Procurement</th>
</tr>
</thead>
<tbody>
<tr>
<td>Structures</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Cost</td>
<td>D</td>
<td>D</td>
<td>D</td>
<td>DD</td>
<td>DD 5.1</td>
<td>R 6.1</td>
<td>R</td>
<td>R</td>
</tr>
<tr>
<td>Product</td>
<td>D</td>
<td>D</td>
<td>D</td>
<td>DD</td>
<td>DD 5.2</td>
<td>R 6.2</td>
<td>R</td>
<td>R</td>
</tr>
<tr>
<td>Models</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Selection</td>
<td>D</td>
<td>D</td>
<td>D</td>
<td>DD</td>
<td>D 5.3</td>
<td>R 6.3</td>
<td>R</td>
<td>R</td>
</tr>
<tr>
<td>Configuration Management</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>- Model</td>
<td>D</td>
<td>D</td>
<td>D</td>
<td>DD</td>
<td>D 5.4</td>
<td>R 6.4</td>
<td>R</td>
<td>R</td>
</tr>
<tr>
<td>- Data</td>
<td>D</td>
<td>D</td>
<td>D</td>
<td>DD</td>
<td>D 5.5</td>
<td>R 6.5</td>
<td>R</td>
<td>R</td>
</tr>
<tr>
<td>- Input</td>
<td>D</td>
<td>D</td>
<td>D</td>
<td>DD</td>
<td>D 5.6</td>
<td>R 6.6</td>
<td>R</td>
<td>R</td>
</tr>
<tr>
<td>- Execution</td>
<td>D</td>
<td>D</td>
<td>D</td>
<td>DD</td>
<td>D 5.7</td>
<td>R 6.7</td>
<td>R</td>
<td>R</td>
</tr>
<tr>
<td>- Output</td>
<td>D</td>
<td>D</td>
<td>D</td>
<td>DD</td>
<td>D 5.8</td>
<td>R 6.8</td>
<td>R</td>
<td>R</td>
</tr>
<tr>
<td>Cost Adjustment</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Learning Curve</td>
<td>D</td>
<td>D</td>
<td>D</td>
<td>DD</td>
<td>R 5.9</td>
<td>R 6.9</td>
<td>R</td>
<td>R</td>
</tr>
<tr>
<td>Inflation</td>
<td>D</td>
<td>D</td>
<td>D</td>
<td>DD</td>
<td>R 5.10</td>
<td>R 6.10</td>
<td>R</td>
<td>R</td>
</tr>
<tr>
<td>Escalation</td>
<td>D</td>
<td>D</td>
<td>D</td>
<td>DD</td>
<td>R 5.11</td>
<td>R 6.11</td>
<td>R</td>
<td>R</td>
</tr>
<tr>
<td>Technology Upgrades</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Analysis</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Estimation</td>
<td>D</td>
<td>DD</td>
<td>R</td>
<td>R</td>
<td>R 5.13</td>
<td>R 6.13</td>
<td>R</td>
<td>R</td>
</tr>
<tr>
<td>Comparison</td>
<td>D</td>
<td>DD</td>
<td>R</td>
<td>R</td>
<td>R 5.14</td>
<td>R 6.14</td>
<td>R</td>
<td>R</td>
</tr>
<tr>
<td>Sensitivity</td>
<td>D</td>
<td>DD</td>
<td>R</td>
<td>R</td>
<td>R 5.15</td>
<td>R 6.15</td>
<td>R</td>
<td>R</td>
</tr>
<tr>
<td>Cost Driver Identification</td>
<td>D</td>
<td>DD</td>
<td>R</td>
<td>R</td>
<td>R 5.16</td>
<td>R 6.16</td>
<td>R</td>
<td>R</td>
</tr>
<tr>
<td>Simulation</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>- Life Cycle</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>- Monte Carlo</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Optimization</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Reporting</td>
<td>D</td>
<td>D</td>
<td>D</td>
<td>DD</td>
<td>R 5.20</td>
<td>R 6.20</td>
<td>R</td>
<td>R</td>
</tr>
</tbody>
</table>

D = Define high level  
DD = Define detailed  
R = Refine  
RA = Refine with actuals
<table>
<thead>
<tr>
<th>Phase</th>
<th>9</th>
<th>10</th>
<th>11</th>
<th>12</th>
<th>13</th>
<th>14</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Revised 1/17/02</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Structures</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Cost</td>
<td>RA</td>
<td>RA</td>
<td>RA</td>
<td>RA</td>
<td>RA</td>
<td>RA</td>
</tr>
<tr>
<td><strong>Product</strong></td>
<td>RA</td>
<td>RA</td>
<td>RA</td>
<td>RA</td>
<td>RA</td>
<td>RA</td>
</tr>
<tr>
<td><strong>Models</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Selection</td>
<td>RA</td>
<td>RA</td>
<td>RA</td>
<td>RA</td>
<td>RA</td>
<td>RA</td>
</tr>
<tr>
<td><strong>Configuration Management</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>- Model</td>
<td>RA</td>
<td>RA</td>
<td>RA</td>
<td>RA</td>
<td>RA</td>
<td>RA</td>
</tr>
<tr>
<td>- Data</td>
<td>RA</td>
<td>RA</td>
<td>RA</td>
<td>RA</td>
<td>RA</td>
<td>RA</td>
</tr>
<tr>
<td><strong>Input</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Execution</strong></td>
<td>RA</td>
<td>RA</td>
<td>RA</td>
<td>RA</td>
<td>RA</td>
<td>RA</td>
</tr>
<tr>
<td><strong>Output</strong></td>
<td>RA</td>
<td>RA</td>
<td>RA</td>
<td>RA</td>
<td>RA</td>
<td>RA</td>
</tr>
<tr>
<td><strong>Cost Adjustment</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Learning Curve</td>
<td>RA</td>
<td>RA</td>
<td>RA</td>
<td>RA</td>
<td>RA</td>
<td>RA</td>
</tr>
<tr>
<td>Inflation</td>
<td>RA</td>
<td>RA</td>
<td>RA</td>
<td>RA</td>
<td>RA</td>
<td>RA</td>
</tr>
<tr>
<td>Escalation</td>
<td>RA</td>
<td>RA</td>
<td>RA</td>
<td>RA</td>
<td>RA</td>
<td>RA</td>
</tr>
<tr>
<td>Technology Upgrades</td>
<td>RA</td>
<td>RA</td>
<td>RA</td>
<td>RA</td>
<td>RA</td>
<td>RA</td>
</tr>
<tr>
<td><strong>Analysis</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Estimation</td>
<td>RA</td>
<td>RA</td>
<td>RA</td>
<td>RA</td>
<td>RA</td>
<td>RA</td>
</tr>
<tr>
<td>Comparison</td>
<td>RA</td>
<td>RA</td>
<td>RA</td>
<td>RA</td>
<td>RA</td>
<td>RA</td>
</tr>
<tr>
<td>Sensitivity</td>
<td>RA</td>
<td>RA</td>
<td>RA</td>
<td>RA</td>
<td>RA</td>
<td>RA</td>
</tr>
<tr>
<td>Cost Driver Identification</td>
<td>RA</td>
<td>RA</td>
<td>RA</td>
<td>RA</td>
<td>RA</td>
<td>RA</td>
</tr>
<tr>
<td>Simulation</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>- Life Cycle</td>
<td>RA</td>
<td>RA</td>
<td>RA</td>
<td>RA</td>
<td>RA</td>
<td>RA</td>
</tr>
<tr>
<td>- Monte Carlo</td>
<td>RA</td>
<td>RA</td>
<td>RA</td>
<td>RA</td>
<td>RA</td>
<td>RA</td>
</tr>
<tr>
<td>Optimization</td>
<td>RA</td>
<td>RA</td>
<td>RA</td>
<td>RA</td>
<td>RA</td>
<td>RA</td>
</tr>
<tr>
<td><strong>Reporting</strong></td>
<td>R</td>
<td>R</td>
<td>R</td>
<td>R</td>
<td>R</td>
<td>R</td>
</tr>
</tbody>
</table>

D = Define high level  
DD = Define detailed  
R = Refine  
RA = Refine with actuals
1.10.6 Appendix 1-F: Preliminary Capabilities List

1. Within the ‘Life Cycle Costing Tool’ the CBS elements of a particular program should be directly related to the WBS of the same program either by cross-indexing, coding of elements or actually being associated (attached) to a WBS component.¹ (page 28)

2. Within the ‘Life Cycle Costing Tool’, the Cost Breakdown Structure (CBS) elements of a particular program should be directly compatible through either cross indexing or coding of elements to the components of the following organizational reports and/or computer programs (legacy systems) for that particular program: (compatible = able to exist or act together harmoniously): ¹ (page 28)
   a. Scheduling networks
   b. Organization structure
   c. Planning documentation
   d. Work packages

3. Within the ‘Life Cycle Costing Tool’, the categories defined in the CBS should be coded in such a manner as to enable the separation of producer costs, supplier costs and consumer costs in an expeditious manner (to be able to produce aggregate costing reports). ¹ (page 28)

4. Within the ‘Life Cycle Costing Tool’, the CBS, and the categories defined, should be coded to facilitate the analysis of specific areas of interest independently (virtually ignoring) other areas. For example, you might want to investigate supply support costs as a function of engineering design, so you would want to be able to aggregate those costs together without other items in the report. ¹ (page 28)

Items 3 and 4 are similar, but accomplish two different things. They aggregate costs across different types of ‘things’. Item 3 can aggregate the costs for a particular supplier over the whole product. Item 4 can aggregate the costs for a particular part (or sub assembly) in relation to a particular department of the company.

5. Hierarchies should be used to stratify the product and the cost. These are sometimes referred to as work breakdown structures and cost breakdown structures.

6. High Cost contributors:
   a. Need to be able to identify the high cost contributors for the different phases of the life cycle. For example, the high cost contributors of the initial production should be identified separately from the high cost contributors to maintenance and support. ¹ (page 264)
   b. Need to be able to identify the cause-effect relationships for the high cost contributors. That is, the system should identify the cause(s) of the high cost for each high cost contributor. ¹ (page 28)
   c. Need to be able to identify the specific input factor(s) that cause the item to be a high cost contributor. ¹ (page 134)
   d. Identify the criteria that the program uses to identify the high cost contributors in the different phases of the LCC.

7. Costs:
   a. Costs must be traceable to the specific input factor that causes the expense. ¹ (page 264)
   b. Utilizes an accepted cost evaluation approach.
      1. Possibly have options for using different approaches within the model for the different aspects of the model.
         1. Bottom up costing techniques
         2. Top-down costing techniques
         3. Backwards costing – using a budget cap as a constraint for the model.
      2. The program should guide the user on selecting the approach for a particular section of a model.
c. Critical cost factors can be identified and using an accepted sensitivity analysis method, determine how sensitive the factors are to the cost analysis.  

d. The following cost factors should be included in the analysis structure for costs associated with:
   1. Design and development  
   2. Production and testing
      1. Manufacturing labor
         a. Separate the cost of engineering and design activities from those of manufacturing and assembly
         b. Standard time data
            i. Time study  
               ii. Predetermined time data (Maynard – MTM)
         c. Direct Labor Cost
            i. Rate schedules
               1. Hourly
               2. Salaried
            ii. Set rates that represent job classifications relative to other jobs in the organization
         d. Indirect labor Cost
            i. Should include employer’s contribution to employee
               1. Social Security
               2. Unemployment insurance
               3. Worker’s compensation insurance
               4. Liability insurance
               5. Health insurance
               6. Pensions
               7. Vacations
               8. Holidays
               9. Sick leave...etc.
            ii. Calculated as a percentage applied to direct labor costs
   2. Material costs
      a. Direct materials
         i. Unit size plus finishing allowances (rough size of material needed to get the final product)
         ii. Shrinkage
         iii. Scrap from defective items
         iv. Waste
      b. Indirect materials
   3. Equipment and tooling
      a. Allocation of capital cost over the life of the equipment and consider overhead directly applicable
      b. Equipment cost include
         i. Utilities
         ii. Floor and space
         iii. Maintenance and repair
      c. Tooling cost include
         i. Purchase cost (not amortized) or production cost for those that are made in-house
         ii. Tool life considering the various machining conditions
4. Supervision 4 (page 407)
5. Quality control and reliability and testing 4 (page 407)
   a. Costs included 4 (page 440)
      i. Planning and implementation
      ii. Inspection and testing
      iii. Equipment
      iv. Space
      v. Utilities
      vi. Special workplaces
      vii. Supplies (forms)
      viii. Personnel required to do the testing 4 (page 441)
         1. Wages
         2. Overhead
         3. Training for inspection personnel
   ix. Cost of analyzing data
6. Receiving and shipping 4 (page 407)
7. Packaging costs 4 (page 407)
8. Material handling and inventory costs 4 (page 407)
9. Distribution and marketing 4 (page 407)
10. Financing 4 (page 407)
11. Taxes and insurance 4 (page 407)
12. General and administrative 4 (page 407)
13. Plant overhead 4 (page 407)
3. Installation and checkout 1 (page 270)
4. Personnel training to include learning curve analysis 1 (page 270)
5. Technical data 1 (page 270)
6. Facility construction and maintenance 1 (page 270)
7. Spare and repair parts 1 (page 270)
8. Support equipment and tools 1 (page 270)
9. Inventory maintenance (post production) 1 (page 270)
10. Customer support (field service) 1 (page 270)
11. Program management 1 (page 270)

e. Should have the capability to use escalating techniques for determining future costs when needed (when the projected cost factors cannot be determined directly). 1 (page 270)
f. Should have the capability to use cost targets (CT): 1 (page 126)
   1. Be able to allocate CTs to subsystems as design constraints
   2. Be able to evaluate alternative configurations in terms of the CTs
   3. LCC estimates should be compared to the initial CTs throughout the project

g. Should include the following cost concepts: 1 (page 270)
   1. Incremental and marginal costs
   2. Variable and fixed costs
   3. Discount rates
   4. Learning curves

h. Cost aspects of all alternatives need to be treated in a consistent and comparable manner. 1 (page 270)

i. Cost amortization should be used appropriately. 1 (page 270)

j. Should have separate modeling of costs incurred during some defined initial period and over the remainder of the life cycle. 7

8. General Execution Requirements for running the program:
a. The LCC tool should be have a modular configuration so that only the modules used in
the model are executed when necessary. This would save time when executing the
model. ii
b. Must be able to import data, whether linked to the data source or non-linked to the data
source. 2
c. Must be able to export data, whether linked to the data repository or non-linked to the
data repository. 2
d. Must be accessible through the web using acceptable methods for access and security. 2
e. Must be easily modified when the model needs to be changed. 1 (page 264)
f. Must execute in a timely manner. 1 (page 264)
g. Must have acceptable error handling throughout program execution. 2
h. The results of the model are repeatable. For example, two runs of the same configuration
yield the same answer within a tolerable limit. 1 (page 264)
i. Should have a methodology library. This library consists of modular blocks of
previously developed sections of a model that can be reused in a new model. The user
should be able to save their model sections in the library as needed. 2
j. Should have an application program interface (API) for communication or rather
transferring information between the tool and other systems. 2
k. There should be a method of analyzing the tool’s performance that uses acceptable
techniques.
l. A version of the tool can be distributed to prime manufacturers or sub-system suppliers
so they can provide highly focused and detailed information about their products in a
format that permits timely comparative analysis. iii

9. General characteristics of LCC tool:
   a. The LCC tool should provide the environment to develop a comprehensive (valid) model
      that is reliable (repeatable). 1 (page 270)
   b. Documentation of the specifics of the developed model can be produced automatically. 2
      1. Ability to attach reference sources to the data
      2. Documentation can be traceable to a specific model configuration.
   c. Reporting
      1. Reports can be generated from the tool
      2. Data can be exported to other applications for manipulation and reporting
      3. Graphs and charts are possible 1 (page 23)
   d. The model should have the capabilities to evaluate the following phases of the life cycle:
      1. Research and development
      2. Production
      3. Operations and Support
      4. Retirement and disposal
   e. Risk Analysis
      1. Structured risk assessment for the interrelationships of various uncertainties 4
         (page 268-269)
         1. To identify the critical project elements
            a. A vehicle to determine the consequences of critical decisions
         2. To provide insight into those areas that increase the chance for a
            successful project
         3. Have the ability to bring out the inherent assumptions of the project
         4. To allow critical review to determine the validity of those assumptions
         5. Have the ability to quantify a large number of complex interrelated
            project uncertainties and define those uncertainties in terms of project
            risk
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6. Have the ability to track and forecast the success or failure of the project

2. Risk assessment of iv (page 267)
   1. Decision to undertake project
   2. Project alternatives
   3. Project cost
   4. Schedule
   5. Technical performance

3. Assessment of 4 (page 267)
   1. Alternatives for risk reduction
   2. Project performance against the original risk assessment

4. Revised risk assessment based on project performance 4 (page 267)

5. Cost risk 4 (page 267)
   1. SAM

6. Project Schedule risk 4 (page 267)
   1. PERT
   2. CPM

7. Risk Analysis should include
   1. Network analysis 4 (page 272)
      a.
   2. Decision risk analysis
      a. Can use network analysis to represent the decision tree (with decisions and chance events) rather than a project structure 4 (page 272)
         i. Takes into account the manager’s pattern of performance 4 (page 300)
         ii. Includes both internal and external interrelationships to the project 4 (page 300)
      b. Decision tree development should include: 4 (page 300–301)
         i. Identification of project objectives
         ii. Definition of the major decision points
         iii. Definition of the consequences of each major decision
         iv. Identification of the probability of each consequence occurring
         v. Definition of the resolution of the consequences
         vi. Definition of the probability that the resolution will be successful
         vii. Definition of the cost or schedule impact of each problem resolution
      c. Must do more than just simulate the decision tree 4 (page 314)
         i. Should define the management decision preference (goals and objectives, system performance requirements, generalized project approach)
         ii. Network construction should represent activities and events that lead to the defined preferences

3. Cost risk analysis
   a. Not from the project structure but from the cost estimating structure 4 (page 272)
   b. Risk associated with the individual cost elements 4 (page 272)
   c. Areas of cost risk
      i. The independent variable uncertainty for the cost estimating relationship (CER) 4 (page 305)
ii. Complexity factor uncertainty 4 (page 305)

iii. CER statistical uncertainty 4 (page 305)

iv. Design changes beyond those reflected by the ranges used for the CER independent variable 4 (page 311)

v. Additional requirements beyond those represented by the cost line items 4 (page 311)

vi. Risk associated with inappropriate design specifications, CERs, or complexity factors 4 (page 311)

vii. Cost uncertainties internal to the individual WBS element such as the technical complexity of the item 4 (page 311)

viii. Cost uncertainties external to the individual WBS element such as design changes, funding problems and work delays 4 (page 311)

f. Sensitivity Analysis
   1. ‘What if’ analyses related to all types of potential risk 4 (page 509)
      1. Estimating
      2. Configuration
      3. Schedule
   2. Examination of any implications of almost any aspect of the estimate
   3. The ‘what if’ questions should be anticipated when the structure of the estimate is first designed 4 (page 509)

h. Should not allow sub-optimization without evaluating the overall affect of the sub-optimization to the total LCC.

i. Should be able to evaluate specific entities and / or overall factors and the relationships between them.

j. Assumptions within the LCC tool need to be reasonable. The model developer should know the assumptions. If assumptions are treated as fact when they are really uncertain, the developer needs to be aware when this happens. The assumptions should not treat quantitative or qualitative uncertainties for fact. 1 (page 270)

k. Mix the components within the model to get better alternatives should be possible. An optimization method would be good.

l. The reliability prediction methods should follow accepted methods of analysis for the different types of reliability requirements of the project. 2

m. Uses accepted methods for statistical sampling.

n. Uses accepted methods for statistical analysis. For example, using the expected and average values correctly in the analysis of the model.
   1. Use accepted testing techniques among variables:
      1. To determine if data has significant relationships and the strength of those relationships (Correlation, Cross-tab, T-test)
      2. To determine if X actually yields Y (the affect of x on y) (ANOVA, MANOVA, ANCOVA)
      3. To determine the if Y can be predicted by X (Regression, Multiple regression)
      4. To determine if X can discriminate between levels of Y (Discriminate)

n. System Effectiveness
   1. Used to evaluate the system or product that is modeled to meet the overall operational demand within a given time when operated under specified conditions. 1 (page 270)
   2. Uses an acceptable method to determine the effectiveness of the system or product developed within the LCC tool. System effectiveness can be related to
the ability of the system or product modeled to fulfill a defined need and is a function of performance, capacity, availability, readiness, reliability, maintainability, supportability, dependability, etc.

3. Has the capability to use several different measures of effectiveness and gives the user the choice of which to use. Could even recommend a method for a particular section of the model. When there are two or more effectiveness measures, the measures should be properly weighted in terms of significance or level of importance of each applicable criterion factor used in the model.  \(1\) (page 270)

4. The effectiveness measures need to be sensitive to changes in assumptions.  \(1\) (page 270)

5. The expected and average values that are used to determine the effectiveness of the model should be used correctly to measure the effectiveness.  \(1\) (page 270)

6. The effectiveness measures should be appropriate to the mission function. For example, the operational and maintenance concepts need to be adequately defined within the model and measured specifically to identify which iteration results of the model better fulfills the mission.  \(1\) (page 270)

7. The effectiveness measures and the cost aspects of alternatives should be treated consistently and should be comparable when evaluating different alternatives of the project.  \(1\) (page 270)

8. The cost and effectiveness factors should be linked logically so that when the cost changes the effectiveness factors change when necessary.  \(1\) (page 270)

9. The LCC tool uses the time value of money in its calculation of the future effectiveness of the system or product.  \(1\) (page 270)

o. Has simulation capabilities within the tool or can export data to a simulation package for analysis.
   1. Simulation can represent the dynamics of the life cycle

p. Should have the following capabilities for analyzing the solution during the Conceptual Design phase:
   1. Establish Cost Targets (CTs) for:  \(1\) (page 134)
      a. Unit acquisition
         i. Research and development
         ii. Production
      b. Operations and support
   2. Use CTs to design the best product

q. Should have the following capabilities for analyzing the solution during the Preliminary Design phase:
   1. Capable to perform trade-off analysis  \(1\) (page 129)
      1. Must be within CTs
      2. Must be overall cost effective (within the bounds set in the model)

r. Be capable to optimize solution for:  \(1\) (page 134)
   1. Overall objectives
   2. Sub sections of the solution (but only if overall optimization is also done)

s. Should have the following capabilities for analyzing the solution during the Detailed Design phase:  \(1\) (page 270)
   1. Evaluate the design characteristics
   2. Predict cost generating variables
   3. Estimate the cost
   4. Project the LCC as a cost profile
   5. Compare to initial requirements and Cost Targets
t. Should have the following capabilities for analyzing the solution during the production, utilization and support phase: 1 (page 270)
   1. Be able to input data after implementation
   2. Re-evaluate the model with the actual data
   3. Assess the model with the new data and compare to original model
   4. Re-identify the high cost contributors and compare to original model
u. Assess the cause-effect relationships with the new data and compare to original model
v. Learning curve functions
   1. Should be an approximation that forecasts the cost reduction from one unit of production to its succeeding unit 4 (page 170)
      1. Units of production are assumed to be essentially identical 4 (page 170)
      2. The operation is repetitive 4 (page 170)
   2. Should include an analysis on the effects of any work stoppage (the discontinuity of production)
   3. Should be based on the following:
      1. Number of units or subassemblies involved 4 (page 169)
      2. Experience of the worker 4 (page 189)
      3. The production rate 4 (page 169)
      4. Type of design 4 (page 170)
         a. New
         b. Existing with changes
   5. Program phase 3 (page 170)
   4. Based on accepted learning theory 4 (page 170)
w. Should have a ‘common core database’ or some other method that can fulfill the requirements for the various MIL-STD formats. Provide the interchange between the method used and the data exchange formats associated with the various Logistics Support Analysis (LSA) standards (MIL-STD). 3 (page 13)
x. Can calculate the appropriate number of spare removable items (RI) to position at operating units and maintenance venues in order to achieve a desired level of operational availability and a high probability that RIs, required as resources for maintenance events, will be on hand when and where needed. 3 (page 23)
y. Uses an acceptable method to determine the expected number of backorders (EBO) across the population of line replaceable units (LRU). The supply availability is a function of the EBO. The operational availability is the product of the maintenance availability and the supply availability. 3 (page 23)
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A sensitivity analysis is conducted to study the affects of using common random numbers (CRN) in Monte-Carlo simulation. The analysis is conducted using CRT\([1]\) and based on a high-level design of an airframe (typical of what may be considered during conceptual or preliminary design). The models used in the example are from [2] and [3].

Input data for the baseline case used in the example is provided in Table 1. The Quantity column is indented in order to depict the hierarchical relationships that exist within the P/WBS; e.g., there are 6 ribs in each wing and 2 wings for each airframe resulting in a total of 12 ribs. Input data are provided for, and cost estimates are performed for, only the components (leaves in the P/WBS); the other costs are “roll ups” of the component costs. For example, the wings cost is the sum of the ribs, skin, and spars costs.

Table 1. Baseline example inputs

<table>
<thead>
<tr>
<th>Subsystem</th>
<th>Quantity</th>
<th>Acceptable Deviation from Mean (%)</th>
<th>Target Cost (millions)</th>
<th>Weight (lbs)</th>
<th>Material</th>
</tr>
</thead>
<tbody>
<tr>
<td>Airframe</td>
<td>1</td>
<td>6</td>
<td>$3,025.0</td>
<td>--</td>
<td>--</td>
</tr>
<tr>
<td>Wings</td>
<td>2</td>
<td>5</td>
<td>$675.0</td>
<td>--</td>
<td>--</td>
</tr>
<tr>
<td>Ribs</td>
<td>6</td>
<td>2.5</td>
<td>$105.0</td>
<td>TRNG(15,20,25)</td>
<td>Aluminum</td>
</tr>
<tr>
<td>Skin</td>
<td>2</td>
<td>3</td>
<td>$400.0</td>
<td>220</td>
<td>Aluminum</td>
</tr>
<tr>
<td>Spar</td>
<td>2</td>
<td>5</td>
<td>$170.0</td>
<td>TRNG(70,75,78)</td>
<td>Aluminum</td>
</tr>
<tr>
<td>Fuselage</td>
<td>1</td>
<td>3</td>
<td>$980.0</td>
<td>1575</td>
<td>Aluminum</td>
</tr>
<tr>
<td>Air Inlet</td>
<td>1</td>
<td>5</td>
<td>$340.0</td>
<td>TRNG(250,300,350)</td>
<td>Titanium</td>
</tr>
<tr>
<td>LG</td>
<td>1</td>
<td>2</td>
<td>$845.0</td>
<td>--</td>
<td>--</td>
</tr>
<tr>
<td>Main</td>
<td>2</td>
<td>2</td>
<td>$600.0</td>
<td>TRNG(500,600,700)</td>
<td>Steel</td>
</tr>
<tr>
<td>Nose</td>
<td>1</td>
<td>5</td>
<td>$245.0</td>
<td>TRNG(170,175,180)</td>
<td>Steel</td>
</tr>
<tr>
<td>Tail</td>
<td>1</td>
<td>6</td>
<td>$300.0</td>
<td>TRNG(250,300,350)</td>
<td>Composite</td>
</tr>
</tbody>
</table>

\(^1\) Department of Industrial Engineering, Mississippi State University
The results of the simulation, based on the data in Table 1, 1,000 replications, and a quantity of 500 aircraft, is provided in Table 2. This is considered the baseline case.

### Table 2. Simulation results for airframe example -- Baseline

<table>
<thead>
<tr>
<th>Subsystem</th>
<th>Quantity</th>
<th>Acceptable Deviation from Target (%)</th>
<th>Mean Deviation from Target (%) - Baseline</th>
<th>Target Cost (millions)</th>
<th>Expected Cost (millions)</th>
<th>Percentage Within Acceptable Range (%) - Baseline</th>
</tr>
</thead>
<tbody>
<tr>
<td>Airframe</td>
<td>1</td>
<td>6</td>
<td>6</td>
<td>$3,025.0</td>
<td>$3,194.1</td>
<td>65.7</td>
</tr>
<tr>
<td>Wings</td>
<td>2</td>
<td>5</td>
<td>6</td>
<td>$675.0</td>
<td>$676.6</td>
<td>100.0</td>
</tr>
<tr>
<td>Ribs</td>
<td>6</td>
<td>2.5</td>
<td>4</td>
<td>$105.0</td>
<td>$105.4</td>
<td>34.0</td>
</tr>
<tr>
<td>Skim</td>
<td>2</td>
<td>3</td>
<td>1</td>
<td>$400.0</td>
<td>$405.6</td>
<td>100.0</td>
</tr>
<tr>
<td>Spar</td>
<td>2</td>
<td>5</td>
<td>3</td>
<td>$170.0</td>
<td>$165.6</td>
<td>99.0</td>
</tr>
<tr>
<td>Fuselage</td>
<td>1</td>
<td>3</td>
<td>1</td>
<td>$980.0</td>
<td>$968.2</td>
<td>100.0</td>
</tr>
<tr>
<td>Air Inlet</td>
<td>1</td>
<td>5</td>
<td>5</td>
<td>$340.0</td>
<td>$345.3</td>
<td>54.1</td>
</tr>
<tr>
<td>LG</td>
<td>2</td>
<td>2</td>
<td>5</td>
<td>$845.0</td>
<td>$886.8</td>
<td>15.6</td>
</tr>
<tr>
<td>Main</td>
<td>2</td>
<td>2</td>
<td>8</td>
<td>$600.0</td>
<td>$644.9</td>
<td>8.2</td>
</tr>
<tr>
<td>Nose</td>
<td>1</td>
<td>5</td>
<td>2</td>
<td>$245.0</td>
<td>$241.8</td>
<td>95.9</td>
</tr>
<tr>
<td>Tail</td>
<td>1</td>
<td>6</td>
<td>6</td>
<td>$300.0</td>
<td>$317.2</td>
<td>52.9</td>
</tr>
</tbody>
</table>

Alternative 1 modifies the design of the tail, which reduces the uncertainty of its weight; the tail’s weight is set at a certain 290 pounds.

The simulation is executed for 1000 and 100 replications with the concept of CRN applied to each source of variation within the cost models parameters. Next, the simulation is executed for 1000 and 100 replications without applying the concept of CRN. Welch’s difference-in-two-means t-test for significance between the baseline and Alternative 1 design are applied to each case. The results of the analysis are shown in Table 3.

### Table 3a. Welch’s Comparison of Baseline and Alternative #1 (CRN, 1000 Replications)

<table>
<thead>
<tr>
<th>Subsystem</th>
<th>Expected Cost (millions - Baseline - (\bar{X}_B))</th>
<th>Standard Deviation of Cost (Millions) - (\bar{X}_B)</th>
<th>Expected Cost (millions - Alternative 1 - (\bar{X}_1))</th>
<th>Standard Deviation of Cost (Millions) - (\bar{X}_1)</th>
<th>Halflength</th>
<th>Significant at (\alpha=0.05)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Airframe</td>
<td>$3,199.9</td>
<td>$38.8</td>
<td>$3,193.6</td>
<td>$36.7</td>
<td>$10.47</td>
<td>$6.3</td>
</tr>
<tr>
<td>Wings</td>
<td>$676.5</td>
<td>$5.8</td>
<td>$676.6</td>
<td>$5.8</td>
<td>$1.61</td>
<td>$0.1</td>
</tr>
<tr>
<td>Ribs</td>
<td>$105.2</td>
<td>$5.6</td>
<td>$105.4</td>
<td>$5.6</td>
<td>$1.54</td>
<td>-0.2</td>
</tr>
<tr>
<td>Skim</td>
<td>$405.5</td>
<td>$0.0</td>
<td>$405.6</td>
<td>$0.0</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Spar</td>
<td>$165.7</td>
<td>$1.8</td>
<td>$165.6</td>
<td>$1.8</td>
<td>$0.50</td>
<td>$0.1</td>
</tr>
<tr>
<td>Fuselage</td>
<td>$968.2</td>
<td>$0.0</td>
<td>$968.2</td>
<td>$0.0</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Air Inlet</td>
<td>$343.8</td>
<td>$22.6</td>
<td>$345.3</td>
<td>$22.6</td>
<td>$6.25</td>
<td>$1.5</td>
</tr>
<tr>
<td>LG</td>
<td>$886.5</td>
<td>$23.8</td>
<td>$886.8</td>
<td>$23.8</td>
<td>$6.60</td>
<td>$0.3</td>
</tr>
<tr>
<td>Main</td>
<td>$644.3</td>
<td>$23.1</td>
<td>$644.9</td>
<td>$23.1</td>
<td>$6.40</td>
<td>$0.6</td>
</tr>
<tr>
<td>Nose</td>
<td>$242.2</td>
<td>$5.4</td>
<td>$241.8</td>
<td>$5.4</td>
<td>$1.49</td>
<td>$0.4</td>
</tr>
<tr>
<td>Tail</td>
<td>$325.0</td>
<td>$19.2</td>
<td>$316.7</td>
<td>$16.0</td>
<td>$4.69</td>
<td>$0.3</td>
</tr>
</tbody>
</table>
The simulation results that utilized CRN indicate the only significant difference in cost is for the airframe’s tail. Also, it is important to note that the components that are not affected by the changes in the alternative design do not exhibit any changes in their component cost. Without applying CRN, the components that are not affected by the alternative design did exhibit changes in component cost due to the variability caused by the random number generator. Even though these differences were shown not to be significant (α=0.05), more complicated designs that require fewer simulation replications could exhibit higher variability of the component cost that is not attributed to actual design modifications. Although the airframe cost difference was significant by not applying CRN with 100 replications, the airframe cost difference was not significant using 1000 replications. One potential problem of applying CRN is that the number of unique random number streams utilized by the random number generator would increase.
dramatically with numerous sources of variation. Further research is needed to investigate the impact of
not using CRN in a Monte-Carlo simulation.
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1. INTRODUCTION

The design process during the 1970s was generally based on a ‘design-build-test’ model and most of these steps were performed manually. Recently there has been a shift from the traditional engineering practices involving incremental design to a new design paradigm, which is greatly influenced by the use of computer modeling and simulation. This emerging field is referred to as simulation based design, computation based design, computational prototyping, multi-disciplinary design and optimization [1]. The simulation based design concept refers to simulation of the entire life cycle of the product from concept development to detailed design, prototyping, testing, manufacturing operations, maintenance and disposal [2].

Simulation based design (SBD) and simulation based acquisition (SBA) define the process in both design and acquisition that utilizes the benefits of modeling and simulation (M & S) concepts and tools. The modeling and simulation tools are used in almost all defense and other projects in order to reduce the project cost and risk. With the use of modeling and simulation tools the problems are highlighted well before costs are committed thus leading to rapid exchange of concepts and data [3]. The SBD system is collaborative, multidisciplinary environment for developing and using virtual/real prototypes. SBD allows to develop analyze and operate with virtual prototypes, as they would be actual physical prototypes without the cost and complexity involved with the real hardware and materials.

This report provides an analysis of the history of SBD and SBA, organizations involved in SBD, and some of the simulation-based tools that are available in the market. This report is a precursor for further research into the field of SBD and is organized as follows. Section 2 gives a brief overview about virtual prototyping (VP) and SBA. Section 3 provides an overview of the various organizations involved in SBD. Section 4 illustrates the various components of SBD. Section 5 gives an overview of managing the uncertainties in SBD, while Section 6 gives an insight into one of the simulation-based design optimization and finally Section 7 provides the conclusion and future research in SBD.

2. BASIC CONCEPTS IN MODELING AND SIMULATION

This section introduces some basic concepts such as virtual prototyping and simulation-based acquisition.

2.1 Virtual Prototyping

Virtual Prototyping (VP), also known as simulation-based design, refers to the iterative design refinement of a designed product using a computer-based functional physical simulation [15]. Many leading manufacturers such as Boeing, Chrysler and General Dynamics Electric Boat have saved millions of dollars by replacing the physical prototypes with the virtual prototypes or computer mock-ups [4].
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A virtual prototype has all of the properties and information that a physical prototype would have. The design, operability, production and testing of mechanical attributes of the product can be done before the product exists physically, thereby reducing the costs involved in production of the physical prototypes. Virtual prototype is a computer-based simulation of a system or subsystem with a degree of functional realism comparable to a physical prototype. The virtual prototyping environment addresses the engineering design concerns of the developer, process concerns of the manufacturer, logistical concerns of the maintainer and training and programmatic concerns of the operator. Virtual prototypes play a very active role in the new product development initiatives. With the aid of virtual prototypes and CAD/CAM tools products can be produced with a more robust design and shorter manufacturing cycle time. [5].

Virtual reality is the term that is often used interchangeably with virtual environment, telepresence, virtual prototyping, electronic environment, virtual factories, synthetic environments, scientific visualization, cyberspace, etc. Virtual reality consists of various levels of immersion. The most basic level is the non-immersive reality, which generally consists of a large projection system to provide a wide display for a large number of observers. It is used in the design environment for group design reviews. This level of virtual reality acts as an excellent training tool for many areas including manufacturing and process control. The intermediate level of virtual reality known as semi-immersive reality partially immerses the user within the environment. With this type of immersion the user remains aware of the surrounding real world environment. This is used as a tool to allow a large group to become a part of the virtual environment. The highest level of virtual reality is a fully immersive environment in which the individual is placed in a virtual environment that removes all reference to the surrounding real world. The individual becomes an active part of the virtual environment and has no visual reference to the surrounding real world. This type of immersion is obtained through the use of head mounted display (HMD), BOOM device, or a virtual reality CAVE [5].

The main benefits of virtual prototyping are greater acceleration in the production of new products, reduced cycle times which leads to new products being available in less time, and easier identification and management of risks [5].

2. 2 Simulation Based Acquisition (SBA)

SBA, now called Simulation and Modeling for Acquisition, Requirements, and Training (SMART), is a major initiative both within the Research Development and Acquisition (RDA) Modeling and Simulation (M&S) domain as well as the Department of Defense (DoD). It is intended to make appropriate use of M&S technologies in less time and at lower cost than traditional means [20].

Simulation Based Acquisition is a new systems acquisition paradigm that embraces the total system life cycle from initial realization of an unmet need, and carrying all the way forward through system retirement. This paradigm is supported by three principal components which are described below [21].

The first component is an evolved culture in which enterprise-wide and DoD-wide cooperation is the rule and in which individual technical contributions and innovations are encouraged and efficiently managed. This culture also encourages changes leading to enhanced concurrent development and the provision of incentives for organizations to provide tools and procedures for use by other programs. It recognizes and provides a means to encourage high-level performance versus affordability tradeoffs, both within a system as well as between systems, and without institutional or service imposed barriers.
The second component is a refined system acquisition process that capitalizes on changes in the acquisition culture engendered by SBA to facilitate collaboration by many Integrated Product Teams (IPT) across a system’s entire acquisition life cycle. The third component is an advanced SBA systems engineering environment in which the application of formal methods and automation to support all system life cycle activities simultaneously encourages software reuse and maximizes interoperability.

3. ORGANIZATIONS INVOLVED IN THE RESEARCH OF SIMULATION BASED DESIGN

This section provides a brief overview of the various organizations such as DARPA (Defense Advanced Research Project Agency), ARL(Applied Research Laboratory) and SBDC (Simulation Based Design Center) involved in the field of SBD. Many other organizations, such as Lockheed Martin Missiles and Space and Ball Aerospace and Technologies Corp, are involved in SBD; a complete list of SBD links is available in Ref. [14].

3.1 Simulation Based Design Program

DARPA plays a leading role in a number of Modeling and Simulation (M & S) programs. A very important and key project is the Simulation Based Design (SBD) program, which was initiated in 1993. The main goal of the project is to ‘revolutionize the acquisition process for complex military and commercial products’ using distributed, collaborative virtual development environments. SBD is considered to be multifaceted as it looks into all the aspects of the system acquisition process from mission analysis through design and logistics considerations to manufacturing and cost/risk analysis phases [6]. With the use of M & S the time and cost for all the areas of the acquisition process can be reduced. SBD seeks to integrate the technologies of distributed simulation, physics based modeling, and virtual environments [7].

The main objectives of the SBD program are [7]:

- reduce design time by half
- investigate advanced technologies “on-the-fly”
- eliminate physical prototypes
- improve initial design quality, resulting in significant life cycle cost reductions
- enhance communication using virtual reality technologies, giving a sense of experiencing the design
- assess manufacturing and operations, prior to construction, by using simulations

Applications of the SBD program include military and commercial ships, simulation based training, aviation/space systems, and electronics manufacturing and assembly. The development partners for the SBD program included Lockheed Martin, Newport News Shipbuilding, Science Applications International Corporation, General Dynamics Electric Boat Division, Deneb Robotics, Silicon Graphics Inc., and the Gulf Coast Region Maritime Technology Center.

The SBD program consists of two phases. Phase I addressed a ship hull mechanical/electrical problem and procedures for creating and refining CAD assembly models and related product data. The main challenge is to design and build a roll-on/roll-off ship that can transit a given distance faster than current ships. Phase II of the project, a $20M a year program begun in 1995develops and integrates critical technologies into a prototype system. The main goal is to create virtual prototypes of complex ships and
military systems in a real time, interactive environment. Division Inc., a vendor of Interactive Product Simulation (IPS) tools, interfaced its dVISE, interactive software for designing and implementing virtual reality applications, with High Level Architecture (HLA), a Department of Defense (DOD) protocol for collaborative design [9]. SBD incorporates some basic HLA capabilities which allows virtual engineering prototypes to communicate with operational simulations and coordinate between multiple user activities with virtual prototypes that are composed of subsystems and parts.

The Graphical User Interface (GUI) for the SBD system was developed by Dramatis, a multimedia content development company. A familiar browser-like interface integrates common functions of location, querying, authoring and analyzing virtual prototypes. The Dramatis SBD workbench GUI is a Java application that runs on multiple platforms [10].

The SBD program performed a validation experiment in February 1997. The focus of this experiment was on survivability analysis and redesign of a surface combatant to meet a new threat. It included detailed physics-based models into the war fighting analysis phase and used multidisciplinary optimization techniques to provide parametric design information to the redesign process. The ASC experiment resulted in an SBD system configuration that [8]

- integrated multiple companies and government agencies into an Integrated Product Team (IPT)
- organized the IPT as a hierarchical collection of federations
- operated over a combination of local area network, internet and DARPA gigabit test bed network resources
- demonstrated the use of SBD in multiple life-cycle activities
- demonstrated the use of multidisciplinary analysis and optimization
- incorporated cost as an independent variable in the design trades

3.2 Simulation Based Design Center (SBDC)

The Gulf Coast Region Maritime Technology Center (GCRMTC) at the University of New Orleans operates the Simulation Based Design Center (SBDC) as a non-profit organization under the guidance of the Office of Naval Research. SBDC specifically focuses on integrating advanced information technologies and techniques to enhance design and engineering. The SBDC’s virtual reality equipment and expertise make it an important resource for collaborative projects involving simulation-based design. The SBDC is involved in the field of enterprise modeling in which process simulation is performed to evaluate new technologies along with simulation and modeling of manufacturing processes, computer-based presentation of knowledge - virtual prototyping and immersive environment, product design, analysis methods and tools - which deal with life cycle cost analysis tools, methods for design and automation and knowledge capture and integration of design environments, simulation based design services – outreach, training, and visualization marketing support. SBDC is located in Houston, Texas and New Orleans, Louisiana. Research and development projects at the New Orleans site seek to validate and enhance virtual prototyping, while the Houston location assists companies that can benefit from the application of these technologies [5].

3.3 Applied Research Laboratory (ARL) and Simulation Based Design (SBD)

SBD acts as a key technology for product development and operation, as well as for efficient exploration of the conceptual design space for advanced systems. This process, and the resulting virtual prototypes, provides efficient technology transfer as well as early and accurate assessments of cost effectiveness and
integrated life cycle support requirements. Applied Research Laboratory (ARL) at Pennsylvania State University has employed simulation-based design to achieve these objectives. The development of computer-aided design tools and object oriented, open software architectures, together with the conversion of model libraries to HLA compliant formats, has made the integration of design, performance prediction, and cost estimation toolsets possible. This integration in turn allows the construction of virtual prototypes of advanced systems and new system concepts using a simulation based design process. The resulting virtual prototypes are used to evaluate the cost effectiveness of new technologies in operationally realistic synthetic war games. The use of advanced tool kits for engineering analysis helps to achieve designs that are right the first time. Development costs are expected to be reduced by 30-50 percent, as documented in numerous industry studies [11].

The manufacturing technology department leads SBD process at ARL. The SBD system developed and implemented by ARL searches the design domain by integrating software tools for design creation, cost and performance estimation and object-oriented storage. This system utilizes virtual prototyping to rapidly evaluate design/decision alternatives for cost, mission effectiveness, reliability, maintainability, and manufacturability.

The SBD system shown in Figure 1 is an automated design process which captures rules for system and subsystem technologies, connects legacy applications over a distributed, heterogeneous environment, and helps engineers make decisions early in the acquisition process [12].

![Figure 1: Simulation Based Design Flowchart](image)

This SBD system interconnects knowledge based engineering tools, undersea simulations, computer aided design (CAD), commercial off-the-shelf (COTS) cost estimating tools, geography interpretational environment based on the Common Object Request Broker Architecture (CORBA), a middleware. SBD operates on various platforms including Windows, UNIX, and DEC Alpha VMS. The resulting virtual prototype uses geometry to show the relative sizing and placement of components and drive undersea simulations and parametric cost estimations. The infrastructure formalizes a natural dialog among agents. The information model defines the core for the SBD system by defining product and design variables such as vehicle length, diameter, speed, depth, propulsion power, weight and endurance. From this model,
A database is generated along with the CORBA interfaces to cost agents, performance agents, and design servers. Custom applications are developed as required with design servers capturing the rules that relate function and constraints to form. The design server checks input against the information model and then against the constraint map. A constraint map describes the possible combinations of inputs and outputs and ties the information model to the design server. As a result, a complete model is generated. Design model data are also used to determine product financial information [12].

The cost estimating system performs rapid financial evaluations of virtual prototypes through the commercial off-the-shelf (COTS) cost estimating software, PRICE Enterprise Edition. Data directly obtained from the design server generates a product cost estimate during the early design phase of the acquisition process. Hardware, software development, procurement and support costs are estimated parametrically. Sufficient cost, schedule and reliability information is provided for early conceptual design tradeoffs and proposals. By changing the design parameters, the SBD Cost Estimating System rapidly evaluates cost, schedule, and reliability for various product configurations. With this cost estimating system ARL can effectively evaluate 100 product configurations in an hour [13].

4. COMPONENTS OF SIMULATION BASED DESIGN

SBD is composed of the following components: modeling methods and computational tools, virtually reality environment, infrastructure for collaborative engineering, and integration technologies and tools [2].

4.1 Modeling methods and computation tools

The modeling methods include various modeling facilities and physics-based simulations that describes the behavior of the product during its entire lifecycle time. Many of these tools are available and provided through CAD/CAM/CAE systems. The innovative use of the computational physics distinguishes SBD tools from traditional design systems. Some of the SBD modeling tools available in the market are briefly discussed below.

CAE – Real time Object-oriented Simulation Environment (ROSE)
CAE Inc. offers a suite of products for modeling and simulation that focuses on real time, human-in-the-loop simulation for training and simulation based acquisition and design. SBA and SBD can optimize the functional performance and operational requirements of a new system. ROSE is a graphical modeling tool and real time simulation environment for developing simulations of complex systems. It is a complete SBD environment for the developing, testing, documenting, and controlling the simulation process. The main features of ROSE include real-time simulation based on first principles, automated compilation, linking and execution control, automated database generation, and an open architecture. [16].

Delmia Corporation
Delmia Corporation, previously known as Deneb Robotics Inc., provides 3D graphics-based factory simulation, tele robotic and virtual reality software. It provides a number of solutions in aerospace (airframe fabrication and assembly), shipbuilding (building strategy, fabrication, erection, outfitting, and modeling and simulation for mission scenarios and maintenance tasks) and the automotive industry to name a few. It is based on concurrent engineering with product engineering and process engineering occurring simultaneously through the Product, Process and Resource hub (DSPPR hub) [17].
PTC Inc. 
PTC Inc. provides services for creating, sharing, distributing, and interacting with virtual products and environments. [18].

Electric Boat Corporation 
Electric Boat Corporation – General Dynamics provides a simulation-based approach to surface ship and submarine designs [14].

Engineous Software Inc. - iSIGHT 
iSIGHT automates the manual design processes associated with the development of new products and the redesign of existing products. It integrates simulation codes and provides engineering intelligence to drive the investigation of design alternatives thereby greatly reducing design cycle time and improving product quality and reliability [19].

FakeSpace Inc. 
FakeSpace Inc. provides design and manufacture interface devices that allow easy access to and manipulation of computer generated, three-dimensional visual simulations [14].

4.2 Virtual Reality Environment

The main objective of this component is to increase the interaction between the designers and developing products by blending virtual reality into the design environment. Designs can be created, modified, and visualized in real-time [2].

4.3 Infrastructure for Collaborative Engineering

This component provides a multimedia environment that enables collaborative design and integrated product viewing among teams at different locations.

4.4 Integration

A truly integrated design environment enables simulation and evaluation of several design alternatives and allows optimization of the product relative to the requirements and costs. The objectives of integration are consistency of data handling and simplicity of operation. In developing such a system the following challenges have to be overcome namely the different user interfaces, no uniform data management approach in CAD, inconsistent meta-data capture, complicated assembly structures, data ownership disagreements, incompatibilities of multiple CAD systems. SBD is expected to evolve into a shared, highly flexible information based responsive design environment [2].

5. MANAGING THE EFFECT OF UNCERTAINTY IN SBD

It is generally recognized that there always exists uncertainties in any engineering systems due to variations in design conditions and mathematical models. Two general sources contribute to uncertainties in simulation prediction [13].

- External Uncertainty that comes from the variability in model prediction arising from plausible alternatives for input values. It is also called input parameter uncertainty.
• Internal Uncertainty comes from two sources:
  o model parameter uncertainty due to limited information in estimating the characteristics of model parameters for a given fixed model structure
  o model structure uncertainty that results uncertainty in the validity of assumptions underlying the model.

A critical issue in SBD is the effect of uncertainties of one subsystem or discipline that may propagate to another system through linked variables. The final system output will have the accumulated effect of the individual uncertainties. It is important to study the effect of various uncertainties as part of requirements tracking and design coordination. The two primary issues to be dealt with are (1) ways to propagate the effects of uncertainties across the subsystems and (2) to mitigate the effect of uncertainties and make reliable decisions.

There are two techniques for uncertainty analysis, extreme conditions approach, or worst-case analysis, and statistical approach [13].

The extreme conditions approach is used to derive the range of system output in terms of the range of uncertainties by either sub optimization or first-order Taylor expansion. This approach obtains an interval or the extremes of the final output from a chain of simulation models. The term extreme is defined as the minimum or maximum value of the end performance corresponding to ranges of internal and external uncertainties.

The statistical approach estimates the cumulative distributive function (CDF), probability distribution function (PDF), or population parameters of the final outputs from a chain of simulation models.

In most of the existing applications, the use of the extreme conditions approach and the statistical approach have been restricted to propagating the effect of external uncertainty and not internal uncertainty or the combination of the two. A recent development in design techniques has generated methods that can reduce the impact of potential variation by manipulating controllable design variables. To assist designers in making design decisions under uncertainty, propagating the effect of uncertainties is used to develop robust designs that mitigate the effects of both external and internal uncertainties. Robust designs are intended to make the system (or product) less sensitive to potential variations without eliminating the sources of uncertainties. [13].

6. SIMULATION-BASED DESIGN (SBD) OPTIMIZATION

Designers are confronted with the problem of finding settings for a large number of design parameters, called response parameters, that are optimal with respect to several simulated product or process characteristics. These parameters often originate from different engineering disciplines. The crucial question is how to find the best possible setting with a minimum number of simulations. Under these circumstances designers often use their intuition and experience. This can be improved by using statistical methods and optimization techniques. Stehouwer and Hertog describe a systematic non-iterative approach for design optimization using a tool called as COMPACT developed by CQM. With this method, as the design is improved, there is a better understanding of design parameters, a reduced number of simulations, and more time can be devoted to what-if-analyses [22].

The approach consists of following four steps [22]:
- Problem specification, which formulates the design optimization problem to find settings for the design parameters such that the design and response parameters satisfy certain constraints and the optimality requirement is satisfied.
- Design of experiments, which generates a set of suitably chosen design parameter settings or design points that must lie within the feasible design region.
- Compact modeling, which attempts to obtain good and compact model description for each of the response parameters in terms of the design parameters based on the results from step 2.
- Design Optimization. Steps 1 to 3 result in a Response Surface Model (RSM) for each of the response parameters that is used for prediction, optimization, and detailed analysis.
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1. Introduction

Decision-making is a complex process of choosing a best alternative of activities in order to achieve a certain goal or objectives in an efficient manner. Because of the complexity of modern enterprises and manufacturing systems, problem-solving and decision-making process rely more and more on decision support tools or decision support systems (DSSs). Since models are a major component of DSSs, a good means to manage models is essential for successful decision-making. Section 2 provides a brief review of DSS; Section 3 describes MMS and its functionalities.

2. Decision support systems

A DSS includes computer-based technologies that are used to support decision-making and problem solving. Ginzberg and Stohr (1982) define a DSS as “a computer-based information system used to support decision-making activities in situations where it is not possible or not desirable to have an automated system perform the entire decision process” [GinM82]. DSSs are developed to deal with the structured portion of a problem, while the judgment of the decision-maker is still needed to deal with the unstructured part [ShiJ02]. This human-machine interaction is able to improve the decision-making process of semi-structured or unstructured decisions [ChaA93]. Zmud (1983) defines the tasks that a DSS should accomplish; a DSS must:

- capture and reflect what decision-makers (DM) think,
- be easy to use and learn,
- support multiple decision processes and multiple decision styles,
- help DMs to structure situations,
- help DMs in the initial stages of resolutions,
- allow a DM to adapt the system as he/she becomes more familiar with the system, and
- be user-friendly.

A DSS framework is used to set up the components in a DSS. DSSs may have different structures, such as BHW framework and SC framework [ChaA93]. A DSS that is constructed under the SC framework has three major components: a database, a model base, and a software system. The database holds data that is organized according to a specified schema that facilitates the DSS manipulating the data. The model base stores models or procedures which can be combined in different ways to generate new models for execution. The software system in the SC framework has three components: Database management software (DBMS), model base management software (MBMS), and dialog generation/management software (DGMS). DGMS is the interface between human and the DSS. It defines the requests a user can make and responses the DSS returns to the user.

The BHW framework is also composed of three components: Language system (LS), knowledge system (KS), and problem processing system (PPS). The LS defines the requests that the PPS can accept and acts on the KS. The KS contains the knowledge that can be used to generate responses to users’ request through the PPS. In other words, the PPS processes user’s requests (languages defined in LS), and
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according to user’s requests, retrieves relevant pieces of knowledge (contents of KS), processes the knowledge pieces, and finally returns the solution.

Despite of different frameworks, all DSSs are composed of three main components: user interface (or dialogue generation and management software), database management system (DBMS), and model management system (MMS) [LenM93], [JelM85], [RizA98], [ShiJ02]. The user interface is the bridge between a DSS and users. It helps users formulate correct queries, processes the queries, directs the queries to the MMS and the DBMS, manages the execution of models and storage of result, and filters and presents the results to the users. The information flow may vary within different DSSs; however, the user interface plays an important controlling role.

The DBMS is software that helps define data schema, facilitates access, query, modify, update, filter, transform, and maintain data. Within a DSS, a DBMS is responsible for accessing data into the DSS in the format needed for execution, storing the results after execution, and providing data to the user interface upon request. The model management system assists model building and manipulation. One or more solvers may be included in a MMS to execute models. The solvers can also be the independent modules within a DSS. A MMS is responsible for managing model execution, this includes acquiring data from DBMS, scheduling model running, controlling input/output for models, etc. A more detailed discussion of model management system is provided below.

With the improvement in information technology, more sophisticated tools are incorporated into DSSs, and thus increase the efficiency of decision-making and the effectiveness of the decisions [PeaJ95]. The most important information technology applied to DSS is the World Wide Web. By creating a Web-based DSS, it not only enables use regardless of geographical locations, but also connects data and DSSs more tightly [ShiJ02].

3. Model Management Systems

There are two types of “Model Management.” The first type focuses on managing the process of model building. This type of model management divides into two levels. The first level involves monitoring the progress of model building for a project. The second level refers to the management of models across all projects. The models that used in this type of model management are not decision supporting models, they are used to document and understand the business process or the progress of projects. Examples of these types of models are: entity-relationship diagram, decomposition diagram, and data flow diagram [HudD93]. An entity-relationship diagram is a graphical representation of the entities, and the relationships between entities. Decomposition diagram is a top-down representation of functions of an enterprise or a system. A data flow diagram is a graphical representation of data stores, data process, and data flows. This paper focuses on the second type of model management, building and manipulating decision-support models.

Within a DSS, a model(s) may be composed of procedures, algorithms, or programs whereby data can be used or analyzed [ChaA93]. Models are simplified versions of real world systems, and help decision-makers conduct “what-if” experiments. Also, by the process of model building, users get to know a system better and may discover problems that would be overlooked without the rigorous definition required to build even the simplest models. Models are powerful components of DSSs, however; they are usually costly and time-consuming to build and maintain and oftentimes to use. The purpose of a MMS is to increase the productivity of the decision-making process [ChaA93]. Efficiently managing the models themselves and the process of building models improves the process of decision-making.
3.1 Definition of Model Management System

Model management systems are traditionally viewed as part of a DSS. A MMS is generally defined as a computer-based means that facilitates the development, storage, manipulation, control and effective utilization of models in an organization, as well to facilitate analysis [LiaT88], [ChaA93], [MuhW93]. Like data, models need to be managed. With the success of database management systems (DBMS), the earlier attempt of model base management system (MBMS) was to apply the similar approaches of DBMS to MBMS. However, model management is far more complex than data management. A lot of principles used in data management are not applicable for model management. Like DBMS, MBMS separates the users from the physical part of model processing. They all provide functions such as creation, modification, deletion, and maintenance. Unlike DBMS, models usually require sensitivity analysis [BlaR83]. Model selection is by far more complex then data query. MBMS may include one or more solvers for model execution while DBMS doesn’t. Model creation is totally different from data entry.

Modern DSSs involve various types of knowledge (contained in, for example, simulation models, spreadsheets, and text documents). There is no single knowledge management technique powerful enough to handle all types of knowledge [ChaA93]. As for model management systems, there are various types of models, such as simulation models, and cost models. It is a major challenge to handle these disparate types of model in a single MBMS. While DBMS is a well-established research area, MBMSs are still at a relatively early stage of development [BlaR89].

There are three major functions in a MMS, they are [MuhW93]:

- Model development – activities include problem extraction, selection of modeling tools, model building, model validation and verification
- Model storage – activities include physical storage, metadata (logical view of models) storage, and model representation
- Model manipulation – activities include model selection, model integration, model instantiation, and model execution

Artificial intelligent (AI) has been introduced into MBMS. Examples of AI applications are model construction, model integration, model output interpretation, model construction helper, model validation and verification, natural language query processors for model bases, and integrations of model bases with other components of a DSS [BlaR89].

Even though MBMSs play a major role in DSSs, recent thought is to remove MBMSs from DSSs and consider it as an independent unit [BlaR89]. In order to increase the productivity and effectiveness of decision makers, modeling experts, and system developers, the needs of a MMS include [GeoA87], [MaJ97], [ChaA93]:

- standard formats for storing and presenting models,
- standard interfaces between models and model solvers,
- applicability at all the phases of the life cycle of decision-making,
- friendly user interfaces,
- provision of different views for different users,
- facilitate model development, including automatic model builders, such as wizards and templates,
- facilitate model reuse.

3.2 Model representation

There are different kinds of models, such as business models and physical models, but this paper focuses on decision-support models. A decision-support model is a simplified abstraction of a real-world situation
that is built for analysis, learning, training, or problem-solving purpose [AskR93]. According to their
degree of abstraction, decision models can be classified into three groups [TurE95]:

- **Iconic (scale) models** – a physical replication of the real system but usually at a different scale.
  This kind of models mimics everything in the system, logically and physically.

- **Analog models** – may not look like the real system physically, but tries to capture all the
  behaviors of the real system. This kind of models only focuses on the behaviors of the real world
  situation. It tries to capture every single element of logic part.

- **Mathematical (quantitative) models** – only capture the part of interest in a real world situation.
  Only behaviors that may have impact to the problems are of interest.

Among the three, mathematical models are most often used in DSSs because the complexity of the real
system makes it impossible or too costly to represent in the other two formats.

As mentioned earlier, the views of a model vary considerably. There is no universal accepted way to build
a model. Even the same model is represented in different way for various users or implemented
differently in software. This can lead to problems in redundancy of model development and
inconsistencies of models. Also, in order to work with models that are generated by different software, a
user must learn more than one modeling skill. To reduce these problems, general modeling approaches
are needed, e.g. the following model structures have been proposed.

- **Relational approach** – Blanning [BlaR89] attempts to implement the principle of relational views
  of data onto models. He views a model as a virtual file, where all possible inputs and corresponding
  output are records. For example, consider a virtual file called “a factory” (a factory model) where
  inside this file (a table) there are records with field names such as “order quantity” (input) and
  “shipped quantity” (output). By saving the input and output set, the differences between different
  models formats can be ignored. Thus the practices that are used in DBMSs can be applied to MMS
  with minimum changes. The Relational approach does not provide a standard format for models;
  instead, it tries to hide the physical part of models from users. This approach hides the model details
  from the decision maker and enables model selection by using query languages similar to SQL on
  input/output sets. This approach also helps model integration regardless of the physical difference of
  models.

- **Structured modeling** (SM)– Geoffrion [GeoA87] identifies the basic components of a model, the
  relationships between the components, and then represents a model as an acyclic graph that is
  composed of hierarchically organized elements (entities, attributes, and functions). Elements
  (primitive entity, compound entity, attribute, function, and test) are the basic units of the models. The
  relationship between each element is through “calls”. All elements except primitive entity have a
  calling sequence that references to other elements. SM can capture the properties of a system that are
  independent of time as well as capture the numeric relationships between variables of mathematical
  models. Structured modeling decomposes a model into manageable elements. The arrangement of
  elements decides the functionality of a model. This approach provides a standard format for
  representing models. Model management becomes easier when all of the models are translated into
  one standard.

- **Object-Oriented approach** - An evolving model representation approach is to represent models using
  object-oriented (OO) principles [DolD86]. An object is an entity that has its own private data. The
  access to the data is via the methods or functions that the object provides. There are three kinds of
  models in object-orient modeling: static data model, dynamic model, and functional model/process
  model [MaJ98]. The static data model defines the objects and their attributes, as well as the static
  relationship between objects. The dynamic model defines the behaviors of objects over time, e.g.
  states, events, activities, and actions. The functional/process model defines how actions change the
values of attributes or variables. The object-oriented approach has two main advantages. First, since models and model solvers can be modeled as objects, it is possible to represent various models within a single modeling paradigm. Second, the inheritability is promising for model reuse [KwoO96]. Structured modeling fails to describe the dynamic part of a simulation model in that SM can’t describe the behaviors of entities in a certain point of time. While through OO approaches, the behavior of an entity (object) can be defined as an action of the entity (object).

It seems that the SM and OO approaches are more suitable to building a standard modeling language. In fact, there is a key similarity between SM and OO. “Structured modeling formalizes the notion of a definitional system as a way of describing models. This is precisely what the object-oriented concept of a class and the class-composition graphs formalize.” [MuhW93] However, as mentioned in [GeoA99], SM is not suitable for representing simulation models without modification. SM is limited by its ability to capture the dynamic aspect of a simulation model.

3.3 Model Management Functions

MMS should provide functions to facilitate model manipulation and management. These functions include problem formulation, model creation, module libraries or templates, model execution, model storing, model deletion, documentation, model modification and updating, model selection, and model integration. These functions are used throughout the life cycle of decision-making. The steps in the life cycle of the decision making process are: [ChaA93]:

- problem stated,
- data collection or production,
- select reusable models or modules,
- integrate and modify models, or create a new model,
- link model with database if data input is needed during execution, and
- present and store solutions.

For “problem stated” and “data collection or production” steps, MBMSs may provide tools such as IDEF diagrams to help users formulate the problem and identify what data needs to be collected. Also, if data already exists in a DBMS, a MMS should help the users query the data from the DBMS. The MMS also needs to provide a documentation function to record the process of model building.

For “select reusable models or modules” step, MMSs should provide model libraries or templates. As for selecting existing models/modules, the MMS should provide selection functions to provide users with possible models/modules. Two approaches can be used in selection. The first is to select the existing models/modules from metadata or the contents of models/modules. The second is to select from their input/output schema, if input/output schema fits, then two models/modules may be able to connect. The second approach may not return the correct models/modules, but it’s easier to implement. The first approach is harder to implement since it needs to recognize the knowledge of models/modules. Note human judgments are needed in either approach.

For “integrate and modify models, or create a new model” step, the MMS should facilitate the creation of models by providing modeling wizards, model libraries, templates, etc. MMSs usually contains well-developed model development software. However, a MMS may contain more than one model development tool, thus creating a problem of how to manage the compatibility of the different types models. Model integration is difficult task since models, especially from different software vendors, are usually not compatible. It is a difficult task to map the output schema of one model to another’s input schema. Again, human judgments are needed in this step.
For “link model with database” step, MMSs should help acquire data dynamically at run time. MMSs should have the capability to communicate with DBMSs, select the right data and provide it to the models in the right format at the right time. Two approaches can be used. The first one is to select and organize data prior to a model’s execution. The second approach acquires data during model run time. The first approach is easier to implement and only slightly affects model execution. However, in some situations, the second approach is needed, especially when data are not available prior to a model’s execution.

For the “present and store solutions” step, it is known that the presentation of results to users is significant. MMSs should prepare the results after model execution for the user interface and DBMSs. MMS should also facilitate model storing and updating as users conduct “what-if” experiments.

Without a standard model representation, high-level model manipulation functions, such as model integration and model selection, are difficult [Harl84]. The lack of a standard modeling format results in such difficulties as a lack of modular construction, differing computer languages, and a lack of standardization of input and output structures. A standard modeling format also facilitates model integration. In DBMS, SQL is a recognized standard language to select data. In MMS, however, there is no standard language available to select a model since different model bases have different ways to define its models. Artificial intelligence (AI) has been used in model selection to recognize the reasoning knowledge of model definition rules. [KwoO96] Still, model selection is a difficult task and more research is needed.

Model reuse is an attempt to utilize the whole or part of existing models when building a new model. The main advantage of reusing of models is saving model building time and effort. Since models may be built using different approaches, interpretation of models and then re-structuring them into a manageable format is required. There are two general approaches to model reuse. The first is to design reusable model constructs, for example, a model library or model template. The second approach is to use a specific modeling language, or translate models into a standard modeling representation [KwoO96]. An object-oriented approach largely increases the reusability of models. However, a modeling standard is still needed to ensure model reusability [Riza98]. Kown and Park (1996) proposed a reverse modeling (RM) approach to reuse models. In their approach, they assume that each model has metadata that defines the model name, type of model, purpose of model, and modeling language. After identifying the model, constructs (elements) and their relationships are extracted. This process is done by a specific translator, that is, for each type of model, there should be a corresponding translator to transform the model constructs and relationships into a standard format. Models in the standard format then can be reused.

For models that are built in a closed environment, a translator is needed when they are to be imported/exported to another environment. For example, simulation models built with ProModel are not readable by Witness. For complex models, especially in a cooperative model building environment, extensive model sharing and exchange capabilities are needed. This requires at least one translator among various formats[KimH01]. In most cases, no such translator exists. Thus, an open-architecture model-exchange environment is needed. Currently, an evolving research area is the use of XML (eXtensible Markup Language) to build such an environment. XML was originally designed to support electronic publishing and has the following characteristics:

- simplicity – an XML document is easy to read and edit,
- extensibility – the format of XML documents can be easily extended to include more data,
- interoperability – XML is widely accept and works on various platform and software,
- openness – an XML document is easy to read and edit and plays an increasingly important role in various kinds of data exchange.

XML provides a natural way to design open-architecture models.
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Problem Definition

- The design of affordable products requires cost evaluation to be an integral part of the design process, especially early in design.

- Integrating cost evaluation into the design process, making it insitu, requires a strategic framework that addresses:
  - processes by which design and cost evaluations are performed,
  - methodologies/technologies that are needed to effectively carry out these processes, and
  - the way cost models are used, re-used, and managed.

- Such a framework currently does not exist resulting in a:
  - lack of clearly defined needs, capabilities, and processes
  - less effective technology development environment
Project Objective and Goals

**Project Objective:**
Enhance the design of affordable products by providing, as an integral part of the trade-study processes, timely and relevant evaluations of the cost (and cost risk) to produce and operate a product.

**Project Goals:**
- Integration -- assimilate & integrate distributed & disparate cost-evaluation process, data, & model “islands” for use over the product life cycle.
- Variable complexity models -- utilize the “most appropriate” models and data to assess product alternatives as the design evolves.
- Process based -- framework, set of processes, and design decision-support tool for conducting and managing cost analyses and trade studies early in the product design process.
- Insertion/Insitu -- insert the technologies into the design process, provide design decision support.
- Application -- test, evaluate, and deploy the results in industry and academe.
Key project activities

- Definition of cost estimation, requirements, and design processes.
- Development of a decision-support system architecture that couples product and cost hierarchies, facilitates model selection, and assesses cost risk.
- Development of proof-of-concept prototypes, referred to as Cost/Risk Tool (CRT) -- versions 1, 2 and 2+; preliminary industry review
- Development of a simulation-based Reliability Prediction Model for conceptual design.
- Dissemination through at least 3 journal articles (1 published, 2 in preparation) and 3 conference papers.
Motivation: Meet a critical need to trade off performance, cost, and risk early in design
A Systems View of Cost Evaluation
Understanding design, requirements, and cost analysis processes are essential to providing an integrated decision-support tool.

In order to effectively design-in affordability early in design, IPTs need tools that are:
- integrated into the design process,
- interact with tools supporting other types of analyses.

Insertion of these technologies require an understanding of the design, requirements, and cost-estimation processes.

Defining the primary processes identifies:
- activities that need to be supported,
- tools that are used in those activities that must be integrated, and
- means to insert tools into the process.
IDEF₀ representation of a generic cost estimation process, as derived from the literature.
IDEF$_0$ representation of a generic cost estimation process, as derived from the literature (cont.)
Requirements process

Representation methodologies that were developed

<table>
<thead>
<tr>
<th>Use case no.</th>
<th>Name</th>
<th>Description</th>
<th>Role (Who)</th>
<th>When</th>
<th>How (mechanism)</th>
</tr>
</thead>
<tbody>
<tr>
<td>9.1</td>
<td>A</td>
<td>Activity A</td>
<td>4</td>
<td></td>
<td>Project manager</td>
</tr>
<tr>
<td>9.2</td>
<td>B</td>
<td>Activity B</td>
<td>5</td>
<td></td>
<td>Project manager</td>
</tr>
<tr>
<td>9.3</td>
<td>C</td>
<td>Activity C</td>
<td>6</td>
<td></td>
<td>System analyst</td>
</tr>
<tr>
<td>9.4</td>
<td>D</td>
<td>Activity D</td>
<td>12</td>
<td></td>
<td>System analyst</td>
</tr>
<tr>
<td>9.5</td>
<td>E</td>
<td>Activity E</td>
<td>7</td>
<td></td>
<td>Customer</td>
</tr>
</tbody>
</table>

Example Tabular Diagram
The design of affordable products require tight links to cost and risk analyses.
Decision support approach & example issues

DATA
- Historical data from comparable systems/designs
- Design/Cost Assessment Processes or "Use Cases"

ENABLING TECHNOLOGIES
- Collaborative electronic work environments
- Machine intelligence and information technology
- Product information systems (e.g., PDM, CAD, requirements management)

MODELS
- Multiple model application provides measure of uncertainty
- Sensitivity and risk analyses on design variables
- Varying maturity of design's components requires the application of heterogeneous models

INSITU Design/Cost Trades Tool
- Users (Designers, etc.)
- Design model selection based on current design state

USERS
- Effective insertion of technologies into work processes
- Based on design decision-making processes
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FINAL REPORT: Pathfinder 2: Insitu Design Cost Trades (IDCT) Tool
Contract: F33615-00-C-5902

14
Cost Risk Tool (CRT)

- Definitions/Foundation
- Architecture
- Capabilities
- Interfaces
- Industry survey
- Future directions
Definitions and Assertions

\[ \text{Cost}_{\text{sys}} = \sum_{j=1}^{n} \left[ \sum_{k=1}^{3} M_k^* (X_1^k, \ldots, X_i^k, \ldots, X_p^k) \right] \]

where:

- \( M_k^* \in \{ M_k^1, M_k^2, M_k^3, \ldots \} \) and
- each \( X_i^k \) is either deterministic or \( X_i^k \sim \text{Triangular}(\min, \text{mode}, \max) \).

- a system is composed of \( n \) components
- the system and its components are characterized by \( p \) variables/parameters, \( X_i \)
- “cost” is composed of \( s \) elements
- one of many potential models, \( M_k^* \), is used to estimate cost element \( k \), based on the characteristics of the system and/or component \( j \) (variables/parameters, \( X_i \))
Overall CRT architecture
CRT is model-centric

- model base is linked to CBS/PBS combinations through “estimate instance.”
- models are external to CRT
- models are linked through a “registered” model base (data dictionary)
- models may be any type, e.g. parametric, analogous, detail, activity-based.
- model selection depends on information availability, i.e. variable-complexity models.
- cost estimates are either deterministic (point value) or stochastic (based on uncertainty in the design variables or project parameters).

An estimate instance provides a cost estimate for the combination of a specific cost element in the CBS and a specific component in the PBS. Estimate is determined by a user-selected, external model.
Defining the product and cost hierarchies
PBS component information

Component target cost and deviation

Component variables

PBS Design Variables

<table>
<thead>
<tr>
<th>Name</th>
<th>Value</th>
<th>Min</th>
<th>Mode</th>
<th>Max</th>
</tr>
</thead>
<tbody>
<tr>
<td>Weight</td>
<td>0</td>
<td>250</td>
<td>300</td>
<td>350</td>
</tr>
<tr>
<td>Velocity</td>
<td>800</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>Quantity</td>
<td>500</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>Material Labor Factor</td>
<td>0</td>
<td>1.1</td>
<td>1.3</td>
<td>1.7</td>
</tr>
<tr>
<td>Material Acquisition Factor</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
</tbody>
</table>
Model selection and variable definition

Model Selection: All models for a specific CBS element are displayed.

Model Variables: All variables – both component level and project level – are displayed for the selected model.

PBS component
Cost element

Data Dictionary provides more detail on variables, as needed.

Note: These Changes are Project Wide!
Model base

- List of all registered models
- Model/Estimate Management Structure
- Monte-Carlo Simulation Engine
- Model Base
  - Model
  - Input
    - A: weight, volume
    - B: weight, complexity
- Adjustment Models
  - learning
  - escalation
  - year dollars
  - spread pattern
- Primary Models
  - CERs, functions
  - link to packages
  - direct data
- Interface to specific registered model information
- Models are external; linked through a "registered" model base.
- Models may be of any type.
Output – cost/risk analysis support

- Standard output for a component
- Sensitivity Graph for a component
- Uncertainty/Cost Scatter Graph for all components

- Estimate exceeds target and acceptable deviation from target.
- Cost is more sensitive to weight variable than material.
- Component "Tail" has a high-cost, high-risk estimate, relative to target.
Component analysis support

Distribution of cost

Performance measures of cost

Target Cost: $120,000,000
Target Percent %: 2.5
PBS Expected Cost: $105,488,252
Expected Deviation from Target %: 12.19
Percent Within Acceptable Range: 2
Cost/Risk scatter graph
Performance measures

- Mean, standard deviation, and distribution of estimated cost
- Mean deviation between estimated cost and target cost
- Probability that cost will be within target interval
- Cost ratio (expected cost / target cost)
- Risk ratio (expected deviation / acceptable deviation)
Data dictionary

Variables, parameters, and CBS elements are defined in a data dictionary; includes units and synonyms.
Model registration

Variables and parameters are defined in a data dictionary, includes units and synonyms.

Tooling represents all of the preparation for production: design and fabrication of tools, preparation of molds and dies, computer controlled machinery programming, and testing equipment. The Material Labor parameter represents a complexity factor (real number), that has the following value ranges depending on the chosen material: Al 1.0, Composite: 1.1-1.8, Steel: 1.5-2.0, and Titanium 1.3-2.0. This model is a component of the RAND DAPOA IV Model.
Industry survey

<table>
<thead>
<tr>
<th>Strongly Disagree</th>
<th>Disagree</th>
<th>Neither agree or disagree</th>
<th>Agree</th>
<th>Strongly Agree</th>
<th>Agree</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>2</td>
<td>3</td>
<td>4</td>
<td>4.1</td>
<td>4.3</td>
</tr>
</tbody>
</table>

- The concepts being developed in this project, as presented in this review, are:
  - important to advancing the cost engineering discipline 4.1
  - important to enhancing the design of affordable products 4.3
  - relevant to our business/industry 4.6

- We support the work being done in this project and encourage the AFRL to continue its funding. 4.4

- We are willing to provide guidance and other in-kind support for this project’s future activities. 4.5

- We are willing to participate in a test case of the IDCT Tool. 4.3

- We are willing to jointly fund future development of the project’s methodologies/technologies. 2.8

- We are interested in working with this project to investigate integrating it into our business. 3.9
New CRT user interfaces
Cost Risk Tool (CRT-2+) proof-of-concept prototype capabilities/features:

- based on design and cost-analysis processes; interface defined through use cases
- simple robust model-centric architecture
  - object-oriented (developed in VB.net)
  - utilizes data dictionary
  - built on database; close to client-server
  - related alternatives are “packaged” as projects
  - incorporates model registration and management
  - encourages the use of variable-complexity models
- flexible, coupled, dynamic, hierarchical product- and cost-breakdown structures
- considers the impact of design-variable uncertainty on component and system cost (via an integrated Monte Carlo simulation engine)
- facilitates risk analysis (output displays)
CRT -- selected future project activities

- Permit "partitioned" risk analyses, i.e. perform simulations only on selected sections of the PBS.
- Exploit multithreading capability of the operating system, and investigate parallel processing, to speed up the simulation analyses.
- Migrate to a client/server environment.
- Investigate the application of XML and web portals as enabling technologies.
- Link to CAD/CAE system in order to facilitate entering values for the component-level design variables in the PBS.
- Link to other cost models/systems.
- Enhance reporting capability and database queries.
- Develop hierarchical data dictionary in order to facilitate use and searches.
- Support other types of probability distributions to represent uncertainty in input variables.
- Provide capability to "fit" the output to theoretical distributions; i.e., better characterize cost distributions.
- Incorporate the application of "adjustment" models.
- Test, evaluate, and deploy in industry and academia.

Note: Other activities should be defined based on industry feedback and capabilities analysis.
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4.1 Executive Summary

Affordability is a major product requirement and a driving force in today’s defense and commercial business environments. Cost, especially life-cycle cost, is a primary component of affordability and a primary measure of design quality; and, as a result, assessing/evaluating cost is a key business process in most industries. In order to design affordable products, engineers need design decision-support tools that are an integral part of the design process and provide timely and relevant feedback on the cost of design alternatives. In general, this basic need is not being met. While tools exist and are being developed that address portions of the problem, it is often unclear how they are related to and work with other tools and technologies, especially as the design evolves over time. This project provides an initial approach to addressing and resolving these questions and issues. It provides an important first step toward effective cost evaluation during design.

Since this is the initial step towards the development of a comprehensive design decision-support tool, a significant portion of the project focused on defining user needs and system requirements. As a prerequisite to these activities, the product life cycle and systems development processes were defined and the general characteristics of cost-evaluation environments were identified. Similarly, preliminary definitions of the trade study and cost-evaluation processes, that an IDCT tool must support, were developed. These activities led to the formulation of objectives of an effective IDCT Tool and the identification of high-level functions of the Tool. All of these activities provided the foundation for identifying user needs and establishing system requirements. In addition, a preliminary concept of operation for the Tool was formulated.

A conceptual design for an IDCT was developed using an object-based approach. The design scheme focuses on the intelligent integration of cost elements (models, data, tools, etc.) in order to provide an effective decision support system for cost evaluation during design, especially during the conceptual and preliminary design phases. Based on the conceptual design for the IDCT Tool, commercial off-the-shelf (COTS) software was identified that could support the development of the Tool. In order to demonstrate feasibility of the approach and design, we developed a prototype of an IDCT Tool.

The project involved extensive literature and Internet searches for information on the design and cost evaluation processes and the types of models and technologies that would a part of an IDCT Tool. Information was also gathered at professional conferences and at meetings with personnel from industry that either are involved in the design and/or cost-evaluation processes or are involved with tools/technologies that support those processes. A portion of the conceptual design was tested and demonstrated through the development of a prototype.

All of the activities of the project provide a solid foundation for further development of the IDCT Tool. To that end, this project also developed a master plan for further development of the Tool in a subsequent project and identified potential team members that would be a part of the development.
4.2 Introduction and Background

Design is “a process of converting information that characterizes the needs and requirements for a product into knowledge about a product,” (Mistree et al., 1990) while satisfying a set of performance objectives and constraints. Design is driven primarily by a set of requirements that are typically based on some preconceived notion of quality.

Quality can be defined as “the extent to which a product responds to the demands of the customer and the marketplace” (Hisakazu et al., 1988). In this spirit and that of Garvin’s eight dimensions of quality (Garvin, 1984), we consider performance, affordability, cost, manufacturability, reliability, etc. all to be elements of quality. For example, affordability – the explicit consideration of both a product’s performance and cost in order to develop a balance among requirements, costs, and budgets – is a major product requirement and a driving force in today’s defense and commercial business environments. In the case of defense systems, procurement requirements have shifted from performance at all cost to one ensuring superiority, yet being affordable. In 1995, Paul G. Kaminski, Under Secretary of Defense (Acquisition & Technology) described DoD’s new more balanced “cost of performance” view where cost is a critical component of DoD system optimization and life-cycle cost is not simply an outcome as has been the case in the past but an independent variable in meeting the user’s needs. Similarly, in 1997 NASA Administrator Daniel S. Goldin announced a major initiative to significantly reduce the cost of future air travel by 25 percent in ten years and 50 percent in twenty years. The program focuses on, among other things, reducing manufacturing cost of aircraft through novel airframe structural design and manufacturing processes, as well as improving design tools to reduce life-cycle costs.

Just as it has been said that quality must be designed into a product, affordability as well must be designed into products, rather than “checked” after the fact. Designers and integrated product teams (IPTs) must explicitly address cost as an integral part of the design process, especially in early phases of design. While affordability must be addressed throughout a product’s life cycle, a large portion of a product’s affordability is obtained and maintained by identifying and assessing cost drivers and explicitly addressing process design and manufacturing operations early in the design process. A common rule of thumb in industry is that nearly 75 percent of a product’s cost is determined by the end of conceptual design; therefore, there is a brief “window of opportunity” to significantly affect affordability.

A major aspect of design involves an iterative process of deciding the values for variables that define a design and evaluating the resulting performance in terms of how well the design meets its intended needs and objectives. This trade-study process is the foundation for finding satisfactory or “optimal” designs. As indicated above, a key performance measure for evaluating the quality of a design, and the focus of this report, is the anticipated cost of a product.

Cost, especially life-cycle cost, is a primary component of affordability and a primary measure of design quality; and, as a result, assessing/evaluating cost is a key business process in most industries. In order to provide adequate evaluation of candidate designs, cost measures that are used in design trade studies and design decision-making processes must explicitly consider the product’s form, material, manufacturing processes, use and operation, support concepts, etc. In order to design in, rather than “check” affordability after the fact, designers and integrated product teams (IPTs) must explicitly address cost as an integral part of the design process.
While many factors that are decided upon in the design process – e.g. size, materials, dimensional tolerance, part count etc. – are directly related to manufacturing and cost performance, such factors are often not addressed during the design process in a manner that enhances the quality of the final product. As Yoshimura (1993) describes, “in usual design optimization, consideration is only given to the improvement of the product performance … the product manufacturing and cost factors concerning manufacturing processes are scarcely considered.” If cost performance measures are used at all in design trade studies, they mostly address a product’s form and material, with little to no regard for the process that will be used to produce the product. Also, many existing cost models are based on variables that often are neither related to product features and design variables, nor characteristics of manufacturing processes; i.e., they are not sensitive to the factors that directly impact product cost. This is illustrated by an example from aircraft design (Fondon et al., 1996) where weight is commonly used as an early predictor of cost. As illustrated in Figure 4-1, since the skins in this horizontal torque box example comprise 66 percent of the item’s weight, one might concentrate a cost improvement effort on the skins. However, the ribs, while comprising only 10 percent of the item’s weight, contribute to 36 percent of the item’s manufacturing cost and approximately half of the item’s parts, tools, and labor cost.

![Figure 4-1: Weight-driven cost models do not support meaningful design trades.](image)

In order to significantly impact design, cost, schedule, and risk must be assessed during design in a manner similar to the way aerodynamics, weight, etc. are assessed. In essence, designers need a “balanced scorecard” to guide the design process. Therefore, advanced design technologies must encourage and support the transformation of customer requirements into a product by providing cost/manufacturability measures of the design and concurrently considering the production process in conjunction with the product’s intended form and material.

Unfortunately, such cost/manufacturability evaluation technologies are not readily available today. Historically the treatment of cost, both manufacturing and life-cycle, early in the design has been insufficient. As detailed in among others, (Dean, 1998), (Greenwood, 1996), and (Thomas, 1994), this is primarily due to: (1) an overarching focus on performance at all cost, (2) the lack of adequate design guidelines, such as supportive product and process evaluation data, models, processes, and tools that link design variables to cost measures, and (3) the lack of means to integrate these considerations into the product design process. Significant advances have been made in the past few years to develop technologies that both directly and indirectly support affordability and cost evaluation. Since cost-evaluation tools and technologies for supporting design have just begun to evolve, much needs to be done in order to integrate cost evaluation into the design process and elevate cost evaluation to a comparable level of application as other types of engineering analyses.
In order to design affordable products, engineers need design decision-support tools that are an integral part of the design process and provide timely and relevant feedback on the cost of design alternatives. In general, this basic need is not being met. While tools exist and are being developed that address portions of the problem, it is often unclear how they are related to and work with other tools and technologies, especially as the design evolves over time. A fundamental problem is that there is no unifying framework that describes the design/cost-evaluation processes over the product life cycle. This is closely related to the problems associated with the lack of a general understanding of the: (1) design decision-making processes that utilize cost, (2) cost-evaluation processes, especially those in support of design decisions, and (3) relationships between design processes and cost-evaluation processes over the product life cycle. Another related problem is that cost-evaluation methodologies often do not provide relevant and timely support to designers and integrated product teams (IPTs), especially early in design, because the inputs they require are not closely linked to design variables and the methodologies do not explicitly address production and operations/support considerations.

While it is all well and good to say that cost evaluation must be an integral part of design, it is not clear what this really means. For example, what is required to explicitly address cost and affordability issues early in the design process? As with any development effort, requirements are generated based on an understanding of the characteristics of the general cost evaluation operating environment. Similarly, once the requirements are defined, solutions for meeting the requirements are generated and implementation issues are addressed. Just as one would not design a new product in isolation, without understanding customer needs, it would be premature to attempt to integrate cost evaluation technologies into the design process without a fundamental understanding of the problems, issues, and needs and clearly defining the process involved. This report provides an initial approach to addressing and resolving these questions and issues. It provides an important first step toward effective cost evaluation during design.

### 4.3 Objectives and Approach

This project is a first step towards designing, developing, and deploying an In situ Design Cost Trades Tool. Such a tool would be an open, comprehensive system for supporting the design decision-making processes. It would provide an effective means for addressing the cost performance of candidate designs throughout the product life cycle. The system would be intended to: (1) allow the designer and/or IPT to adequately evaluate cost as an integral part of the design process, i.e., as the design evolves; (2) capture evolving design experiences, not only by retaining design cost information, but to reuse, exploit, leverage, and ultimately learn from the experiences; and, (3) provide a means to study and analyze, and ultimately better understand, the impacts of design and programmatic changes on product/process costs, i.e., identify and understand what and how these variables influence cost.

As a first step, the intentions of this initial phase of developing an effective IDCT Tool, as defined in the Statement of Work, was to:

a) identify user needs and requirements for an IDCT system,

b) perform a survey of commercial-off-the-shelf (COTS) software to use to meet the functional requirements of an IDCT system,

c) develop a master plan and schedule for the next phase of work on the IDCT system,

d) develop and demonstrate a prototype that establishes the feasibility of the approach,

e) identify a cross-functional technical review board (TRB), and
f) demonstrate the IDCT prototype to, and obtain feedback from, customers, stakeholders, and potential beta sites for Phase 2.

From a systems engineering perspective, this project is positioned in the conceptual design phase but includes all systems engineering steps within this phase, e.g., requirements analysis, functional analysis, synthesis, etc. A major focus of the project is to provide early front-end analyses and initial system requirements definition. A key aspect of the project was to identify the necessary components that need to be included within an IDCT system and understand how the components fit together. This requires a top-down approach and view cost evaluation in its broadest terms.

Cost evaluation, especially as an integral part of conceptual and preliminary design, takes places in an uncertain, dynamic environment. As a means to deal with the inherent complexity and to provide effective decision support, the IDCT system needs to be developed and managed from a systems perspective; i.e., it should to be engineered or systematically defined, designed, developed, and implemented. This requires a clear framework and set of processes that will, among other things, drive data and model requirements, and not visa versa (as has too often been the case). The systems approach to developing the IDCT system provides the opportunity to define and model cost evaluation and cost management processes so that they reflect the way cost evaluation should be conducted in order to support design. The motivations for defining and modeling cost-evaluation processes (based on Vernadats’ motivation for enterprise modeling (Vernadat, 1996) are to: provide better understanding and uniform representation, provide a basis for analysis, support design or redesign of process elements, manage complexity, capitalize on acquired knowledge and facilitate its re-use, rationalize and secure information flows, enhance communication among functional entities, and build a common culture and shared vision.

The systems approach that is used in this project is illustrated in Figure 4-2. Prior to developing the requirements for an IDCT system, even at the conceptual level, it is critical to have a clear definition of the environment in which the system must operate. As shown at the top of Figure 4-2, there are three activities that define the environment and provide the bases for the system requirements. The three activities are defining the objective of a life-cycle cost evaluation environment, identifying the characteristics of the operating environment, and defining the design and cost-evaluation processes that the IDCT system will support. While the system will focus on the conceptual and preliminary design phases of the product life cycle, it is expected to operate over the entire life cycle. Similarly, it will obtain and use information from all phases of the life cycle, even during the conceptual and preliminary design phases.
It is only once the objectives have been defined, the operating environment understood, and the processes defined, that user needs and requirements can be formulated. As shown in Figure 4-2, user requirements are composed of two primary components, functional requirements (what is to be done by the IDCT system) and process or operational requirements (how the functions must be accomplished). In addition, support requirements are identified; i.e., those that facilitate, enable, and sustain the primary activities that provide cost evaluation support during design.

Requirements are also formulated as the concept for the system is developed and concurrently with the technology survey and assessment. Defining requirements is a highly iterative process, changing frequently as the literature and user surveys provide better problem definition, concept development matures, and technology surveys identify enabling capabilities. Requirements will also evolve as the prototype is developed and demonstrated, and will continue to change as the as the actual system is developed. As system definition and development evolve, the developer better understands user needs; similarly, and users better understand the capabilities that are available to enhance and support their work.

The requirements for an IDCT system are a primary output of this contract; they are the initial set of requirements for a comprehensive cost-evaluation decision-support tool.
4.4 Description of Effort

As stated in the previous section, this project is a first step toward developing an effective IDCT Tool and involved six elements that were specified in the Statement of Work (SOW). Those work elements are listed below, along with the key activities that were performed within each element. Each key activity is identified in the list below by a letter in parentheses under its corresponding SOW element; each activity is discussed in detail in Section IV: Results. As indicated by the list of activities within each SOW element, most of the effort on this project was focused on the first and fourth elements – identifying requirements and developing a prototype, respectively.

1) Identify user needs and requirements for an IDCT system,
   a) Definition of the product life cycle and systems development processes, from the literature.
   b) Definition of the trade study process.
   c) Definition of cost evaluation processes.
   d) Objectives of an IDCT Tool.
   e) Functions of an IDCT Tool.
   f) Requirements for an IDCT Tool.
2) Perform a survey of commercial-off-the-shelf (COTS) software to use to meet the functional requirements of an IDCT system,
   a) Identification of potential COTS software tools/technologies that meet development needs of IDCT system from the literature, but mostly from the Internet.
   b) Review of reliability prediction during conceptual design. Since the IDCT system is to address life-cycle cost and since reliability is a major driver in life-cycle cost, a thorough review of the reliability literature was conducted to identify means for assessing reliability during conceptual design.
3) Develop a master plan and schedule for the next phase of work on the IDCT system.
   a) Master plan for subsequent development activities
4) Develop and demonstrate a prototype that establishes the feasibility of the approach,
   a) Definition of the conceptual foundation for an IDCT Tool
   b) Definition of an intelligent integration scheme
   c) Definition of a concept of operations for an IDCT Tool
   d) Definition of a prototype of an IDCT Tool
5) Identify a cross-functional technical review board (TRB), and
   a) Definition of potential members of a TRB and their roles.
6) Demonstrate the IDCT prototype to, and obtain feedback from, customers, stakeholders, and potential beta sites for Phase 2.

Due to an issue discussed in the prototype portion of Section IV, the prototype is not fully capable and as a result has not been demonstrated. We will provide the prototype, at no additional cost, as soon as the problems have been solved, most likely by November 1, 2000.

Figure 4-3 provides flow type view of the project’s primary activities. While the project appears to be linear, it is only a general representation; there was considerable overlap in the activities and considerable looping back to prior activities. Preliminary definitions of the design and cost evaluation processes were essential first steps. The processes provided concepts of operation (ConOps) or illustrations of how the IDCT Tool would be used and how it needed to interface with the design and cost evaluation processes.
The ConOps provided the foundation for the conceptual design of the IDCT Tool. Part of the design was defined in more detail and tested through the development of a software prototype. The ConOps, design, and prototype all provided insight into the type of individuals that could best serve subsequent development partnering and through TRB membership.

The activities discussed above address specific SOW elements. In addition to these specific activities, the project involved more general activities, such as library literature searches, Internet searches, attendance at professional conferences, and meetings with industry personnel in order to discuss design and cost processes and tools and technologies that would be utilized by an IDCT system. A partial list of the results of the literature search is provided in Appendix 2, Bibliography.

Table 4-1 summarizes the conferences that were attended as part of this project. The primary purpose(s) for attending each conference is noted in the last column in terms of the SOW element number, i.e., which primary activities the conference supported.
Table 4-1: Conferences attended as part of project

<table>
<thead>
<tr>
<th>Title</th>
<th>Sponsor(s)</th>
<th>Location / Date</th>
<th>SOW</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Open Workshop for Decision-Based Design</strong></td>
<td>NSF (National Science Foundation) and ASME (American Society of Mechanical Engineers)</td>
<td>Las Vegas, NV Sept. 12, 1999</td>
<td>1</td>
</tr>
<tr>
<td><strong>Affordability and Cost Modeling Workshop</strong></td>
<td>Air Force Research Laboratory, Materials and Manufacturing Directorate</td>
<td>Fairborn, OH Nov. 1 - 2, 1999</td>
<td>1, 2, 4, 5, 6</td>
</tr>
<tr>
<td><strong>Joint Cost Management Societies Symposium</strong></td>
<td>AACE, ASPE, ISPA, PCEA, SAVE, SCEA (see abbreviation definitions below)</td>
<td>Chicago, IL Nov. 8 – 10, 1999</td>
<td>1, 2</td>
</tr>
<tr>
<td><strong>Reliability and Maintainability Symposium</strong></td>
<td>IEEE Reliability Society, Society of Reliability Engineers, Society of Logistic Engineers, etc.</td>
<td>Los Angeles Jan. 22 - 25, 2000</td>
<td>1, 2</td>
</tr>
<tr>
<td><strong>Theoretical Foundations for Product Design and Manufacture</strong></td>
<td>Gordon Research Conferences</td>
<td>Plymouth, NH June 11 - 16, 2000</td>
<td>1, 2</td>
</tr>
</tbody>
</table>

AACE (Association for the Advancement of Cost Engineering), ASPE (American Society of Professional Estimators), ISPA (International Society of Parametric Analysts), PCEA (Professional Construction Estimators Association), SAVE (Society for the Advancement of Value Engineering), SCEA (Society for Cost Estimating and Analysis)

Table 4-2 summarizes the meeting with industry personnel that were conducted as part of this project. The primary purpose(s) for the meeting is noted in the last column in terms of the SOW element number, i.e., which primary activities each meeting supported.
Table 4-2: Industry meetings attended as part of the project.

<table>
<thead>
<tr>
<th>Location / Date</th>
<th>SOW</th>
</tr>
</thead>
<tbody>
<tr>
<td>Columbus, OH Feb. 1, 2000</td>
<td>1, 2, 5, 6</td>
</tr>
<tr>
<td>Minneapolis, MN Sept. 10, 1999</td>
<td>1, 5, 6</td>
</tr>
<tr>
<td>Beavercreek, OH Jan. 31, 2000</td>
<td>1, 2, 5, 6</td>
</tr>
<tr>
<td>Evendale, OH June 26, 2000</td>
<td>1, 2, 5, 6</td>
</tr>
<tr>
<td>Columbus, OH Feb. 1, 2000</td>
<td>1, 2, 5, 6</td>
</tr>
<tr>
<td>Centerville, OH Feb. 2, 2000</td>
<td>1, 2, 5, 6</td>
</tr>
<tr>
<td>Columbus, OH Feb. 1, 2000</td>
<td>1, 5, 6</td>
</tr>
<tr>
<td>Centerville, OH Nov. 3, 1999; Feb. 2, 2000; June 27, 2000</td>
<td>1, 5, 6</td>
</tr>
<tr>
<td>Milford, OH Feb. 2, 2000; June 26, 2000</td>
<td>1, 2, 5, 6</td>
</tr>
<tr>
<td>Beavercreek, OH Jan. 31, 2000</td>
<td>1, 2, 5, 6</td>
</tr>
</tbody>
</table>

4.5 Results

Each of the key activities that are associated with a SOW element, as identified in the previous section, are defined and discussed in the following subsections.

4.5.1 Definition of the Product Life Cycle and Systems Development Processes

The IDCT system should function in all phases of the product life cycle; however, the focus will be on the conceptual and preliminary design phases. As described earlier, it is within these phases that the most benefit should result from effectively evaluating the cost of alternative designs as an integral part of the design trade study processes. In addition, the IDCT system may need to access information from any phase of the life cycle, regardless of the phase in which it is evoked. Also, the life cycle and systems development processes are the foundation on which the design processes and its associated activities are based, as well as the cost evaluation processes and activities that support design decision making. Therefore, for these reasons, it is necessary to adequately define the life cycle and systems development processes. We were encouraged at the first project review to conduct this investigation.

Based on a review of the design literature, six methodologies were selected, reviewed, and summarized. Table 4-3 provides a brief summary of the activities associated with each methodology; a more detailed description of the activities is provided in Appendix 1. By considering six methodologies, we believe we have obtained a complete view. The product design methodologies were compared and composite methodology was derived. It is shown in abbreviated form in the last column in Table 4-3 and in detail in Appendix 1.
<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>1. Establish Company Strategy</td>
<td></td>
<td></td>
<td>Recognition</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>a. Establish cross-functional team</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1. Concept Development</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>2. Establish customer needs</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>a) Identify needs of customer</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>3. Define Product</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>a) Determine feasibility of product and compare to strategy</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>b) Competition identified and benchmarked</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>b) Establish target specifications</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>c) Adjust product def. as required and draw up preliminary product specs.</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>2. Specifications</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>c) Analysis of competitive products</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>a) Generate feasible designs</td>
</tr>
<tr>
<td>d) Generate and evaluate alternative product concepts</td>
<td>4. Generate Feasible Designs</td>
<td>a) Generate solutions to meet stated need</td>
<td></td>
<td>a) Incubation phase</td>
<td></td>
<td></td>
</tr>
<tr>
<td>5. Evaluate Feasible Designs</td>
<td></td>
<td>b) Evaluate solutions</td>
<td></td>
<td>b) Evaluate feasible designs</td>
<td></td>
<td></td>
</tr>
<tr>
<td>a) Explore the most promising concepts and try different configurations</td>
<td></td>
<td></td>
<td></td>
<td>c) Explore the most promising concepts and try different configurations</td>
<td></td>
<td></td>
</tr>
<tr>
<td>e) Select single concept for further development</td>
<td>b) Choose best configuration</td>
<td></td>
<td></td>
<td>d) Select single concept for further development</td>
<td></td>
<td></td>
</tr>
<tr>
<td>f) Refine specification</td>
<td></td>
<td></td>
<td></td>
<td>f) Refine specification</td>
<td></td>
<td></td>
</tr>
<tr>
<td>g) Economic analysis</td>
<td>Analysis</td>
<td></td>
<td>b) Market and research phase</td>
<td></td>
<td>a) Feasibility study</td>
<td></td>
</tr>
<tr>
<td>h) Project planning</td>
<td></td>
<td></td>
<td>b) Feasibility study</td>
<td></td>
<td>c) Advance product plan</td>
<td></td>
</tr>
<tr>
<td>2. System Level Design</td>
<td>c) Generate drawings and prototypes</td>
<td></td>
<td>Formulation</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>3. Preliminary Design</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>5. System Level Design</td>
<td></td>
<td></td>
</tr>
<tr>
<td>-----------------------</td>
<td>-------------</td>
<td>-------------</td>
<td>-------------</td>
<td>----------------------</td>
<td>------------------------</td>
<td>----------</td>
</tr>
<tr>
<td>a) Def. of product architecture</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>a) Define product architecture</td>
</tr>
<tr>
<td>b) Division of product into subsystems</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>b) Divide product into subsystems</td>
</tr>
<tr>
<td>c) Define final assembly scheme</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>c) Define final assembly scheme</td>
</tr>
<tr>
<td>a) Define product architecture</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>a) Define product architecture</td>
</tr>
<tr>
<td>b) Divide product into subsystems</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>b) Divide product into subsystems</td>
</tr>
<tr>
<td>c) Define final assembly scheme</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>c) Define final assembly scheme</td>
</tr>
<tr>
<td>a) Functional analysis</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>a) Functional analysis</td>
</tr>
<tr>
<td>b) Preliminary synthesis and alleviation of design criteria</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>b) Preliminary synthesis and alleviation of design criteria</td>
</tr>
<tr>
<td>c) System optimization</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>c) System optimization</td>
</tr>
<tr>
<td>d) System synthesis and definition</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>d) System synthesis and definition</td>
</tr>
<tr>
<td>d) Outputs: “layout” of product</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>e) Output: “layout” of product</td>
</tr>
<tr>
<td>a) Complete specifications</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>a) Complete specifications</td>
</tr>
<tr>
<td>b) Establish process plan and tooling</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>b) Establish process plan and tooling</td>
</tr>
<tr>
<td>c) Output: control documentation</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>c) Output: control documentation</td>
</tr>
<tr>
<td>4. Testing and refinement</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>a) Alpha prototype</td>
<td>d) Evaluate prototypes compared to preliminary product specifications</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>b) Beta prototype</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>4. Testing and refinement</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>a) Alpha prototype</td>
<td>d) Evaluate prototypes compared to preliminary product specifications</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>b) Beta prototype</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>6. Process Design</td>
<td>Formulation</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>a) Design manufacturing processes and assembly procedures</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>a) Design manufacturing processes and assembly procedures</td>
</tr>
<tr>
<td>c) Procurement phase</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>c) Procurement phase</td>
</tr>
<tr>
<td>f) Distribution phase</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>f) Distribution phase</td>
</tr>
<tr>
<td>g) Product launch phase</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>g) Product launch phase</td>
</tr>
<tr>
<td>a) Train work force</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>a) Train work force</td>
</tr>
<tr>
<td>------------------------</td>
<td>--------------</td>
<td>------------</td>
<td>-------------</td>
<td>-------------------------</td>
<td>----------------------------</td>
<td>-----------</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>a) System evaluation</td>
<td></td>
<td>11. Production</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>b) Modification for C.A. and/or prod. Improvement</td>
<td>a) System evaluation</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>6. Utilization and Support</td>
<td>b) Modification for C.A. and/or prod. improvement</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>a) System evaluation, analysis, and evaluation</td>
<td></td>
<td>12. Utilization and Support</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>b) Modification for C.A. and/or for product development</td>
<td>a) System evaluation, analysis, and evaluation</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>14. Phaseout</td>
</tr>
</tbody>
</table>
4.5.2 Characteristics of Cost-Evaluation Environments

A critical and essential prerequisite to developing an effective IDCT Tool, is the identification and specification of needs. However, before the needs can be articulated, it is necessary to characterize the environment in which this tool will be used. Therefore, this section defines the general characteristics of typical cost-evaluation environments. While any particular environment may not exhibit all of the characteristics listed below, and exceptions to the following statements do exist, the characteristics are quite common and widespread. Specific cost-evaluation environment characteristics are classified into general categories; the specific characteristics are denoted by a letter designation within a general category.

1) **Ambiguous** -- Cost is a common term; however, its notion and the processes associated with developing cost estimates are not well understood, especially by designers. The issues associated with ambiguity relate to **what** is being assessed; i.e., there is often confusion on **what** is meant by the cost measure(s).
   a) Cost is an abstract and intangible entity; i.e., it cannot be seen, weighed, etc.
   b) There is a lack of consistency in definitions and use of terminology.

2) **Disparate/cross-functional** -- Cost evaluation involves the understanding and use of information, data, models, expertise, etc. from across an organization. In many cases today, cost evaluation even crosses company boundaries, as is in the case of virtual organizations, strategic partnerships, etc. There are three primary **user groups** involved in cost evaluation: product designers, domain experts (cost and financial analysts, manufacturing engineers, materials specialists, etc.), and managers (design, product, and process).
   a) Each user group has different needs and roles in assessing the cost of a product. The focus of each group is either on producing/providing or using information for cost evaluation.
   b) There are numerous interactions among designers, domain experts, and managers, with regard to the development and use of cost estimates; the relationships are not well defined.
   c) Cost evaluation is a complex set of related activities that involve heterogeneous data, models, knowledge, and organizations.
   d) **Cost elements** are the data, models, knowledge, etc. that are needed to assess the cost of an item. They are widely distributed and are created and maintained (i.e., reside) in many physical locations, hosts, and organizations.

3) **Longitudinal**-- Cost evaluation is performed in all phases of a product’s life cycle. The need for and value of cost evaluation information varies over the product’s life cycle; it is often of most value early in the product life cycle.
   a) Cost evaluation processes vary over the product life cycle.
   b) Processes change because cost evaluation **approaches** vary over the product life cycle. As described in (MTC, 1995) there are four basic cost-evaluation approaches: (1) judgment – use of expert opinion of one or more qualified experts in the area to be estimated, (2) parametric -- mathematical expressions, often referred to as cost estimating relationships or CERs, that relate cost to independent cost driving variables, (3) analogy – use of actual costs from a similar existing or past programs with adjustments for complexity, technical or physical differences in order to derive a new system estimate, and (4) grass roots, also referred to as “engineering build up” or “detailed estimate” are performed at the functional level of the Work Breakdown Structure.
   c) Approaches change because the availability of information used in cost evaluation varies over a product’s life cycle. As noted above, the most valuable time for cost evaluation is early in the
design process; however, this is when the least information is available, and when the information is available, it is the least certain.

d) As a result of changing processes, approaches, and information availability, the type of cost evaluation tools and technologies vary over the product life cycle.
e) In addition to tracking cost performance for a specific project over time, knowledge from similar, previously analyzed projects should be utilized to the fullest extent possible. This does not just include the final designs, but modifications and alternatives that were considered and subsequently not adopted.

4) **Time-sensitive** -- Performance of the design, especially in terms of cost, needs to be assessed as the design evolves. Immediate feedback and guidance on alternative designs reduce design time and expands the design space.
   a) Cost evaluations are most effective and of most value when they are performed in near “real-time” in order to provide feedback on design alternatives as soon as possible. This is especially important in the early design phase
   b) Cost evaluation is often a time-consuming, cumbersome process, particularly in the early design phase. This is due to many factors, lack of process and structure, lack of automation of cost evaluation approaches and information acquisition, lack of readily available information, etc. In early design, it is often due to the application of models that require too much information and too much time to develop to be useful in early design. Often designs evolve faster than estimates. On the other hand, parametric models are generally not very sensitive to meaningful design variables. There is little continuity between estimates, e.g. used to bid, allocation, and possibly reallocation.

5) **Technologically non-homogeneous designs** – The design of complex systems are composed of components that are at different levels of technological maturity, from common off-the-shelf items to those that are just emerging from the laboratory. This is true even during the conceptual and preliminary design phases, i.e., not all components are vague, and many may actually be well understood. Since the type and amount of information that are available on the components vary widely, different models must be used to assess their cost.
   a) The cost of a design is an aggregation of costs obtained from multiple models that are based on varying degrees of design resolution and information fidelity.
   b) The cost of the design should be based on the most appropriate and most current information available, e.g. even in conceptual design, costs of off-the-shelf components should be based on actual production or field data.

6) **Dynamic** — Change is one of the few constants in most design environments.
   a) The product being designed often changes rapidly as a result of changing customer needs, alternative designs being generated, etc.
   b) Elements of cost evaluation (data, models, etc.) change over time due to a rapidly changing general business environment, emerging manufacturing technologies, new materials, etc.

7) **Uncertain** – The design environment, especially in early phases, contains many unknowns and uncertainties.
   a) All participants in a cost evaluation of a new product early in the design process operate in a highly uncertain environment. However, just as the primary user groups have different cost evaluation needs and roles in the evaluation processes, the nature of their uncertainty varies as well. Therefore, even though there may be overlap, uncertainty needs to be addressed from the three primary user groups’ perspective (product designers, domain experts, managers).

8) **Knowledge based** -- The foundation of cost evaluation is not just data. It is extensively built upon insights, experiences, procedures, information, etc. that are drawn from many sources.
a) Successful cost evaluation depends upon effectively assimilating and integrating diverse and disparate knowledge.

b) It is often unclear in advance what knowledge is needed, when it is needed, in what format, and where it resides. Defining the cost evaluation processes that support the design trade study processes will identify these knowledge needs.

9) **Process based** – Processes are the way work gets done. As discussed above, cost evaluation involves a series of cross-functional processes. However, these processes are often not identified or defined and as a result in confusion and/or a lack of understanding. While heavily related to many of the characteristic described above, the lack of a process focus on cost evaluation is so significant that it demands its own category.

a) Cost evaluation is a complex set of related activities that involve distributed data, models, knowledge, and organizations.

b) The manner in which design information is translated into cost estimates varies widely, even in the same organization; it is rarely codified into written procedures. Basically, cost evaluation processes are not well defined and are not well documented; both the development and use of cost evaluations are not viewed as processes.

c) Design decision-making processes are not well defined. Similarly, the needs of the decision makers are not defined; i.e., it is not clear what is needed to effectively support and enhance design decisions. As a result, it is not clear where, when, and how cost evaluation technologies can and should be integrated into design processes.

10) **Model centric** – Cost evaluation is heavily based upon the development and use of models. They are the primary means for translating design characteristics into cost measures.

a) Models support a variety cost evaluation needs and functions. As a result, they are very disparate in the depth and breadth of information they require and provide.

b) Cost models are typically disjointed; i.e., cost evaluation of a systems requires the assimilation, synthesis, and aggregation of cost models.

c) Models used in cost evaluations are widely distributed among numerous functional units throughout the organization and are often proprietary.

d) Model selection and application depends on the degree of design resolution and information fidelity.

e) Individual model capabilities and requirements are often not systematically defined.

f) Multiple models may be applied to a single design component.

g) The following identify common shortcomings of cost models, especially for models used during conceptual and preliminary design.

i) Cost model drivers are not related to product features and design variables.

ii) Cost models are not sensitive to characteristics of the operations and support processes that will be used to operate and maintain the product.

iii) Cost models are not sensitive to characteristics of manufacturing processes.

iv) Cost models are static, not as current as the available data.

v) Cost models are based on manufacturing methods and processes that are no longer used.

vi) Cost models do not adequately address the relationships between direct product/process costs and indirect costs.

11) **Data relevancy and currency** – Data are a key element in cost evaluation. In order to effectively support the design process, the data that are available must be relevant and current. All too often, the data that are the most useful for assessing the cost of candidate designs either do not exist, exist in an unusable format, or are not directly accessible to the users or models that need them.

a) Data used in cost evaluations are widely distributed among numerous functional units throughout the organization.
b) Data reside in many formats on a variety of platforms that are often not compatible and/or not accessible.

c) Data requirements have not been explicitly defined. Due to the lack of definition of cost evaluation processes, data needs are either not defined at all or are defined too late to be of much value. A process focus will result in definitions of how cost evaluations should be performed; this will naturally lead to the identification and definition of the data that are needed to support the processes. Once the data needs are identified and defined, processes can be established for collecting and maintaining the requisite data. In the past legacy data systems did not track information to the required level of detail that is necessary to support the design process. Significant advances in technology have greatly reduced the problems of data collection and management. However, the remaining challenge is deciding what is needed, when, by whom, and in what form. These specifications result from identifying and defining cost evaluation processes.

12) Islands of Technologies – Cost elements and the technologies used to create, process, and manage those elements are often developed and used to address specific problems. As a result, they are not generalized, reused, or made available for reuse in subsequent projects.

a) Cost evaluation tools and technologies are not well integrated, due mainly to their development and use in disparate, non-homogeneous environments and their proprietary nature.

b) There is little sharing of common capabilities and services across comparable domains, applications, and technologies.

c) The use/re-use of cost-evaluation technologies is not well defined, e.g. it is often not clear how and when to use certain technologies. Identifying and defining structures for the cost elements would provide a means for classifying and describing the functions of specific technologies, defining their “world views” and roles in cost evaluation, and facilitate integration.

d) The development, use, and maintenance of cost-evaluation technologies is ad hoc, i.e., not based on an overall strategic plan. An overall plan would reduce the development of similar technologies, highlight missing capabilities and thus foster the development of technologies that would significantly advance cost evaluation support during design, and encourage the sharing of common cost-evaluation services and applications. The use of object-based technologies in conjunction with a master plan could effectively link many of the existing islands of technology.

4.5.3 Definition of the Trade-Study Process

Figure 4-4 provides a high-level, conceptual view of the design and cost evaluation processes and the relationships between them. Design is a creative process that transforms requirements and capabilities into affordable product/process specifications. The alternative solutions generated by the design process must be evaluated and their performance assessed. As shown in the three-circle diagram in the right-hand portion of Figure 4-4, the design process must generate feasible solutions that, as indicated by the shaded area at the intersection of the three circles, result in a set of characteristics that concurrently: (1) satisfy customer requirements, (2) are economically and technically producible, and (3) are economically and technically supportable. One of the primary measures of how well a design meets these three criteria is cost, especially life-cycle cost. Therefore, cost evaluation provides critical decision support to the design process, especially as a major aspect of trade studies.
As shown in Figure 4-4, cost evaluation is also a transformational process, in that it transforms characteristics of a design, as well as requirements and capabilities, into measures of cost performance. As shown in the lower portion of Figure 4-4, the design characteristics are transformed to cost measures primarily through models and data. This occurs longitudinally across the system life cycle, involves multiple sources of data and models, and utilizes information from multiple comparable systems. This is made possible by the application and integration of numerous enabling technologies.

Figure 4-5 provides a high-level process-flow representation of the basic trade-study process. The primary activities of the process are indicated by the shaded boxes – develop/define candidate solutions, analyze candidate solutions, and evaluate candidate solutions. The numbers in the circles in each shaded box are reference numbers that are used later when each of these activities are broken into subactivities and are defined in more detail. The larger shaded box that nearly encompasses the primary activities represents the domain of an in situ design cost trades system. It would fully encompass the analyze component and partially involve the design/develop and evaluate activities.
As shown in Figure 4-5, representations and characterizations of design alternatives are transformed into measures that are used to evaluate the feasibility and performance of each candidate solution. Results of the evaluation drive the need for changes to a design in search of better alternatives. Both the develop/define and analyze activities utilize requirements and capabilities; however, are defined outside of the IDCT system.

### 4.5.4 Definition of Cost Evaluation Processes

Cost evaluation is composed of many processes. Most of the processes can be classified as either using or producing processes. “Using” processes focus on the use of cost-evaluation data, knowledge, models, etc.; whereas, “producing” processes focus on the provision and maintenance of cost-evaluation data, models, knowledge, etc. In order to develop an effective IDCT Tool, it is important to understand how the key stakeholders – designers, domain experts, and managers – interact with these two classes of processes. Relationships among the processes and the stakeholders are illustrated in Figure 4-6. The solid lines represent primary involvement; dashed lines represent secondary involvement. For example, designers and managers are primarily involved with use processes; i.e. they are primarily consumers of cost-evaluation data, models, knowledge, etc. Their secondary role is as suppliers of information to the producing processes, mostly in terms of expertise to help build models, enhance system effectiveness, etc. Domain experts have an opposite set of roles. Domain experts are the primary suppliers of cost-evaluation data, models, knowledge, etc.; therefore, their main involvement is with producing processes. Their secondary role is as consumer of information from primary users, mostly in the form of feedback on the effectiveness of the cost evaluation environment in enhancing trade studies and design decision making.
Figure 4-6: Cost evaluation involves “producing” and “consuming” processes.

Figure 4-7 provides a general representation of what is perceived to be a typical “using” cost-evaluation process for supporting design trade studies. It depicts the relationships between the design processes and the supporting cost models. In this representation, we show the product design and process (manufacturing) design processes as separate but linked processes.
As shown in Figure 4-7, both design processes are driven by customer requirements and specifications and business constraints. In order to design affordable products, the process is also driven by performance measures and cost measures. Since the focus of this project is on cost evaluation, we separate cost from all other performance measures, even though cost itself is a measure, albeit a primary measure, of product/process performance.

The product design process, as shown in Figure 4-7, focuses on the form and material aspects of the product design. It results in representations of the design (e.g. sketches, CAD drawings, parts lists) that describe the product’s material and form. These representations, along with models to assess the performance (e.g. weight, aerodynamics, failure), result in a set of product attributes. The attribute values are used in cost-evaluation models and in the process design process.

Process design, as shown in Figure 4-7, is based primarily on the product attributes, customer requirements, and business constraints. It results in representations of the process design (e.g. process
plans, resource requirements) in terms of fabrication, assembly, and inspection; these subsequently result in a set of process attributes.

Cost models, as shown at the bottom of Figure 4-7, use customer requirements and product and process attribute values to assess the cost of the product. Results from the cost models provide feedback to the design process on the cost “performance” of the specified design. The two most common types of cost models are shown in Figure 4-7. Parametric models are high-level models based on few product attributes and often utilize difficult to quantify “complexity factors.” On the other end of the spectrum, detailed cost models make heavy use of product and process attributes. Historically neither of these approaches has been effective for early design trade studies. The cost-evaluation process is only of value if it provides timely and meaningful information for design trade studies. As is well documented, most cost evaluation processes fall short of this need. While detailed cost models require too much information and too much time to develop to be useful in early design, parametric models are generally not very sensitive to meaningful design variables. Another shortcoming of both types of models is that historically they have dealt primarily with direct costs and have ignored indirect costs or have treated them as simple add-on factors.

The ultimate goal of this and subsequent research is to improve the current using cost-evaluation processes through the development of an IDCT Tool. The Tool will leverage existing models and technologies as well as facilitate and encourages better understanding by all stakeholders in the design process – designers, domain experts, and managers -- of the relationships between product/process attributes and cost.

### 4.5.5 Objectives of an IDCT Tool

The overall objective of an IDCT Tool is to provide an effective design decision-support capability that fosters, supports, and enhances design trade studies and decision-making processes throughout the product life cycle. The IDCT Tool should:

1. open the design trade space.
2. result in decisions that are based on knowledge drawn from as many sources as possible,
3. provide meaningful life-cycle cost evaluation, evaluation, and feedback, as an integral part of the design process, i.e., as the design evolves,
4. capture and utilize evolving design experiences as a means to learn from the experiences, and
5. foster a better understanding of the impacts of design and programmatic changes on product/process costs.

### 4.5.6 Functions of an IDCT Tool

The primary function of an IDCT Tool is to transform design and programmatic variables into cost measures, usually through the application of a series of models. An obvious function of the Tool is to provide estimates or evaluations of designs. In order to be consistent and expedient, the process must foster learning from past experiences. In addition, in order to effectively impact design, the IDCT Tool must provide means to seamlessly integrate evaluation and learning into the design process; i.e. it must include realization methodologies and technologies to encourage cost trades during design. The three
fundamental functions that are associated with the transforming design variables into cost measures – evaluation, learning, and realization – are further defined below.

1. **Cost evaluation** -- An IDCT Tool allows the designer and/or IPT to quickly and adequately evaluate cost as an integral part of the design process, i.e., provide measures and meaningful feedback as the design evolves. As will be discussed later in this report, “traditional” cost estimating is considering a subset of evaluation.

2. **Learning** -- An effective IDCT Tool captures and provides means for utilizing evolving design experiences. This is not limited to only retaining design/cost information, but encourages reuse and exploits, leverages, and ultimately learns from each design experience and alternative that is considered. Ultimately, this function is aimed at better understanding the impacts of design and programmatic changes on product/process costs, i.e., identify and understand what and how these variables influence cost.

3. **Realization** -- In order to be an effective design tool, cost evaluation must be seamlessly integrated into the design process. It must be accepted and used by designers and IPTs. It most certainly must extensively utilize a variety of information technologies to not only implement analysis tools but foster consistency, improve communication, and enhance understanding.

The primary users of the IDCT Tool are product designers, domain experts (cost and financial analysts, manufacturing engineers, materials specialists, etc.), and managers (design, product, and process). By user, we mean anyone who provides information to or obtains information from the IDCT Tool. The IDCT Tool is expected to be used both in industry by practicing engineers and in academe by engineering students.

### 4.5.7 System Requirements for an IDCT Tool

System requirements must be based on user needs. However, before user needs can be identified, it is essential to understand the environment in which the users tool operate. Therefore, we begin with the characteristics of the cost-evaluation environment that were defined a previous section of this report. Each characteristic is mapped to a specific need(s), as shown in Table 4-4; subsequently, each need is mapped to system requirements, also shown in Table 4-4.
Table 4-4: Map of cost evaluation environment characteristics to IDCT Tool requirements.

<table>
<thead>
<tr>
<th>ref no.</th>
<th>Characteristics of cost evaluation environments</th>
<th>Needs to be met by, or through, the development of an IDCT Tool</th>
<th>Requirements for an effective IDCT Tool</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td><em>Ambiguous; not understood</em></td>
<td></td>
<td>1 utilize dictionaries, common structures and hierarchies (e.g. cost, materials, processes, etc.)</td>
</tr>
<tr>
<td>a</td>
<td>abstract and intangible</td>
<td></td>
<td></td>
</tr>
<tr>
<td>b</td>
<td>inconsistent terminology and definitions</td>
<td>1 define and standardize terminology, structures, etc.</td>
<td></td>
</tr>
<tr>
<td>2</td>
<td><em>Disparate/Cross-functional</em></td>
<td></td>
<td></td>
</tr>
<tr>
<td>a</td>
<td>user groups have different needs and roles</td>
<td>2 define user group roles and needs in developing and using cost estimates</td>
<td>2 based on defined user group cost-evaluation roles and needs</td>
</tr>
<tr>
<td>b</td>
<td>interactions among user groups not defined</td>
<td>3 identify interfaces between tools / technologies and user types</td>
<td>3 provide effective, intuitive interfaces for user groups</td>
</tr>
<tr>
<td></td>
<td></td>
<td>4 define processes for developing and using cost estimates</td>
<td>4 based on defined processes for developing and using estimates</td>
</tr>
<tr>
<td></td>
<td></td>
<td>5 identify means for collaborative work</td>
<td>5 function in a collaborative environment</td>
</tr>
<tr>
<td>c</td>
<td>heterogeneous data, models, knowledge, etc.</td>
<td>6 provide means for disparate cost elements to communicate</td>
<td>6 link disparate cost elements</td>
</tr>
<tr>
<td>d</td>
<td>distributed data, models, knowledge, etc.</td>
<td>7 provide means for distributed cost elements to communicate</td>
<td>7 link distributed cost elements</td>
</tr>
<tr>
<td>3</td>
<td><em>Longitudinal</em></td>
<td></td>
<td></td>
</tr>
<tr>
<td>a</td>
<td>processes for developing and using estimates vary over life cycle</td>
<td>4 define processes for developing and using cost estimates</td>
<td>4 based on defined processes for developing and using estimates</td>
</tr>
<tr>
<td>b</td>
<td>approaches (analogy, parametric, etc.) to developing cost estimates vary over life cycle</td>
<td>8 define information requirements to utilize approach</td>
<td>8 support varied cost evaluation approaches</td>
</tr>
<tr>
<td></td>
<td></td>
<td>9 define selection criteria for utilizing approach</td>
<td>9 provide guidance on approach selection</td>
</tr>
<tr>
<td>c</td>
<td>availability of information for developing cost estimates varies over life cycle</td>
<td>10 identify what information is available at various phases of life cycle</td>
<td>10 provide access to all required information</td>
</tr>
<tr>
<td></td>
<td></td>
<td>11 identify where information resides and how to access it</td>
<td></td>
</tr>
<tr>
<td>ref no.</td>
<td>Characteristics of cost evaluation environments</td>
<td>ref no.</td>
<td>Needs to be met by, or through, the development of an IDCT Tool</td>
</tr>
<tr>
<td>--------</td>
<td>------------------------------------------------</td>
<td>--------</td>
<td>---------------------------------------------------------------</td>
</tr>
<tr>
<td>d</td>
<td>tools/technologies used to develop cost estimates vary over life cycle</td>
<td>12</td>
<td>define cost-evaluation tool / technology capabilities and requirements for use</td>
</tr>
<tr>
<td></td>
<td></td>
<td>13</td>
<td>define selection criteria for cost-evaluation tool / technology</td>
</tr>
<tr>
<td>g</td>
<td>cost evaluation based heavily on historical knowledge</td>
<td>14</td>
<td>define the role of and means to use historical information</td>
</tr>
<tr>
<td>4</td>
<td><strong>Time sensitive</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>a</td>
<td>most value added when evaluation performed in near real-time</td>
<td>A</td>
<td>all needs support more timely cost evaluations</td>
</tr>
<tr>
<td></td>
<td></td>
<td>L</td>
<td></td>
</tr>
<tr>
<td>b</td>
<td>time consuming, cumbersome process, especially early in design</td>
<td>A</td>
<td>all needs support better processes in order to provide timely cost evaluations</td>
</tr>
<tr>
<td></td>
<td></td>
<td>L</td>
<td></td>
</tr>
<tr>
<td>5</td>
<td><strong>Non-homogeneous designs</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>a</td>
<td>cost aggregation from multiple models and/or tools/technologies based on varying degrees of design resolution and information fidelity</td>
<td>15</td>
<td>identify relationships among models, tools/technologies</td>
</tr>
<tr>
<td></td>
<td></td>
<td>16</td>
<td>define means for utilizing multiple estimates</td>
</tr>
<tr>
<td>b</td>
<td>based on most appropriate and most current information</td>
<td>14</td>
<td>define the role of and means to use historical information</td>
</tr>
<tr>
<td>6</td>
<td><strong>Dynamic</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>a</td>
<td>rapid product changes</td>
<td>17</td>
<td>define roles of product information systems, e.g. PDM, CAD, requirements management</td>
</tr>
<tr>
<td></td>
<td></td>
<td>5</td>
<td>identify means for collaborative work</td>
</tr>
<tr>
<td>ref no.</td>
<td><strong>Characteristics of cost evaluation environments</strong></td>
<td>ref no.</td>
<td><strong>Needs to be met by, or through, the development of an IDCT Tool</strong></td>
</tr>
<tr>
<td>--------</td>
<td>---------------------------------------------------</td>
<td>--------</td>
<td>---------------------------------------------------------------</td>
</tr>
<tr>
<td>b</td>
<td>elements of cost evaluation (data, models, etc.) change over time</td>
<td>18</td>
<td>define means to manage changing cost elements</td>
</tr>
<tr>
<td></td>
<td></td>
<td>14</td>
<td>define the role of and means to use historical information</td>
</tr>
<tr>
<td></td>
<td></td>
<td>6</td>
<td>provide means for disparate cost elements to communicate</td>
</tr>
<tr>
<td></td>
<td></td>
<td>7</td>
<td>provide means for distributed cost elements to communicate</td>
</tr>
<tr>
<td>7</td>
<td><strong>Uncertain</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>a</td>
<td>nature and degree of uncertainty varies by user group</td>
<td>19</td>
<td>identify how user groups handle uncertainty</td>
</tr>
<tr>
<td></td>
<td></td>
<td>2</td>
<td>define user group roles and needs in developing and using cost estimates</td>
</tr>
<tr>
<td>8</td>
<td><strong>Knowledge based</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>a</td>
<td>assimilation and integration of diverse and disparate knowledge from a variety of domains, e.g. materials, manufacturing processes</td>
<td>20</td>
<td>identify sources and uses of knowledge</td>
</tr>
<tr>
<td></td>
<td></td>
<td>14</td>
<td>define the role of and means to use historical information</td>
</tr>
<tr>
<td></td>
<td></td>
<td>4</td>
<td>define processes for developing and using cost estimates</td>
</tr>
<tr>
<td>b</td>
<td>Unclear in advance what knowledge is needed, when, in what format, and where it resides</td>
<td>4</td>
<td>define processes for developing and using cost estimates</td>
</tr>
<tr>
<td></td>
<td></td>
<td>2</td>
<td>define user group roles and needs in developing and using cost estimates</td>
</tr>
<tr>
<td>9</td>
<td><strong>Process based</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>a</td>
<td>complex activities involving distributed data, models, knowledge</td>
<td>A</td>
<td>all needs are based on complex cost evaluation processes</td>
</tr>
<tr>
<td></td>
<td></td>
<td>L</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>L</td>
<td></td>
</tr>
<tr>
<td>ref no.</td>
<td>Characteristics of cost evaluation environments</td>
<td>ref no.</td>
<td>Needs to be met by, or through, the development of an IDCT Tool</td>
</tr>
<tr>
<td>--------</td>
<td>-----------------------------------------------</td>
<td>--------</td>
<td>-------------------------------------------------</td>
</tr>
<tr>
<td>b</td>
<td>design decision-making processes not well defined; similarly, the needs of the decision makers are not defined.</td>
<td>21</td>
<td>identify and define design decision-making processes relevant to developing and using cost estimates</td>
</tr>
<tr>
<td>c</td>
<td>translation of design information to cost estimate varies widely; cost evaluation processes not well defined</td>
<td>2</td>
<td>define user group roles and needs in developing and using cost estimates, define processes for developing and using cost estimates</td>
</tr>
<tr>
<td></td>
<td></td>
<td>4</td>
<td></td>
</tr>
<tr>
<td>10</td>
<td><strong>Model centric</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>a</td>
<td>models support variety of cost evaluation needs; disparate</td>
<td>6</td>
<td>provide means for disparate cost elements to communicate</td>
</tr>
<tr>
<td>b</td>
<td>cost models disjointed</td>
<td>22</td>
<td>define means to assimilate, synthesize, and aggregate cost models</td>
</tr>
<tr>
<td>c</td>
<td>models used in cost evaluation widely distributed, proprietary</td>
<td>16</td>
<td>define means to manage changing cost elements</td>
</tr>
<tr>
<td></td>
<td></td>
<td>7</td>
<td>provide means for distributed cost elements to communicate</td>
</tr>
<tr>
<td>d</td>
<td>model selection and use depends on design resolution and information fidelity</td>
<td>13</td>
<td>define selection criteria for cost-evaluation tool / technology</td>
</tr>
<tr>
<td>e</td>
<td>individual model capabilities and requirements not systematically defined</td>
<td>12</td>
<td>define cost-evaluation tool / technology capabilities and requirements for use</td>
</tr>
<tr>
<td>f</td>
<td>multiple models applied to component of design</td>
<td>15</td>
<td>identify relationships among models, tools/technologies</td>
</tr>
<tr>
<td>g</td>
<td>cost models have numerous shortcomings when applied to conceptual and preliminary designs</td>
<td>16</td>
<td>define means for utilizing multiple estimates</td>
</tr>
<tr>
<td>ref no.</td>
<td>Characteristics of cost evaluation environments</td>
<td>ref no</td>
<td>Needs to be met by, or through, the development of an IDCT Tool</td>
</tr>
<tr>
<td>--------</td>
<td>------------------------------------------------</td>
<td>--------</td>
<td>---------------------------------------------------------------</td>
</tr>
<tr>
<td>11</td>
<td><strong>Data relevancy and currency</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>a</td>
<td>data widely distributed among numerous functional units throughout the organization</td>
<td>7</td>
<td>provide means for distributed cost elements to communicate</td>
</tr>
<tr>
<td>b</td>
<td>data reside in many formats on a variety of platforms</td>
<td>6</td>
<td>provide means for disparate cost elements to communicate</td>
</tr>
<tr>
<td>c</td>
<td>data requirements not explicitly defined</td>
<td>2</td>
<td>define user group roles and needs in developing and using cost estimates</td>
</tr>
<tr>
<td></td>
<td></td>
<td>4</td>
<td>define processes for developing and using cost estimates</td>
</tr>
<tr>
<td>12</td>
<td><strong>Islands of Technology</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>a</td>
<td>not well integrated; development and use in disparate, non-homogeneous environments, proprietary</td>
<td>3</td>
<td>identify interfaces between tools / technologies and user types</td>
</tr>
<tr>
<td></td>
<td></td>
<td>4</td>
<td>define processes for developing and using cost estimates</td>
</tr>
<tr>
<td></td>
<td></td>
<td>5</td>
<td>identify means for collaborative work</td>
</tr>
<tr>
<td></td>
<td></td>
<td>6</td>
<td>provide means for disparate cost elements to communicate</td>
</tr>
<tr>
<td></td>
<td></td>
<td>7</td>
<td>provide means for distributed cost elements to communicate</td>
</tr>
<tr>
<td></td>
<td></td>
<td>20</td>
<td>identify sources and uses of knowledge</td>
</tr>
<tr>
<td>b</td>
<td>lack of shared common capabilities and services across comparable domains, applications, technologies</td>
<td>12</td>
<td>define cost-evaluation tool / technology capabilities and requirements for use</td>
</tr>
<tr>
<td>c</td>
<td>use/reuse not defined, how and when to use technology not defined</td>
<td>2</td>
<td>define user group roles and needs in developing and using cost estimates</td>
</tr>
<tr>
<td></td>
<td></td>
<td>4</td>
<td>define processes for developing and using cost estimates</td>
</tr>
<tr>
<td></td>
<td></td>
<td>12</td>
<td>define cost-evaluation tool / technology capabilities and requirements for use</td>
</tr>
<tr>
<td>ref no.</td>
<td>Characteristics of cost evaluation environments</td>
<td>ref no</td>
<td>Needs to be met by, or through, the development of an IDCT Tool</td>
</tr>
<tr>
<td>--------</td>
<td>-----------------------------------------------</td>
<td>--------</td>
<td>-------------------------------------------------</td>
</tr>
<tr>
<td>d</td>
<td>development and maintenance ad hoc</td>
<td>2</td>
<td>define user group roles and needs in developing and using cost estimates define means to manage changing cost elements</td>
</tr>
<tr>
<td></td>
<td></td>
<td>18</td>
<td></td>
</tr>
</tbody>
</table>
Table 4-5 provides a summary of the requirements that were derived from mapping the characteristics of cost-evaluation environments to user needs and user needs to requirements in Table 4-4.

Table 4-5: Summary of derived requirements for IDCT

1. utilize dictionaries, common structures and hierarchies (e.g. cost, materials, processes, etc.)
2. based on defined user group cost-evaluation roles and needs
3. provide effective, intuitive interfaces for user groups
4. based on defined processes for developing and using estimates
5. function in a collaborative environment
6. link disparate cost elements
7. link distributed cost elements
8. support varied cost evaluation approaches
9. provide guidance on approach selection
10. provide access to all required information
11. provide access to and support the use of various cost evaluation tools / technologies
12. provide guidance on tool / technology selection
13. support application of multiple models to design components
14. aggregate results from multiple models and design components
15. utilize product information systems, e.g. PDM, CAD, requirements management
16. manage cost element change
17. provide means to explicitly address uncertainty in estimates
18. provide means to facilitate sensitivity analyses and synthesis of multiple estimates
19. provide access to knowledge sources and means to process and use knowledge
20. based on defined design decision-making processes relevant to cost evaluation
21. provide means to assimilate, synthesize, and aggregate cost models

In general, the IDCT Tool is a design decision-support system (DSS). As shown in Figure 4-8, its development requirements result from six primary components: (1) data, (2) models, (3) the specific design / cost-evaluation processes upon which it is based, (4) interfaces, (5) the users that it is designed to support, and (6) the enabling technologies, referred to as supporting technologies. The term “model” is used in a very general sense to represent costing systems, tools, models, etc., i.e. any technology or methodology that provides cost evaluation support to the design decision-making processes. Also, in the following context, design means one alternative solution to a problem and is composed of a hierarchy of components.
The requirements are classified into the six DSS components below. The requirements from Table 4-5 are identified with an “R number,” e.g. R-1 is “utilize dictionaries, common structures …,” the first requirement in Table 4-5.

1) **Data:** The IDCT Tool must manage two primary types of data: (1) all relevant data associated with the design that is being considered and (2) historical data from comparable systems/designs that are used in the cost evaluation processes.
   a) link disparate cost elements (R-6)
   b) link distributed cost elements (R-7)
   c) provide access to all required information (R-10), e.g. provide access to engineering, production, and operations parameters or characteristics for the design (and its components) that is being considered, engineering, production, and operations characteristics for items comparable to those being designed, existing production and operations cost databases for items comparable to the ones being designed, and support the investigation of the databases through access to exploration and analysis tools, e.g. for queries, statistical modeling, etc.
   d) manage cost element change (R-16), i.e., manage the cost estimates for the current design and alternatives designs that are under consideration and manage the cost estimates of the design over the life cycle.

2) **Models:** For any cost analysis, the IDCT Tool should use the most current and the most appropriate model(s) based on the information available. The Tool provides resources to all registered users. With minimal effort, all relevant models are available to be used to support the design decision-making processes.
   a) link disparate cost elements (R-6), i.e., models will function in a distributed, heterogeneous application environment
   b) link distributed cost elements (R-7), i.e., location of models is platform independent.
   c) provide access to and support the use of various cost evaluation tools / technologies (R-11); once models are “registered” with the system, they are available to all users. The registration process is
used to obtain information on the requirements of the model, its location, etc, but not how it works. The process should impose minimal requirements on the model owners.

d) manage cost element change (R-16)

   i) In order to ensure the models are current, installation and maintenance of the models are the responsibility of their owners.

   ii) Model implementation details should be hidden; i.e. all that a general user needs know is what information the model provides and what information it requires, but is not concerned with how it makes that translation. This directly addresses the model maintenance concerns of users and the proprietary concerns of model owners.

   iii) The IDCT Tool should be usable by other systems, e.g. as input to a multidisciplinary design optimization system.

e) provide guidance on tool / technology selection (R-12) Model selection is based on the current design state.

   i) During the design process, model application is dynamic. The model that is used to assess the cost of a design depends on the information that is currently available. The cost model changes as the design changes and matures.

   ii) Heterogeneous models may be used within a design. Due to varying degrees of maturity of the components of a design, the more mature components’ estimates should be based on actual production or operations data or from detailed cost models; whereas, newer and less-defined components, i.e. those with less design resolution, should employ high-level parametric tools.

f) support application of multiple models to design components (R-13) Multiple estimates can be made for a design or component. Estimates for the same design may be obtained from multiple models; this is one way to address uncertainty.

g) aggregate results from multiple models and design components (R-14) Multiple models may be applied to obtain a single estimate. Often a basic cost model is applied to a design, but must be adjusted to account for differences in quantity, time, etc. through the application of learning curve models, inflation adjustment models, etc.

3) **Design / Cost-Evaluation Processes:**

   a) utilize dictionaries, common structures and hierarchies, e.g. cost, materials, processes, etc. (R-1)

   b) based on defined processes for developing and using estimates (R-4)

   c) support varied cost evaluation approaches (R-8)

   d) provide guidance on approach selection (R-9)

   e) provide means to explicitly address uncertainty in estimates (R-17)

   f) based on defined design decision-making processes relevant to cost evaluation (R-20)

4) **Interfaces:** The IDCT Tool must support interactions with multiple user types, e.g. designers, cost engineers, managers, manufacturing engineers.

   a) provide effective, intuitive interfaces for user groups (R-3)

   b) link disparate cost elements (R-6)

   c) link distributed cost elements (R-7)

   d) provide access to all required information (R-10)

   e) provide access to and support the use of various cost evaluation tools / technologies (R-11)

   f) utilize product information systems, e.g. PDM, CAD, requirements management (R-15)

   g) provide access to knowledge sources and means to process and use knowledge (R-19)

5) **Users:** The IDCT Tool must support interactions with multiple user types, e.g. designers, cost engineers, managers, manufacturing engineers; i.e., it must:

   a) be based on defined user group cost-evaluation roles and needs (R-2), i.e., provide the resources required based on each user’s role in a specific cost-evaluation process
b) provide effective, intuitive interfaces for user groups (R-3); provide separate views, interfaces, access, etc. depending on the user’s needs
c) function in a collaborative environment (R-5)

6) **Supporting Technologies**: The IDCT Tool should utilize and leverage technologies that support cost evaluation processes.
   a) function in a collaborative environment (R-5), e.g., collaborative electronic work environments
   b) utilize product information systems, e.g. PDM, CAD, requirements management (R-15)
   c) provide access to knowledge sources and means to process and use knowledge (R-19)
   d) model selection, parameter specification, etc. are facilitated through machine intelligence and information technology

4.5.8 **Identification of Potential COTS Software Tools/Technologies**

The preliminary and high-level capabilities of an IDCT system were identified based on its system requirements and conceptual design. A search, mostly of the Internet, resulted in candidate software that could potentially be used to develop a comprehensive system for evaluating the cost of a design alternative as an integral part of the design process. Candidate COTS software was also identified at professional conferences and industry meetings. Table 4-6 summarize the commercial off-the-shelf (COTS) software that was found to be available for use in developing the IDCT system. The software in the table are grouped by major capability categories.

Detailed investigation into the software was beyond the scope of this project. For each of the software, the basic functionality and capabilities were identified. In many cases, demonstration or evaluation versions were reviewed. Many of the companies were contacted to solicit their participation in a follow-on project that would involve the actual development of an IDCT system. All of the companies that were contacted indicated a willingness to work with us. However, specific negotiations would occur under the follow-on project.

One of the first steps in a follow-on study would be to develop a prioritized list of development activities that are based on an industry survey and evaluation of the IDCT system. This list would identify the most important capabilities for an IDCT system and would provide the foundation for the selection of supporting technologies and their subsequent negotiations.

<table>
<thead>
<tr>
<th>Role</th>
<th>Name/Description</th>
<th>Contact information</th>
</tr>
</thead>
<tbody>
<tr>
<td>Computer supported collaborative work</td>
<td>Stuffincommon</td>
<td>TeamWave Software Ltd.</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Web-Site: <a href="http://www.teamwave.com">www.teamwave.com</a></td>
</tr>
<tr>
<td></td>
<td></td>
<td>100 DiscoveryPlaceOne</td>
</tr>
<tr>
<td></td>
<td></td>
<td>3553-31 Street N.W.</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Calgary, Alberta</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Contact: John K. Blood</td>
</tr>
<tr>
<td>Role</td>
<td>Name/Description</td>
<td>Contact information</td>
</tr>
<tr>
<td>-------------------------------------------</td>
<td>-------------------------------------------------------</td>
<td>----------------------------------------------------------</td>
</tr>
</tbody>
</table>
| TeamWave Workplace                        | TeamWave Software Ltd.                                | Web-Site: www.teamwave.com  
100 Discovery Place One  
3553-31 Street N.W.  
Calgary, Alberta  
Contact: John K. Blood | |
| WebEx                                     | WebEx Communications, Inc.                            | Web-Site: www.webex.com  
100 Rose Orchard Way  
San Jose, CA 95134 | |
| Cost models, tools and systems            | ASCET (Aircraft System Cost Estimating Tool)          | TECOLOTE Research, Inc.  
Web-Site: www.tecolote.com  
5290 Overpass Road, Bldg. D  
Santa Barbara, California 93111-3011  
Contact: Harmon Withee | |
Web-Site: www.tecolote.com  
5290 Overpass Road, Bldg. D  
Santa Barbara, California 93111-3011  
Contact: Harmon Withee | |
|                                           | Cost Advantage                                        | Cognition Corporation  
Web-Site: http://www.ci.com/  
Bedford, MA  
Contact: Mike Cronin | |
|                                           | COSTADE (Cost Optimization Software for Transport Aircraft Design Evaluation) | NASA Langley Research Center  
Hampton, VA  
W. T. Freeman, Jr.  
The Boeing Commercial Airplane Group  
Seattle, WA  
Larry Ilcewicz | |
|                                           | DeccanPro                                              | Deccan Systems Inc.  
Web-Site: www.deccansystems.com  
5935 Muncie Ct.  
Dublin, OH 43107-2601  
Contact: Raja Mohan | |
|                                           | First Order Life Cycle Cost Model                      | ALE (Acquisition Logistics Engineering)  
Web-Site: www.ale.com  
6797 North High Street, Suite 324  
Worthington Ohio 43085  
Contact: Charles O. Coogan | |
|                                           | Front End Analysis Trade Study Model                   | ALE (Acquisition Logistics Engineering)  
Web-Site: www.ale.com  
6797 North High Street, Suite 324  
Worthington Ohio 43085  
Contact: Charles O. Coogan | |
<table>
<thead>
<tr>
<th>Role</th>
<th>Name/Description</th>
<th>Contact information</th>
</tr>
</thead>
<tbody>
<tr>
<td>PRICE Systems Suite</td>
<td>PRICE Systems L.L.C</td>
<td>Web-Site: <a href="http://www.pricesystems.com">www.pricesystems.com</a></td>
</tr>
<tr>
<td></td>
<td></td>
<td>Suite 100</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Wright Point 2 Office Building</td>
</tr>
<tr>
<td></td>
<td></td>
<td>5100 Springfield Pike</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Dayton, OH 45431</td>
</tr>
<tr>
<td>Production Cost Model</td>
<td>Wallace and Company</td>
<td>E-mail: <a href="mailto:dwsietman@msn.com">dwsietman@msn.com</a></td>
</tr>
<tr>
<td></td>
<td></td>
<td>2940 Presidential Drive, Suite 390</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Fairborn, OH 45324</td>
</tr>
<tr>
<td>SEER</td>
<td>Galorath Incorporated</td>
<td>Web-Site: <a href="http://www.galorath.com">www.galorath.com</a></td>
</tr>
<tr>
<td></td>
<td></td>
<td>100 North Sepulveda Boulevard Suite 1801</td>
</tr>
<tr>
<td></td>
<td></td>
<td>El Segundo, CA 90245</td>
</tr>
<tr>
<td>SmartCost</td>
<td>KBSI (Knowledge Base Systems Inc.)</td>
<td>Web-Site: <a href="http://www.kbsi.com">www.kbsi.com</a></td>
</tr>
<tr>
<td></td>
<td></td>
<td>1408 University Dr. East</td>
</tr>
<tr>
<td></td>
<td></td>
<td>College Station, Texas</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Contact: Dr. Richard Mayer</td>
</tr>
<tr>
<td>Enabling Technologies</td>
<td>ICE (IDAPS Cost Estimation)</td>
<td>Frontier Technology Inc.</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Web-Site: <a href="http://www.fti-net.com">www.fti-net.com</a></td>
</tr>
<tr>
<td></td>
<td></td>
<td>6785 Hollister Avenue</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Goleta, CA 93117</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Contact: Ron Shroder</td>
</tr>
<tr>
<td>Knowledge Center</td>
<td>Cognition Corporation</td>
<td>Web-Site: <a href="http://www.ci.com/">http://www.ci.com/</a></td>
</tr>
<tr>
<td></td>
<td></td>
<td>Bedford, MA</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Contact: Mike Cromin</td>
</tr>
<tr>
<td>ORB-IT</td>
<td>Systran Federal Corporation</td>
<td>Web-Site: <a href="http://www.systranfederal.com">www.systranfederal.com</a></td>
</tr>
<tr>
<td></td>
<td></td>
<td>4027 Colonel Glen Hwy, Suite 210</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Dayton, OH 45431</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Contact: Dr. V. (“Nagu”) Nagarajan</td>
</tr>
<tr>
<td>Orbx</td>
<td>IONA Technologies PLC</td>
<td>Web-Site: <a href="http://www.iona.com">www.iona.com</a></td>
</tr>
<tr>
<td></td>
<td></td>
<td>The IONA Building</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Shelbourne Road</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Dublin 4</td>
</tr>
<tr>
<td>OZ (Object czar)</td>
<td>Knowledge Base Engineering</td>
<td>Web-Site: <a href="http://www.kbe.net">www.kbe.net</a></td>
</tr>
<tr>
<td></td>
<td></td>
<td>71 Rhoads Center Drive</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Centerville, OH 45458</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Contact: Sam Nusinow</td>
</tr>
<tr>
<td>StepTools</td>
<td>STEP Tools, Inc.</td>
<td>Web-Site: <a href="http://www.steptools.com">www.steptools.com</a></td>
</tr>
<tr>
<td></td>
<td></td>
<td>216 River Street</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Troy, New York 12180</td>
</tr>
<tr>
<td>VisiBroker</td>
<td>Inprise Corporation (Division of Borland)</td>
<td>Web-Site: <a href="http://www.borland.com">www.borland.com</a></td>
</tr>
<tr>
<td></td>
<td></td>
<td>100 Enterprise Way</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Scotts Valley CA, 95066</td>
</tr>
<tr>
<td>Role</td>
<td>Name/Description</td>
<td>Contact information</td>
</tr>
<tr>
<td>----------------------------------------------</td>
<td>-----------------------------------</td>
<td>-----------------------------------------------------------------------------------------------------------------------------------------------------</td>
</tr>
<tr>
<td>Rational Suite</td>
<td>DevelopmentStudio</td>
<td>Rational Software Corporation Web-Site: <a href="http://www.rational.com">www.rational.com</a> 18880 Homestead Rd. Cupertino, CA 95014 Contact: Kim Boehm</td>
</tr>
<tr>
<td>Materials costing and properties databases</td>
<td>CenBASE</td>
<td>Centor Software Corporation Web-Site: <a href="http://www.centor.com">www.centor.com</a> 2171 Campus Drive, Suite 260 USA</td>
</tr>
<tr>
<td>DeccanPro</td>
<td></td>
<td>Deccan Systems Inc. Web-Site: <a href="http://www.deccansystems.com">www.deccansystems.com</a> 5935 Muncie Ct. Dublin, OH 43107-2601 Contact: Raja Mohan</td>
</tr>
<tr>
<td>Matches Cost Software</td>
<td></td>
<td>Matches Inc. Web-Site: <a href="http://www.matche.com">www.matche.com</a> 2005 Mistletoe Lane, Edmond OK 73034-6054 Contact: David A. Miligan</td>
</tr>
<tr>
<td>MPDB (Materials Properties Database)</td>
<td></td>
<td>JAHM Software, Inc. Web-Site: <a href="http://www.jahm.com">www.jahm.com</a> 103 Hill Street, Suite 9 Stoneham, Massachusetts 02180-3710</td>
</tr>
<tr>
<td>Process modeling</td>
<td>ABC FlowCharter</td>
<td>Microgafx Inc. Web-Site: <a href="http://www.microgafx.com">www.microgafx.com</a> 8144 Walnut Hill Ln. Suite 1050 Dallas, TX 75231</td>
</tr>
<tr>
<td>A10 WIN</td>
<td></td>
<td>KBSI (Knowledge Base Systems Inc.) Web-Site: <a href="http://www.kbsi.com">www.kbsi.com</a> 1408 University Dr. East College Station, Texas Contact: Dr. Richard Mayer</td>
</tr>
<tr>
<td>Reliability assessment</td>
<td>Relex</td>
<td>Relex Software Corporation Web-Site: <a href="http://www.relexsoftware.com">www.relexsoftware.com</a> 540 Pellis Road, Greensburg, PA 15601 USA Contact: Vince Elias</td>
</tr>
<tr>
<td>Reliability Workbench</td>
<td>Isograpgh, Inc.</td>
<td>Isograpgh, Inc. Web-Site: <a href="http://www.isograpgh.com">www.isograpgh.com</a> Continental Grand Plaza II 400 Continental Blvd., 64th Floor El Segando, CA 90245</td>
</tr>
<tr>
<td>ITEM</td>
<td></td>
<td>Item Software Web-Site: <a href="http://www.itemsoft.com">www.itemsoft.com</a> 2190 Towne Centre Place, Suite 314 Anaheim, CA 92806</td>
</tr>
</tbody>
</table>
4.5.9 Review of Reliability Prediction During Conceptual Design.

Since the IDCT system is to address life-cycle cost and since reliability is a major driver in life-cycle cost, a thorough review of the reliability literature was conducted to identify means for assessing reliability during conceptual design.

Reliability prediction is simply the analysis of parts and components in an effort to predict the rate at which an item will fail. Improvements in product design have been accomplished by reliability prediction for five decades; however, the focus has traditionally been on detailed design. Tests of prototypes and existing field data are used to estimate reliability performance. MIL-HDBK-217 and Bellcore models are usually used for reliability prediction during this stage of design.

Several information venues were utilized but the primary sources were the review of three journals: the Annual Proceedings of the Reliability and Maintainability Symposium, IEEE Transactions on Reliability, and Naval Research Logistics. The proceedings were reviewed from 1965 to the present and the two journals were reviewed from 1960. The EBSCO Host search engine resulted in one relevant journal articles, from the Journal of Engineering. The Internet was also utilized for information. Yahoo and Lycos were the search engines used for the research. The Relex Software Corporation web site (www.relexsoftware.com/predict.htm) contained a plethora of information relating to reliability prediction. This site was extremely helpful in gaining insight on popular reliability prediction tools like MIL-HDBK-217 and Bellcore.

The most widely known and used reliability prediction handbook is MIL-HDBK-217, the Military Handbook for “Reliability Prediction of Electronic Equipment”. It is published by the Department of Defense, based on work done by the Reliability Analysis Center and Rome Laboratory at Griffis AFB, NY. MIL-HDBK-217 contains failure rate models for the various part types used in electronic systems. It contains two methods for reliability prediction; the part stress analysis and the parts count analysis. These methods are utilized depending on the amount of information available for the components. The part stress analysis requires the greatest amount of information and is applicable during the latter part of the detailed design phase. To incorporate this method, a detailed parts list must be available with specific stress values for each component. The parts count analysis requires less information to estimate component failure rates. The information needed to conduct this analysis is:

- generic part type (resistor, capacitor, etc.)
- part quality levels
- equipment environment
- part stress and temperature levels

Using this information, the model produces an estimated failure rate using the formula below:

\[
\lambda_p = \pi_Q \cdot \pi_L \cdot \left[ C_1 \cdot \pi_T + (C_2 + C_3) \cdot \pi_E \right] / 10^6 \text{ hours}
\]
where:
\[
\begin{align*}
\lambda_p &= \text{Part failure rate} \\
\pi_Q &= \text{Quality factor} \\
\pi_L &= \text{Learning factor} \\
\pi_T &= \text{Temperature factor (Arrhenius Model)} \\
\pi_E &= \text{Environment factor}
\end{align*}
\]

and \( C_1 \) and \( C_2 \) are complexity factors based on chip complexity. \( C_3 \) is a packaging complexity factor.

This analysis can be applied during the latter stages of the conceptual design phase. However, the component must be comprised of all generic parts that are included in the Handbook’s model.

MIL-HDBK-217 quickly became the standard for reliability prediction of electronic systems. However, several industries such as the telecommunications industry, needed specific reliability prediction tools that MIL-HDBK-217 could not perform. Corporations developed their own prediction models; the most well known is the Bellcore Reliability model developed at AT&T Bell Labs with a focus on telecommunications. The main concepts between MIL-HDBK-217 and Bellcore are very similar, but Bellcore added the ability to take into account burn-in, field, and laboratory testing. Bellcore uses part stress and part count analysis techniques.

The Handbook of Reliability Prediction Procedures for Mechanical Equipment (NSWC-94/L07), developed by the US Navy, provides a model to predict reliability for mechanical devices including springs, bearings, seals, motors, brakes, and clutches. It is relatively new and not as widely accepted as MIL-HDBK-217 and Bellcore.

As this search revealed, the ability to predict reliability during the early stages of conceptual design is very limited. Without a prototype to test in a lab environment or field data, stresses and failure rates are usually unknown. A popular method for early reliability prediction is to develop a computer model for the system. However, most of these models are extremely specific to an individual system or industry.

A generic simulation model has been developed for predicting reliability without knowing the specific failure rate for the components in the system. The system structure for this model is a series of non-repairable subsystems with active or stand-by redundancy within each subsystem. The failure rates for the system’s components are constant. Component failure rates that are unknown are modeled using the triangular distribution. The mission profile for the system is a single mission of finite length. The model estimates mission reliability, average time to failure for the system, system and subsystem life distributions, and mission cost. The estimates are based on the number of series subsystems and active or stand-by components for each subsystem, known component failure rates, distribution parameters for components with unknown failure rates, mission length, and component and mission costs. Potential future improvements to this model include allowing repairable subsystems and linking information directly to MIL-HDBK-217.

In conclusion, most reliability prediction tools are not applicable during the conceptual design phase. Monte-Carlo simulation can be used to obtain failure rate estimates; however, these estimates are quite rough and require a lot of statistical evaluation.
4.5.10 Master Plan for the Next Phase of Work

The anticipated tasks for a follow-on project that would continue the development of the IDCT system are outlined below. The approach for developing the IDCT Tool is presented in terms of three main interrelated aspects: (1) design/cost-evaluation processes, (2) concept of operation (ConOp), and (3) design and development of the IDCT Tool. The first aspect is tied to the need to understand the design and cost-evaluation processes, as well as the relationships between the processes. The second aspect focuses on the users of the tool and understanding how the tool will be inserted and used during design. The final aspect involves the design and development of a tool that is based on established processes and clear needs and is validated by industry stakeholders.

The development should be highly iterative. For example, as the tool is designed, developed, and tested, it should be evaluated on how well it supports the design/cost-evaluation processes. Conversely, tool design and testing activities should lead to better understanding of the design/cost-evaluation processes and will therefore result in a refined definition of the processes. The tool development should spiral from the general conceptual design to specific detailed implementations, but should always be guided by the overall objective, understanding of the underlying processes, and concept of operations. The customer and a technical review board (TRB) should guide the project activities.

This approach is analogous to Rummler-Brache’s three-level framework for improving performance (Rummler, 1995). The first or Organization level provides the macro-level context or systems view and is used to identify major functions. The second or Process level is a cross-functional workflow of how work gets done – in this case, how cost evaluations are performed during design. The third or Job/Performer level focuses on the people doing their work and the tasks. Since this project focused on conceptual design, little has been done at this level; therefore, it will be a major component of follow-on study. It will provide the bases for the design and development of the IDCT Tool and its insertion into the organization. This framework, as well as tools and processes associated with it, is credited with providing a means for: diagnosing and eliminating deficient performance, an engine for continuously improving systems that are performing adequately, a road map for guiding new directions, and a blueprint for designing new entities. Similar outcomes are expected through the application of the framework to develop an IDCT Tool.

The first two aspects would each have two primary activities, research/definition and review. The design/cost-evaluation processes’ aspect is the foundation of the IDCT Tool; it defines what the tool must do. The ConOp specifies how the tool must function when it is used. Both of these, while defined in this study, would be iteratively defined in more detail as the system evolves. As the processes in which the tool will operate and the specific jobs it must perform become better understood through interaction with industry, subsequent versions of the prototype of the tool would be enhanced, tested, and evaluated. The third aspect combines both the design and the development of the IDCT Tool; it also includes research/definition and review activities that support and evaluate design and development efforts.

The tasks for a follow-on project that develops the IDCT Tool are outlined below. The tasks are grouped into four major task areas: Direct Extensions of the Current Project, Design/Cost-Evaluation Processes, Concept of Operations, and IDCT Tool. The timing of the tasks and the relationships among the tasks are shown in the project workflow, Figure 4-9, at the end of this section.

1. Direct Extensions of the Current Project
   1.1. Formally evaluate and validate the work from the current project.
      • Develop a survey instrument.
• Distribute survey to industry, government, and university personnel (via email). The evaluators will be directed to the project website which will contain the current version of the IDCT Tool prototype and relevant project documents.

1.2. Analyze system capability
• Analyze and validate the preliminary object-based hierarchical IDCT constructs, including basic item structure, product form, material, manufacturing process, and cost structure. This will be accomplished via the aforementioned survey.
• Investigate model management methodologies, i.e. identify means to represent, store, maintain, and utilize models in design trade study processes.
• Reaffirm the functionality required to create, use, and control design trade studies. This will be accomplished via the aforementioned survey.
• Ensure cost instances can be recorded and tracked. These instances must contain design characteristics, models used, resulting measures of design performance, as well as designer rationale for design changes.
• Ensure cost instances defined above can be “mined” for analysis and comparison to similar designs and for calibrating models.

1.3. Develop team
• Develop specific plans for each team member in order to validate their roles and responsibilities.
• Provide plans for future development to project sponsors and representatives from the design community.
• Solicit additional participants via the aforementioned survey.

1.4. Project support
• Develop and maintain (on the web) a dictionary of standard design/cost trades terminology in order to utilize and integrate disparate cost models. For example, as models are added to the model base, each input and output would be linked to the terms in the dictionary, either directly or through the use of synonyms or aliases. Variables that do not fit existing definitions would be added to the dictionary at the appropriate place in the taxonomy.
• Identify an illustrative design case study that will be used to evaluate available affordability/cost assessment technologies and demonstrate the application of the IDCT Tool. The design case will include components with varying degrees of technological maturity in order to demonstrate the application and assimilation of multiple affordability/cost assessment technologies and should include Make-or-Buy decision processes.

1.5. Create a project website
• Develop a strategic plan for use of the website. It is anticipated that the website will be a primary vehicle for team communication, outreach, and feedback/evaluations. We also envision the website being the primary source of information and links on design/cost-evaluation trade studies.
• Identify the type of information that will be available through the website, as well as means to access the information, tracking, maintenance, etc.
• Announce the website via a mass emailing; solicit relevant sites to provide links to the project site.

2. Design/Cost Evaluation Processes
• The purpose of these activities is to validate and extend the definitions of the Design/Cost-Evaluation processes from the present project. It is imperative that these processes are well defined since they are the bases for the development of the IDCT Tool. Process definition provides excellent opportunities for introducing and involving potential users of the IDCT Tool in
the development effort, as well as involving technology providers whose products may be a part of the completed tool.

- While this will be an ongoing effort throughout the project, the focus will be at the front-end of the project.
- A primary source of information for defining and modeling the processes will be through field studies that are described below.

2.1. Define design processes

- Define design-related processes and activities to the level of detail necessary to identify functions and requirements for the IDCT Tool and in sufficient detail to identify means for integrating the Tool into the processes.
- Model the processes and activities in an IDEF or similar methodology.
- Identify a means to associate/link/incorporate the process/activity definitions with the IDCT Tool.

2.2. Define cost-evaluation processes

- Define the cost-evaluation processes and activities that are relevant to the early design phase to the level of detail necessary to identify functions and requirements for the IDCT Tool and in sufficient detail to identify means for integrating the Tool into the processes.
- Model the processes and activities in an IDEF or similar methodology.
- Identify a means to associate/link/incorporate the process/activity definitions with the IDCT Tool.

2.3. Define relationships and interfaces between the design and cost-evaluation processes.

- The focus of these activities will be on defining:
- key interfaces between the design and cost evaluation processes; most opportunities for improvement are at the interfaces between processes.
- temporal flow of activities in order to address the dynamic effects of transitions and transformations in activities, models, data, needs, etc. as the design evolves and matures,
- feedback mechanism to the different stakeholders, in terms of the type of information, format, media, frequency, etc. – i.e., identify what information is needed by whom, when, and in what form in order to enhance their decision-making capabilities, and
- use characteristics and services that would encourage and facilitate the utilization of the IDCT Tool by the stakeholders.
- Integrate/map the design and cost-evaluation process models in order to identify the key interfaces between them.
- Define the interfaces to the level of detail necessary to identify functions and requirements for the IDCT Tool
- Based on the functional analyses and requirements definition, identify and define the services that the Tool must provide for cost-evaluation to effectively support design decisions. These services form the basis of the IDCT Tool development efforts. General service classes include: decision making, presentation, communication, data storage and retrieval, hierarchy management, model management.

2.4. Process definition data collection and evaluation

2.4.1. Industry surveys

- Develop a means to collect design/cost-evaluation process information as part of the precursor work validation survey described above.
- Develop and administer a means to evaluate our representation of the design/cost-evaluation processes; e.g. website survey, presentation feedback survey.

2.4.2. Field studies – a primary means to collect and validate information on design/cost-evaluation processes is through industry field studies.

- Select three companies to participate in the design/cost-evaluation process definition field studies.
• Develop a set of activities to be conducted during the site visit, e.g. interviews, demonstrations, experiments, process mapping exercises, data collection needs.
• Develop pre-visit surveys to aid in site visit planning, gather as much information as possible before the site visit, and identify the appropriate people to interview, data to collect, etc.
• Conduct on-site activities over an approximately one-week time period (for each company).
• Document the activities and results of each field study and have the company review its contents.
• Assimilate the information obtained from the field studies.
• Report the findings to the TRB and release the report through the project website. Solicit more widespread feedback through the website.
• Utilize the process definitions and other findings from the field study to develop a prioritized set of IDCT Tool requirements.

2.5. Process definition management
• Baseline the process definitions from precursor project.
• Develop a change management process for updating the design/cost-evaluation process definitions based on data collection activities. Changes will be reviewed by the TRB before release.

2.6. Reviews
• In addition to providing definition and a means for data collection, the industry surveys that were defined above will provide feedback and a formal means of review and evaluation of the processes that will utilize IDCT tool.
• Conference presentations and demonstration will also be an important source of feedback on our definition and representation of the design/cost-evaluation processes.
• At the conclusion of the field study portion of the project, as described above, industry participants will formally review the assimilated process definitions.
• The TRB will review and evaluate the design/cost-evaluation process definitions. Since these processes are a primary component of the project, changes to the defined processes will be reviewed at each TRB meeting.

3. Concept of Operations
• Since the concept of operations is tightly linked to the processes definitions, similar activities will be performed in order to adequately understand and define how the IDCT Tool will be utilized in practice.
• The purpose of the following activities is to validate and extend the concept of operations that was developed in the precursor study. It is imperative that the use of the IDCT Tool be fully understood and clearly defined since it is a primary basis for the development of the IDCT Tool.
• The concepts of operations will be explored from two perspectives: (1) users or consumers of information provided by the IDCT Tool (e.g. designers and IPTs) and (2) producers of information, models, etc. that are incorporated within the Tool (e.g. domain experts, information technology professional)
• While this will be an ongoing effort throughout the project, the focus will be at the front-end of the project.

3.1. Define the concepts of operations to the level of detail necessary to identify functions and requirements for the IDCT Tool and in sufficient detail to identify means for integrating the Tool into the processes.
3.2. Link the concepts of operations to the design/cost evaluation processes.
3.3. Based on the functional analyses and requirements definition, identify and define the services that the Tool must provide in order to effectively support design decisions.
• These services form the basis of the IDCT Tool development efforts. General service classes include: decision making, presentation, communication, data storage and retrieval, hierarchy management, model management.
• The precursor study provides a list of anticipated services; however this research activity is aimed at defining specific services.

3.4. Process definition data collection, evaluation

3.4.1. Industry surveys
• Develop a means to collect, characterize, and represent the concepts of operations.
• Develop and administer a means to evaluate our representation of the concepts of operations; e.g. website survey, presentation feedback survey.

3.4.2. Field studies – a primary means to collect and validate information on concepts of operations is through industry field studies. (This is the same as described above for defining design/cost-evaluation processes; i.e., concepts of operations will be investigated concurrently with the process definitions.)
• Select three companies to participate in the field studies.
• Develop a set of activities to be conducted during the site visit, e.g. interviews, demonstrations, experiments, process mapping exercises, data collection needs.
• Develop pre-visit surveys to aid in site visit planning, gather as much information as possible before the site visit, and identify the appropriate people to interview, data to collect, etc.
• Conduct on-site activities over an approximately one-week time period (for each company).
• Document the activities and results of each field study and have the company review its contents.
• Assimilate the information obtained from the field studies.
• Report the findings to the TRB meeting and release the report through the project website. Solicit more widespread feedback through the website.
• Utilize the concepts of operations and other findings from the field study to develop a prioritized set of IDCT Tool requirements.

3.5. Concepts of operations management
• Baseline the concepts of operations definitions from precursor project.
• Develop a change management process for updating the concepts of operations based on data collection activities. Changes will be reviewed by the TRB before release.

3.6. Reviews
• In addition to providing definition and a means for data collection, the industry surveys that were defined above will provide feedback and a formal means of review and evaluation of the how the IDCT tool will be utilized.
• Conference presentations and demonstration will also be an important source of feedback on our definition and representation of the use of the IDCT Tool.
• At the conclusion of the field study portion of the project, as described above, industry participants will formally review the assimilated definitions.
• The TRB will review and evaluate the concepts of operations definitions. Since they are a primary component of the project, changes will be reviewed at each TRB meeting.

4. IDCT Tool
4.1. Research/Definition
4.1.1. Refine the methodology for characterizing, describing, and classifying cost-evaluation technologies (CETs).
• A CET is a software technology that provides affordability/cost evaluation functionality, e.g., ACEIT, AFTOC, Cost Advantage, PRICE, SEER.
• The taxonomy characterizes existing cost technologies in terms of output provided (cost elements), input required, applicable product/process domain(s), applicable phase(s) of product life cycle, evaluation methodologies utilized, resource requirements, applicable domains, etc.
• The taxonomy provides the foundation for model and methodology selection, a primary service of the IDCT tool.
• Review the appropriateness of the classification as each CET is investigated and utilized by the IDCT Tool. Update the methodology as needed.

4.1.2. Investigate each cost-evaluation technology that will be utilized by the IDCT Tool.
• Install in MSU’s Advanced Design/Cost Technology Lab.
• Review the documentation, including users’ guides, tutorials, example applications, articles and papers, etc.
• Receive training, as required, from the technology provider.
• Apply the technology to the design case study.
• Map the cost and related measures of system performance that is provided by the technology into the measures hierarchical classification.
• Map the inputs required by the technology into the input hierarchical classification.
• Prepare a report on the technology and its role in the IDCT.
• Develop a list of implementation issues that must be addressed in order for the IDCT Tool to effectively utilize the technology. Develop a plan for addressing the issues.

4.1.3. Refine the methodology for characterizing, describing, and classifying development support technologies (DSTs) in terms of the support services (functions and capabilities) that they provide and the IDCT needs that they meet.
• DSTs are enablers or software that enhances the functionality of a CET, e.g., ICE, I-DEAS, Knowledge Center, MetaPhase, ORB-IT, OZ.
• Example support services/technologies include those that:
  4.1.3.1. relate and integrate existing and emerging cost evaluation technologies,
  4.1.3.2. manage and control the design/cost evaluation processes and the interactions of those processes with CETs, both individually and collectively, e.g. model and data retrieval, selection, storage and warehousing, versioning controls and rationale documentation, maintenance, and
  4.1.3.3. enhance the design decision-making processes through the use of CETS, e.g. links to other modeling and analysis tools, including simulation and optimization, utilization of collaboration and communications technologies, links to specific information sources and references, application of graphics and visualization technologies, provisions for learning from design experiences, and generation of reports and documentation.
• Baseline the support services required by the IDCT that were identified in the precursor study and the methodology for describing and classifying the services and their associated technologies that provide the services. Information (reviews, papers, web links, etc.) on candidate technologies were collected and catalogued in the precursor project.
• Review the appropriateness of the classification as each DST is investigated and utilized by the IDCT Tool. Update the methodology as needed.

4.1.4. Investigate each DST that will be utilized by the IDCT Tool.
• Install in MSU’s Advanced Design/Cost Technology Lab.
• Review the documentation, including users’ guides, tutorials, example applications, articles and papers, etc.
• Receive training, as required, from the technology provider.
• Prototype the application of the technology to the IDCT Tool.
• Prepare a report on the technology and its role in the IDCT.
• Develop a list of implementation issues that must be addressed in order for the IDCT Tool to effectively utilize the technology. Develop a plan for addressing the issues.

4.2. Design

• Part of the analysis of precursor work will be to validate the conceptual design. As discussed above, this will be accomplished through industry surveys, TRB review, and presentations at various professional conferences.
• Part of the analysis of precursor work will be to develop a prioritized preliminary design plan. This plan will be used to direct development efforts until the detail design is formulated.
• Formulation of the detailed design will begin once the preliminary design is approved. It will be formulated as the preliminary design is being developed and constructed. While the detailed design will be based on inputs from a variety of sources (e.g., reviews, TRB), the primary driver will be the results of design/cost-evaluation and ConOp field studies.

4.3. Development

• As described above, the IDCT Tool will be “fast tracked,” i.e., design and development will have considerable overlap.
• Continued development of the IDCT Tool, based on the prototype from the precursor project, will begin with the acceptance of the conceptual design and preliminary design plan. Therefore, there are two development steps, one based on the preliminary design and one based on the detailed design.

4.3.1. Construct a plan that includes a prioritized set of activities for developing the IDCT.

• The plan will address the allocation of requirements to work packages, sequencing of the design and development activities, procedures for modular testing during development, procedures for periodic “system” testing, etc.
• Allocate specifications to work packages so that the Tool can be developed in modules. The modular allocation will facilitate the integration of multiple affordability/cost evaluation technologies as well as parallel development activities.
• Priorities will be based on the criticality of the activity to the overall capability of the IDCT, risk of not completely completing the activity, relationship to other development activities, etc.
• The primary types of activities that will be considered include (1) integration of technologies, (2) management and control of processes and technology components (e.g., data, models), and (3) facilitation and enhancement of the utilization of affordability/cost evaluation trade study tools early in design (e.g., ease of use, timeliness of response, quality of assessment).

• An example of the first type of activity is an investigation of the integration of product design data (from CAD/CAM/CAE systems) and primary costing systems. For example, investigating using SDRC’s (Structural Dynamics Research Corporation) product data management (PDM) system and system engineering tools (MetaPhase) to supply information to a primary parametric cost estimating tool (e.g., SEER-H from Galorath, Inc.) through the Integrated Desktop Analysis and Planning System (IDAPS) Cost Estimation (ICE) from Frontier Technology.
• An example of the second type of activity is model/data selection – matching a set of product/process design parameters and the desired cost elements with a cost-evaluation model(s) that utilizes the parameters and provides the requisite
elements. An associated activity is handling selection when such models cannot be identified or if several models are close to meeting the criteria. In either case, the variables that would need to be specified in order to allow the model to be utilized would be communicated to the user.

- An example of the third type of activity would be to define and develop a means to track/record cost-evaluation instances. Each time a design is evaluated in terms of cost, i.e. the cost–evaluation process is invoked, characteristics of the design, model(s) used, and resulting metrics are recorded. This would provide a rich history of the design’s evolution and rationale for the changes. It would also provide an extensive database that can be mined for the purpose of benchmarking against similar designs/products and calibrating models. It could also be used as a pre-processor to search for feasible initial designs that have been previously considered.

4.3.2. Develop procedures for testing modules as well as the entire system.
- Identify the goals of each test and how they will be measured.
- Formulate a detailed test and evaluation plan for universities and industry, including frequency, responsibilities, reporting, etc.; present the plan at the preliminary design review.
- Obtain permission from affordability/cost evaluation technology vendors for use of their software during the tests.

4.3.3. Perform the development activities that are outlined in the preliminary design implementation plan.

4.3.4. Perform the development activities that are outlined in the detailed design implementation plan.

4.3.5. Develop IDCT Tool documentation as the system is designed and developed. Provide draft manuals as the project evolves, the final set will be provided at the conclusion of the project.

4.3.6. Test and evaluate the IDCT Tool
- Evaluate the results of the test and take corrective action.
- Document the evaluation and resulting actions.

4.3.7. Upon completion of the contract, deliver both run time and source code versions of the developed software.

4.4. Reviews
- The design and development of the IDCT will be under nearly constant review. As described earlier there are numerous opportunities to obtain feedback and guidance on the design and development of the IDCT Tool through, both formal and informal means.
- Evaluation instruments will be developed for each type of review so that comments are appropriately documented.

4.4.1. Conceptual Design Review
- The conceptual design for the IDCT Tool is an outcome of the precursor project. It will be evaluated as part of the “Analysis of Precursor Work” activities.
- The TRB will formally review the conceptual design prior to the first meeting. The preliminary design plan will be presented at that meeting.

4.4.2. Preliminary Design Review
- The preliminary design plan will be reviewed at the first TRB meeting.
- Development using the preliminary design of the IDCT Tool will evolve between the time when the results of the preliminary design are reviewed and the detailed design plan is presented.
• An interim review of the development of the IDCT Tool using the preliminary design will be held at a TRB meeting.

4.4.3. Detailed Design Review
• The detailed design plan will be reviewed at a TRB meeting.
• The detailed design of the IDCT Tool will evolve between the time the detailed design plan is presented and when the Beta test plans are presented.
• An interim detailed design review will be held at a TRB meeting.

4.4.4. Student reviews and evaluation
• Develop an evaluation survey instrument to collect feedback from the students using the IDCT Tool as part of their design course.
• Conduct student evaluations of the Tool; document, analyze, and report the TRB.

4.4.5. Beta-site test and evaluation of the IDCT Tool.
• Identify the goals of each test and how they will be measured. While testing will be encouraged at as many sites as feasible, there will be two primary test sites. The budget includes two trips to the two primary sites, one early in the testing process for installation and training and the other near the end of the test period for a review. The final presentation will be held at the last test site.
• Identify and obtain commitments from Beta test sites.
• Identify and define the test articles that are to be used during testing.
• Develop a test and evaluation (T&E) plan including frequency, responsibilities, reporting, etc.
• Develop a set of test and evaluation procedures that define how the tests will be conducted, evaluated, and documented.
• Conduct Beta site tests.
  • Install IDCT Tool and supporting technologies.
  • Train, as necessary, Beta site testing personnel.
  • Monitor activities according to the T&E plan.
• Evaluate and document the results of the test.
• Take corrective action or develop a plan for addressing the issues raised during the test.
• Document the testing process and results.

4.4.6. Informal reviews
• Informal reviews will be obtained from conference presentations, field studies, and the website.
  • Develop a review and evaluation plan.
  • Develop a methodology for assimilating and analyzing the various review instruments.
  • Develop an evaluation survey instrument to collect feedback at conference presentations on the design and development of the IDCT Tool.
  • Develop an evaluation survey instrument to collect feedback on the design and development of the IDCT Tool during the field studies.
  • Develop an evaluation survey instrument to collect feedback on the design and development of the IDCT Tool from the project website.
• Conduct reviews at conference presentations, field studies, etc.
• Document, analyze, and report outcomes from the surveys and reviews.

4.5. Reporting and dissemination of results.
• Publish on the project website.
• Prepare a quarterly newsletter that describes the project’s activities and progress. The newsletter will be hosted at the website; notifications of the postings will be via email.
• Develop a final report.

Figure 4-9 outlines how the tasks that are associated with the statement of work are to be carried out over the duration of the project, in terms of workflow.
<table>
<thead>
<tr>
<th>MILESTONES</th>
<th>Quarters after project start</th>
</tr>
</thead>
<tbody>
<tr>
<td>Project kickoff</td>
<td>Δ</td>
</tr>
<tr>
<td>Develop, administer, and analyze validation survey.</td>
<td>Δ--Δ</td>
</tr>
<tr>
<td>Rollout website.</td>
<td>Δ</td>
</tr>
<tr>
<td>Technical Review Board: Conceptual design review; Preliminary design plan review.</td>
<td>Δ</td>
</tr>
<tr>
<td>Technical Review Board meeting: Interim review of preliminary design development; Field study plan review</td>
<td>Δ</td>
</tr>
<tr>
<td>Design/Cost-evaluation Field Studies</td>
<td>Δ--Δ</td>
</tr>
<tr>
<td>Technical Review Board: Review of development under preliminary design; Detailed design plan review; Results of Field Study.</td>
<td>Δ</td>
</tr>
<tr>
<td>Test the application of the IDCT Tool in a design course at MSU.</td>
<td>Δ--Δ</td>
</tr>
<tr>
<td>Technical Review Board: Interim review of detailed design development; Technology field study plan review; Beta test plan review</td>
<td>Δ</td>
</tr>
<tr>
<td>Technology Field Studies</td>
<td>Δ--Δ</td>
</tr>
<tr>
<td>Technical Review Board: Review of detailed design development; Results of Technology Field Study; Beta test plan review.</td>
<td>Δ</td>
</tr>
<tr>
<td>Beta Test at site #1</td>
<td>Δ--Δ</td>
</tr>
<tr>
<td>Beta test at site #2</td>
<td>Δ--Δ</td>
</tr>
<tr>
<td>final Technical Review Board</td>
<td>Δ</td>
</tr>
<tr>
<td>Final report complete; end of project.</td>
<td>Δ</td>
</tr>
</tbody>
</table>

Figure 4-9: Major milestones and workflow for next phase of work.
4.5.11 Conceptual Foundation for an IDCT Tool

Having described the characteristics of the cost-evaluation environment and having identified the requirements for effectively supporting the design process, we now present the conceptual foundation for an IDCT Tool.

Figure 4-10 provides a visual representation of the general concept for an IDCT Tool. It is based on the notion that cost evaluation transforms design variable values into values for specified cost measures. The feedback loop at the bottom of the figure illustrates the use of the cost measures by the designer and/or IPT to change the value of the design variables in order to improve the cost performance of the design. Each of the components of the process that are represented in the figure is further discussed below.
provides much of the basis for the “producing” cost-evaluation process that was defined earlier. In order to provide a basis for learning, each design evaluation needs to be captured as an instance or transaction and then periodically processed in search of guidelines for use in future designs. Such guidelines obviously help avoid repeating mistakes, provide suggestions that shorten design time, and provide better default values for variables (e.g. assuming a manufacturing process based on “similar” products.)

Enabling information technologies are included within the conceptual foundation since they are essential to realize, manage, and coordinate the components. Examples of such technologies include: database and knowledge base management systems, user and system interfaces, integration and communication tools (e.g. internet, CORBA), search engines, computational and display support, etc. As shown in Figure 4-10, information technologies provide support to both the evaluation and learning functions.

Similarly, models play a major role in cost evaluation. As shown in Figure 4-10, they support both the evaluation and learning functions. Generally, models are used by the evaluation function and produced or maintained through the learning function. In order to carry out the evaluation and learning functions, the IDCT Tool must provide for certain type of behaviors; i.e., be able to perform a variety of actions. For example, in some way the appropriate model(s) must be selected in order to be used to evaluate a design based on the amount and type of information available. Similarly, a means must be provided to select “similar” designs for comparing or contrasting.

### 4.5.11.1 Evaluation function

The evaluation function is broader than estimating. We view estimating as the simplest of three evaluation sub-functions in that it provides performance measure(s) for a single design. A second sub-function, comparing, involves the simultaneous consideration of multiple designs, with the focus on similarities. For example, prior to making certain decisions, a designer may investigate what worked well in the past on comparable designs. The third evaluation sub-function is contrasting. It also involves the simultaneous consideration of multiple designs, but with the focus on differences. There are two types of contrasting -- one involves choice, i.e. selecting from a set of alternatives based on differences; the second involves tracking, i.e., monitoring design performance over time to note changes and reasons for the changes.

As noted earlier, cost-evaluation, especially the evaluation function, is fundamentally a transformation process. The process is composed of a set of components. Inputs to the process include specific values for a variety of variables/parameters. These include decision or design variables, e.g. material type, shape, size, manufacturing processes used to produce the product. They also include supporting parameters -- parameters that describe elements that affect cost but are not directly under the control of the designer/IPPD team; e.g., labor rates, overhead rates, scrap rates, raw material price, and, general system parameters (quantity, schedule, year dollars, etc.). Output from the transformation process are values for criterion variables or metrics that provide a measure of the design’s performance, including relative and absolute indicators of cost, manufacturability, etc. Models are key components in the process since they transform variables that characterize the product into performance metrics; they include all models, functions, algorithms, etc. that support an evaluation of the cost of a design. Guidelines, both procedural and providers of design assistance are also included within the IDCT Tool domain.

We believe the transformations from design variables to cost metrics do not typically occur in a single step. Therefore, we have further defined the evaluation function’s transformation process, as shown in the shaded box in Figure 4-1. Cost metrics are the result of a series of intermediate costing “elements,” (e.g. design variables, cost measures, cost drivers, product and process features and attributes) and transformations. For example, customer requirements are in some way, possibly using Quality Function Deployment, transformed to design variables. Ideally, customer requirements would be explicitly linked
to performance measures, in this case, cost of the design of the product. However, it is very important that cost measures ultimately be linked to variables that are under the control of the designer. The possible transformations are represented in Figure 4-10 by small shaded boxes that contain an “X.” The sequence of transformations can also be represented as a series of mappings:

\[ r_i \Rightarrow v_i \Rightarrow a_i \Rightarrow d_i \Rightarrow m_i \]

\[ R = \{r_1, r_2, ..., r_j\}; \quad r_i \subset R \]

\[ V = \{v_1, v_2, ..., v_k\}; \quad v_i \subset V \]

\[ A = \{a_1, a_2, ..., a_l\}; \quad a_i \subset A \]

\[ D = \{d_1, d_2, ..., d_n\}; \quad d_i \subset D \]

\[ M = \{m_1, m_2, ..., m_p\}; \quad m_i \subset M \]

Reading the transformations from right to left, the performance measures for design \( i \), i.e. a subset of measures \( m_i \) from a larger set \( M \), are based on a set of drivers (\( d_i \)). The drivers are based on a set of product/process attributes (\( a_i \)) which are controlled by a set of design variables (\( v_i \)) and customer and company requirements (\( r_i \)). This is similar to the flows that occur in the “using” cost evaluation processes described in a previous section.

The costing elements and transformations illustrated in Figure 4-10 raise a variety of research issues. The first issue is what are the design-relevant determinants for each element during each phase in the product’s life cycle; also, which elements of the determinants are relevant when in the design process. The second issue is how are the determinants of the elements related (transformation function); also which relationships are applied when in the design process. The third issue is what are the appropriate methodologies to model and manage the cost evaluation elements and their relationships. The final issue is how are the methodologies integrated into the design process. This includes user interface and report design, interoperability among disparate systems, as well as structuring, capturing, representing, processing, and managing the extensive set of knowledge and data bases that are utilized by the system. An effective IDCT Tool should provide a platform and means to address these issues.

The real value from the development and use of an IDCT Tool would be the insight into how design and programmatic variables influence cost. This would ultimately lead to, borrowing from quality management, designing in rather than just “inspecting” or checking affordability. The processes of developing and using an IDCT Tool should identify cost and other data needs that are required to effectively support affordability design decisions. These processes should also result in specifications for relevant and timely information that is specifically for engineering, rather than a by-product of external financial reporting, operations management, etc. These needs should then lead to a “re-engineering” of costing approaches and data requirements. The pressure for such information should be similar to that exerted on cost accountants by operations managers, which resulted in such new approaches as Activity-Based Costing, Throughput Accounting, etc. Development of the IDCT Tool provides an opportunity to freshly examine how costing should be done in order to support design and how new costing methodologies themselves must be designed to fit into tomorrow’s environment.
4.5.11.2 Learning function

We have included the learning function in the conceptual foundation in order to provide the most complete definition of an IDCT Tool. However, at this time, the learning function is not well defined. This is an area for significant further research. In current practice, the evaluation function is by far the most understood. While learning does take place and evaluation methodologies are developed and modified based on new experiences and information, this process is much more ad hoc. Subsequent projects should identify and define the learning processes and provide tools for effectively carrying out this function.

4.5.12 Object-Based Approach to IDCT Development

Figure 4-11 illustrates the preliminary object-based approach for the IDCT Tool. In this illustration, the focus is on assessing the manufacturing cost of a design; however, the proposed tool would address life-cycle cost. In the approach shown in Figure 4-11, the design is specified through the use of five hierarchies; object-based hierarchies are used to organize and structure the design variables and parameters. Form, material, and manufacturing process variables are defined through the three object-based hierarchies that are illustrated in the left portion of Figure 4-11. Design variable values are property/attribute values of an instance of an object contained either in a generic hierarchy (e.g. material density, cost per pound) or an instance of a collection of objects (e.g. manufacturing process scrap rate may be a property of a collection of a material object and process object). The design is also specified through an item hierarchy or structure, as illustrated in the top portion of Figure 4-11. The item hierarchy considers the design in a larger context; it captures the relationship of the item being designed to the total product (analogous to a work breakdown structure or bill of materials). Through the use of a hierarchical structure, product-related values are inherited by the individual items, e.g. total number of units of the product to be produced, year-dollars for cost estimates. The final hierarchy that is used to define the design is the cost structure, illustrated in the top-right portion of Figure 4-11. The cost structure defines the types of costs that are considered in the design, e.g., life-cycle, manufacturing, recurring. The cost structure also provides the means to “roll-up” and “cut” costs in a variety of ways, e.g. total product cost, investment cost only.
The large box in the center of Figure 4-11 illustrates some of the actions that would occur in a typical application of the IDCT Tool. For example, when a design’s cost is to be evaluated and if no model has been specified, the system would select the most appropriate model based on the metric desired and the information available. If there is insufficient information to utilize any model, the Tool would determine what information is needed and request that information of the designer/IPT. This process makes extensive use of the Tool’s access to data, model, and knowledge bases. Also note in Figure 4-11, each evaluation is both reported to the user and recorded for future use and learning (a cost-evaluation instance).

Figure 4-12 illustrates the concept of a cost-evaluation instance. In this case, the instance has two primary database links, one to the item hierarchy and one to the cost structure/hierarchy. The instance is actually linked to the lowest level in the item hierarchy; in the case of Figure 4-12, it is linked to a component. Most of the component’s characteristics are defined through three hierarchies – form, material, and manufacturing process. The component also inherits all of the characteristics from the subsystem and system levels; all of which is available to any linked cost model. A cost model is linked through the cost structure. Each cost instance corresponds to a cost element (e.g. direct labor, materials, overhead) in the cost structure. Similarly, each model is linked to the set of cost elements for which it provides estimates.
One of the characteristics of the models is the inputs that are required for estimating. Therefore, each cost instance links a cost model estimate to the specific input values that generated the estimate.

The above structure supports many of the needs of an effective IDCT Tool, such as documenting the evolution of a design and tracking changes over time due to changes in the design variables, value of the design variables, models, requirements, data sources, etc. Models may be parametric, detailed build up, or actual production/operations data. The cost instance concept also facilitates searching for and identifying comparable items that have been designed in the past.

The concepts described above are built upon the use of object-based technologies in order to structure most of the information that is required to evaluate the product/process cost of a design. As shown in both Figures 11 and 12, the design variables, a primary set of inputs to the cost-evaluation process, are divided into three categories that represent the product triad – form, material, and process; i.e., evaluation of a design’s cost must concurrently consider the item’s form, material, and process (how it will be produced). This concept needs to be expanded to include a “use” category in order to be able to assess life-cycle cost.

The flexibility inherent in the object-based approach allows different users to represent, manage, and query data, objects, methods, output, etc. that best meets their needs. That is, a system can easily be redefined or reconfigured to best represent a specific product, project or company organization, level of
expertise, design requirements and considerations, etc. Similarly, the object-based structure accommodates increasing levels of detail that result as a design evolves.

Examples of the types of structures and hierarchies that are used in the IDCT Tool are shown in Figure 4-13. These include a portion of a manufacturing processes hierarchy in the left-hand portion of Figure 4-13 and a portion of a cost structure in the right-hand portion of the figure.

![Figure 4-13: Example hierarchical structures used in the IDCT.](image)

**4.5.13 Concept of Operation of an IDCT Tool**

The concept of operation (ConOp) of an IDCT Tool is a description of how it will be used. While there are many potential application of the IDCT Tool, we focus on a primary application -- determining the cost of a design alternative that is under consideration. The ConOp provides the basis for the design and development of the system; the system development process is much more effective when it is based on a clear, well-defined ConOp. Since the objective of the IDCT Tool is to facilitate and enhance the design trade study processes, the initial definition of the ConOp is the general trade study process that was defined in Figure 4-5. A more detailed view of Figure 4-5 is provided below in Figure 4-14. Figure 4-14 decomposes the “Analyze Candidate Solution” activity from Figure 4-5 into its sub-activities: determine performance, determine producibility, determine supportability, and determine cost of the design being considered.
In order to understand how the IDCT Tool will provide cost evaluations of candidate designs, the “Determine Cost” activity (numbered 2.4) in Figure 4-14 is decomposed into its sub-activities; that decomposition is shown in Figure 4-15. The “determine cost activity” is represented in a cross-functional process view in Figure 4-15; i.e., each sub-activity is associated with one or more organizational units. Each organizational unit is represented as the horizontal “swim lane” in Figure 4-15. The primary sub-activity, at least for the cost engineer, is “utilize cost model” (labeled 2.4.1).
Figure 4-15: Decomposition of the “Determine Cost” activity.

The “utilize cost model” activities are shown in Figure 4-16. In order to utilize a cost model, the cost engineer (or an automated system) must identify applicable models based on the information available (obtained from item structure, cost structure, requirements and capabilities, representations/characterization of solutions, and other measures) as well as the characteristics of the model, as shown in the left-hand portion of Figure 4-16. A model is applicable if it provides the type of cost desired, is based on variables that currently have values defined, etc. The model must also be “registered” with the system; i.e., the system knows what costs it provides, what variable information it requires, etc. However, the system does not need to know how the model works; i.e., it only needs to know what the model does, not how it does it. Once a set of candidate models are identified, one or more are selected for use based on specified criteria (e.g., how well the model has performed in the past, how closely it matches the data available). The variables and parameters that are used by the model are then identified and subsequently instantiated -- values for the model’s variables are provided by the user or though automatic links to databases, CAD system, etc. The model is then executed and results reported.
This overall process is summarized in Figure 4-17. The two shaded cloud-like symbols in Figure 4-17 represent the design/IPPD decision-making and trade study process and the cost-evaluation process. Specific activities from the design/IPPD process that are directly related to cost evaluation are identified by the process flow diagram under the design/IPPD “cloud.” Similarly, the cost-evaluation activities that are directly related to the design trade study process are identified by the process flow diagram under the cost-evaluation “cloud.” The IDCT Tool provides the link between the two sets of processes. The heavy vertical arrows show the primary links and flows of information between the two sets of processes.
A portion of the activities from Figure 4-17 is isolated in Figure 4-18. This shows a flow similar to the one in Figure 4-16 that illustrated the “utilize cost model” activity. It is essential that all of the processes that the IDCT Tool will support be defined in a manner similar to those shown here.

So far all of the illustrations have dealt with recurring activities, those that happen each time an item’s cost is evaluated. Figure 4-19 provides an illustration of a non-recurring activity – specifying the cost elements in order to initiate an cost evaluation. As shown in Figure 4-19, the user specifies the cost
elements and measure(s) of performance based on the project requirements, desired cost type (selected from a standard cost structure) and the desired cost component(s) (e.g. labor, material, capital, etc.).

4.5.14 Intelligent Integration for Cost Estimation

In order to effectively perform the evaluation function (and the learning function), the focus of the development of the IDCT Tool must be on integration and intelligence.

4.5.14.1. Basic Concepts of Intelligent Integration

Integration is required in order to link the islands of cost estimation tools and relevant information systems and provide a variety of cost estimation services. Integration should provide the designer/Integrated Product Team (IPT) with a choice of cost estimation tools, access to the most current models and data, and the capability of utilizing different cost estimation tools within a design in order to supplement and complement each other.
Intelligence is required to support both integration and the provision of cost estimation services. In terms of integration, the IDCT Tool should enable interoperability among different cost estimation tools and associated information systems, e.g., CAD systems, product data management (PDM) systems, and activity-based costing (ABC) systems. The IDCT Tool should provide commonly accepted semantics (i.e., the representation of product, design, process and the other cost-estimation related information) and open communications.

Intelligence is also required to support such cost estimation services as model discovery and retrieval and cost estimation by analogy. Since the IDCT Tool will have access to many cost estimate tools/models, model discovery will facilitate the identification and selection of applicable models based on the type and amount of design information available. Estimation by analogy provides cost estimates for a design that are based on entities with similar design characteristics and in which cost data are available.

Figure 4-20 provides a conceptual view of an Intelligent Integration Scheme (IIS) for the IDCT Tool. There are two basic components in the Intelligent Integration Scheme: Integrated Cost Estimation Management (ICEM) and Integration Framework.
Integrated Cost Estimation Management (ICEM) is the primary component of the Intelligent Integration Scheme. It provides direct services for designers and IPTs, including basic cost estimation, hierarchical design/cost representation, cost aggregating, cost/performance trade-off management, design guidance, intelligent cost model discovery, cost estimation by analogy, computer supported collaboration work (CSCW) services, etc. Any cost estimation tools that is integrated into the framework would have access to these services, i.e., they would “reuse” portions of the ICEM. Therefore, it would not be necessary for the other cost estimation tools to develop and implement advanced cost estimation services that are included and available in the ICEM.

Development of the ICEM requires: (1) definition of cost estimation processes (i.e., the way that cost evaluation is carried out during design), (2) identification, definition, and development of user-oriented cost-estimation/design services, and (3) specification of the types of interfaces required by the various user groups. The ICEM would be implemented on top of the Integration Framework.

The Integration Framework provides the foundation for implementing the ICEM. It provides the interconnections and interfaces among cost estimation tools and relevant application systems. The Integration Framework provides commonly accepted data representations, data dictionaries, and interfaces between the different cost estimation tools and associated information system; i.e., it allows the required technologies to be “plugged into” a common costing environment with minimal effort.

Development of the Integration Framework requires: (1) identification of middleware, network protocols, and communication architecture for effective integration of different cost estimation tools and associated information system (This is necessary to enable distributed and heterogeneous tools and systems to invoke one another's resources.), (2) identification, definition and development of standard data representations and a data dictionary for all cost-estimation-related information that is to be shared (This will result in commonly accepted semantics within the integration environment and enable distributed and heterogeneous tools and systems to understand each other's data.), and (3) definition of interfaces between components, i.e. the primitive operations and services that are required by the user-oriented cost estimation services. For example, services that are useful for managing (e.g., retrieving comparable designs that are the most “similar”), coordinating (e.g., grading comparable designs in terms of similarities, logging which tools have been used under what circumstances and with what result), and controlling (e.g., obtaining the properties of a design, invoking an estimation request, obtaining CAD drawings or attributes) cost estimation activities.

Object-oriented methodologies provide the means for developing the scheme. Different cost estimation tools and relevant information applications and the ICEM are considered separate modules (also called components, objects) inside a costing environment. Object-orientation provides such advantages as: reuse of software components, faster development, reduced development risks for complex systems, easier maintenance, and increased quality etc. (Hathaway, 1996).

4.5.14.2 Critical Enabling Technologies

In order to realize the transparent integration of different and disperse cost estimation systems as discussed above and to enable distributed and heterogeneous applications to invoke one another's resources and to understand each other's data, appropriate technologies must be identified and utilized. Two basic requirements to meet these needs are code interoperability and common semantics. Standards (formal and/or de facto) play an important role in developing these technologies.
The Object Management Group (OMG, 1999) was founded in 1989 in order to develop a set of standards that would facilitate distributed computing and guarantee application and code interoperability. As a result, the Common Object Request Broker Architecture (CORBA) has emerged as a de facto standard for interoperability among the rapidly proliferating hardware and software products that are evolving today. OMG has defined the Reference Model Architecture (RMA), upon which distributed applications can be constructed. The core of this architecture is the Object Request Broker (ORB), which is a common communication bus for objects. Through an ORB, a client can transparently invoke a method on a server object, which can be on the same machine or across a network. The ORB intercepts the call and is responsible for finding an object that can implement the request, pass it the appropriate parameters, invoke its method, and return the results. The client does not have to be aware of where the object is located, its programming language, its operating system, or any other system aspects that are not part of an object's interface. In so doing, the ORB provides interoperability between applications on different machines in heterogeneous distributed environments and seamlessly interconnects multiple object systems.

ORBs simplify the process of getting two applications, new and existing, to inter-operate with each other. This is accomplished through a language-independent (neutral) interface specification (CORBA, 1998) – the Interface Definition Language (IDL). The IDL allows programmers to choose the most appropriate operating system, execution environment and even programming language to use for each component of a system that is being developed. With the support of CORBA, a legacy cost estimation system can be “plugged into” a proposed environment through modeling its interface with the IDL and then writing the corresponding “wrapper” code.

In addition to code interoperability, an effective integration requires the mutual understanding of product, design, process and the other cost-estimation related information. STEP (ISO 10303, The Standard for the Exchange of Product Data, 1997) is and open and extensible international data description standard, which will provide a complete unambiguous, computer-interpretable definition of the physical and functional characteristics of a product throughout its life cycle. For a large set of manufacturing products and processes, STEP definitions are available; others are under development and are expected to be available soon.

Therefore, both CORBA and STEP are technologies that are required by an Intelligent Integration Scheme. It is anticipated that they would be implemented in two different layers in order to guarantee the open feature of the integration framework. The CORBA layer would provide support for the heterogeneous and distributed applications to use one another’s resources through code interoperability and the STEP layer would allow the semantics of manufacturing information to be understood by multiple applications.

As described above, intelligent cost model discovery and intelligent cost estimation are critical services required by the Intelligent Integration Scheme. They involve the selection of the appropriate model(s) and data based on the design information that is available. The selection process is quite similar to one type of human problem-solving logic — base a solution on one that has worked for a similar problem in the past. Case-based reasoning (CBR), also called analogy-based reasoning, is an artificial intelligence technique that can be used to realize this type of reasoning.

CBR’s approach to problem solving is based on the retrieval and adaptation of cases, or episodic description of problems and their associated solutions (Allen, 1994). In CBR, a problem is solved by searching previously encountered cases, retrieving similar cases and approaches and modifying them if necessary to fit the current problem. CBR has been a very effective tool in practice for developing knowledge-based system. CBR is easier to implement than rule or model-based approaches because the cases represent concrete examples which are easier for users to understand and apply than complex chains.
of reasoning generated by rules or models. Learning in CBR occurs as a natural by-product of problem solving. When a problem is successfully solved, the experience is retained in order to solve similar problems in the future. When an attempt to solve a problem fails, the reason for the failure is identified and remembered in order to avoid the same mistake in the future. In cost estimation, each case corresponds to a design alternative and the experience is the cost performance of the design. The process involved in CBR can be represented by a schematic cycle comprising the four “re”s: (1) retrieve the most similar cases, (2) reuse the case(s) to attempt to solve the problem, (3) revise the proposed solution if necessary, and (4) retain the new solution as a part of a new case.

In terms of cost estimation, CBR can be applied as follows. When a new design requests a cost estimation service, the most similar designs from all previous designs are retrieved. In the reuse phase, the cost model of the retrieved designs is adapted to the new design. The cost of the new design is estimated with the adapted model. Through the revise process, the estimation result is tested for success, e.g. through future feedback from actual production or support data, and is “repaired” if it “fails.” Successful cost models are then retained for future reuse, and the case base (cost models base) is updated by the new model or by modification of some existing cases.

4.5.15 Preliminary Design of an Integration Framework

A preliminary design of the integration framework is shown in Figure 4-21. It uses a typical web-based three-tier client/server architecture. The World Wide Web (WWW), a hypertext based document system that acts as a distributed information service, encapsulates communications protocols to organize and access data across the Internet. Due to the Internet’s widespread acceptance and penetration, the communications infrastructure based on the WWW provides the most cost-effective and portable solution for a cost estimation environment.

![Figure 4-21: Preliminary Design of an Integration Framework for an IDCT Tool.](image-url)
The overall system is component based. Client Java components interact with other Java components as well as with server components. Conversely, server components invoke methods on client components using CORBA events and callbacks. HTTP (HyperText Transport Protocol), the communication protocol for moving hypertext files across the Internet, is used to establish a connection with a Web server and transmit HTML pages to a client browser, download Web pages, Java applets, and images. CORBA and IIOP are used for client-to-server and server-to-client communications. CORBA provides a way to execute programs written in any language regardless of where they reside on the network or what on platform they run. IIOP (Internet Inter-ORB Protocol) is the CORBA message protocol that is used on a TCP/IP network. IIOP links CORBA's General Inter-ORB protocol (GIOP) to TCP/IP and specifies how CORBA's Object Request Brokers (ORBs) communicate with each other. TCP/IP (Transmission Control Protocol/Internet Protocol) is a set of network communications protocols that is used by computers on the Internet.

In Figure 4-21, the Client End (the first tier) belongs to Web browsers with Java support. It include a mixture of Java and HTML applications, two cross-platform languages that provide the convenience of “write once, and run everywhere.” The client end provides the interface between the user, e.g. designer or IPT, and cost-estimation objects. This is done via Java applets (small applications written with Java and running at the web browser) and HTML forms; i.e., CGI (Common Gateway Interface) applications. CGI is a standard for interfacing or providing a gateway to an external application (such as a database server) with a WWW server (a machine that runs an HTTP daemon). It can provide information to, and accept information from, WWW browsers (such as Netscape) anywhere on the Internet.

The Middle Tier (the second layer) runs on any server that can service both HTTP and CORBA clients. The CORBA objects on the server interact with each other using a CORBA ORB. The ICEM (Integrated Cost Estimation Management) component resides in this tier, as well as a design/cost repository that is required by the ICEM to store interfaces with registered cost estimation tools and related applications, historical design/cost information, and such environment information as user information, registered services etc.

The Back End (the third tier) is where the actual encapsulated cost estimation components reside. As shown in Figure 4-21, all joined cost estimation tools will be built and packaged as components, i.e., using a CORBA Interface Definition Language (IDL) to wrap existing code with object interfaces.

Since the overall system architecture conforms to CORBA, it provides a way for heterogeneous, distributed systems to inter-operate with each other, and to integrate them together with minimal effort. More importantly, this integration process is realized transparently between heterogeneous and distributed systems. That is why Object Request Broker (ORB) serves as the major communication bus inside this integration framework. All cost estimation tools and relevant application systems can be integrated into this framework simply through using a CORBA IDL to wrap existing code from any language. Object adapter and the ORB interface results from such wrapping. With the support of CORBA, the integration framework can easily be extended to become a more comprehensive integrated platform for Integrated Product/Process Development (IPPD).

As discussed above, the Standard for the Exchange of Product Data (STEP) provides an integral and widely accepted neutral language to describe much of the information required for cost estimation. Therefore, another wrapping layer for the STEP interface is required for each cost estimation tools and associated applications.

The CORBA-based integration scheme is illustrated in Figure 4-22. The communication between the IDCT Tool, shown in the client host, and a cost-evaluation model, shown as an object on the server host,
is through an ORB (object request broker) using the Internet InterORB Protocol (IIOP). The IDCT Tool’s link to the model is through the model/tool interface and wrapping code. The IDCT Tool only needs to know the type of cost-estimation service that the model/tool provides and the definitional objects it uses to provide that service; it does not need to know how the service is provided or the details of the model/tool implementation.

![Diagram of the IDCT Tool’s CORBA implementation scheme]

Figure 4-22: The IDCT Tool’s CORBA implementation scheme.

### 4.5.16 Prototype of an IDCT Tool

The prototype is a CORBA (Common Object Request Broker Architecture) based application. The development depends strongly on the ORB (Object Request Broker) product. Currently there are two major products in this market: IONA’s Orbix and Inprise’s (bought by Borland) Visibroker. We adopted Orbix at first for its large market share and customers such as Boeing. In order to develop the prototype, we obtained an evaluation version of Orbix 3.0 (C++ ORB binder) and OrbixWeb 3.2 (Java ORB binder).

The development activities of the prototype are summarized in four phases:
- We built a small CORBA application using a free Java ORB from Sun Micro systems in order to gain proficiency in CORBA development and to evaluate the inter-operability of CORBA. This phase was successful. We developed a small database object on the server side and a simple query interface on client side. The client-side code that resides on an NT system successfully activated server objects that reside on a Sun Solaris system.

- We scripted the required objects for the ICEM system using IDL and developed an overall ICEM implementation scheme. The IDL is provided as Appendix 3.

Objects such as Cost, Item, Assembly, etc. are common objects that would be used extensively in the ICEM services. The intent of our design is to implement these objects on the Client Side. Objects such as ModelAgent are typically server-side objects since they commute services to the client. The common objects, (e.g. Cost, Item) are passed back and forth between the server and client. For example, ModelAgent.CostEvaluation(Item) passes the Item object to ModelAgent, which returns the Item object with the refreshed cost object for the specified Item. In this design, the server-side object (e.g., ModelAgent) has to call-back the client-side object (Item) if it requires some functionality from the Item object as it performs its Agent service.

The prototype is targeted to work within the Web environment. Users need to use a web browser to access ICEM services. Therefore, we adopted Java as the client-end language. For the server side, we are using OCEANS as an example cost estimation tool. Since it was built in C++, we have to use a C++ CORBA binder in order to bind it with the ICEM.

- Based on the services we defined for the ICEM, we began to develop the ICEM client with Java Builder. This is the front end that will provide services directly to user. We developed a cross-platform, user-friendly applet front end with the latest Java 2 platform features.

- The client and server side application are bound to the ORB code so that they may co-operate. This involves three separate development activities:
  1. compile the IDL using the ORB vendor provided language binder to create required Stub/Skeleton code for client/server application,
  2. bind the client application with the ORB using the stub/skeleton code, and
  3. bind the server application with the ORB using the stub/skeleton code.

We finished this phase of coding; however, the server side object (ModelAgent) failed to inter-operate with the client-side object (Item), although the invocation process started successfully. The inter-operation is a basic and key capability that we planned to demonstrate; without it, the prototype is basically non functional.

We found that the ModelAgent did inter-operate with client-side object item. It obtained all of the object information; however, it failed when it requested further information that has to be retrieved via the call-back mechanism (the server calls back the client). We sought help from IONA’s customer support. Under their request, we sent them a minimal testing case. They are also puzzled with the error and indicated that it may be a bug in their current release. They sent our testing case to Dublin for further analysis; however, so far we have not received a solution from IONA.

As part of the investigation, we identified another possible contribution to the current problem. There are two code binding methods for servants to establish their connection to the corresponding IDL interfaces and thereby to make themselves available to client requests: the inheritance approach, which is
recommended in most cases, and the Tie-based approach. The Tie-based approach was the only option for us and we used it extensively in the ORB stub/skeleton code binding. We needed to use the Tie approach because Java has a single-inheritance restriction on classes and the objects that we defined already have inheritance relationships. The disadvantage of Tie approach is that it cannot maintain the defined inheritance relationship; therefore, we have to use hardcoding to maintain the inheritance described by the IDL. This complicated the interface between client and server. It adds complexity in the communication between the client and server in addition to the call-back. For example, using the Tie approach, if we pass a general object (Item or Assembly) to the server side for processing, the pass-in object will not be able to be automatically narrowed to a specific object (Assembly or Unit). As a result, we posed some questions to IONA support in order to clarify our situation. They answered our question in detailed after several exchanges. However they did not give us a solution for the call-back situation. Without help from IONA, it will be extremely difficult for us to analyze and debug the prototype because the skeleton/stub code are created by the IDL compiler which is provided by the ORB vendor. There may be a fundamental problem in using the current implementation of Orbix or with the CORBA.

A lot of time was trying to resolve this issue. In the meantime, we considered another product from IONA, Orbix 2000, which provides full support for POA (portable object adapter), a recommended upgrade for all CORBA applications. We re-compiled the IDL using Orbix 2000 and re-programmed the stub/skeleton code with the POA technology. The same problem resulted.

We have sought advice from other IT sources and have concluded that the problem may be a bug within IONA or an inherent problem in CORBA. The most direct solution at this point is to avoid extensive call-back operations in the CORBA application. This requires a re-design of the overall scheme, requiring least two months, given the current development manpower situation. Another option is a workaround scheme provided by the Chief Architect from IONA. It may provide a quick fix to get our prototype working; therefore, we will try this fix, and if successful, should have a working prototype by November 1, 2000.

The data representations that are used in the IDCT prototype are shown in Figure 4-23.
Figure 4-23: Data representations in the ICEM
One screen shot from the prototype is provided in Figure 4-24 provides a glimpse into the user interface of the IDCT; however, this will not be very meaningful until the prototype is functional and the screen shot portrays a more comprehensive populated example. Additional screen shots will be provided as part of the addendum to this report; as discussed earlier, it will be released when the prototype problem is resolved and the prototype is functional.

![Figure 4-24: Example screen shot of the IDCT user interface.](image)

### 4.5.17 Technical Review Board and Project Team

The formulation, design, and development of an In situ Design Cost Trades Tool requires a solid understanding of the cost assessment and design processes, cost-evaluation technologies, and a broad range of supporting technologies. While follow-on project to develop the IDCT Tool would build upon this and other related projects that have been led by the PI, it obviously requires significant involvement from multiple disciplines. In order to meet that need, a diverse team has been assembled that brings a wealth of experience, an impressive depth of knowledge, and a variety of perspectives to bear on the problem.

The team would be led by Dr. Allen Greenwood, Associate Professor of Industrial Engineering, Mississippi State University (MSU), who is the PI for the current project. In addition, Dr. Masoud Rais-Rohani, Associate Professor of Aerospace Engineering, would be an investigator on the project. Several students would also provide research support, including at least two full-time graduate students (one Masters and one Ph.D. student) and at least one undergraduate student.

Table 4-7 provides a summary of the project team members that are not affiliated with MSU. It includes a brief statement of the expertise that they would bring to the project.

The project would be organized as a single team that is composed of four groups, as illustrated in Figure 4-25. Each group represents a key aspect of the project. The Steering Committee, or Technical Review Board, provides overall guidance, direction, and management of the project; it is composed of the PI, customer/sponsor, and senior product/process design and cost professionals. The Design/Cost Process Group provides expertise on general design and cost evaluation methodologies and processes.
The Technology Enablers Group consists of representatives from all companies that provide technologies that enable the realization of the IDCT Tool; it includes both cost-valuation technologies and supporting infrastructure technologies. This group has two primary roles. The first is to facilitate the investigation of the technologies, in terms of its capabilities, application areas, methodologies utilized, etc. This usually includes providing the technology and documentation to the investigators over the span of the project, as well as providing training, technical support, and consultations. Their second role is to help us understand the design and cost-evaluation processes through their client organizations. One means to accomplish this is to provide the investigators training in the technology at client sites.

The Users’ Group is composed of organizations, both from industry and academe that provide guidance from a user’s perspective, as well as those that test and evaluate the Tool at various stages of development.
<table>
<thead>
<tr>
<th>Organization</th>
<th>Expertise / Software</th>
</tr>
</thead>
<tbody>
<tr>
<td>Acquisition Logistics Engineering (ALE)</td>
<td>Front-end analysis; life cycle costing; operations and support</td>
</tr>
<tr>
<td>Columbus, OH</td>
<td>processes and analysis; systems engineering</td>
</tr>
<tr>
<td>Mr. Charles O. Coogan, President</td>
<td><em>Front End Trade Study Model, First Order LCC Model, etc</em></td>
</tr>
<tr>
<td>Clemson University</td>
<td>Affordability modeling and decision analysis</td>
</tr>
<tr>
<td>Department of Mathematical Sciences</td>
<td></td>
</tr>
<tr>
<td>Dr. James A. Reneke, Professor</td>
<td></td>
</tr>
<tr>
<td>Cognition Corporation</td>
<td>Manufacturing cost modeling</td>
</tr>
<tr>
<td>Bedford, MA</td>
<td><em>Cost Advantage, Mechanical Advantage, Knowledge Center</em></td>
</tr>
<tr>
<td>Mr. Michael Cronin, CEO</td>
<td></td>
</tr>
<tr>
<td>Frontier Technology, Inc.</td>
<td>Cost model integration</td>
</tr>
<tr>
<td>Dayton, OH</td>
<td><em>ICE (IDAPS Cost Estimation), WS-ICM (Weapons System Integrated Cost Model)</em></td>
</tr>
<tr>
<td>Mr. Ronald D. Shroder, Director</td>
<td></td>
</tr>
<tr>
<td>Galorath Inc.</td>
<td>Parametric cost modeling and estimating</td>
</tr>
<tr>
<td>El Segundo, CA</td>
<td><em>SEER Products: H, H/O&amp;S, DFM, SEM</em></td>
</tr>
<tr>
<td>Mr. Daniel Galorath, President</td>
<td></td>
</tr>
<tr>
<td>James Gregory Associates</td>
<td>Affordability assessment, integrated product and process</td>
</tr>
<tr>
<td>Columbus, OH</td>
<td>development</td>
</tr>
<tr>
<td>Dr. James Brink, President and CEO</td>
<td><em>PATA (Process Analysis Toolkit for Affordability)</em></td>
</tr>
<tr>
<td>Knowledge Base Engineering</td>
<td>Object-oriented data base applications development; systems</td>
</tr>
<tr>
<td>Centerville, OH</td>
<td>engineering</td>
</tr>
<tr>
<td>Mr. E. I. “Sam” Nusinow, President</td>
<td><em>OZ (Object cZar)</em></td>
</tr>
<tr>
<td>Knowledge Based Systems, Inc. (KBSI)</td>
<td></td>
</tr>
<tr>
<td>College Station, TX</td>
<td>Process modeling, cost modeling, activity-based costing</td>
</tr>
<tr>
<td>Dr. Richard J. Mayer, President</td>
<td><em>SmartCost, AIO WIN, SmartER, ProSim/ProCap</em></td>
</tr>
<tr>
<td>SBIREC (Small Business Innovation Research Engineering Companies), Inc.</td>
<td></td>
</tr>
<tr>
<td>Drumright, OK</td>
<td>Manufacturing processes; virtual manufacturing enterprises</td>
</tr>
<tr>
<td>Mr. John Michael Lee, President and CEO</td>
<td></td>
</tr>
<tr>
<td>SDRC (Structural Dynamics Research Corporation), Milford, OH</td>
<td>Enterprise product data management, CAE/CAD/CAM</td>
</tr>
<tr>
<td>Dr. Mohsen Rezayat, Technical Fellow</td>
<td><em>Metaphase Enterprise, I-DEAS, MetaSlate</em></td>
</tr>
<tr>
<td>StraTech, Inc.</td>
<td>Preliminary and conceptual design; IPPD; Affordability</td>
</tr>
<tr>
<td>Centerville, OH</td>
<td></td>
</tr>
<tr>
<td>Dr. Richard Thomas, President</td>
<td></td>
</tr>
<tr>
<td>Systran Federal Corporation</td>
<td>CORBA software development for UNIX and Windows;</td>
</tr>
<tr>
<td>Beavercreek, OH</td>
<td>distributed computing software, databases &amp; application</td>
</tr>
<tr>
<td>Dr. V. (“Nagu”) Nagarajan, Vice President &amp; Program Manager</td>
<td>development for enterprises in C/C++ and Java;</td>
</tr>
<tr>
<td></td>
<td>Web-based software development;</td>
</tr>
<tr>
<td></td>
<td><em>ORB IT (Object Request Broker – Integration technology)</em></td>
</tr>
<tr>
<td>Tecolote Research, Inc.</td>
<td>Life cycle cost modeling, integrated product teams</td>
</tr>
<tr>
<td>Beavercreek, OH</td>
<td><em>ACEIT (Automated Cost Estimating Integrated Tools)</em></td>
</tr>
<tr>
<td>Mr. Harmon T. Withhee</td>
<td></td>
</tr>
<tr>
<td>The DFV Group, Inc.</td>
<td>Systems engineering; designing for value; cost modeling and</td>
</tr>
<tr>
<td>Virginia Beach, VA</td>
<td>analysis; quality function deployment (QFD)</td>
</tr>
<tr>
<td>Mr. Edwin B. Dean, President</td>
<td></td>
</tr>
</tbody>
</table>
4.6 Conclusions, Recommendations, and Lessons Learned

4.6.1 Conclusions

1. The cost-evaluation environment, especially during conceptual and preliminary design is often not well understood, disparate and highly cross functional, involves information from all phases of the product life cycle, is highly time sensitive (assessments need to be made as the design evolves, not after the fact), involves technologically non-homogeneous designs, is dynamic and uncertain, knowledge based, model centric, is highly concerned with data relevancy and currency, and involves many islands of technologies that need to be assimilated and synthesized.

2. The above characteristics of the design/cost-evaluation environment provide major challenges to the development of a comprehensive design decision support system. It also provides great opportunities to improve current practices and processes.

3. Despite the difficult problem, this project demonstrates the feasibility of defining, developing, and deploying an effective system that can provide cost evaluation support to the design trade study processes.

4. The critical foundation for the successful development and use of an IDCT system is a thorough understanding and definition of the design decision-making processes that involve cost evaluation, definition of the cost-evaluation processes that support design, and the relationships between the design and cost-evaluation processes.
   - It is through these processes that the needs of the stakeholders are identified.
   - The greatest opportunity for improvement is often at the interfaces between processes, i.e., through better communications, control, and management.
   - Design decisions should be based on information that is drawn from all applicable sources and programs and from throughout their life cycle; the models that are used in the decision-making processes should be based on the information that is available.

5. Real value can be added by the development of an IDCT Tool if, in addition to opening the design space, it provides a means to identify and understand how and why design variables influence cost. Similarly, an effective IDCT Tool should capture and utilize evolving design experiences as a means to learn from the experiences.

6. In order to produce affordable products, cost analyses need to be an integral part of conceptual design. To this end, cost analyses need to directly support and facilitate design decision-making (trade studies) processes. In order for this to effectively occur, cost analyses need to be:
   - timely (opportune) – provide feedback as the design evolves, not after the fact.
   - inclusive (comprehensive) – provide, as appropriate, measures of the product’s cost that consider production and operations costs, direct and indirect costs, and recurring and non-recurring costs.
   - useful (relevant) – be sensitive to the needs of the users; e.g., provide feedback on the effect of programmatic variables on cost to the program manager and affect of design variables on cost to the designer.
   - representative (accurate) – based on the most applicable data, models, knowledge, etc.
• non-intrusive -- be integrated into work processes, provide effective user interfaces, facilitate maintenance.

7. The fundamental capabilities that are needed by an IDCT Tool in order to effectively support early design decisions include:
• assimilating existing and emerging cost evaluation and supporting technologies (costing systems, models, databases, design guidance, etc.) and providing an open system for easily incorporating new technologies,
• managing cost-evaluation information over the product life cycle,
• utilizing the most recent and most appropriate data, models, etc. that are available and basing the choice of data, models, etc. on the type of design/programmatic information that is currently available,
• capturing evolving design experiences for the purpose of reuse and learning, and
• providing design guidance from a cost perspective, both on the cost to produce the product and the cost to use the product.

4.6.2 Recommendations

1) Continue development of an IDCT Tool to enhance the design trade-study processes by providing effective decision-support through in situ cost evaluation.

2) Continue the definition of basic trade study processes and cost-evaluation support processes that were begun in this study. Develop case study examples of the processes from industry. Therefore, as a foundation for development, the design decision-making processes must be defined and the needs of the stakeholders in those processes need should be identified. Similarly, the cost-evaluation processes must be defined and the technologies that are used to support design should be identified. Finally, the relationships between the design and cost-evaluation processes need to be defined -- the greatest opportunity for improvement is often at the interfaces between processes, i.e., through better communications, control, and management.

3) Validate the characteristics of cost evaluation environment and general needs that were formulated in this study through an industry survey.

4) Validate the requirements for an effective in situ design cost evaluation system that were formulated in this study through an industry survey. From the survey, establish a industry-based prioritized list of requirements and an assessment of the risk of fulfilling the requirements.

4.6.3 Lessons Learned

• Specific user needs, and hence detailed IDCT system requirements, can only be defined once the applicable design trade study processes and support cost evaluation processes are defined.
• The development process, as evidenced through our experience with the prototype, is highly uncertain when using state-of-the-art technologies, even when using products from market leaders.
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4.8.1 Appendix 4-A: Product Design Methodology Definitions

4.8.1.1 Ulrich & Eppinger

1. Concept Development
   In the concept development phase, the needs of the target market are identified, alternative product concepts are generated and evaluated, and a single concept is selected for further development. A concept is a description of the form, function, and features of a product and is usually accompanied by a set of specifications, an analysis of competitive products, and an economic justification of the project.
   a) Identify Needs of Customer
      The goal of this activity is to understand customers’ needs and to effectively communicate them to the development team. The output of this step is a set of carefully constructed customer need statements, organized in a hierarchical list, with importance weightings for each need.
   b) Establish Target Specifications
      Specifications are a precise description of what a product has to do. They are the translation of the customer needs into technical terms. Targets for the specifications are set early in the process and represent the hopes of the development team. Later these specifications are refined to be consistent with the constraints imposed by the team’s choice of a product concept. The output of this stage is a list of specifications. Each specification consists of a metric and a target value for that metric.
   c) Analysis of Competitive Products
      An understanding of competitive products is critical to successful positioning of a new product and can provide a rich source of ideas for the product and production process design. Analysis of competitive products is also called competitive benchmarking. Competitive benchmarking is performed in support of the specification activity as well as in support of concept generation and concept selection.
   d) Generate and Evaluate Alternative Product Concepts
      The goal of concept generation is to explore thoroughly the space of product concepts that may be applied to meeting the customer needs. Concept generation includes a mix of external search, creative problem solving within the team, and systematic exploration of the various solution fragments the team generates. The result of this activity is usually a set of 10 to 20 concepts, each typically represented by a sketch and brief descriptive text.
   e) Select Single Concept for Further Development
      Concept selection is the activity in which various product concepts are analyzed and sequentially eliminated to identify one preferred concept. The process usually requires several iterations and may initiate additional concept generation and refinement.
   f) Refine Specification
      The target specifications set earlier in the process are revisited after a concept has been selected. At this point, the team must commit to specific values of the metrics reflecting the constraints inherent in the product concept, limitations identified through technical modeling, and trade-offs between cost and performance.
   g) Economic Analysis
      The team, often with the support of a financial analyst, builds an economic model for the new product. This model is used to justify continuation of the overall development program and
to resolve specific trade-offs among, for example, development costs and manufacturing costs. While economic analysis is shown as one of the later activities in the concept development phase, an early economic analysis will almost always be performed before the project even begins.

h) Project Planning
In this final activity of concept development, the team creates a detailed development schedule, devises a strategy to minimize development time, and identifies the resources required to complete the project. The major results of the front-end activities can be usefully captured in a contract book that contains the mission statement, the customer needs, the details of the selected concept, the product specifications, the economic analysis of the product, the development schedule, the project staffing, and the budget. The contract book serves to document the agreement between the team and the senior management of the enterprise.

2. System Level Design
The system-level design phase includes the definition of the product architecture and the division of the product into subsystems and components. The final assembly scheme for the production system is usually defined during this phase as well.

a) Definition of Product Architecture
A product can be thought of in functional and physical terms. The functional elements of a product are the individual operations and transformations that contribute to the overall performance of the product. The physical elements of a product are the parts, components, and subassemblies that ultimately implement the product’s functions. The physical elements of a product are typically organized into several major physical building blocks, called chunks. The architecture of a product is the scheme by which the functional elements of the product are arranged into physical chunks and by which the chunks interact.

b) Division of Product into Subsystem
This is the definition of how a product is going to be broken up into chunks.

c) Define Final Assembly Scheme
This is the definition of how the chunks are going to interact and be arranged.

d) Outputs: “Layout” of Product
The output of this phase is usually a geometric “layout” of the product, a functional specification of each of the product’s subsystems, and a preliminary process flow diagram for the final assembly process.

3. Detailed Design

a) Complete Specifications
The detail design phase includes the complete specification of the geometry, materials, and tolerances of all of the unique parts in the product and the identification of all of the standard parts to be purchased from suppliers.

b) Establish Process Plan and Tooling
A process plan is established and tooling is designed for each part to be fabricated within the production system.

c) Output: Control Documentation
The output of this phase is the control documentation for the product – the drawings or computer files describing the geometry of each part and its production tooling, the specifications of the purchased parts, and the process plans for the fabrication and assembly of the product.

4. Testing and Refinement
The testing and refinement phase involves the construction and evaluation of multiple preproduction versions of the product.

a) Alpha Prototype
Early (alpha) prototypes are usually built with production-intent parts – parts with the same geometry and material properties as intended for the production version of the product but not necessarily fabricated with the actual processes to be used in production. Alpha prototypes are
tested to determine whether or not the product will work as designed and whether or not the product satisfies the key customer needs.

b) Beta Prototype

Later (beta) prototypes are usually built with parts supplied by the intended production processes but may not be assembled using the intended final assembly process. Beta prototypes are extensively evaluated internally and are also typically tested by customers in their own use environment. The goal for the beta prototypes is usually to answer questions about performance and reliability in order to identify necessary changes for the final product.

5. Production Ramp-Up

In the production ramp-up phase the product is made using the intended production system. The artifacts produced during production ramp-up are sometimes supplied to preferred customers and are carefully evaluated to identify any remaining flaws.

a) Train Work Force

The purpose of the ramp-up is to train the work force and to work out any remaining problems in the production processes.

b) Transition into Production

The transition from production ramp-up to ongoing production is usually gradual and continuous. At some point in this transition, the product is launched and becomes available for widespread distribution.

4.8.1.2 Magrab


1. Establish Company Strategy

What are the product’s goals, customers, and benefits? What is the business plan for the new product? What is the reason for this product? What does the organization hope to gain by developing such a product? Will it help achieve the organization’s long term goals?

a) Establish Cross-Functional Team

The team should include members from engineering, production, finance, marketing, and purchasing to provide the input necessary for a proven product. It may even include representatives from key suppliers.

2. Establish Customer Needs

Determine what the customer wants.

3. Define Product

Translate the needs of the customer into specific attributes of the product.

a) Determine Feasibility of Product and Compare Strategy

Perform a cost analysis on the product to see if it is worth the company’s time and beneficial for the company.

b) Competition Identified and Benchmarked

Determine what is available on the market to assess what attributes the product needs and the level to which the product concept compares to what is already available.

c) Adjust Product Definition as Required and Draw Up Preliminary Product Specifications

What are the specific features and performance issues?

4. Generate Feasible Designs

Generate feasible designs through brainstorming, etc.

5. Evaluate Feasible Designs
Compare the possible design to each other to determine which concept is the most feasible.

a) Explore the Most Promising Concepts and Try Different Configurations
   Use the most promising concepts in different configurations to find out if better total concepts exist.

b) Choose Best Configuration

c) Generate Drawings and Prototypes
   Using the chosen configuration, proceed with the total final design.

d) Evaluate Prototypes Compared to Preliminary Product Specifications
   Test the product to determine as to whether the product meets the customer’s needs or not.

6. Process Design
   a) Design Manufacturing Processes and Assembly Procedures

7. Manufacture and Assemble

8. Market Product

4.8.1.3 Pugh

1. Examine Market
   The starting point for any design should be the establishment of the market/user need situation in considerable depth. It is common practice to produce a device or document, usually referred to as a ‘brief’, at this stage. No matter how well designed a product is, it will be a failure if it does not sell.

2. Specifications
   Specifications are drawn up that will cause the product to meet the needs of the market. From these specifications, all actions regarding the product should radiate. It becomes the frame of reference for all future decisions. Although the specifications are not static, good reasoning must be used when changing the specifications and the end result should bear strong resemblance to the initial specifications.

3. Concept Design
   This stage’s primary concern is generating a set of possible, system-level solutions that meet the stated specifications.
   a) Generate Solutions to Meet Stated Need
      Using a variety of techniques, generate possible solutions that meet the specifications laid forth in the previous step. Be sure to explore several different avenues.
   b) Evaluate Solutions
      Criteria need to be determined to effectively evaluate the concepts. These criteria should come from the specifications. This process should be iterative, where new possible concepts evolve from the converging effect of eliminating concepts that do not meet the specifications.

4. Detailed Design
   This stage is where the final, chosen concept is completely designed and tested.

5. Manufacture
   This stage should actually begin during the Detailed Design phase so that the final product can easily be manufactured and transitioned into production. It is where the product design is produced for the market.

6. Sell
   This stage is the marketing of the final product – distribution, service back-up, etc., which are all part of the marketing or selling activity.
Rouse only presents simplified design processes to use with a system of measurements that ensure human-centeredness. The focus of this work is designing products and systems that are market-driven and user-oriented. This product design process is general and easily defined given a foreknowledge of product design.

1. Recognition
2. Formulation
3. Analysis
4. Synthesis
5. Fabrication

In this work, the authors share a four-step design procedure. However, they only define the sub-steps of the Development Phase. The other three phases names imply what they are about, but only the second phase is defined with any detail.

1. Innovation Stage
2. Development Stage

The Development Stage is a series of links or loops leading from the Innovation Stage to the Production Stage.

a) Incubation Phase

Incubation is where ideas are heard and formulated into products. An integrated-discipline team from marketing, engineering, manufacturing, finance, and distribution reviews these ideas. This panel of experts must have the capability to review ideas, synthesize concepts, and create preliminary designs and production scenarios. Once they have reviewed the product, attached value to its assets, and determined its return on investment, they make a go or no-go decision regarding the product. If the team finds that a product has enough value to move forward into the next phase, it establishes a “product control packet.” This packet is the high-level control plan for a product and becomes a living document for the life cycle of a product. It is made up of a market plan, operating plan, business plan, and product specification.

b) Market and Research Phase

In this phase, the team’s primary purpose is defining and understanding the product’s value chain – the functional requirements. The key aspect of this activity is the relationship between the market and the function of the product. Once the product is understood, marketing is responsible for the market plan, finance for the business plan, operations for the manufacturing and operating plans, and engineering for the design plan and product specifications. The control
packet now contains well-defined measures and goals for the product, which are reviewed at each product review filter.

c) Engineering Phase

During the Engineering Phase, engineers must develop options that meet the functional requirements outlined in the product specifications – and fit those into the geometric, material, power, and other envelopes defined by the product specification. The team reviews these options, and the most cost-effective solution is designed. Design prototypes are also developed.

d) Product Review Filter

Between each phase resides a “product control link,” or loop, which contains a “product review filter.” The product control loop is established for each product. It compares current actual data to previous assumptions or projections from previous phases and facilitates flow of information in and out of the current phase. The product review filter is in place to ensure that all control aspects of the product are reviewed before the product moves into the next phase.

e) Documentation Phase

This phase closes the circle on the three “F’s” of engineering – function, fit, and form. The bases for the Documentation Phase are functional attributes, consisting of acceptable envelopes for geometry and other design characteristics critical to satisfaction of the design specification. The documentation phase is where CAD/CAM tools become most effective. As the form is finalized, its databases join the other active product information in the Product Notebook, a storing place for component specifications. The product is documented for the most cost-effective manufacturing effort that includes inspection and certification.

f) Procurement Phase

The Product Notebook is now complete. When supplier qualifications are completed, initial purchase orders are placed and manufacturing schedules are defined. The Procurement Phase is where the day-to-day production effort is defined and controlled. Purchasing will search out the most cost-effective suppliers and material that completely satisfies the specifications defined in the previous phases.

g) Distribution Phase

Once the product passes into the Distribution Phase, final packaging, order entry systems, logistics, warehousing, and quality assurance procedures are finalized.

h) Product Launch Phase

With a last pass through the final Product Review Filter, the Integrated Discipline Team is ready for the product to enter mass production, selling, and distribution. To turn the product over to the company, the team must educate sales, manufacturing, distribution, quality assurance, advertising, and accounting regarding the product’s value chain.

3. Production
4. Obsolescence

4.8.1.6 Blanchard & Fabrycky


This book deals with the design of a system, but its application is very applicable to a product, especially since a product can be viewed as a system. A representation of this methodology is presented on page 20. Steps 4, 5, and 6 are touched on only briefly.

1. Conceptual Design
Conceptual design is the foundation on which the life-cycle phases of preliminary system design, detail design and development, and so forth are based. Within the conceptual design phase are activities related to the identification of customer need and the several steps involved in the definition of system design requirements. It converts the customer needs to system design criteria.

g) Definition of Need
The design process begins with the identification of a “need,” “want,” or “desire” for one or more new entities, or for a new or improved capability. It should be based on a real (or perceived) deficiency.

h) Feasibility Study
Having a definition of need, it is then necessary to (1) identify possible system-level design approaches that can be pursued to meet that need; (2) evaluate the most likely approaches in terms of performance, effectiveness, maintenance and logistic support, and economic criteria; and (3) recommend a preferred course of action. There may be many possible alternatives; however, the number must be narrowed down to a few feasible ones, consistent with the availability of resources (i.e. personnel, materials, and money).

i) Advance Product Planning
Given an identified need for a feasible new system, advance planning activities are initiated that will establish a project for the conceptual design of that system. These include (1) communication with the customer (consumer) to obtain an in-depth delineation of the need, (2) completion of a feasibility analysis to determine the availability of technologies applicable to the need, (3) definition of system operational requirements, (4) development of the system maintenance and support concept, (5) identification and prioritization of technical performance measures, (6) completion of a top-level functional analysis, (7) preparation of a system specification, and (8) conduct of a conceptual design review.

2. Preliminary Design
Preliminary system design begins by establishing a functional baseline for the system. It extends the translation of system-level requirements into design requirements for the subsystem level, configuration-item level, and below.

a) System Functional Analysis
Functional Analysis is the iterative process of breaking down (or decomposing) requirements from the system level, to the subsystem level, and as far down the hierarchical system structure as necessary to describe function interfaces and identify resource needs adequately.

b) Preliminary Synthesis and Allocation of Design Criteria
Performance factors, design factors, and effectiveness requirements need to be assigned. The system support requirements also need to be allocated.

c) System Optimization
A study of system and subsystem trade-offs needs to occur, along with an evaluation of alternatives. This ensures the best solution for the design of the system.

d) System Synthesis and Definition
System synthesis is achieved when sufficient preliminary design progress has been made and trade-off studies have been accomplished to confirm and assure the completeness of system performance and other design requirements. The performance, configuration, and arrangement of a chosen system and its elements are portrayed along with the techniques for their test, operation, and life-cycle support. Those portrayals cover intrasystem and intersystem and item interfaces, and provide enough information forming a definitive baseline that can be presented in the form of detail specifications.

3. Detail Design
With the definition of the overall system and its major subsystems in hand, one may proceed to the realization of specific system components. Realization includes the technical activities of (1)
describing subsystems, units, assemblies, lower-level components, software, people, and elements of logistic support that make up the system; (2) preparing specifications and design data for all system components; (3) procuring detail design for unique items; (4) developing an engineering model, a service test model, or a prototype model of the system and its components for test and evaluation; (5) integrating system components and testing the integration to verify compliance with the specified requirements; and (6) redesigning, reengineering, and retesting the system or an element thereof.

a) System-Product Design
   The system-product design involves a detail design of the functional systems (prime equipment and software), system maintenance and logistic support elements, support functions, data and documentation, analysis and evaluation, and design review.

b) System Prototype Development
   A model is developed to test the system outside of the theoretical realm.

c) System Prototype Test and Evaluation
   This phase involves preparing a prototype test, actually testing the system and equipment, analyzing the data and evaluating the data, reporting the test data, and making modifications as necessary.

4. Production and/or Construction
   The detailed design is actually taken and manufactured, installed, and implemented. Training may be necessary in this phase.

a) System Evaluation
   After the system has been produced, an evaluation into how successful the system meets the needs of the customer is performed.

b) Modification for Corrective Action and/or Product Improvement
   If the system does not meet the needs of the customer, modifications should be implemented into the system. If the customer’s needs change, the system can be improved.

5. Utilization and Support
   Future support of the system should be an on-going task for the producer of the system.

a) System Evaluation, Analysis, and Evaluation
   Same ideas as 4a.

b) Modification for Corrective Action and/or Product Improvement
   Same idea as 4b.

6. Phaseout
   In the future, the technology and/or services involved with the system will become obsolete. At this point, the system should be phased out and replaced with a newer system if necessary.

4.8.1.7 Composite

The following is our compilation of the product development activities that are derived from the six methodologies that are defined above. The sources of the activities are noted in parentheses.

1. Establish company strategy (Magrab)
   What are the product’s goals, customers, and benefits? What is the business plan for the new product? What is the reason for this product? What does the organization hope to gain by developing such a product? Will it help achieve the organization’s long term goals?

a) Establish cross-functional team (Magrab)
The team should include members from engineering, production, finance, marketing, and purchasing to provide the input necessary for a proven product. It may even include representatives from key suppliers.

2. Establish customer needs (U&E, Magrab, Pugh, D&K, B&F)

The starting point for any design should be the establishment of the market/user need situation in considerable depth. It is common practice to produce a device or document, usually referred to as a “brief” or “control packet,” at this stage. No matter how well designed a product is, it will be a failure if it does not sell. Specifications are drawn up that will cause the product to meet the needs of the market. From these specifications, all actions regarding the product should radiate. It becomes the frame of reference for all future decisions. Although the specifications are not static, good reasoning must be used when changing the specifications and the end result should bear strong resemblance to the initial specifications.

This step entails a comprehensive study of the customers and markets that the product is intended to be purchased by and appeal to. Interviews, surveys, etc. should be completed that show what the market/customer wants out of the product. These “wants” become translated to specifications.

i) Establish Target Specifications

Specifications are a precise description of what a product has to do. They are the translation of the customer needs into technical terms. Targets for the specifications are set early in the process and represent the hopes of the development team. Later these specifications are refined to be consistent with the constraints imposed by the team’s choice of a product concept. The output of this stage is a list of specifications. Each specification consists of a metric and a target value for that metric.

3. Define product (Magrab)

Translate the needs of the customer into specific attributes of the product.

a) Determine feasibility of product and compare to strategy (Magrab)

Perform a cost analysis on the product to see if it is worth the company’s time and beneficial for the company.

b) Prepare list of metrics (U&E 57)

These metrics are measurements of product performance and capability. They are drawn from the wants and desire of the customer.

c) Competition identified and benchmarked (Magrab, U&E 61)

An understanding of competitive products is critical to successful positioning of a new product and can provide a rich source of ideas for the product and production process design. Analysis of competitive products is also called competitive benchmarking. Competitive benchmarking is performed in support of the specification activity as well as in support of concept generation and concept selection.

d) Set ideal and marginally acceptable target values for each metric (U&E 61, Magrab, Pugh)

After research of the product and competitive benchmarking similar products has been completed, ideal and marginally acceptable target values for each metric should be defined so that goals can be set for the future design.

e) Reflect on the results (U&E 65)

The previous steps need to be reviewed so that lessons can be learned for future application and the “control packet” is updated to provide documentation of the steps taken to date.

4. Concept Development (Pugh, D&K, B&F)

In the concept development phase, alternative product concepts are generated and evaluated, and a single concept is selected for further development. A concept is a description of the form, function, and features of a product and is usually accompanied by a set of specifications, an analysis of competitive products, and an economic justification of the project.
a) Generate Feasible Designs (Magrab, Pugh, D&K, B&F)
   The goal of concept generation is to explore thoroughly the space of product concepts
   that may be applied to meeting the customer needs. Concept generation includes a mix of
   external search, creative problem solving within the team, and systematic exploration of the
   various solution fragments the team generates. The result of this activity is usually a set of 10 to
   20 concepts, each typically represented by a sketch and brief descriptive text.

b) Evaluate Feasible Designs (Magrab, Pugh, D&K)
   Compare the possible designs to each other to determine which concepts are the most
   feasible.

c) Explore the most promising concepts and try different configurations (Magrab)
   Use the most promising concepts in different configurations to find out if better total
   concepts exist.

d) Select single concept for further development (U&E, Magrab)
   Concept selection is the activity in which various product concepts are analyzed and
   sequentially eliminated to identify one preferred concept. The process usually requires several
   iterations and may initiate additional concept generation and refinement.

e) Refine Specifications (U&E)
   The target specifications set earlier in the process are revisited after a concept has been
   selected. At this point, the team must commit to specific values of the metrics reflecting the
   constraints inherent in the product concept, limitations identified through technical modeling, and
   trade-offs between cost and performance.

5. Market and Research Phase (D&K)
   In this phase, the team’s primary purpose is defining and understanding the product’s value chain
   – the functional requirements. The key aspect of this activity is the relationship between the market
   and the function of the product. Once the product is understood, marketing is responsible for the
   market plan, finance for the business plan, operations for the manufacturing and operating plans, and
   engineering for the design plan and product specifications. The control packet now contains well-
   defined measures and goals for the product, which are reviewed at each product review filter.
   a) Feasibility/Economic study (U&E 233)
      The team, often with the support of a financial analyst, builds an economic model for the new
      product. This model is used to justify continuation of the overall development program and to resolve
      specific trade-offs among, for example, development costs and manufacturing costs. While economic
      analysis is shown as one of the later activities in the concept development phase, an early economic
      analysis will almost always be performed before the project even begins (see step 3a).

   b) Project Planning (U&E 259, B&F)
      In this final activity of concept development, the team creates a detailed development
      schedule, devises a strategy to minimize development time, and identifies the resources required
      to complete the project. The major results of the front-end activities can be usefully captured in a
      contract book that contains the mission statement, the customer needs, the details of the selected
      concept, the product specifications, the economic analysis of the product, the development
      schedule, the project staffing, and the budget. The contract book serves to document the
      agreement between the team and the senior management of the enterprise.

6. System Level Design (U&E, Magrab, B&F)
   The system-level design phase includes the definition of the product architecture and the division
   of the product into subsystems and components. The final assembly scheme for the production
   system is usually defined during this phase as well. Preliminary system design begins by establishing
   a functional baseline for the system. It extends the translation of system-level requirements into
   design requirements for the subsystem level, configuration-item level, and below.
   a) Def. of Product Architecture (U&E 129)
A product can be thought of in functional and physical terms. The functional elements of a product are the individual operations and transformations that contribute to the overall performance of the product. The physical elements of a product are the parts, components, and subassemblies that ultimately implement the product’s functions. The physical elements of a product are typically organized into several major physical building blocks, called chunks. The architecture of a product is the scheme by which the functional elements of the product are arranged into physical chunks and by which the chunks interact.

1) Division of product into subsystems (U&E)
   This is the definition of how a product is going to be broken up into chunks.
2) Define final assembly scheme (U&E)
   This is the definition of how the chunks are going to interact and be arranged.

b) System functional analysis (B&F)
   Functional Analysis is the iterative process of breaking down (or decomposing) requirements from the system level, to the subsystem level, and as far down the hierarchical system structure as necessary to describe function interfaces and identify resource needs adequately.

c) Preliminary synthesis and alleviation of design criteria (B&F)
   Performance factors, design factors, and effectiveness requirements need to be assigned. The system support requirements also need to be allocated.

d) System Optimization (B&F)
   A study of system and subsystem trade-offs needs to occur, along with an evaluation of alternatives. This ensures the best solution for the design of the system.

e) System Synthesis and Definition (B&F)
   System synthesis is achieved when sufficient preliminary design progress as been made and trade-off studies have been accomplished to confirm and assure the completeness of system performance and other design requirements. The performance, configuration, and arrangement of a chosen system and its elements are portrayed along with the techniques for their test, operation, and life-cycle support. Those portrayals cover intrasystem and intersystem and item interfaces, and provide enough information forming a definitive baseline that can be presented in the form of detail specifications.

f) Output: “layout” of product (U&E)
   The output of this phase is usually a geometric “layout” of the product, a functional specification of each of the product’s subsystems, and a preliminary process flow diagram for the final assembly process.

7. Detail Design (U&E, Pugh, D&K, B&F)
   With the definition of the overall system and its major subsystems in hand, one may proceed to the realization of specific system components. Realization includes the technical activities of (1) describing subsystems, units, assemblies, lower-level components, software, people, and elements of logistic support that make up the system; (2) preparing specifications and design data for all system components; (3) procuring detail design for unique items; (4) developing an engineering model, a service test model, or a prototype model of the system and its components for test and evaluation; (5) integrating system components and testing the integration to verify compliance with the specified requirements; and (6) redesigning, reengineering, and retesting the system or an element thereof.

a) Complete Specifications (U&E, B&F)
   The detail design phase includes the complete specification of the geometry, materials, and tolerances of all of the unique parts in the product and the identification of all of the standard parts to be purchased from suppliers.

b) Establish Process Plan and Tooling (U&E 179)
   A production process plan is established and tooling is designed for each part to be fabricated within the production system.

c) Output: Control Documentation (U&E, D&K)
The output of this phase is the control documentation for the product – the drawings or computer files describing the geometry of each part and its production tooling, the specifications of the purchased parts, and the production process plans for the fabrication and assembly of the product.

d) System Prototype Development (U&E, Magrab, B&F)
   1) Alpha Prototype
      Early (alpha) prototypes are usually built with production-intent parts – parts with the same geometry and material properties as intended for the production version of the product but not necessarily fabricated with the actual processes to be used in production. Alpha prototypes are tested to determine whether or not the product will work as designed and whether or not the product satisfies the key customer needs.
   2) Beta Prototype
      Later (beta) prototypes are usually built with parts supplied by the intended production processes but may not be assembled using the intended final assembly process. Beta prototypes are extensively evaluated internally and are also typically tested by customers in their own use environment. The goal for the beta prototypes is usually to answer questions about performance and reliability in order to identify necessary changes for the final product.

e) System Prototype Test and Evaluation (U&E, Magrab, B&F)
      This phase involves preparing a prototype test, actually testing the system and equipment, analyzing the data and evaluating the data, reporting the test data, and making modifications as necessary.

8. Process Design (Magrab)
   a) Design manufacturing processes and assembly procedures

9. Procurement phase (D&K)
      The Product Notebook is now complete. When supplier qualifications are completed, initial purchase orders are placed and manufacturing schedules are defined. The Procurement Phase is where the day-to-day production effort is defined and controlled. Purchasing will search out the most cost-effective suppliers and material that completely satisfies the specifications defined in the previous phases.

10. Distribution Phase (D&K)
      Once the product passes into the Distribution Phase, final packaging, order entry systems, logistics, warehousing, and quality assurance procedures are finalized.

11. Production Ramp-Up (U&E, D&K)
      In the production ramp-up phase, the product is made using the intended production system. The artifacts produced during production ramp-up are sometimes supplied to preferred customers and are carefully evaluated to identify any remaining flaws.
   a) Train Work Force (U&E)
      The purpose of the ramp-up is to train the work force and to work out any remaining problems in the production processes.
   b) Transition Into Production (U&E, Magrab, Pugh, D&K, B&F)
      The transition from production ramp-up to ongoing production is usually gradual and continuous. At some point in this transition, the product is launched and becomes available for widespread distribution.

12. Production (U&E, Magrab, Pugh, D&K, B&F)
      This stage should actually begin during the Detailed Design phase so that the final product can easily be manufactured and transitioned into production. It is where the product design is produced for the market.
   a) System Assessment (B&F)
      After the system has been produced, an assessment into how successful the system meets the needs of the customer is performed.
b) Modification for Corrective Action and/or Product Improvement (B&F)
   If the system does not meet the needs of the customer, modifications should be implemented into the system. If the customer’s needs change, the system can be improved.

13. Utilization and Support (B&F)
a) System Assessment, Analysis, and Evaluation (B&F)
   After the system has been produced, an assessment into how successful the system meets the needs of the customer is performed.
b) Modification for Corrective Action and/or for Product Development (B&F)
   If the system does not meet the needs of the customer, modifications should be implemented into the system. If the customer’s needs change, the system can be improved.

14. Sell (Pugh, Magrab)
   This stage is the marketing of the final product – distribution, service back-up, etc., which are all part of the marketing or selling activity.

15. Phaseout (D&K, B&F)
   In the future, the technology and/or services involved with the system will become obsolete. At this point, the system should be phased out and replaced with a newer system if necessary.
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4.8.3 Appendix 4-C: IDL Specification for Prototype

IDL (Interface Definition Language) is a specification language, not a implementation language. Its purpose is to define the capabilities of a distributed service along with a common set of data types for interacting with those distributed services. IDL meets a number of objectives:

- Language independence
- Distributed service specification
- Definition of complex data types
- Hardware independence

IDL provides flexibility for programmers. It allows programmers to choose the most appropriate operating system, execution environment and even programming language to use for each component of a system under construction. More importantly, IDLs allow the integration of existing components, such as existing cost estimation systems.

```c
//Constants-Typedefs-exceptions

module ICEM{

interface ICEM_Item;
interface ICEM_ItemContainer;
interface ICEM_CostItem;
interface ICEM_CostCategory;

enum ServiceType{
    COST_ESTIMATION_, CADDRAWING_, MANUFACTURABILITY_ 
};

enum ModelType{
    PARAMETRIC, NON_PARAMETRIC
};

enum FeatureInputType{
    EDIT, //Single line edit box
    PDM  //Pull Down Selection box
};

enum FeatureValueType{
    INT_, DOUBLE_, STRING_
};

enum ICEM_ExceptionType{
    SERVER_COMM_ERROR,
    WRONG_ITEMTYPE
};

typedef sequence<string> StringCollection;

struct InputType{
    FeatureInputType type;  //To identify input type
    StringCollection options;  //Options for user to select as input.
    StringCollection options_value;
};

struct Feature{
    string Description;  //Description of feature
    string Value;  //Value of this feature
```
string Unit;  //Unit of this feature
InputType Input;  //object to direct how to input this features. Defined
later.
FeatureValueType Value_Type;  //To identify value type
boolean Read_Only;
};

struct Model{
    string Name;      //Name of this model
    string Description; //Other info that might be interested to Designer
    string Version;    //Version information
    string ModelContext; //Unique Model Context in CORBA environment
    long Year;        //Identify the calculation based on which year:
    ModelType Type;   //Type of Model: parametric/non-parametric, see constants
};

struct CostValue{
    double Labor;   //Labor Cost
    double Material;  //Material Cost
    double Capital;  //Capital Cost
    double Total;   //Total Cost : may not be equal to M+L+C
};

//TypeDefs
typedef sequence<ICEM_Item> ItemCollection;
typedef sequence<Feature> FeatureCollection;
typedef sequence<ICEM_CostItem> CostItemCollection;
typedef sequence<Model> ICEM_Model_Collection;

//Exceptions
exception ICEMException{
    ICEM_ExceptionType error;
    string description;
};

//Basic Data Representations:

interface ICEM_ItemProperty{
    enum IPType{
        MATERIAL, FORM, PROCESS, FEATURES
    };
    attribute FeatureCollection fs;   //Feature is an object defined later
    attribute IPType type;   //To identity ItemProperty Type:
    Material/Form/Process
    // See Figure 1 for constants for this attribute.
};

interface ICEM_Material :ICEM_ItemProperty{  //Inherit ItemProperty , First
    Feature is the name
};

interface ICEM_Form :ICEM_ItemProperty{  //Inherit ItemProperty, First Feature
    is the name
};

interface ICEM_Process :ICEM_ItemProperty{  //Inherit ItemProperty, First Feature
    is the name
};

interface ICEM_Features:ICEM_ItemProperty{  //Inherit ItemProperty
interface ICEM_Item{
    enum ICEM_ItemType {
        UNIT, ASSEMBLY, CONTAINER
    };
    attribute string Name;
    attribute long BaseQuantity; //Expected Design quantity
    attribute ICEM_ItemContainer Parent; //Null represents that it is a root item.
    attribute ICEM_CostCategory c; // item’s cost.
    //Cost is an object defined later.
    attribute ICEM_ItemType type; //To identify ItemType: Unit Item, Assembly or Item Container
    // See Figure 1 for constants for this attribute.
    long getTotalQuantity();
};

interface ICEM_UnitItem : ICEM_Item{ //Inherit Item
    attribute ICEM_Material m;
    attribute ICEM_Form f;
    attribute ICEM_Process p;
    attribute ICEM_Features fs; //Additional Features required by cost estimation
    attribute Model modelinfo; //Model Information, Defined later.
};

interface ICEM_ItemContainer : ICEM_Item{ //Inherit Item
    attribute ItemCollection items; //Items within this container.
};

interface ICEM_Assembly : ICEM_Item{ //Inherit Item
    attribute ItemCollection Items; //Items to be assembled
    attribute ICEM_Features fs;
    attribute Model modelinfo; //Model Information, Defined later.
};

interface ICEM_Design : ICEM_ItemContainer{ //Inherit ItemContainer
    attribute long year;
    attribute string Memo;
};

interface ICEM_CostItem{
    enum ICEM_CostItemType{
        BASIC_ELEMENT, CATEGORY
    };

    enum CostValueType{
        RECURRING, NON_RECURRING, DEPENDS
    };

    attribute string Name;
    attribute CostValue cost;
    attribute ICEM_CostItemType type;
    attribute CostValueType value_type;
    attribute boolean required;
};

interface ICEM_BaseCostElement : ICEM_CostItem{
}

interface ICEM_CostCategory : ICEM_CostItem{
    attribute CostItemCollection CostElements;
};

//Cost Estimation Model Services
interface ICEM_ModelAgent{

    ICEM_Model_Collection ModelAvailable(in ICEM_Item item); //raises (ICEMException);
    // ICEM_Model_Collection ModelAvailable(in ICEM_UnitItem item); //raises
    // ICEMException);
    // ICEM_Model_Collection ModelAvailable(in ICEM_Assembly item); //raises
    // ICEMException);
    // Check for the availability of the Model.
    // Only accept UnitItem and Assembly as Input
    // Model.Year = -1 indicates Model unavailable
    void getModelInterface(inout ICEM_Item item) ;//raises (ICEMException);
    // void getModelInterface(inout ICEM_UnitItem item) ;//raises (ICEMException);
    // void getModelInterface(inout Assembly item) ;//raises (ICEMException);
    // Fill in the item features field
    // Only accept UnitItem and Assembly as Input
    void CostEvaluation(inout ICEM_Item item);// raises (ICEMException);
    // void CostEvaluation(inout ICEM_UnitItem item);// raises (ICEMException);
    // void CostEvaluation(inout ICEM_Assembly item);// raises (ICEMException);
    // Only accept UnitItem and Assembly as Input
};

// Data Dictionary Services:

interface ICEM_DataDictionary{
    enum DataDictionaryCategory{
        MATERIAL, FORM, PROCESS, ASSEMBLY, COST_COMPONENT
    };
    boolean IsInDataDictionary(in string Word,
        in DataDictionaryCategory category);
    // raises (ICEMException);
    boolean IsSubClassificationof(in string Word,
        in string Classification,
        in DataDictionaryCategory category);
    // raises (ICEMException);
};

// CAD Drawing Service

interface ICEM_CADDrawing{
    boolean IsDrawingAvailable(in ICEM_Item item);// raises (ICEMException);
    void getDrawingInterface(inout ICEM_Item item);// raises (ICEMException);
    string getCADDrawingURL(in ICEM_Item item);// raises (ICEMException);
    // Return URL of the final drawing
};

// Manufacturability Evaluation Service

interface ICEM_Manufacturability{
    // Not yet Defined
};


---

ii ACEIT documentation
iii MAAP documentation