Chapter 3

Invariants for multiple qubits: the case of 3 qubits

David A. Meyer* and Noland Wallach

Abstract The problem of quantifying entanglement in multiparticle quantum systems can be addressed using techniques from the invariant theory of Lie groups. We briefly review this theory, and then develop these techniques for application to entanglement of multiple qubits.

3.1 Introduction

In quantum mechanics the state of a closed system is most completely described by a unit vector in a complex Hilbert space. (Such a state is pure in physics terminology.) For many systems, e.g., those characterizable as consisting of multiple particles, the Hilbert space has a natural decomposition into tensor factors. The standard model of quantum computation presumes an ability to implement unitary transformations which decompose into polynomially (in the number of factors, each of
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which is of no more than some constant dimension) many unitary transformations acting nontrivially on only one or two factors [1]. Such a decomposition of states and operations makes possible the exponential reduction in complexity of, for example, the quantum Fourier transform relative to even the fast classical Fourier transform [2,3], and suggests, more generally, that quantum computation may be more powerful than classical computation.

It has been recognized, of course, since the famous paper of Einstein, Podolsky and Rosen [4], that the quantum description of a multiparticle system differs greatly from any classical description which decomposes in the same way. Bohm distilled their two particle example to its essence by considering pairs of spin $\frac{1}{2}$ particles, i.e., systems described by elements of the Hilbert space $C^2 \otimes C^2$ [5]. For this example, Bell’s Theorem specifies exactly the limits of any classical description [6]; these limits are maximally exceeded by the “singlet” state $(|01\rangle - |10\rangle)/\sqrt{2}$. (Here, and subsequently, we use Dirac notation $|$ to denote elements of Hilbert space, $\langle |$ for dual elements, use $|0\rangle$ and $|1\rangle$ as a basis for $C^2$, and write $|01\rangle = |0\rangle \otimes |1\rangle \in C^2 \otimes C^2$.) In fact, they are exceeded equally by any state obtained from the singlet state by unitary transformations which decompose in the same way as the Hilbert space, i.e., elements of $U(2) \times U(2)$. According to the terminology introduced by Schrödinger [7], these states are exactly entangled.

More precisely, an element of a Hilbert space with a specified tensor product decomposition, $V = V_1 \otimes \cdots \otimes V_n$, is not entangled if and only if it can be written as a product $v_1 \otimes \cdots \otimes v_n$ with $v_i \in V_i$. A measure of entanglement is a function $f: V = V_1 \otimes \cdots \otimes V_n \to \mathbb{R}$ that is invariant under $U(V_1) \times \cdots \times U(V_n)$.

In keeping with our interest in quantum computation (and because they are easiest), in this paper we will consider only cases when each of the tensor factors is two dimensional, i.e., a qubit. The situation considered by Bohm [5], for example, is a pair of qubits. From a general state $\rho \in C^2 \otimes C^2$, familiar constructions in physics are the density matrix

$$\rho = v \otimes v^* \in (C^2 \otimes C^2) \otimes (C^2 \otimes C^2)^*,$$

and the reduced density matrix $\hat{\rho} = \text{Tr}_2 \rho$. In a basis, $\rho = \sum \rho_{ijkl} |ij\rangle \langle kl|$ and $\hat{\rho} = \sum \rho_{ijkl} |i\rangle \langle k|$. Notice that the cyclic property of trace implies that $\hat{\rho}$ is invariant under $U(2) \times U(2)$. The usual analysis continues by observing that the eigenvalues $\lambda_i$ of $\hat{\rho}$ are therefore invariant under $U(2) \times U(2)$, and constructing the entropy $- \sum \lambda_i \log \lambda_i$, to quantify the entanglement of the bipartite state $v$ from which $\rho$ and $\hat{\rho}$ were constructed. The eigenvalues of $\hat{\rho}$ are the solutions of the characteristic equation $0 = \lambda^2 - (\text{Tr} \hat{\rho})\lambda + \det \hat{\rho}$; the functions $\text{Tr} \hat{\rho} = 1$ and $\det \hat{\rho}$ contain the same information as the eigenvalues. These functions are, in fact, invariants of $U(2) \times U(2)$, which are polynomials in the coefficients of $v = \sum v_{ij} |ij\rangle$ and $v^* = \sum \langle ij|v_{ij}\rangle$; explicitly, $\det \hat{\rho} = \det[v_{ij}] \det[v_{ij}]$.

As others have noted [8–12], identifying such measures of entanglement is thus a problem in the invariant theory of Lie groups. In Section 3.2 we provide a brief introduction to the techniques of this theory, emphasizing the role of polynomial invariants. It is relatively straightforward to apply these techniques to small numbers of qubits; we do so for 1 and 2 qubits in Section 3.3, reproducing the result of the computation in the previous paragraph. Until recently, there was little understanding of entanglement for more than two factors, but this approach applies in principle to any number of factors. In Sections 3.4 and 3.5 we analyze the case of 3 qubits, obtaining a particularly nice set of generators and relations for the ring of invariants. These results are equivalent to, although in a different form and derived differently than the results of Grassl, Rötteler and Beth [10,13]. In particular, our approach has implications for entanglement invariants of 4 qubits; we sketch these in Section 3.6.

### 3.2 Invariants for compact Lie groups

Let $W$ be a $k$ dimensional vector space over $K$ (the real numbers, $\mathbb{R}$, or the complex numbers, $\mathbb{C}$). Then a mapping $f: W \to \mathbb{C}$ is said to be a polynomial function if there exists a polynomial, $\varphi$, over $\mathbb{C}$ in variables $x_1, \ldots, x_k$ such that $f(\sum x_i w_i) = \varphi(x_1, \ldots, x_k)$. We will use the notation $\mathcal{P}(W)$ for the algebra of polynomials on $W$. We will also write $\mathcal{P}^d(W)$ for the space of polynomials of degree $d$. If $V$ is a vector space over $\mathbb{C}$ but we are looking at $V$ as a vector space over $\mathbb{R}$ then we will use the notation $\mathcal{P}_{\mathbb{R}}(V)$ and $\mathcal{P}^d_{\mathbb{R}}(V)$. Let $G$ be a compact Lie group and let $(\pi, V)$ be a finite dimensional unitary representation of $G$ with $V$ an $n$-dimensional complex Hilbert space. A function $f: V \to \mathbb{C}$ is said to be a polynomial $G$-invariant if $f(\pi(g)v) = f(v)$ for all $g \in G$ and $v \in V$ and $f \in \mathcal{P}_{\mathbb{R}}(V)$. We will write $\mathcal{P}_{\mathbb{R}}(V)^G$ for the $G$-invariant polynomials and $\mathcal{P}^d_{\mathbb{R}}(V)^G$ for the ones of degree $d$. The key reason for considering this class of invariants is that it is essentially the smallest
algebra that separates the orbits.

**THEOREM 3.1**

If \( v, w \in V \) then \( f(v) = f(w) \) for all \( f \in \mathcal{P}_R(V)^G \) if and only if there exists \( g \in G \) such that \( \pi(g)v = w \).

**PROOF** The function \( v \mapsto |v|^2 \) is an element of \( \mathcal{P}_R(V)^G \). Thus we may replace \( V \) by its unit sphere, \( S(V) \), without any loss of generality. Since \( S(V) \) is compact the Stone–Weierstrass theorem implies that \( \mathcal{P}_R(V) \) is dense in the space of continuous functions on \( S(V) \) in the uniform topology. Suppose that \( \pi(G)v \cap \pi(G)w = \emptyset \). Yuzsohn’s theorem implies that since \( \pi(G)v \) and \( \pi(G)w \) are compact there exists a real valued continuous function \( f \) on \( V \) such that \( f(\pi(G)v) = \{1\} \) and \( f(\pi(G)w) = \{0\} \). Let \( \phi \in \mathcal{P}_R(V) \) be real valued and such that \( |f^#(z) - \phi(z)| < \frac{1}{4} \) for \( z \in S(V) \). Then

\[
|f^#(v) - \int_G \phi(\pi(g)v) dg| = |\int_G (f^#(v) - \phi(\pi(g)v)) dg|
\]

\[
= |\int_G (f^#(\pi(g)v) - \phi(\pi(g)v)) dg|
\]

\[
\leq \int_G |f^#(\pi(g)v) - \phi(\pi(g)v)| dg
\]

\[
\leq \frac{1}{4}.
\]

Thus \( f^#(\pi(g)v) \geq \frac{3}{4} \) and \( f^#(\pi(g)w) \leq \frac{1}{4} \) for all \( g \in G \). This implies the result.

If we had used complex polynomials the analogous result would have been in general false.

We will set \( \mathcal{P}(V)^G \) equal to \( \mathcal{P}_R(V)^G \cap \mathcal{P}(V) \). Let \( V \) denote \( V \) with the opposite complex structure. In other words we replace our choice, \( i \), for \( \sqrt{-1} \) by \( -i \). If \( f \) is a function on \( V \) then we set \( gf(x) = f(\pi(g)^{-1} x) \) for \( g \in G \) and \( x \in V \).

**3.2. INVARIANTS FOR COMPACT LIE GROUPS**

**PROPOSITION 3.1**

As a representation of \( G \), \( \mathcal{P}^k_R(V) \) is equivalent with

\[
\bigoplus_{0 \leq k \leq d} \mathcal{P}^{d-k}(V) \otimes \mathcal{P}^k(\bar{V}).
\]

**PROOF** Let \( v_1, \ldots, v_n \) be a basis of \( V \). Then a vector in \( V \) can be written as \( \sum z_i v_i \) with \( z_i \in \mathbb{C} \). Hence an element of \( \mathcal{P}^d_R(V) \) can be written as a polynomial of degree \( d \) in \( z_1, \ldots, z_n, \bar{z}_1, \ldots, \bar{z}_n \). Such a polynomial is written as a sum of products of polynomials of degree \( d - k \) in \( z_1, \ldots, z_n \) and degree \( k \) in \( \bar{z}_1, \ldots, \bar{z}_n \) for \( 0 \leq k \leq d \). The result now follows since the action of \( G \) on \( \mathcal{P}^k(\bar{V}) \) is equivalent to the action of \( G \) on \( \mathcal{P}^k(V) \) obtained by restricting the action of \( G \) on \( \mathcal{P}^k_R(V) \).

Let \( \hat{G} \) denote the set of equivalence classes of irreducible (necessarily finite dimensional) unitary representations of \( G \) (here a representation is always assumed to be strongly continuous). If \((\sigma, W)\) is a finite dimensional unitary representation of \( G \) then \( W \) splits into a direct sum of irreducible subrepresentations. If \( \gamma \in \hat{G} \) then we denote by \( W(\gamma) \) the sum of all irreducible invariant subspaces of \( W \) that are in the class of \( \gamma \). Then \( \dim W(\gamma) = m_{W}(\gamma) \langle d(\gamma) \rangle \), where \( d(\gamma) \) is the dimension of any member of \( \gamma \) and \( m_{W}(\gamma) \) is the multiplicity of \( \gamma \) in \( W \). If \( \gamma \in \hat{G} \) then we denote by \( \mathcal{H} \) the class of a representation of \( G \) that is dual (or complex conjugate) to an element of \( \gamma \). If \( W = \mathcal{P}^k(V) \) as above then we set \( m_{\mathcal{P}^k(V)}(\gamma) = m_{\mathcal{P}^k}(\gamma) = m_{\mathcal{P}^k}(\gamma) \) (if \( V \) is understood). Then clearly, \( m_{\mathcal{P}^k}(\gamma) = m_{\mathcal{P}^k}(\gamma) \).

The formal power series \( h_V(q, t) = \sum_{i,j} q^i t^j \dim (\mathcal{P}^i(V) \otimes \mathcal{P}^j(\bar{V}))^G \) is called the bigraded Hilbert series of the polynomial invariants. Also, \( h_V(q, t) \) is the usual Hilbert series of the polynomial \( G \)-invariant in \( V \).

**PROPOSITION 3.2**

We have

\[
h_V(q, t) = \sum_{i,j} q^i t^j m_i(\gamma) m_j(\gamma).
\]

**PROOF** We note that \((\mathcal{P}^i(V)(\gamma) \otimes \mathcal{P}^j(\bar{V})(\gamma))^G \) is zero if \( \gamma \neq \bar{\gamma} \) and has dimension \( m_i(\gamma) m_j(\gamma) \) if \( \gamma = \bar{\gamma} \). This implies the result.

The above result indicates that we should define the \( q \)-multiplicity of
\( \gamma \) in \( \mathcal{P}(V) \) to be the formal power series \( m(q, \gamma) = \sum_{j} q^{j} m_{j}(\gamma) \). Then we have:

**Lemma 3.1**
With the notation above,

\[
h(q, t) = \sum_{\gamma \in \tilde{G}} m(q, \gamma) m(t, \gamma).
\]

In the next sections we will describe the implications of these results to qubits, i.e., the case when \( V = \bigotimes^{k} \mathbb{C}^{2} \) and \( G \) is a product of \( k \) copies of \( K = SU(2) \) (or \( U(2) \)) acting by, e.g., \( (g_{1}, g_{2}, g_{3})(v_{1} \otimes v_{2} \otimes v_{3}) = g_{1}v_{1} \otimes g_{2}v_{2} \otimes g_{3}v_{3} \). Note that product (i.e., unentangled) states form a single orbit of the group \( G \). This indicates (in light of Theorem 3.1) that the \( G \)-invariant polynomials on \( \bigotimes^{k} \mathbb{C}^{2} \) are measures of entanglement.

If \( K = SU(2) \) then the irreducible unitary representations are parameterized by their spin, which is a nonnegative half integer, \( s \), that is, \( \tilde{K} = \{ s \in \mathbb{Z}/2 \mid s \geq 0 \} = (\mathbb{Z}/2)_{\geq 0} \). We fix an element in the class of \( s, F^{s} \) and observe that \( \dim F^{s} = 2s + 1 \). We choose \( F^{\frac{1}{2}} = \mathbb{C}^{2} \). The corresponding parameterization of the irreducible unitary representations of \( G \) is \( \{(\mathbb{Z}/2)_{\geq 0}\}^{k} = \{(s_{1}, \ldots, s_{k}) \mid s_{i} \in (\mathbb{Z}/2)_{\geq 0}\} \). We choose \( F^{s} = F^{s_{1}} \otimes \cdots \otimes F^{s_{k}} \) as a representative of \( s = (s_{1}, \ldots, s_{k}) \).

### 3.3 The simplest cases

Before we get to more serious undertakings we will demonstrate our technique in the easiest cases.

#### Example 3.1
\( k = 1 \). Then we may take \( F^{s} = \mathcal{P}^{2s}(\mathbb{C}^{2}) \). Thus \( m_{k}(s) = \delta_{2k,s} \). This implies that

\[
h_{\mathcal{O}}(q, t) = \sum_{j} (qt)^{j} = \frac{1}{1 - qt}.
\]

From this we see (the well-known fact) that all of the polynomial invariants of the action of \( SU(2) \) on \( \mathbb{C}^{2} \) are polynomials in \( v \mapsto |v|^{2} \).

#### Example 3.2
\( k = 2 \). In this case one has

\[
\mathcal{P}^{k}(\mathbb{C}^{2} \otimes \mathbb{C}^{2}) = F(\frac{1}{2}, \frac{1}{2}) \oplus F(\frac{1}{2}, -\frac{1}{2}) \oplus \cdots \oplus \{ F^{(0,0)} \text{ if } k \text{ is even} \} \text{ otherwise}.
\]

From this we see that

\[
m(q, (\frac{k}{2}, \frac{k}{2})) = \sum_{j \geq 0} q^{k+2j} = \frac{q^{k}}{1 - q^{2}}.
\]

This yields

\[
h(q, t) = \sum_{k} m(q, (\frac{k}{2}, \frac{k}{2})) m(t, (\frac{k}{2}, \frac{k}{2}))
\]

\[
= \sum_{k} \frac{q^{k}t^{k}}{(1 - q^{2})(1 - t^{2})}
\]

\[
= \frac{1}{(1 - q^{2})(1 - t^{2})}.
\]

This immediately implies that the invariants of the action of \( SU(2) \times SU(2) \) on \( \mathbb{C}^{2} \otimes \mathbb{C}^{2} \) are polynomials in three invariants. The invariant corresponding to \( t^{2} \) is \( v \mapsto |v|^{2} \) and there is a "new" invariant defined as follows: if \( v = \sum v_{ij}|ij\) then \( f(v) = \det[v_{ij}] \). Notice that this is an element of \( \mathcal{P}(\mathbb{C}^{2} \otimes \mathbb{C}^{2}) \) (and in fact generates the algebra). The invariant \( f \) corresponds to \( q^{2} \) and the complex conjugate of \( f \) corresponds to \( t^{2} \).

In the above example we note that we could also have looked at the action of \( U(2) \times U(2) \) on \( \mathbb{C}^{2} \oplus \mathbb{C}^{2} \). This is the same as the action of \( S^{1} \times G \) on \( \mathbb{C}^{2} \otimes \mathbb{C}^{2} \) via \((z, u, v)(z \otimes y) = z(ux \otimes vy)\). We note that \( f(zv) = z^{2}f(v) \). Thus the polynomial invariants of the action of \( S^{1} \times G \) are polynomials in \( |v|^{2} \) and \( |f(v)|^{2} \). These are exactly the invariants we described in the Introduction, namely \( Tr \rho = 1 \) and \( det \rho \), respectively.

Although these examples are very simple, they illustrate an interesting feature of all such examples which will be useful subsequently. The representation \( V = \bigotimes^{k} \mathbb{C}^{2} \) is equivalent with its complex conjugate. We are thus looking at the diagonal action of \( G \) on \( \bigotimes^{k} \mathbb{C}^{2} \otimes \bigotimes^{k} \mathbb{C}^{2} \). This can be interpreted as the action of \( G \) on \( \bigotimes^{k} \mathbb{C}^{2} \) and \( \mathbb{C}^{2} \) via \( g \otimes I \). There is therefore a full \( GL(2, \mathbb{C}) \) acting by \( I \otimes g \) that commutes with the action of \( G \). This implies that \( \mathcal{P}_{k}(V)^{G} \) is naturally a representation.
space for $GL(2,\mathbb{C})$. The action of the Lie algebra of this group can be described in terms of polarization operators. Choose an orthonormal basis $\{v_i\}$ of $V$; let $z_i$ be the corresponding linear coordinates; and set $x = \sum z_i \frac{\partial}{\partial z_i}$, $y = \sum \bar{z}_i \frac{\partial}{\partial \bar{z}_i}$, and $h = \sum z_i \frac{\partial}{\partial z_i} - \sum \bar{z}_i \frac{\partial}{\partial \bar{z}_i}$. Then $[x, y] = h$, $[h, x] = 2x$, $[h, y] = -2y$. In the case when $k = 2$ we note that the invariants are generated by $f$, $yf$, and $y^2f$. The span of this space is the spin-1 representation of $SL(2,\mathbb{C})$. We also note that we may restrict this action to $SU(2)$ and thereby we have made a partial decomposition of the case of 3 qubits. Indeed, we have (using the classical theory of spherical harmonics):

$$m_{\otimes \mathbb{C}^2} (q_i (0, 0, k \frac{1}{2})) = \begin{cases} 0 & \text{if } k \text{ is odd;} \\ q_k^{2k} & \text{if } k \text{ is even.} \end{cases}$$

We will describe the full decomposition in the next section. Note that the above formula implies that the $q$-multiplicity of the trivial representation in the case of 3 qubits is $(1 - q^2)^{-1}$. We will now give a formula for an invariant of degree 4 which of necessity must generate all complex analytic polynomials for 3 qubits. Let

$$(\sum v_{ij} |kj\rangle \langle kl|) = \sum \epsilon_{ik} \epsilon_{jl} v_{ij} w_{kl}$$

with $\epsilon_{ik} = 0$ if $i = k$; 1 if $i < k$; and $-1$ if $i > k$. Then $(\cdot, \cdot)$ defines a complex bilinear symmetric form on $\mathbb{C}^2 \otimes \mathbb{C}^2$ that is invariant under the action of $SU(2) \times SU(2)$. If $v \in \mathbb{C}^2 \otimes \mathbb{C}^2 \otimes \mathbb{C}^2$ then we write $v = v_0 \otimes |0\rangle + v_1 \otimes |1\rangle$. The desired invariant of degree 4 is given by

$$f(v) = \det ([v_i, v_j]).$$

For example, if $v = (|000\rangle + |111\rangle)/\sqrt{2}$ then $v_0 = |00\rangle/\sqrt{2}$ and $v_1 = |11\rangle/\sqrt{2}$ so $(v_0, v_0) = 0$, $(v_1, v_1) = 0$, and $(v_0, v_1) = 1/2$. Hence

$$f(v) = \det \begin{bmatrix} 0 & \frac{1}{2} \\ \frac{1}{2} & 0 \end{bmatrix} = -\frac{1}{4}.$$ 

In particular, $f$ is not the zero polynomial so

$$\mathcal{P}(\mathbb{C}^2 \otimes \mathbb{C}^2 \otimes \mathbb{C}^2)^{SU(2) \times SU(2) \times SU(2)}$$

is the algebra of polynomials in $f$.

### 3.4. The case of 3 qubits

In this section we will study the invariant polynomials under the action of $G = SU(2) \times SU(2) \times SU(2)$ acting on $\otimes^3 \mathbb{C}^2$. This means that we should be studying the real analytic (not complex analytic) polynomials on $V = \otimes^3 \mathbb{C}^2$. We will look at two cases. The first is the invariant theory for $G$ and the second is that for $S^1 \times G$ acting via

$$(t, u_1, u_2, u_3)(v_1 \otimes v_2 \otimes v_3) = t(u_1v_1 \otimes u_2v_2 \otimes u_3v_3),$$

the obvious action of $U(2) \times U(2) \times U(2)$. Both are a consequence of the decomposition of the space of complex analytic polynomials on $V$. If $\zeta = (a, b, c)$ with $a, b, c \in (\mathbb{Z}/2)_{\geq 0}$ then set $n(\zeta) = 2 \min\{a, b, c\}$ and $n(\zeta) = 2(a + b + c) - 2m(\zeta)$. We note that if we write $\zeta = (\frac{1}{2}, \frac{1}{2}, \frac{1}{2}) + (b_1, b_2, b_3)$ with $a, b_1 \geq 0$ and $b_1b_2b_3 = 0$ then $m(\zeta) = a$ and $n(\zeta) = a + 2(b_1 + b_2 + b_3)$. The following decomposition of the complex analytic polynomials on $V$ under the action of $G$ is taken from [14].

**Theorem 3.2**

The algebra of $G$-invariants in the complex analytic polynomials on $V$ consists of the polynomials in the invariant $f$ described at the end of Section 3.3. Let $Y$ denote the variety of all $v \in V$ such that $f(v) = 0$ and let $A^n(Y)$ denote the restriction of the space of polynomials of degree $n$ to $Y$. Then $A^n(Y)$ decomposes into the multiplicity free direct sum of the representations with highest weight $\zeta$ satisfying the following conditions:

$$n - n(\zeta) \equiv 0 \mod 2 \quad \text{and} \quad m(\zeta) \geq \frac{n - n(\zeta)}{2} \geq 0.$$ 

This result has as an immediate corollary (notation as in the discussion at the beginning of this section):

**Corollary 3.1**

We have

$$m(q, \zeta) = \frac{q^n(\zeta)(1 + q^2 + \cdots + q^{2m(\zeta)})}{1 - q^4} = \frac{q^{a+2(b_1+b_2+b_3)}(1 + q^2 + \cdots + q^{2a})}{1 - q^4}.$$
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\[ q^{2(b_1+b_2+b_3)} \frac{1-q^{2a+2}}{(1-q^2)(1-q^4)}. \]

We are now ready to give the bigraded Hilbert series of the invariants in this case.

**PROPOSITION 3.3**

We have

\[ h(q, t) = \frac{(1+qt^2)(1+(qt)^2 + (qt)^4)}{(1-qt)(1-q^4)(1-q^2t)(1-q^2t^2)(1-q^3t)(1-t^4)(1-(qt)^3)}. \]

**PROOF** Lemma 3.1 and the material above imply that (in the sums below \( b_1b_2b_3 = 0 \) means that we allow all possibilities of \( b_i \geq 0 \) where at least one of the \( b_i \) is 0):

\[ h(q, t) = \sum_m m(q, \zeta)m(t, \zeta) = \frac{1}{(1-q^4)(1-t^4)} \sum_{b_1b_2b_3=0} (qt)^{2(b_1+b_2+b_3)} \sum_{a \geq 0} (qt)^a \frac{1-q^{2a+2}}{1-q^2} \cdot \frac{1-t^{2a+2}}{1-t^2}. \]

We note that we have in the sense of formal sums

\[ \sum_{b_1b_2b_3=0} x^{b_1+b_2+b_3} = \frac{1}{(1-x)^3} - \frac{x^3}{(1-x)^3} = \frac{1-x^3}{(1-x)^3} \]

and

\[ \sum_{a \geq 0} (qt)^a \frac{1-q^{2a+2}}{1-q^2} \cdot \frac{1-t^{2a+2}}{1-t^2} = \frac{(1-q^2)(1-t^2)(1-(qt)^4)}{(1-(qt)^3)(1-q^2t)(1-q^2t^2)(1-qt)}. \]

If we make the obvious substitution the result follows.

Before we do any analysis of this formula we will look at the ordinary Hilbert series of the polynomial invariants for the above action of \( S^1 \times G \) (there is no extra information in the bigraded Hilbert series since it would be a series in \( qt \)).

**PROPOSITION 3.4**

The Hilbert series for the polynomial invariants for the action of \( S^1 \times G \) on \( \otimes^3 \mathbb{C}^2 \) is

\[ h(q) = \frac{1+q^{12}}{(1-q^2)(1-q^4)^3(1-q^6)(1-q^8)}. \]

**PROOF** In this case we have that if \( m(q, \zeta) \) is as above for \( G \) and if

\[ m(q, \zeta) = \sum_{n \geq 0} a_n(\zeta)q^n \]

then

\[ h(q) = \sum_{n \geq 0} q^{2n} \sum_{\zeta} a_n(\zeta)^2. \]

The argument for this is somewhat complicated. We will make some observations that follow from our formula for \( m(q, \zeta) \). Define the non-negative integers \( a_{n,m} \) by

\[ \frac{1-q^{m+1}}{(1-q)(1-q^2)} = \sum_{n \geq 0} a_{n,m}q^n. \]

If

\[ w_m(q) = \sum_{n \geq 0} a_{n,m}^2 q^n \]

then if we set

\[ g(q) = \frac{1-q^6}{(1-q^2)^3} \sum_{m \geq 0} q^m w_m(q^2), \]

we have \( h(q) = g(q^2) \). This leaves the calculation of the series \( w_m(q) \). The formula depends on the parity of \( m \): if \( k \geq 0 \) then

\[ w_{2k}(q) = \frac{1+2(q^2 + \cdots + q^{2k}) - (2k+1)q^{2k+1}}{(1-q)(1-q^2)} \]

and

\[ w_{2k+1}(q) = \frac{1+2(q^2 + \cdots + q^{2k}) - (2k+1)q^{2k+2}}{(1-q)(1-q^2)} \]

We write \( b_m(q) = (1-q^2)(1-q^4)w_m(q^2) \). Then

\[ g(q) = \frac{1-q^6}{(1-q^4)(1-q^2)^4} \sum_{m \geq 0} q^m b_m(q). \]
3. INVARIANTS FOR MULTIPLE QUBITS

Now
\[ \sum_{m \geq 0} q^m b_m(q) = \sum_{k \geq 0} q^{2k}(1 + 2(q^4 + \cdots + q^{4k}) - (2k + 1)q^{4k+2}) \]
\[ + \sum_{k \geq 0} q^{2k+1}(1 + 2(q^4 + \cdots + q^{4k}) - (2k + 1)q^{4k+4}). \]

This expression can be written
\[ \frac{1}{1-q} + \frac{2(1+q)q^4}{1-q^2} \sum_{k \geq 0} q^{2k} \frac{1}{1-q^4} + \frac{(1+q^3)q^2}{1-q^6} - \frac{2(1+q^3)q^2}{1-q^6} \]
\[ = \frac{1}{1-q} + \frac{2(1+q)q^4}{1-q^2} - \frac{2(1+q^3)q^2}{1-q^6} - \frac{(1+q^3)q^2}{1-q^6} \]
\[ = \frac{1}{1-q} - \frac{2(1+q)q^4}{1-q^6} + \frac{(1+q^3)q^2}{1-q^6} \]
\[ = \frac{1}{1-q} - \frac{(1+q^3)(1+q)}{(1-q^6)(1-q^3)}. \]

We therefore have
\[ g(q) = \frac{1}{(1-q)(1-q^2)(1-q^3)(1-q^6)}. \]

Hence
\[ h(q) = g(q^2) = \frac{1+q^{12}}{(1-q^2)(1-q^4)(1-q^6)(1-q^8)}. \]

Our next task is to write out a basic set of invariants. This will be done in the next section.

3.5 A basic set of invariants for 3 qubits

In this section we construct a set of invariants for the action of \( G = SU(2) \times SU(2) \times SU(2) \) on \( V = \mathbb{C}^2 \otimes \mathbb{C}^2 \otimes \mathbb{C}^2 \). We will first do this abstractly and then give more concrete formulae for the invariants which are necessary for our proof that they are, in fact, basic. We define an inner product \( \langle \cdot, \cdot \rangle \) on \( S(V) \) (the symmetric algebra on \( V \)) which is the restriction of the usual inner product on the tensor algebra:
\[ \langle v_1 \otimes \cdots \otimes v_k | w_1 \otimes \cdots \otimes w_l \rangle = \langle v_1|w_1 \rangle \cdots \langle v_k|w_k \rangle \delta_{k,l}. \]

As usual we will write \( v^k = v_1 \otimes \cdots \otimes v_k \) with \( v_i = v \) for all \( 1 \leq i \leq k \). Then \( S(V) \) is the span of the \( v^k \) for \( v \in V \) and \( k \in \mathbb{Z}_{\geq 0} \). We will write \( S^k(V) \) for the span of the elements \( v^k \) with \( v \in V \). Since the representation of \( G \) on \( V \) is self dual the results we described for the decomposition of the (complex analytic) polynomial functions on \( V \) also describe the decomposition of \( S(V) \). Thus we have that as representations of \( G \):

\[ S^1(V) = V = F^{1,1,1} \]
\[ S^2(V) = F^{1,0,0} \oplus F^{0,1,0} \oplus F^{0,0,1} \oplus F^{1,1,1} \]
\[ S^3(V) = F^{1,1,1} \oplus F^{1,1,0} \oplus F^{0,1,1} \oplus F^{0,0,0} \oplus F^{0,1,0} \oplus F^{0,0,1} \oplus F^{1,0,0} \]
\[ S^4(V) = F^{0,0,0} \oplus F^{2,0,0} \oplus F^{0,2,0} \oplus F^{0,0,2} \oplus F^{0,2,0} \oplus F^{0,0,1} \oplus F^{1,1,0} \oplus F^{1,1,1} \oplus F^{1,0,1} \oplus F^{2,0,1} \oplus F^{2,1,1} \oplus F^{2,2,2}. \]

The bigraded formula above implies that there is one invariant of bidegree \((1,1)\), four linearly independent invariants of bidegree \((2,2)\), and one each of bidegrees \((4,0)\), \((3,1)\), \((1,3)\) and \((0,4)\). In bidegree \((3,3)\) there is a 1-dimensional space of invariants that cannot be a subspace of the algebra generated by the ones of lower degree. We assert that the nine dimensional space of invariants obtained from these observations generates the algebra of invariants. We will now give our first description of the desired invariants. Let \( P_c \) denote the projection onto the \( F^c \) constituents in each of the symmetric powers described above. Then there is only one \((1,1)\) invariant up to a scalar multiple and that must be \( |v|^2 \). In bidegree \((2,2)\) the following invariants span: \( |v|^4 \) and \( \langle P_\xi(v^2), v^2 \rangle \) for \( \xi \in \{(1,0,0), (0,1,0), (0,0,1), (1,1,1)\} \). It is clear that \( \sum_\xi \langle P_\xi(v^2), v^2 \rangle = |v|^4 \). Thus we can choose \( \psi_1(v) = \langle P_{\xi_1}(v^2), v^2 \rangle \) with \( \xi_1 = (1,0,0) \), \( \xi_2 = (0,1,0) \) and \( \xi_3 = (0,0,1) \). Up to a scalar multiple the only invariant of bidegree \((3,1)\) is obtained as follows. The above decomposition of \( S^3(V) \) implies that there exists a unique (up to a scalar multiple) intertwining operator
\[ T : V \rightarrow S^3(V) \]

(that is, \( T(gv) = gT(v) \) for \( g \in G \)). We set \( \psi_4(v) = \langle v^3, T(v) \rangle \) and \( \psi_3(v) = \langle T(v), v^3 \rangle \). It is clear that up to a scalar multiple the only
(4, 0) invariant is our original one, $f$, and the one of bidegree (0, 4) is its complex conjugate. Finally we set $\psi_0(v) = (F_{\frac{1}{2}, \frac{1}{2}}, v^\dagger)$. Our next task is to give more concrete descriptions of $\psi_j$, $1 \leq j \leq 6$. For this we must use a bit more of the structure of the representation of $G$ on $V = \mathbb{C}^2 \otimes \mathbb{C}^2 \otimes \mathbb{C}^2$. We observe that there is a symplectic structure over $\mathbb{C}$. Indeed, if we write

$$v = v(x, y) = x_1|000\rangle + x_2|011\rangle + x_3|101\rangle + x_4|110\rangle + y_1|111\rangle + y_2|100\rangle + y_3|010\rangle + y_4|001\rangle,$$

then the symplectic structure is given by

$$\omega(v(x, y), v(s, t)) = \sum x_it_i - \sum y_is_i.$$

We therefore have a Poisson bracket on the polynomial functions on $V$ given by

$$\{g, h\}(v(x, y)) = \sum \frac{\partial g}{\partial x_i} (v(x, y)) \frac{\partial h}{\partial y_i} (v(x, y)) - \sum \frac{\partial g}{\partial y_i} (v(x, y)) \frac{\partial h}{\partial x_i} (v(x, y)).$$

Since the action of $G$ is symplectic it follows that the action of its Lie algebra on polynomials is given by a Poisson bracket with quadratic elements. The complexified Lie algebra of $G$ is a direct sum of three copies of $sl(2, \mathbb{C})$. We will now write out the corresponding polynomials. Note that the Lie algebra of $sl(2, \mathbb{C})$ has basis $\{e, f, h\}$ with

$$e = \begin{bmatrix} 0 & 1 \\ 0 & 0 \end{bmatrix}, \quad f = \begin{bmatrix} 0 & 0 \\ 1 & 0 \end{bmatrix}, \quad h = \begin{bmatrix} 1 & 0 \\ 0 & -1 \end{bmatrix}.$$

So the three sets of polynomials are:

- $e_1 = x_1x_2 - y_3y_4$, $f_1 = x_3x_4 - y_1y_2$, $h_1 = -x_1y_1 - x_2y_2 + x_3y_3 + x_4y_4$;
- $e_2 = x_1x_3 - y_2y_4$, $f_2 = x_2x_4 - y_1y_3$, $h_2 = -x_1y_1 + x_2y_2 - x_3y_3 + x_4y_4$;
- $e_3 = x_1x_4 - y_2y_3$, $f_3 = x_2x_3 - y_1y_4$, $h_3 = -x_1y_1 + x_2y_2 + x_3y_3 - x_4y_4$.

The elements $\frac{1}{2}h_i^2 + 2e_if_i$ are all the same, and up to scalar multiple equal to the polynomial $f$ above. One can check that $\{e_i, f\} = \{f_i, f\} = \{h_i, f\} = 0$ for $i \in \{1, 2, 3\}$ directly.

We now need notation for the two copies of $V$ that come into the study of the previous section. Let $z_i = x_i$ and $z_{i+4} = y_i$ for $1 \leq i \leq 4$. We note that the symplectic basis used above is also orthonormal. Thus if we think of the second copy as the conjugate space using the same basis, the action of an element of $K$ is by its conjugate and thus by the transpose inverse relative to the above basis. It is convenient to think of the $z_j$ as $s_j + it_j$ with $s_j$ and $t_j$ real, and introduce new variables $w_j$ with $w_j = -s_{j+4} + it_{j+4}$ and $w_{j+4} = s_j - it_j$ for $1 \leq j \leq 4$. We now note that in this context the polynomials on $V \oplus V$ (using the coordinates $z_j$ and $w_j$) admit polarization operators. We set

$$D_{w, z} = \sum w_i \frac{\partial}{\partial z_i} \quad \text{and} \quad D_{z, w} = \sum z_i \frac{\partial}{\partial w_i}.$$

One checks that

$$H = [D_{w, z}, D_{z, w}] = \sum w_i \frac{\partial}{\partial w_i} - \sum z_i \frac{\partial}{\partial z_i},$$

to see that we have yet another Lie algebra isomorphic with the Lie algebra $sl(2, \mathbb{C})$ viz:

$$e \mapsto D_{z, w}, \quad f \mapsto D_{w, z}, \quad h \mapsto H.$$

The action of this Lie algebra commutes with the action of $K$ on the polynomials in the two copies of $V$. We now write the operators analogous to the $e_i, f_i$ and $h_i$ in terms of the coordinates $w_i$. They become:

- $E_1 = w_1w_2 - w_7w_8$, $F_1 = w_3w_4 - w_5w_6$, $E_2 = w_1w_3 - w_5w_8$, $F_2 = w_2w_4 - w_5w_7$, $E_3 = w_1w_4 - w_5w_7$, $F_3 = w_2w_3 - w_5w_8$, $H_1 = -w_1w_5 - w_2w_6 + w_3w_7 + w_4w_8$;
- $H_2 = -w_1w_5 + w_2w_6 - w_3w_7 + w_4w_8$;
- $H_3 = -w_1w_5 + w_2w_6 + w_3w_7 - w_4w_8$.

We can now write down formulae for our invariants:

$$|v|^2 = \sum z_iw_{i+4} - \sum z_{i+4}w_i$$

$$\psi_i = \frac{h_iH_i}{2} + e_if_i + f_iE_i, \quad 1 \leq i \leq 3.$$
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\[ f = \frac{h^2}{2} + 2e_i f_i \text{ (for any } i) \]
\[ g = \frac{H^2}{2} + 2E_i F_i \text{ (for any } i) \]
\[ \psi_4 = D_{w,z} f \]
\[ \psi_5 = D_{z,w} g \propto D_{w,z}^3 f \]
\[ \psi_6 = \sum \frac{\partial f}{\partial z_i} \frac{\partial g}{\partial w_i}. \]

Note that up to a scalar multiple
\[ D_{w,z}^2 f = 2(\psi_1 + \psi_2 + \psi_3) + |v|^4. \]

The following five elements:
\[ f, D_{w,z} f, D_{w,z}^2 f, D_{w,z}^3 f, D_{w,z}^4 f \]
span a representation space for the fourth action of \( sl(2, \mathbb{C}) \), equivalent with the 5-dimensional irreducible representation. We denote those elements by \( u_1, u_2, u_3, u_4, u_5 \). We also observe that it is well known that the algebra of invariants in the polynomials in \( V \oplus V \) under the action of the four copies of \( sl(2, \mathbb{C}) \) is a polynomial ring in 4 generators of respective degrees 2, 4, 4, 6. A calculation shows that an element \( a_1 \psi_1 + a_2 \psi_2 + a_3 \psi_3 \) is invariant under all three actions if and only if \( a_1 + a_2 + a_3 = 0 \). One can check that \( \psi_6 \) is not of the form
\[ |v|^2(a_1 \psi_1 + a_2 \psi_2 + a_3 \psi_3 + a_4 |v|^2) \]
for any choice of \( a_j, 1 \leq j \leq 4 \). One can also show that the algebra of \( sl(2, \mathbb{C}) \) invariants in the polynomials on the 5-dimensional irreducible representation is a polynomial ring in two invariants, \( \alpha_1 \) and \( \alpha_2 \), of degrees 2 and 3.

**PROPOSITION 3.5**

The algebra generated by \( |v|^2, u_i \) (1 \( \leq i \leq 5 \)), and \( \psi_6 \) is isomorphic with the polynomial algebra in seven variables.

This result has been proved with the help of the computer algebra package Maple as follows. Form the matrix with entries
\[ A_{i,j} = \frac{\partial u_i}{\partial z_j} \text{ and } A_{i,j+8} = \frac{\partial u_i}{\partial w_j}. \]
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for \( 2 \leq i \leq 6, 1 \leq j \leq 8 \) and
\[ A_{1,j} = \frac{\partial |v|^2}{\partial z_j}, A_{1,j+8} = \frac{\partial |v|^2}{\partial w_j}, A_{7,j} = \frac{\partial \psi_6}{\partial z_j}, A_{7,j+8} = \frac{\partial \psi_6}{\partial w_j}. \]

Substitute "random" values for the \( z_i \) and \( w_i \) and then use Gaussian elimination to find a nonzero 7x7 minor (e.g., use \( C_{ij} \) with \( i \in \{1, 2, 3, 4, 5, 6, 7 \) and \( j \in \{1, 2, 3, 4, 5, 6, 9 \} \)). Thus if \( f_1 = |v|^2, f_{i+1} = u_i \) for \( 1 \leq i \leq 5 \), and \( f_7 = \psi_7 \) then
\[ df_1 \wedge df_2 \wedge df_3 \wedge df_4 \wedge df_5 \wedge df_6 \wedge df_7 \]
is nonzero on an open dense subset of \( \mathbb{C}^6 \). This clearly implies that if \( h \) is a polynomial in 7 indeterminates and \( h(f_1, f_2, f_3, f_4, f_5, f_6, f_7) \) is identically 0 then \( h \) is identically 0.

We are finally ready to give the main result on invariants:

**THEOREM 3.3**
The algebra of \( G \)-invariants is generated by \( |v|^2, u_1, \ldots, u_5, \psi_6, \psi_1 - \psi_2, \psi_2 - \psi_3 \).

**PROOF** We note that the general theory of symmetric pairs, applied to \( SO(4, 4) \) (a reference for this theory, used throughout this proof, can be found in [15, Section 12.4]), implies that the algebra, \( I \), of invariants under \( G \) annihilated by both \( D_{wz} \) and \( D_{wz} \), is a polynomial ring in generators of degrees 2, 4, 4, 6. We already know that the elements \( |v|^2, \psi_1 - \psi_2 \) and \( \psi_2 - \psi_3 \) have these additional properties. We also note that \( D_{wz} (\psi_6 + \frac{|v|^4}{6}) = D_{wz} (\psi_6 + \frac{|v|^4}{6}) = 0 \). Thus if we take \( \alpha_1 = |v|^2, \alpha_2 = \psi_1 - \psi_2, \alpha_3 = \psi_2 - \psi_3 \) and \( \alpha_4 = \psi_4 + \frac{|v|^4}{6} \) then these give algebraically independent generators of the algebra \( I \). The general theory also implies that the algebra of all polynomials on \( V \oplus V \) is a free \( I \)-module under multiplication.

We also note that the same theory for the symmetric pair \( (SL(3, \mathbb{R}), SO(3)) \) implies that \( J = \mathbb{C}[u_1, \ldots, u_6] \cap I \) is a polynomial algebra in two generators \( \beta_1 \) and \( \beta_2 \) of respective degrees 8 and 12 with
\[ \beta_1 = 2f D_{wz}^4 f + (D_{wz}^2 f)^2 - 2D_{wz} f D_{wz}^3 f \]
\[ \beta_2 = 2(D_{wz}^2 f)^3 - 6D_{wz} f D_{wz}^2 f D_{wz}^3 f + 9f(D_{wz}^2 f)^2 - 12D_{wz} f D_{wz}^4 f + 6(D_{wz}^2 f)^2 D_{wz}^4 f. \]
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Furthermore, \( \mathbb{C}[u_1, \ldots, u_5] \) is a free \( J \)-module under multiplication and the algebra \( \mathbb{C}[\alpha_1, \alpha_2, \alpha_3, \alpha_4] \) is a free \( L = \mathbb{C}[\alpha_1, \beta_1, \beta_2, \alpha_4] \)-module under multiplication. Thus since the algebra of all polynomials is free as a \( \mathbb{C}[\alpha_1, \alpha_2, \alpha_3, \alpha_4] \)-module under multiplication and the algebra \( \mathbb{C}[\alpha_1, u_1, \ldots, u_5, \alpha_4] \) is a module direct summand, it is thus free as an \( L \)-module under multiplication. This implies that the algebra \( \mathbb{C}[\alpha_1, \alpha_2, \alpha_3, \alpha_4, u_1, u_2, u_3, u_4, u_5] \) is isomorphic with

\[
\mathbb{C}[\alpha_1, u_1, \ldots, u_5, \alpha_4] \otimes_L \mathbb{C}[\alpha_1, \alpha_2, \alpha_3, \alpha_4],
\]

which has Hilbert series

\[
\frac{(1 - q^8)(1 - q^{12})(1 - q^3)(1 - q^6)}{(1 - q^4)^5(1 - q^2)(1 - q^6)(1 - q^2)(1 - q^4)(1 - q^6)}
\]

\[
= \frac{(1 - q^8)(1 - q^{12})}{(1 - q^4)^5(1 - q^2)(1 - q^6)(1 - q^4)^2}
\]

\[
= \frac{(1 + q^4)(1 + q^4 + q^8)}{(1 - q^2)(1 - q^4)^5(1 - q^6)}.
\]

This agrees with the Hilbert series that we calculated for the invariants in the previous section.

3.6. SOME IMPLICATIONS FOR OTHER REPRESENTATIONS

In this section we will show how the results in the previous sections apply to other compact Lie groups. We first observe (as in Section 3.2) that we may look upon the results as the analysis of the action of \( G = SU(2) \times SU(2) \times SU(2) \) on \( \mathbb{C}^2 \otimes \mathbb{C}^2 \otimes \mathbb{C}^2 \otimes \mathbb{C}^2 \) via \( g \otimes I \). The group \( U(2) \) acting only on the last factor commutes with the action of \( G \). We will now rewrite the formula in Proposition 3.3 to take into account the total homogeneity. In other words we write \( q = qx \) and \( t = qx^{-1} \). The formula now becomes

\[
\frac{(1 + q^4)(1 + q^4 + q^8)}{(1 - q^2)(1 - q^4 x^4)(1 - q^4 x^2)(1 - q^4)(1 - q^4 x^{-2})(1 - q^4 x^{-4})(1 - q^6)}.
\]

We note that the variable \( x \) can be thought of as the parameter of the circle subgroup, \( T \), of all

\[
\begin{bmatrix}
  x & 0 \\
  0 & x^{-1}
\end{bmatrix}
\]

in the \( SU(2) \) acting on the fourth variable, and the formula above is just the \( q \)-character for the action on the \( G \)-invariants. In [17] the \( q \)-multiplicity formulae for the action of \( SU(2) \) on the spin-2 (5-dimensional) representation was determined. Set \( W = F^2 \). Then \( m_{F_2}(q, k) = 0 \) if \( k \) is not an integer. If \( k = 2l \) is an even integer we have

\[
(1 - q^2)(1 - q^3)m_W(q, 2l) = q^l + q^{l+1} + \cdots + q^{2l} = q^{l+1} - q^{-1} / (1 - q).
\]

If \( k = 2l + 3 \) then we have

\[
m_W(q, 2l + 3) = q^3 m_W(q, 2l).
\]

One can prove this by observing that these formulae satisfy

\[
\frac{1}{(1 - qx^4)(1 - qx^2)(1 - q)(1 - qx^{-2})(1 - qx^{-4})}
\]

\[
= \sum_{k \geq 0} m_W(q, k) x^{2k+1} - x^{-2k-1} / x - x^{-1}.
\]

We first note that this gives an alternate proof of Proposition 3.3 since that proposition describes the Hilbert series of the invariants for the
action of $T$ on the polynomial invariants. Note that there is a shift $q \rightarrow q^4$. Thus since every representation $F^k$ with $k$ an integer has a $T$-fixed vector, we see that the Hilbert series for the action of $S^1 \times G$ as in Section 3.3 is
\[
\frac{(1 + q^4)(1 + q^4 + q^8)}{(1 - q^2)(1 - q^6)} \sum_{k \geq 0} m_{W}(q^4, k).
\]

We leave it to the reader to check that this formula agrees with Proposition 3.3. We also note that, on the other hand, Proposition 3.3 can be used to derive information about the series $m_{W}(q, k)$.

More seriously, we note that our formulae give information about 4 qubits:

**COROLLARY 3.2**

Let $SU(2) \times SU(2) \times SU(2) \times SU(2)$ act on $U = \mathbb{C}^2 \otimes \mathbb{C}^2 \otimes \mathbb{C}^2 \otimes \mathbb{C}^2$ as above. Then
\[
m_U(q, (0, 0, 0, k)) = \frac{(1 + q^4)(1 + q^4 + q^8)}{(1 - q^2)(1 - q^6)} m_{F^2}(q^4, k).
\]

---
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