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Abstract

We examine how animating a viewpoint change in a spatial
information system affects a user’s ability to build a mental
map of the information in the space.  We found that
animation improves users' ability to reconstruct the
information space, with no penalty on task performance
time.  We believe that this study provides strong evidence
for adding animated transitions in many applications with
fixed spatial data where the user navigates around the data
space.

1. Introduction

During the past decade, researchers have explored the
use of animation in many aspects of user interfaces.  In
1984, the Apple Macintosh used rudimentary animation
when opening and closing icons.  This kind of animation
was used to provide a continuous transition from one state
of the interface to another, and has become increasingly
common, both in research and commercial user interfaces.
Users commonly report that they prefer animation, and yet
there has been very little research that attempts to
understand how animation affects users’ performance.

A commonly held belief is that animation helps users
maintain object constancy and thus helps users to relate the
two states of the system.  This notion was described well by
Robertson and his colleagues in their paper on "cone trees",
a 3D visualization technique that they developed.

"Interactive animation is used to shift some of the
user’s cognitive load to the human perceptual
system.  ... The perceptual phenomenon of object
constancy enables the user to track substructure
relationships without thinking about it.  When the
animation is completed, no time is needed for
reassimilation." [19 p. 191].
Researchers including Robertson have demonstrated

through informal usability studies that animation can
improve subjective user satisfaction.  However, there have
been few controlled studies looking specifically at how
animation affects user performance.  These studies are
summarized below.

1.1. Animation takes time

One potential drawback of adding animation to an
interface or visualization is that animation, by definition,
takes time.  This brings up a fundamental trade-off between
the time spent animating and the time spent using the
interface.  At one extreme with no animation, system
response can be instantaneous.  Users spend all of their
time using the system.  However, the user may then spend
some time after an abrupt transition adjusting to the new
representation of information and relating it to the previous
representation.

At the other extreme, each visual change in the interface
is accompanied by a smooth transition that relates the old
representation to the new one.  While developers of
animated systems hope that this animation makes it easier
for users to relate the different states of the system, there is
clearly a trade-off in how much time is actually spent on
the transition.  If the transition is too fast, users may not be
able to make the connection, and if the transition is too
long, the users’ time will be wasted. The ideal animation
time is likely to be dependent on a number of factors,
including task type, and the user’s experience with the
interface and the data. In pilot studies and our experience
building animated systems, we have found that animations
of 0.5 – 1.0second seem to strike a balance.  Others have
found one second animations to be appropriate [9 p. 185].

In the worse case, animations can be thought of as an
increase in total system response time.  Typically, system
response time is defined to mean the time between when
the user initiates an action, and when the computer starts to
display the result.  This definition comes from the days of
slow displays on computer terminals.  This metric was
chosen because users could start planning their response as
soon as the first data were displayed.  With many
animations, however, the user does not see the relevant data
until the animation is nearly finished, and thus the
animation time is an important part of system response.
We thus define the total system response time to include the
animation time (Figure 1).

In many application domains, the system may need
some time to gather data (such as with the World Wide
Web), or to process it.  In these cases, inserting an
animation where a delay is necessitated is not likely to
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harm productivity because users would have to wait
anyway. However, since the delay associated with the Web
is often hard to predict, matching animations to the Web
retrieval time could be difficult.  The bigger problem is
when the computer could have responded instantly, and the
animation slows down computer’s response time.

System
response
time

System
animation
time

User
initates
activity

Computer
begins
response

Computer
completes
response

Total system response time

User
response
time

Figure 1: Model of user interface timing with
animation (adapted from [22 p. 353]).

Researchers have been studying system response time
since the 1960s, and as it happens, users’ responses to
system delays are more complex than it may at first appear.
There is much research showing that user satisfaction
decreases as delays increase (see the recent report on the
World-Wide Web for a typical example [21]).  However,
this satisfaction does not necessarily correlate with
performance.  One paper showed that users pick different
interaction strategies depending on system response times
[25].  This paper showed that users actual performance
depends on a complex mix of the task, the delay, and the
variability of the delay among other things.  One typical
study shows productivity increasing as delays decreased for
data entry tasks [12].  However, another study found an
increase in data entry productivity when delays increased
to a point [3].

Thus, the fact that animations take time does not
necessarily imply that they will hurt productivity.  Since
they may, in fact, reduce cognitive effort, as suggested by
Robertson and others, we believe that animation may
improve some kinds of task performance.

1.2. Types of computer animation

Animation in computer interfaces can actually mean
many different things.  Baecker and Small summarized
many of the ways that objects can be animated on computer
screens [1].  Animation can consist of moving a static
object within a scene, or the object may change its
appearance as it is moved.  A scene may be larger than can
fit on the screen, and the viewpoint can be changed with

animated movement by rendering "in-between frames" part
way between the starting and ending state.  There are
numerous other types of animations as well.

In general, animation is often used to help users relate
different states in the interface.  These changes can be in
the data within the interface or in the interface itself. Some
systems that use animation of the data include the
Information Visualizer [9], Cone Trees [19], the
Continuous Zoom system [20], and WebBook and
WebForager [10].  Chang and Ungar discussed the
application of animation principles from the arts and
cartoons to user interfaces, showing that more than just
simple movement of interface objects is possible [11].

Some researchers have investigated the use of animated
icons [2].  Others have used animation to try to improve
teaching how algorithms work [8, 24].  There are also
several user interface systems that include explicit support
for creating animated interfaces.  A good example of this is
the Morphic system [18].

1.3. Zoomable User Interfaces

We are interested in understanding animation because
for the past several years, we have been exploring
Zoomable User Interfaces [4, 5, 6, 7, 15, 17].  Zoomable
User Interfaces (ZUIs) are a visualization technique that
provides access to spatially organized information.   A ZUI
lets users zoom in and out, or pan around to view much
more information than can normally fit on a single screen.
We have developed a system called Pad++ to explore ZUIs.

The ZUIs we have built typically provide three types of
animated movement, as well as other kinds of animated
transitions such as dissolves.  The three types of animated
movement are motion of objects within a scene, manual
change of viewpoint (through various steering
mechanisms), and automatic change of viewpoint (during
hyperlinks).

We believe that animating changes of viewpoint during
hyperlinks are the most important kind of animation in
Pad++, since these animations appear to help users
understand where they are in the information space. They
are also easy to understand and use. As one child using
KidPad (an authoring tool for children within Pad++) said,
“With [traditional hypertext] it is like closing your eyes and
when you open them you’re in a new place.  Zooming lets
you keep your eyes open” [14].

We and others have also used Pad++ to make animated
zooming presentations, and regularly receive very positive
feedback from audiences.  However, as HCI researchers,
we want to develop an understanding of exactly where, if at
all, animated ZUIs perform better than traditional
approaches.

As we started to design a study that would help us to
understand the benefits of ZUIs, we realized that the
animation we employ is orthogonal to the use of zoom to
organize data.  It is possible to have an  interface with or
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without animation, and with or without a multi-scale
structure.  In order to understand ZUIs better, we decided to
attempt to understand the effects of animated movement,
and multi-scale structure separately.

Thus, in this paper, we start by examining the most basic
and fundamental kind of animation used in ZUIs.  We
examine how animated changes of viewpoint during
hyperlink transitions affects users’ ability to build a mental
map of a flat information space. We specifically chose not
to investigate zooming or multiscale structures in this work
because we felt zooming would be a confounding variable
to the animation effects we are investigating.

1.4. Previous Studies

There have been few studies that looked specifically at
how animation affects user’s abilities to use interfaces.
One study looked at transition effects (such as a dissolve)
and animation of an object within the view [16].  This study
found that both a dissolve transition affect and animated
motion of objects within a scene independently helped
users to solve problems.  This study is important because it
motivates the common belief and intuition that animation
can help user’s maintain object constancy and thus improve
task performance.  However, this study did not address
animation of viewpoint which is the primary focus of the
current study.

Another study that is perhaps more relevant looked at
animating the viewpoint of a spatial information
visualization [13].  That study compared users’ ability to
find items where more items than could fit in a single
display were used.  Different navigation techniques were
used to move through the items (scrollbars, zoom, and
fisheye view), and each navigation technique was tested
with and without animation.  In this experiment, the use of
animation did not have a significant affect on any of the
navigation techniques.  However, animation was
implemented with just a single in-between frame. For
animation to be perceived as smooth apparent movement,
there must be several in-between frames, and they must be
shown quickly (typically greater than 10 frames per second,
and preferably 20 or 30 frames per second). Thus it does
not appear that the results accurately describe the effects of
animation.  One interesting aspect of the study that does
appear significant, but not relevant to animation, is that the
zooming visualization technique performed significantly
better than either the scrollbar or fisheye view visualization
technique.

2. Experiment

We performed a study to test the effectiveness of
animation of viewpoint on subjects’ ability to build mental
maps of spatial information spaces.  Our hypothesis was
that animation would improve subjects’ ability to navigate
through the information space, recall information, and to

reconstruct the information space.  In addition, we
hypothesized that subjects would prefer animation to the
non-animated condition.

2.1. Equipment

The computer system used was a 166 MHz Pentium PC
with 32 megabytes of RAM running Linux.  The PC had
17” monitor and was running at a resolution of 1280x1024.
Navigation was performed using only the left button of a
standard 2-button mouse.  The questions and tasks that
were presented to the subjects were automated and
recorded by a program that we wrote.

2.2. Stimuli

Subjects were asked to navigate family trees created in
the Pad++ program.  Subjects navigated these trees clicking
on hyperlinks that were represented by yellow arrows. For
each family member, subjects saw a single photograph.
Above the photograph, subjects saw the family member’s
first name and yellow hyperlink arrows with the words
“parent”, “child”, “sibling”, and “spouse”, where
appropriate (Figure 2). In the non-animated condition,
clicking on a link would result in the destination of the link
immediately appearing on the screen.  The animated
condition would smoothly move the viewpoint to the
destination, showing all of the places in-between the source
and destination along the way.  All animations took exactly
one second, and they were animated at 20 frames per
second with an average speed of 750 pixels per second.
Animations used a “slow-in, slow-out” technique which
means that the animation speed increases smoothly at the
beginning, continues at a constant rate in the middle, and
decreases smoothly at the end.

Figure 2: Presentation of person in a family tree.
Arrows are hyperlinks for navigation.  Note that the
actual faces that were used in the experiment were
completely unfamiliar to the subjects.

Two different fictitious family trees were used in the test
– the Goodman family and the Flemming family. We
matched the two treatments by creating two family trees
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that were exactly alike in both the structure and the number
of family members the tree contained, although the names
and photographs of the family members varied (Figure 3).
This design has the risk that users would remember the
structure of the tree.  However, we decided that this risk
was better than the alternative of having different structures
that may not be comparable.  Each subject was presented
with one family tree with animation, and the other family
tree without animation.

A

F

C

B

ED

G H

I

Figure 3: The structure of the family tree.  This
view was never available to subjects.  Lines represent
marriage and child relationships (i.e., A & B are
married, and D & E are their children).

We created family trees with nine individuals in each
tree, and displayed only one or two nodes at a time.  We
used this size because the goal of our experiment was to
understand how people navigated information spaces where
each view showed a subset of the complete information.  In
addition, we wanted to test memory, and if we had
hundreds of family members, it would be more difficult to
test how well subjects could learn the whole tree.  In a pilot
test, subjects specifically stated that the nine-node tree was
a reasonable amount of information to try and learn – a
challenge, but not impossible.

2.3. Training

Prior to beginning the experiment, subjects were trained
in the use of Pad++, and in the nature of a family tree and
its relationships.  The goals of the training exercise were to
verify that our subjects understood family relationships,
and to orient them to the interface used in the experiment.
In the training section of the experiment, they were given a
family tree with and without animation and asked to answer
four questions about the family relationships and the
photographs.  We monitored our subjects during their
training and only accepted subjects into the experiment
who completed their training tasks with 100% accuracy. No
subjects were turned away due to errors in training.

2.4. Method

We used a 2x2x2 incomplete block design for this study.
Each subject was given matched tasks for the two family
trees, one with animation, and one without.  Half of the
subjects were given an animated family tree first; and half
of the subjects were given an animated family tree second.
The independent variables were transition type (with or
without animation), order (animation first or non-animated
first), and family tree (Goodmans or Flemmings).
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Questionnaire for User Interaction Satisfaction (QUIS)
developed at the University of  Maryland [23]. The
satisfaction level of animation and non-animation was
based on a series of questions:  overall reaction, locating
information, and remembering relationships.  Subjects were
also asked to give their opinions of the advantages and
disadvantages of an interface with animation.

The task of reconstructing the family tree was performed
away from a computer using printed photographs of each
family member without the name of the person. For each
subject, we recorded the time to complete the task and  the
number of errors.  Because there were different kinds of
errors, we measured them in two ways.  Our goal was to try
to understand if the kinds of errors that were made were
different in the two conditions.  First, we counted the
number of faces placed in an incorrect position.  Second,
we weighted the errors by how far away from the correct
position the faces were placed.  For each incorrect
placement, we assigned a weight of 1 if the face was simply
swapped with another face, or if the face was away from its
correct placement on the same row.  We assigned a weight
of 2 if the face was one row too high or low, and a weight
of 3 if the face was two rows too high or low.

2.5. Subjects

Twenty subjects participated in the experiment.  55% of
the subjects were male and 45% of the subjects were
female.  Subjects ranged in age from  20 to 44.  Mean age
was 27.  All but one of the subjects were students at the
University of Maryland at College Park.

Of the student subjects,  8 were computer science
majors, 5 were library and information science majors, 2
were engineering majors, 1 was an animal science major, 1
was a math major, 1 was a journalism major, and 1 was a
clinical psychology major. 15% of subjects reported
spending under 10 hours per week using a computer, 20%
reported averaging 11-20 hours, 35% reported averaging
21-30 hours, 30% reported over 31 hours.  Subjects were
paid $10 for their participation.

2.6. Results

We observed a statistically significant improvement in
accuracy of the reconstruction task by navigation type with
both the unweighted count (F1,19 = 16.165, p=.001) and the
weighted count (F1,19 = 16.816, p=.001) as reported in
Table 1. The animation treatment had fewer errors than the
non-animated treatment.  There was no statistically
significant difference in any of the other tasks or subjective
satisfaction by animation. For an effect to be considered
significant, p had to be less than or equal to 0.01.

There was also a significant ordering effect in the
reconstruction task accuracy by order (F1,19 = 8.780,
p=.009). This ordering effect showed that if the animation
was first, then there was little difference between animation

and no animation.  If the animation treatment was second,
however, then performance was significantly better with
animation (Figure 4).

Measure Animat
ed

Non-
Animated

Navigation Task
Mean time/question

18.6
secs

18.9 secs

Navigation Task
Mean errors

0.3 errs 0.1 errs

Exploratory Task
Mean time/question

7.2 secs 7.3 secs

Exploratory Task
Mean errors

2.4 errs 2.0 errs

Reconstruction Task Mean
time

37.8
secs

50.9 secs

Reconstruction Task
Mean errors, unweighted

0.4 errs 1.8 errs

Reconstruction Task
Mean errors, weighted

0.4 errs 3.35 errs

Subjective Satisfaction 6.0
(max 9)

5.9

Table 1: Summary results for experiment.  Significant
effects are shaded

Finally, there were several significant secondary effects
that are listed in Table 2.  These five effects were not
consistent in that they did not each show that one treatment
performed better than another based on order.

After the entire experiment, subjects were asked to write
down what they thought were the advantages and
disadvantages of animation, and they were asked to give
suggestions to improve the system.  Each comment was
categorized, and we report the totals of all of the comments
in Table 3.

Ordering Effect for unweighted 
Reconstruction Errors

0

0.5

1

1.5

2

2.5

3

3.5

Animated                 Non-Animated

# 
E

rr
o

rs

Anim First

Anim Second

Figure 4: Ordering effect for unweighted
reconstruction errors.
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Measure Effect
Navigation

Time
F1,19=20.924,

p<.001
Explore

Errors
F1,19=11.845,

p=.003
Explore Time F1,19=13.411,

p=.002
Reconstructio

n Errors
F1,19=9.979,

p=.006

Animati
on by
Order

Satisfaction F1,19=8.450,
p=.010

Table 2: Secondary significant effects.

Question Response # of
Responses

Improved
understanding of
relationships

12

Easier to use 2
Less strict 1
More fun 1

Advantages
of animation

Prettier 1
Slower 5Disadvantag

es of animation Distracting 2
Suggestions Add overall

view
12

Table 3: Number of subjects per comment.

2.7. Analysis

This experiment shows that, for the spatial map of the
family tree that we used, animation improved subjects’
ability to learn the spatial position of family members
within the tree without a speed penalty.  Subjects did not
perform navigation and recall tasks better with animation,
although the animation did not change their response time
either.  Further, while subjects did not prefer the animated
transitions to the non-animated transitions, 75% of them
specifically stated that they thought the animations helped
them learn the relationships between the data, and only
25% of them said that the animations slowed them down.

We find these data to support our hypothesis that
animated transitions help users built mental maps of spatial
information.  While our dataset is small, the visual space
that was navigated relative to the screen size was fairly
large, and so while it would be useful to run another study
with more data, we think this experiment’s results can be
generalized to other information systems where the space is
larger than the display.

Subjects clearly performed better reconstructing the
family tree in this experiment.  It is interesting, however,
that subjects did not perform better navigating the space, or

recalling relationships about family members.  Let us
examine these three task types more closely.

Animation had no significant effect on the first task of
navigating the family tree in order to learn the relationships
between family members.  This task involved clicking on
hyperlinks to explore the tree.  Since this task involved
many animated transitions, each of which took one second,
it is not surprising that performance time was not improved.
The fact that the animated transitions did not slow down
performance implies that either subjects were able to find
what they were looking for while following fewer links, or
by following each link quicker.  Unfortunately, we did not
record the number of links followed, and so can not report
on this.  There was also no significant difference in
correctness on this first task.  This is also not surprising
because nearly all of the questions were answered correctly
in both cases.

The questions for the second task were answered from
memory after the subjects had explored the family tree.
This eliminated the time spent animating the viewpoint as a
factor.  It might be expected that if users really had built
better mental maps of the information space, then
performance would have been improved on this task.
However, no performance improvement was seen for the
animated condition.

Our explanation is that although animation directly aids
in learning spatial relationships, it does not directly help
learning more complex relationships among data. It could
be that such a cross over takes more time. Or it could be
that spatial memory and symbolic reasoning are
independent enough that learning one does not necessarily
improve the other – even if they are related, as they were in
this study.

For the third task of reconstruction, animation did have a
significant effect, reducing the errors that subjects made
reconstructing the tree given pictures of the family
members' faces.  This effect was particularly strong
because not only were the number of errors smaller, but the
kinds of errors were less serious.  All of the 8 errors in the
animated treatment involved swapping of two faces, while
errors in the non-animated treatment involved switching of
3 or 4 faces.  Errors in the non-animated treatment included
14 swaps, 8 faces that were misplaced by sliding an entire
row out of place, and 14 more errors that were the result of
confusing 3 or 4 faces together.  This effect appears to be
strong because this task was heavily dependent on
remembering the spatial position of family members.

This reconstruction task was the one that had an
ordering effect (Figure 4).  Subjects did significantly worse
with the non-animated treatment if it was first.  However,
they performed only slightly worse with the non-animated
treatment if it was preceded by the animated treatment. One
explanation for this is that the subjects learned the structure
better with the animated treatment, and because the family
trees for each treatment had the identical structure, they
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could remember that structure from one treatment to the
next. Since those subjects that had the non-animated
treatment first did substantially better on the second
animated treatment, this implies that the non-animated
treatment did not help subjects learn the family tree
structure as well as the animated treatment, because if it
had, we would expect only a small improvement in the
second animated treatment.

Finally, we were surprised that despite the positive
comments about animation, subjects did not report a
preference either way.  This was especially puzzling
because we have received positive informal feedback on
previous occasions regarding animation [15, 17].

Our explanation here is twofold.  The first issue is that
subjects reported being quite frustrated doing this
experiment.  Most subjects wanted some way to see an
overview of the entire family (see Table 3).  The point of
our experiment was to study how people navigated spaces
where they could not see an overview.  However, there
were few enough people in the trees that subjects realized
this was an unrealistic situation, and thus apparently felt
that with or without animation, there were better
alternatives for exploring family trees.  Thus, subjects
reported their dissatisfaction equally between treatments.
A second issue is that we administered the satisfaction
questionnaire separately for the animated and non-animated
conditions, and we never specifically asked people to
compare them.  Since subjects did report positive effects of
animation when asked specifically about animation (see
Table 3), perhaps if we had asked subjects to directly
compare the two conditions, we would have seen different
results.

So, why does animation appear to improve people’s
ability to learn spatial position and relationships of data?
We do not know the answer to this question, but think our
initial intuition is part of the answer.  We think that
animation helps users to maintain object constancy, and
that without animation, users must spend time rebuilding an
understanding of which object is which.  When an object
does not appear in all the views, then animation may be
even more important because users can see which direction
it is going, and so they can build a mental map of where
things are.

3. Conclusion

While the current study does provide interesting results,
it does not answer all of our questions. For instance, we
would like to run an animation experiment on a larger data
set, and we would like to know what the factors are in
determining an optimal time to be spent for the animated
transitions.  We also would like to study the issue of
animation time more closely, making sure that the
animation is responsible for the performance improvement,
and not just the increased time of the transition.  Animation
has a strong visual impact, and not all users like it.  So,

future studies should be careful to consider user satisfaction
as well as performance.  Finally, we also would like to
understand animation well enough so that we can pursue
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