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Abstract - This paper aims to predict a breast cancer patient’s prognosis and to determine the most important prognostic factors by means of logistic regression (LR) as a conventional statistical method, multilayer backpropagation neural network (MLBPNN) as a neural network method, fuzzy K-nearest neighbour algorithm (FK-NN) as a fuzzy logic method, a fuzzy measurement based on the FK-NN and the leave-one-out error method. The data used for breast cancer prognostic prediction were collected from 100 women who were clinically diagnosed with breast disease in the form of carcinoma or benign conditions. The data set consists of 7 image cytometric prognostic factors and 2 corresponding outputs to be predicted: whether the patient is alive or dead within 5 years of diagnosis. The LR stratified a 5-factor subset with a prognostic predictive accuracy of 82%, while the highest predictive accuracy of the MLBPNN was 87% obtained from two subsets. In this study, the FK-NN yielded the highest predictive accuracy of 88% achieved by eight different subsets, of which the subset with the highest fuzzy measurement was {tumour histology, DNA ploidy, SPF, G₀G₁/G₂M ratio}. Although the three methods resulted in different models, the results suggest that tumour histology, DNA ploidy and SPF, which are included in all three methods, may be the most significant factors for achieving accurate and reliable breast cancer prognostic prediction.
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I. INTRODUCTION

Prognosis of cancers is a complex dynamic non-linear process that involves a set of non-linear markers and multi-variable interactions. Conventional statistical methods such as logistic regression (LR) [1] have been applied in cancer research, but did not always, if at all, result in reliable conclusions as far as an individual patient’s prognosis of disease development is concerned [2]. Consequently, the development of intelligent methods that are able to yield reliable and accurate cancer prognosis has become important.

Artificial Neural Networks (ANNs), which are simplified mathematical models of the central nervous system, have been shown to be more capable of learning and modelling non-linear and complex systems than classical techniques [3]. Among various ANN architectures, multilayer backpropagation neural networks (MLBPNN) have been used widely for oncological prognosis and diagnosis [1]. Since Zadeh introduced fuzzy set theory in 1965 [4], it has been successfully applied in many areas including medicine. There is limited literature on fuzzy-based modelling in cancer, most of which having dealt with image analysis [5]. The fuzzy K-nearest neighbour algorithm (FK-NN) is one of the fuzzy-based classifiers that have been shown to be a powerful method for classification of patterns within data sets [6].

In recent years, several prognostic markers have been used as indicators of disease progression in breast cancer. Recently published research by Naguib et al. assessed four markers {DNA ploidy, S-phase fraction (SPF), G₀G₁/G₂M ratio, and nuclear pleomorphism index (NPI)} using artificial neural networks, and showed their influence on prediction of disease development [7]. They analysed them excluding the factors one by one from the data set, and made comments with respect to the predictive accuracy of the models. However, different combinations of the factors were not considered.

Image cytometry of breast cancer tissue usually involves the measurements of DNA ploidy, G₀G₁/G₂M ratio, SPF (%), and NPI. G₀G₁/G₂M ratio is the relative proportion of cells in the G₂M and G₀G₁ phases of the cell cycle. NPI is determined by two values: maximum (end) NPI (E-NPI) that shows normal nuclear shape and minimum (start) NPI (S-NPI) that indicates greater deviation from normality. In this study, those values of NPI have been considered as two separate markers rather than one marker as in [7]. Furthermore, in this study, two more factors {tumour histology and tumour grade} are included in the data set to assess their influence on prediction, as well as the relationship between combinations of the factors.

In previous studies conducted by our group, it was demonstrated that the fuzzy K-nearest neighbour (FK-NN) algorithm was capable of predicting prognosis in prostate and breast cancers, and a fuzzy measurement derived from the FK-NN was used as an indication of the importance of the prognostic factor subsets on prediction of the cancers [8 - 10]. In this study, the degree of importance of seven breast cancer prognostic factors will be analysed using a fuzzy measurement derived from the FK-NN and predictive accuracy of FK-NN, and compared with the results obtained by using the LR and MLBPNN. The paper is organised as follows: Section II deals with the structure of the breast...
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cancer data set used in this study; Section III explains the methods; Section IV provides experimental results and Section V discusses the results. Conclusions are given in Section VI.

II. THE BREAST CANCER DATA STRUCTURE

The data set was collected from image cytometric data of fine-needle breast aspirates for 100 women who were clinically diagnosed with breast disease in the form of carcinoma or benign conditions. It consists of 7 prognostic markers measured for each patient. These are listed in Table I and used as input parameters to the different methods.

In this analysis, two corresponding outputs for histological assessment were predicted: alive or dead (within 5 years of diagnosis). In the assessment of the 100 patients, 86 patients had survived for 5 years with or without the disease, whereas 14 patients had died within 5 years of diagnosis.

III. METHODS

A. Logistic Regression

The goal of an analysis using the logistic regression (LR) method is the same as that of any model building technique used in statistics, that is to find the best fitting and most parsimonious model to describe the relationship between an outcome (dependent or response variable) and a set of independent (predictor or explanatory) variables. The outcome variable in logistic regression is binary or dichotomous, i.e. “yes” or “no”, which is a feature that distinguishes the LR method from other statistical regression methods [11].

There have been several methods used for estimation and optimisation of the LR. The most commonly used method of estimation is maximum likelihood, where the Newton-Raphson algorithm is used to effectively estimate and optimise LR parameters [12].

In LR-based statistical analysis, univariate and multivariable factor analyses are used to assess the factors to determine their importance on predictive accuracy. Univariate analysis considers only one variable at a time, whereas multivariable analysis is applied to more than one variable or a whole variable set. A widely adapted approach to multivariable analysis for feature selection using LR is that of a stepwise method in which variables are selected either for inclusion or exclusion from the model in a sequential fashion based on statistical criteria. There are two main versions of the stepwise procedure: (a) forward selection with a test for backward elimination, and (b) backward elimination followed by a test for forward selection. In the stepwise method, errors are assumed to follow a binomial distribution, and significance is assessed via the likelihood ratio $\chi^2$ test [11]. Thus, at any step in the procedure, the most important variable will be the one that produces the greatest change in the log-likelihood relative to a model not containing the variable.

<table>
<thead>
<tr>
<th>Breast Cancer Prognostic Factors</th>
<th>Index</th>
</tr>
</thead>
<tbody>
<tr>
<td>Tumour Histology Type</td>
<td>1</td>
</tr>
<tr>
<td>Tumour Grade</td>
<td>2</td>
</tr>
<tr>
<td>DNA Ploidy</td>
<td>3</td>
</tr>
<tr>
<td>SPF (%)</td>
<td>4</td>
</tr>
<tr>
<td>G0/G1/G2/M Ratio</td>
<td>5</td>
</tr>
<tr>
<td>S-NPI</td>
<td>6</td>
</tr>
<tr>
<td>E-NPI</td>
<td>7</td>
</tr>
</tbody>
</table>

B. Multilayer Backpropagation Neural Networks

Multilayer feedforward neural networks (MLFFNN) have gained their popularity due to their capability of performing arbitrary mappings. Such mappings are possible if a sufficient number of hidden units are provided and if the network can be trained, that is if a set of weights that perform the desired mapping can be found [3].

Backpropagation (BP) is a general supervised method for iteratively calculating the MLFFNN’s weights and biases. This type of MLFFNN is termed multilayer backpropagation neural networks (MLBPNN). It uses a steepest descent technique that is very stable when a small learning rate is selected, but has slow convergence properties [3]. Several methods for speeding up BP such as momentum and variable learning rates have been proposed [3]. However, the general method used for applications of MLBPNN is a steepest descent method with learning and momentum terms [1].

C. Fuzzy K-Nearest Neighbour Classifier

The fuzzy K-nearest neighbour algorithm (FK-NN), which is one of the widely used fuzzy based pattern classification methods, was proposed by Keller at al. in 1985 [6], and has been shown to be a powerful pattern classifier with various fields of application including medicine [6, 8, 9, 10]. This method is a function of class membership degrees and distances between a pattern to be classified and patterns of which class membership degrees are previously known. A class membership degree between 1 and 0 is computed using the first $K$ (the number of neighbourhoods) minimum distances and the class membership degrees.

The FK-NN gives not only a class to which the pattern is assigned but also the class membership degree that provides information about the certainty of the classification decision. For example, if a pattern’s membership degrees of classes 1 and 2 are 0.99 and 0.01, respectively, one can obviously be convinced that class 1 is the class to which the pattern belongs. However, if a pattern’s membership degrees of classes 1 and 2 are 0.51 and 0.49, a high degree of confusion...
arises as to which class it should be assigned. We refer readers to [6, 8, 9, 10] for details of the algorithms.

D. Fuzzy Measurement

The fuzzy measurement is a function of a class membership computed by means of the FK-NN algorithm. This measurement gives a degree of importance between 0 and 1 for each class (e.g. class-\(c\)) for subsets of the factors showing a degree of how representative the subsets can be of class-\(c\). The highest value of the measurement is considered as a degree of importance of the subset. We refer readers to [8, 9, 10] for details of the algorithms.

E. Leave-One-Out Method

The “leave-one-out” method, regarded as a more reliable assessment of a classifier performance [11], will be used for LR, MLBPNN and FK-NN in order to test every pattern within the data sets. This method does not require dividing the data set into learning and testing data sets. The “leave-one-out” method leaves one pattern out of the learning data set and uses it as a test pattern every time. This procedure continues until each pattern is tested. This method avoids confusion over randomly selecting learning and test data sets. The method is also particularly suitable when a small amount of data is available, which is very common in oncological prognostic prediction applications. The results of testing each pattern by using the LR, MLBPNN and FK-NN are used to determine predictive accuracy.

IV. EXPERIMENTAL RESULTS

The following provides the experimental results obtained using LR, MLBPNN and FK-NN methods, respectively, for breast cancer prognosis of the image cytometric data.

Throughout these analyses, 99 combinations (subsets) of the prognostic factors from the 7-factor model to the 3-factor model were examined to determine the best subset(s) of the factors with the highest predictive accuracy and to interpret the interactions between the factors.

A. Logistic Regression (LR)

For the LR-based statistical analyses, the entire data set was first analysed by using SPSS [13]. In order to obtain an optimal model, the backward stepwise method was employed. A stratified model was {tumour histology, tumour grade, DNA ploidy, SPF (%), E-NPI}. This model was also used to obtain the leave-one-out predictive accuracy. The results are listed in Table II, where Class-1 and Class-0 refer to survival with or without the disease, or death within 5 years of diagnosis, respectively.

<table>
<thead>
<tr>
<th>Methods</th>
<th>Class - 1</th>
<th>Class - 0</th>
<th>Total</th>
</tr>
</thead>
<tbody>
<tr>
<td>Entire data set analyses by means of SPSS</td>
<td>97.90</td>
<td>14.30</td>
<td>86.00</td>
</tr>
<tr>
<td>Leave-one-out</td>
<td>95.35</td>
<td>00.00</td>
<td>82.00</td>
</tr>
</tbody>
</table>

B. Multilayer Backpropagation Neural Networks (MLBPNN)

For MLBPNN analysis, the neural network toolbox of MATLAB [14] was used. The network structure consisted of three-layers with ten neurons in the hidden layer. It was trained for 5000 training cycles. The highest predictive accuracy for the leave-one-out experiments was 87% obtained from two subsets: {tumour histology, DNA ploidy, SPF (%), G_{0}G_{1}/G_{2}M ratio, S-NPI, E-NPI} and {tumour histology, DNA ploidy, SPF (%), E-NPI}.

C. Fuzzy K-Nearest Neighbour Classifier (FK-NN)

The FK-NN analyses were carried out for up to eight neighbourhoods, i.e., \(K\)=1 to 8. The highest predictive accuracy obtained from \(K\)=6 and 7 was 88%. The eight different subsets yielded the same predictive accuracy of 88%. Among these subsets, four had the highest fuzzy measurement of 0.8183, and should be considered as the most important subsets of the factors since the fuzzy measurement denotes a degree of importance as mentioned in section III-D. They are 1: {tumour histology, grade, DNA ploidy, SPF (%), G_{0}G_{1}/G_{2}M ratio, S-NPI, E-NPI}, 2: {tumour histology, grade, DNA ploidy, SPF (%), G_{0}G_{1}/G_{2}M ratio, E-NPI}, 3: {tumour histology, grade, DNA ploidy, SPF (%), G_{0}G_{1}/G_{2}M ratio, S-NPI}, 4: {tumour histology, grade, DNA ploidy, SPF (%), G_{0}G_{1}/G_{2}M ratio}.

V. DISCUSSION

Prediction of breast cancer prognosis was carried out by means of three different methods. The predictive accuracy obtained from these methods and the corresponding stratified models are presented.

The LR statistical method of analysis identified the 5-factor model {tumour histology, grade, DNA ploidy, SPF (%), E-NPI}. However, this method highlights the difference in predictive accuracy between the leave-one-out technique, which refers to an individual patient’s prognostic prediction, and the entire data set, these being 82% and 86%, respectively. It thus reveals that this method must be validated on data not used for its design, and that the result may not be reliable.

MLBPNN yielded a predictive accuracy of 87%, which is higher than that of LR. MLBPNN identified two models of the following 6 and 4 factor subsets: {tumour histology, DNA ploidy, SPF (%), G_{0}G_{1}/G_{2}M ratio, S-NPI, E-NPI} and {tumour histology, DNA ploidy, SPF (%), E-NPI}.
The FK-NN method identified the eight different subsets with the same highest predictive accuracy of 88%. In order to precisely identify the most significant subset, we selected the four subsets that yielded the highest value of the fuzzy measurement. A closer analysis of these subsets shows that the subset \{tumour histology, DNA ploidy, SPF (%), G0G1/G2M ratio\} has the least number of prognostic factors, thus demonstrating that the excluded factors did not enhance the predictive accuracy and thus do not lend any significant contribution to the predictive accuracy of breast cancer prognosis of image cytometric data.

LR and MLBPNN results showed that maximum (end) NPI (E-NPI) is included in the model and is thus a more important factor than minimum (start) NPI (S-NPI). It should therefore be noted that E-NPI and S-NPI should be considered as separate factors, unlike the results reported in [7].

Furthermore, the three prognostic factors \{tumour histology, DNA ploidy, and SPF\} that are common in the models identified by all three methods may be the most significant factors for breast cancer prognostic prediction of image cytometric data. It is also shown that the additional factor \{tumour histology\} has been found to be significant in order to attain the highest predictive accuracy.

**VI. CONCLUSIONS**

The results for prognostic prediction of breast cancer patients by means of LR as a conventional statistical method, MLBPNN as a neural network method, FK-NN as a fuzzy logic method have been presented. The highest predictive accuracy is obtained from the FK-NN approach, while LR yielded the poorest predictive accuracy. We are of the opinion that the FK-NN and the fuzzy measurement are the best for achieving higher predictive accuracy and determining the most important prognostic factor(s) and subset(s) of these factors. In addition, the results suggest that the three prognostic factors \{tumour histology, DNA ploidy and SPF\} may be the most important factors for accurate and reliable breast cancer prognostic prediction.
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