**REPORT DOCUMENTATION PAGE**

Public reporting burden for this collection of information is estimated to average 1 hour per response, including the time for reviewing instructions, gathering, and maintaining the data needed, and completing and reviewing this collection of information. Send comments regarding this burden estimate or any other aspect of this collection of information, including suggestions for reducing this burden, to Washington Headquarters Services, Directorate for Information Operations and Reports, 1215 Jefferson Davis Highway, Suite 1244, Arlington VA 22202-4302. Respondents should be aware that notwithstanding any other provision of law, no person shall be subject to any other provision of law.

**1. REPORT DATE** (DD-MM-YYYY) 08/21/2002  
**2. REPORT TYPE** Final  
**3. DATES COVERED** (From - To) Jan 1, 1999-May 31, 2002

**4. TITLE AND SUBTITLE**  
Instruction in Dynamic Tasks based on a High-Fidelity Cognitive Architecture

**5. AUTHOR(S)**  
John R. Anderson

**6. PERFORMING ORGANIZATION NAME(S) AND ADDRESS(ES)**  
Carnegie Mellon University  
Department of Psychology  
Baker Hall 345D  
Pittsburgh, PA  15213-3890

**7. SPONSORING / MONITORING AGENCY NAME(S) AND ADDRESS(ES)**  
Grants Administration Office – Navy  
536 South Clark Street  
Federal Building – Room 208  
Chicago, IL  60605-1588  
Attn: Kathy Wharry, Grants Administrator

**8. PERFORMING ORGANIZATION REPORT NUMBER**

**9. DISTRIBUTION / AVAILABILITY STATEMENT**  
Unrestricted/unclassified

**10. SPONSOR/MONITOR’S ACRONYM(S)**

**11. SPONSOR/MONITOR’S REPORT NUMBER(S)**

**12. SUPPLEMENTARY NOTES**

**13. ABSTRACT**

Initial research was performed on the Brute synthetic task for unmanned flight (based on the Predator system). This research indicated that spatial orientation was a major difficulty that people had in performing this task. Many participants made many errors in their directional judgments. A series of experiments were performed systematically investigating the difficulties people had in integrating a map view of a terrain with a camera view available from a plane. Two strategies were identified for bringing the map view and the camera view into alignment. One strategy involved mentally rotating the camera view until it was in alignment with the map view. The second strategy involved calculating the offset of various targets in the camera view and adding that offset to the direction of orientation in the map. Cognitive models in ACT-R were developed that implemented both of these strategies and fit to eye movements of participants. Part of this effort involved developing an imagery module for ACT-R that can be used more generally to model navigation. The final report describes in more detail the nature of the experimentation, the results, and the ACT-R model.

**14. SUBJECT TERMS**

**15. SECURITY CLASSIFICATION OF:**

<table>
<thead>
<tr>
<th>a. REPORT</th>
<th>b. ABSTRACT</th>
<th>c. THIS PAGE</th>
</tr>
</thead>
</table>

**16. SECURITY CLASSIFICATION OF:**

**17. LIMITATION OF ABSTRACT**

**18. NUMBER OF PAGES**

**19. NAME OF RESPONSIBLE PERSON**

**19B. TELEPHONE NUMBER** (include area code)

---

Standard Form 298 (Rev. 8-98)  
Prescribed by ANSI Std. 239.18
Final Performance Report
AFOSR F49620-99-1-0086

Objectives

The general goal of our project has been to use cognitive modeling to improve training in synthetic tasks of interest to the Air Force. For this particular project we initially chose to focus on the Brute simulation of unmanned flight that was developed at Brooks Air Force Base. We had hoped to work closely with the people at Brooks Air Force Base on this task but that has proven not possible with the reduction of the laboratory there. Therefore, we were left on our own and chose to identify what was conceptually difficult about the task. We identified three features: processing of instruction, categorizing perceptual information, and making spatial judgments. While we did work on all three we focused most on the third since Gugerty, deBoo, Jenkins, and Morley have shown that it poses significant difficulties to Air Force recruits. Our goal has been to develop ACT-R cognitive models of these aspects of the task that could serve as a basis of instructional intervention.

Status of Effort

We completed an initial study of skill acquisition in the full Brute simulation. Subsequent to this, we have completed empirical studies of all three components chosen for study – processing of instruction, categorizing perceptual information, making spatial judgments. ACT-R models were developed for aspects of each of these three components.

Accomplishments/ New Findings

The initial study of skill acquisition revealed that, while participants improved systematically with practice, they continued to have residual difficulties with processing of messages, judgments of perceptual information, and spatial judgments. Work was done on modeling real-time instruction processing both in terms of the syntactic and semantic processing involved and in terms of the conversion of this information into effective procedures. This contributed to the ongoing development of a general instruction module for ACT-R. A series of experiments were performed documenting the effects of past experience on categorization of perceptual information. An ACT-R model called Anchor was developed that modeled these data and a good bit more from the psychophysics literature.

The basic spatial task involved in Brute involves relating information displayed on a plane-mounted camera and the information displayed on a map of the region. This map is typically displayed in the canonical north-up orientation with representation of the location of the plane and camera angle and target. Integrating the camera view and the map information involves relating two frames of reference - the camera view provides what is called an egocentric frame of reference and the map view provides what is called an allocentric frame of reference.

Our initial study looked at whether participants would improve at a spatial task with extensive practice and how they would improve. There are two related tasks typically found in the Brute
simulation. One involves judging the cardinal direction of an object in the camera view and the other involves identifying the object that is in a specified cardinal direction. We have looked at both tasks in the laboratory but have focused mainly on the first. In this task participants are asked what direction a particular point is in the camera view and given a map view with an indication of the direction of the camera. Most participants initially report rotating themselves mentally in space to adopt the position of the camera view in the map, determining the angle of the point in the camera view, and then "pointing" to that position in the map view. This reflects their effort to bring the egocentric and allocentric points of view into alignment. However, such judgments can be made more simply and accurately by simpler rotational or clock-counting strategies. In both strategies the camera view is no longer treated as an egocentric point of view. In the rotational strategy they rotate the camera view until its position of the object is aligned with the position in the map view. In the counting strategy they count the number of clock ticks the target is from 6 o'clock in the camera view and apply that same count to the map from the plane position. With extensive practice participants come to adopt some mixture of these strategies. Over the course of an hour experiment participants improved their speed in making these judgments by a factor of 2.

We then developed a simulation of this task in the ACT-R/PM architecture. The ACT-R/PM architecture integrates a sophisticated theory of cognition, ACT-R, with a theory of perceptual and motor processing. The cognitive system gives us the ability to accurately model the cognitive demands of the task and the perceptual and motor modules allow us to model integration of cognition with perception and cognition. Each of these modules can process information in parallel with the other modules but within each module information processing is serial. This serial-parallel combination allows us to model both the information-processing demands and opportunities created in a multi-tasking environment.

We actually developed two models in ACT-R/PM that reflected the two strategies that participants evolved towards – the strategy where they rotated the camera view and the strategy where they counted clock ticks. The two models made somewhat distinct predictions but neither really corresponded to the data which we felt resulted from a mixture of the two strategies. Therefore, in a follow-up study we trained different participants on these two strategies and found that the models did fit the data of the participants trained with the appropriate strategy. Moreover, the trained participants more quickly achieved high level of performance than the untrained participants. These two strategies make two distinct predictions about eye movements and we completed an eye movement study that confirmed these predictions.
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