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ABSTRACT

This thesis examines the compression performance of the JPEG2000 standard for
image transmission over noisy channels. Other features of the standard, such as error
resilience and region of interest, have been studied and their effectiveness tested on
several images. The JPEG2000 still image compression standard has provided higher
compressions performance with lower distortion and better image quality than JPEG.
JPEG2000 has the capability to define regions of interest of any shape and size and code
the selected regions with a higher fidelity than the rest of the image. Compressed image
data is transmitted over a noisy wireless channel based on Gilbert-Eliot model, which
simulates both isolated and burst errors. JPEG2000 error resilient tools are used to allow
the decoder to detect and conceal errors introduced in the channel. The results indicate up

to 10 dB improvement in the peak signal to noise ratio when these tools are used.
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EXECUTIVE SUMMARY

The demand for image compression performance superior to the existing
standards and the need for robust image transmission over wireless channels have
increased in the last years due to the explosive growth of network applications and
mobile multimedia. A new still image compression standard, known as JPEG2000, is
designed to compliment the existing JPEG. JPEG2000 is a wavelet-based codec, which
supports different types of still images and provides tools for a wide variety of
applications, such as Internet, image library, and real-time transmission through wireless

channels.

This thesis investigates the compression performance of the JPEG2000 standard,
in comparison with JPEG, for image transmission over wireless bandlimited noisy
channels. Other features of the standard, such as error resilience and region of interest,
have also been studied and their effectiveness tested on several images. The thesis also
examines the effect of channel coding techniques, such as forward error correction,
automatic repeat request (ARQ) and hybrid-ARQ, in combination with JPEG2000’s error
resilient tools on the perceived quality of the image after transmission through an
unreliable channel. The communication channel used is based upon the Gilbert-Eliot
model with an embedded two-state Markov process for simulating slow fading

conditions.

JPEG2000 still image compression standard has provided high compression rates
(better than 80:1) with low distortion, and image quality significantly better than JPEG.
While its performance is superior to that of JPEG, the JPEG2000 algorithm is more

complex and computationally more expensive than JPEG.

Image compression with a specified region of interest using JPEG2000 has also
been examined. This feature of JPEG2000 enables the user to define regions of interest of
any shape and size and code the selected regions at a better quality than the rest of the
image. The effectiveness of the region of interest feature is demonstrated using several

images and for different shapes.
Xix



Both compression schemes have been investigated for image transmission over
bandwidth-limited, noisy channels. The bitstreams of both JPEG and JPEG2000 were
encoded using three different error control schemes: convolutional forward error
correction code, stop-and—-wait ARQ and hybrid-ARQ. Based on simulation results,
baseline JPEG was found to be unreliable for image transmission over noisy channels due
to frequent loss of synchronization between the bitstream and the decoder. In comparison,
JPEG2000 provides various error resilient mechanisms that enable the decoder not only
to achieve synchronization with the bitstream, but also to detect and correct errors that
were injected into the bitstream during transmission. The results indicate up to 10 dB
improvement in the peak signal-to-noise ratio of the received images when these tools are

used.

An interesting extension of this work may consider more accurate channel
models, such as a model based on a four-state Markov chain. Additional future effort may
consider transmission of JPEG2000 bitstream enhanced with other forward error
correction codes, such as turbo codes or Reed-Solomon codes. A simulation of a multi-
node network for compressed image transmission along with the error resilient tools of

JPEG2000 under network congestion conditions would be of interest.
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I. INTRODUCTION

The demand for image compression performance superior to the existing
standards and the need for robust image transmission over wireless channels have
increased in the last few years due to the explosive growth of network applications and
mobile multimedia. The Joint Photographic Expert Group 2000 (JPEG2000), which is
both an ITU-T standard (ITUOT.800) and an ISO standard (ISO 15444), addresses the
compression of a wide spectrum of still images and provides reliable error resilient

bitstream coding for transmission through unreliable channels.

JPEG2000 is a wavelet-based codec and is intended to support different types of
still images, such as bi-level, gray-level and multi-component, with different
characteristics such as natural, scientific, medical, and text. JPEG2000 allows different
image models including Internet applications, image library, and real-time transmission
through channels with limited bandwidth. The new standard is designed to compliment
the existing JPEG standard rather than replace it. Its coding system provides low bit-rate
operation suitable for limited bandwidth networks, with low rate-distortion and subjective

image quality superior to the currently used standard [1].

JPEG2000 uses the Embedded Block Coding with Optimized Truncation
(EBCOT) to generate the embedded bit stream [1]. The main advantage of this algorithm
is that the image need not be compressed multiple times in order to achieve the desired
bit-rate, unlike with the JPEG compression standard. Another related advantage of
practical significance is that the bitstream produced with this algorithm provides error
resilient tools that allow the decoder to efficiently detect and to some extent undo the
effect of error injections due to a noisy channel over which the image was transmitted.

A. THESIS OBJECTIVES

Given the importance of network image applications within the context of the
present and future commercial and military systems, this thesis investigates the
performance of the JPEG2000 compression standard and its error resilient mechanisms.
The compression performance of JPEG2000 is evaluated and compared with that of the

JPEG standard for different images. Different modes of compression provided by



JPEG2000 are tested and conclusions related to the performance are provided. The

effectiveness of the region of interest coding is studied as well.

The thesis also examines the effect of channel coding techniques, such as Forward
Error Correction (FEC), Automatic Repeat Request (ARQ) and Hybrid ARQ, in
combination with JPEG2000’s error resilient tools on the perceived quality of the image
transmitted through an unreliable channel. The communication channel used is based
upon the Gilbert-Eliot model with an embedded two-state Markov process for simulating
slow fading conditions.
B. THESIS ORGANIZATION

This thesis is organized into five chapters and three supporting appendices.
Chapter II provides an overview of wavelet theory and wavelet analysis. Chapter III
describes the Joint Photographic Expert Group 2000 (JPEG2000) standard for still image
compression. Also, tools that provide error resilience for JPEG2000 image transmission
over error-prone channels are briefly described. Chapter IV presents the transmission
schemes that will be used for the evaluation of image compression over unreliable media.
The channel model used in simulations is also presented. Simulation results of JPEG2000
image transmission over unreliable channels and the application of optional error resilient
tools to enhance image quality are presented. Chapter V summarizes the work and
provides conclusions. Appendix A presents additional examples of comparison between
JPEG2000 and JPEG. Appendix B includes results of image transmission for different
channel conditions in addition to those presented in Chapter IV. Appendix C provides

usage and examples of JPEG2000 VMS.5 source code.



II. INTRODUCTION TO WAVELETS AND THE WAVELET
TRANSFORM

A. INTRODUCTION

Wavelet representation of signals provides a more efficient localization in both
time and frequency or scale than the Fourier transform or the short-time Fourier
transform. Wavelets also lend themselves to multiresolution analysis in which the signal
is decomposed in terms of detail and approximation (resolution) coefficients. The
multiresolution decomposition separates the components of a signal in such a way that it
is more flexible than most other methods of analysis, processing, or compression. This
approach can be used for linear as well as non-linear processing of signals and offers new

methods for signal detection [2], classification [2], filtering [3], [2] and compression [4],
[5].

This chapter introduces wavelets in order to understand how wavelet analysis is
implemented in the JPEG2000 still image compression standard, presented in Chapter III.
It provides examples of methods based on wavelet analysis in terms of one-dimensional
signals and then extends them to image processing. MATLAB is the programming
software used for most of the examples and figures presented.

B. SIGNAL TRANSFORMATIONS

The Fourier transform of a signal x(¢)is given by

+00

X(f)= [ x(t)e?""ar 2.1)
and its inverse transform is
x(t)= [ X (f)e™"df 22)

Although Fourier transform is widely used, it does not provide a desirable time-

frequency representation when the signal is non-stationary [5]. One approach to this
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problem is to use the short-time Fourier transform, which assumes that short segments of

non-stationary signals are stationary. A window function W (t) is chosen to represent the

segment over which the stationarity of the signal is valid. The mathematical expression

for short-time Fourier transform is
X(t,f):j[x(t)W*(t—t')}e_zj"ﬁdt (2.3)
t

where the asterisk on W*(t) indicates complex conjugation. The short-time Fourier
transform provides a true time-frequency representation of the signal.

Due to the uncertainty principle, the short-time Fourier transform can estimate the
time intervals in which certain bands of frequencies exist but not the exact time a
frequency of a signal changes. The time-frequency representation using the wavelet
transform, on the other hand, has the capability to provide an exact time frequency
characterization.

1. Wavelet Transform

The signal x(t) can be represented as a linear combination
x(t)= ZWI\UZ (¢) (2.4)
i

where w, are the real-valued expansion coefficients and y,(¢) are a set of real-valued

functions of ¢ [4]. The reader may note that the representation of Equation (2.4) is similar
to that of the Fourier series. The set of functions v, (t) that uniquely represent a signal

are referred to as a basis set.

From a function called the mother wavelet, a basis set can be realized through
scaling and translation. The scaled and translated version of a mother wavelet function

can be expressed as [4]

Vau()=— | =2 @5)
Jo ' U a



where a and b represent the scale and translation parameters, respectively. Figure 2-1
shows the Meyer mother wavelet as well as its translated and scaled versions. Both

translation and scale parameters are set equal to 2.

Mother Wavelet "Meyer® Translated Yersion Scaled Yersion

15 : 15 : 15

Indesx t Indesx t
Figure 2-1.  Meyer Mother Wavelet and its Translated and Scaled Versions.

The expansion coefficients of Equation (2.4) can also be denoted as a continuous

valued wavelet transform w, , as given by the inner product [4]

Wy = <, (1), j Vo (1 (2.6)

where a and b are continuous valued parameters. The signal then can be represented as

[4]

Wo Vo b —2 (2.7)
o

where C, =J-0+w%m and ‘P((D) =FT(\|1 (t))



2. Discrete Wavelet Transform

As with other signal transforms, it is desirable to discretize the wavelet transform
by discretizing the scaling and translation parameters oo and b. A commonly used way

to discretize oo and b is as follows [5]
a=a,’, b= kb’ j.keZ (2.8)

where Z represents all the integer numbers. The most common choices for a, and b, are

2 and 1, respectively. This results in a two-dimensional representation of the wavelet. The

value of parameter £ represents the parameterization of time or space, and the value of j

the frequency or the logarithm of scale. The discrete version of the wavelet set of

Equation (2.5) is then given by [4], [5]
v, (1)=2"y (27t-k), jkeZ (2.9)

The function x(t) can now be reconstructed from the wavelet coefficients as

follows [4]

x(t):;ZWj,ij,k (t) (2.10)

where the wavelet coefficients w,, are given by

we= <xOw,(0)> =2 [x(e) (27— k)t (2.11)

C. MULTIRESOLUTION ANALYSIS

Let S be a vector space of signals. If x(t) € S, then it can be expressed as [4]
x(t)=> a9, (1) (2.12)
k

where ¢, (t) form the basis set for space S for unique representation and can be obtained

from the scaling function ¢ (¢) as follows [4]



o (1) =9 (t—k) keZ, pel (2.13)

A two-dimensional expression of Equation (2.13), similar to that of Equation (2.9), is

desirable [5]:
¢, (1)=2""¢(2't—k) (2.14)

where as in Equation (2.9) of the wavelet function, k& represents the translation and ; the

scale. This two-dimensional family of functions, generated from the basic scaling

function by scaling and translation, spans over &

Vi :SPW)}:SP‘M {‘I)j,k (t)} (2.15)

k k

where ¥, denotes the nesting of spans of ¢ (2j t—k) and is graphically illustrated in

Figure 2-2. Consequently, V, cV, cV,..cV, cV,

> Vje€Z [4]. From Figure 2-2, as
the resolution increases toV, , the approximation signal converges to the original [6].

Subspaces W, are explained in the next subsection.

Figure 2-2.  Nested Vector Spaces Spanned by the Scaling Functions from [4].

Also, the nested vector spaces must satisfy the following scaling condition
7



(1) eV, =4 (2)eV,, (2.16)
This condition allows ¢ (¢)to be expressed as a weighted sum of shifted ¢ (2¢)as
0 (£) =Y h(n)N20 (2t-n), neZ (2.17)

where #(n) is a sequence of real or complex numbers called scaling function
coefficients. This is the multiresolution analysis (MRA) equation or the dilation equation

[4].

Figure 2-3 shows how scaling functions can be used to approximate an envelope
of speech signal. The first plot is the original signal and the following plots are the
approximations of the signal after projection onto subspaces V,V,V,and V;. As can be
seen, by moving to a higher resolution vector space, the approximation of the signal

becomes better. The subscript j of ¢, (t) represents the scale of the basis function. For

this example, the basis function is Daubechies’3 (db3).



Signal and Approximation(s)

x(t)

25 30 35 40 45 =0 a5
time index. t

Figure 2-3.  Approximation of a Signal x(t) by using the Scaling Function
Daubechies’3 or db3.

1. Wavelet Vector Space and Wavelet Function
The best way to represent a signal x(t) is not by using a set of scaling functions

at multiple resolution subspaces, but by defining a set of functions that span the

differences between subspaces V;,,,V,,...,etc. These functions are the wavelets y ;, (7)

as defined in Equation (2.9). The subspaces spanned by the wavelet functions are denoted

as W, and are orthogonal to V;. The scaling and wavelet spaces satisfy the following

relationship

e

Jj+l

=V, ®W, (2.18)

which is illustrated in Figure 2-2.



Similar to Equation (2.17), a mother wavelet function can be represented as a

weighted sum of scaled and translated functions

Zw N2 (2t—n), neZ (2.19)

where w(n) is a set of expansion coefficients. Equation (2.19) is a fundamental wavelet

equation and will be used later for implementing the wavelet multiresolution analysis.
D. IMPLEMENTATION OF MRA
1. Wavelet Representation of Signal

The signal x(7) can be represented as [4]

=Y e, 2" (20 —k)+ Y S d 2y (2/t-k) (2.20)
k

k- j=J

where j, can take any value depending on the resolution level to which the representation
corresponds. The coefficients ¢, andd,, are the scaling and wavelet coefficients,
respectively, and are defined by [5]

cp= <x(0),0,,(1)> =D h(m=2k)c,, (m) (2.21)

m

d,= <x@w, (1)> =Y w(m=2k)c,,, (m) (2.22)

m

where m =2k +n. The first term, a sum of all the scaling functions at scale j, for all
translations, will give the approximation of x(t) . The second term, a double sum of all
the scales of the wavelet function starting from j, for all translations, will give the

details.

Figures 2-4 and 2-5 illustrate the wavelet decomposition of a signal by showing

the components of the signal that exist in the wavelet spaces W, at different scales ;.

Figure 2-4 shows a signal with a discontinuity. Figure 2-5 shows the wavelet

decomposition of this signal. The scaling function ¢, (t) by itself can approximate the

10



signal but it is not able to preserve the discontinuity. However, as we move to higher

resolutions, we observe that the discontinuity is isolated and located by the wavelet

function v, (¢).

Original Signal
T T T

2500

2000

x(E)

1500

e S A R

H H H H H H H H
H ' H H H H H H H

o e —
H H H H H H H H H

100 200 =00 400 S00 [=ulu] Fooa =imlu] 900 1000

time index. t

Figure 2-4. A Signal with Discontinuity.
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Decomposition at level 4
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Figure 2-5. Wavelet Analysis of a Signal with Discontinuity.
2. Implementation of Wavelet Analysis using Filters

Equations (2.21) and (2.22) indicate that the scaling and wavelet coefficients at

scale j are obtained by convolving the expansion coefficients at scale j+1 with the

recursion coefficients 4 (n) and w(n)[4]. Mallat [6] first implemented a wavelet
decomposition structure consisting of a scaling filter (lowpass) 4 (n) and a wavelet filter

(highpass) w(n) . These two filters are related as given by

12



> h(n)w(n-2k)=0 (2.23)

where N is the length of the filter. The above equation shows that the high pass filter is a
mirror filter of the low pass filter. The filter pairs are referred to as the quadrature mirror

filter (QMF). The decomposition structure is shown in Figure 2-6.

x(t)

Level ] LS L
Decomposition win) ()

v v

Level 2 win) Fi(m)

I Decomposition

Figure 2-6.  Mallat Wavelet Decomposition of Signal x(?) in Two Levels.

The above procedure is followed in reverse order for signal reconstruction. The
reconstruction process in this case is made easy due to the fact that the filters form

orthonormal bases. The signals at every level are up-sampled by two, passed through the

synthesis filters w (n) and A (n) and then added.
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Figure 2-7 shows the scaling and wavelet function of Daubechies’3 (db3) and
their lowpass and highpass filters for signal decomposition or reconstruction. Note that
the filter coefficients are time reversed between the decomposition and reconstruction

operations.
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Figure 2-7.  Scaling and Wavelet Function of db3 with their Decomposition and
Reconstruction Filters.

Another way to decompose a signal using wavelets is the wavelet packet
decomposition. In this case, the approximation and the details are further symmetrically
decomposed into approximation and details. This technique gives more flexibility for
signal representation than Mallat’s decomposition. In Mallat’s n-level decomposition,

there are n+l possible ways to decompose a signal. With n-level wavelet packet
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decomposition, there are more than 27" different ways to decompose the signal. Figure
2-8 illustrates the difference between the two techniques. For instance, the signal, in the
case of packet analysis, can be represented as: Al+AD2+DD2 or Al+D1 or
AA2+DA2+DI.

S §
S=A1+D1
v =A2+D2+D1

A D1 Y ¥
M D
¥ 1 ( 1
2 0 AR2 DA AD2 | | DD2
(a) Mallat 2-Level Decomposition (b) Wavelet Packet 2-Level Decomposition

Figure 2-8.  Comparison between Mallat Wavelet Decomposition and Wavelet Packet
Decomposition.
E. IMAGE PROCESSING USING WAVELET ANALYSIS
Wavelet decomposition can be extended to two-dimensional signals, such as
images. Like in the case of one-dimensional processing, analysis and synthesis using

Mallat’s or wavelet packets method can be implemented.

In practice, there are two ways to realize the subband decomposition of an image.
The first is to use two-dimensional wavelet filters and the second is to separately
transform the rows and columns with one-dimensional filters. A decomposition based on
the latter approach was proposed by Mallat [6]. As shown in Figure 2-9, rows and

columns are filtered using one-dimensional quadrature mirror filters w and 4.

The LL, LH, HL, HH sub-images of Figure 2-9 are obtained by lowpass filtering
of rows and columns, lowpass filtering of rows and highpass filtering of columns,
highpass filtering of rows and lowpass filtering of columns, and highpass filtering of
rows and columns, respectively. In practice, the LL sub-image gives the approximation of
the image (low frequencies), LH the horizontal details, HL the vertical details and HH the

diagonal details (high frequencies). The above decomposition is sometimes represented
15



as shown in Figure 2-10. The approximation sub-image (LL) obtained in this fashion can
be further filtered and subsampled to obtain four more sub-images. This process can be
continued until the desired subband structure is obtained. In order to implement wavelet
packet decomposition of an image, we have to follow the above process for all the sub-

images of Figure 2-10.

Following the above procedure in reverse order, the image can be reconstructed
from the decomposed components or sub-images. The synthesis filters, like in the case of

one-dimensional processing, are identical to the analysis filters except for a time reversal.

Columns

Rows 4@ HH
w !
Image

i

=
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H

<?é
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<%

Figure 2-9.  Decomposition of an Image using Mallat Decomposition.
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LL LH

Figure 2-10.  First Level Decomposition

Figure 2-11 shows the wavelet representation of an image decomposed on two
resolution levels using Mallat’s method. The upper left image of the figure is the original.
The lower right one is the decomposition of the original image, and the lower left is the
synthesized image. We observe that the synthesized image looks the same as the original
and preserves almost all the details. The pattern of arrangement of the sub-images is as
shown in Figure 2-10. The LL sub-image (approximation) of the original at the first
resolution level is further decomposed into approximation and detail sub-images. The
approximation at the second resolution level is shown as the upper right image of the

figure.

Figure 2-12 shows the decomposition of the same image using wavelet packets on
two resolution levels. As the decomposition tree at the upper left corner of the figure
shows, after the initial decomposition each subband is further decomposed to four
subbands. The lower left image shows the packet (2,0), which is the approximation sub-

image of the LL subband of the first level decomposition.

The discrete wavelet transform (DWT) can be used to reduce the image size
(image compression) without losing significant image quality. For a given image, the
DWT can be computed, and all values of the DWT that are below a certain threshold can
be discarded. Only those DWT coefficients that are above the threshold are saved, and
during the image reconstruction process, each row and column is first padded with as
many zeros as the number of discarded coefficients and then the inverse DWT is applied

to reconstruct each row and column of the original image. Image compression using
17



wavelet decomposition is the topic of the next chapter in which the JPEG2000 still image

compression standard is described.

Original Image Approzimation at level 2

T

100 200 300 400 500 600

Synthesized Image

Decomposition at level 2

Figure 2-11. Two-Dimensional Subband Decomposition using Mallat’s Method.
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Figure 2-12. Two-Dimensional Subband Decomposition using Wavelets Packets.

F. SUMMARY

This chapter provided the basic concepts of wavelet analysis. The purpose was to
highlight the main ideas and introduce the terminology. Wavelets offer a powerful tool
for signal and image processing. Wavelets provide more accurate time and frequency
representation than other signal analysis methods and can handle signals with
discontinuities. The next chapter briefly describes the JPEG2000 still image compression

standard, which is based upon wavelet decomposition and synthesis of images.
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III. THE JPEG2000 STILL IMAGE COMPRESSION STANDARD

A. INTRODUCTION

With the increased use of multimedia technologies, image compression requires
greater performance as well as new features. In order to address this need in the specific
area of still image compression, a new standard called JPEG2000 is currently being
developed. The new standard is intended to complement the existing DCT-based JPEG
standard [7].

JPEG2000 is suitable for different types of still images, such as bi-level, gray-
level and multi-component. It supports natural images, scientific, medical and text, and
allows different imaging models, such as image library, and real-time transmission
through channels with limited bandwidth [1]. JPEG2000 provides low bit-rate operation
with rate-distortion and image quality performance superior to the existing JPEG

standard. Some of the features of JPEG2000 are [7]:

o State-of-art low bit rate compression performance

o Progressive transmission by quality or resolution

J Lossy and lossless compression

. Random access to bitstream

o Pan and zoom (while the compressed data is not entirely decompressed)
o Region of interest (ROI) coding by progression

This chapter introduces the JPEG2000 standard. It also presents the error resilient
tools to be used in Chapter IV for the simulation of image transmission through
unreliable networks. The performance of JPEG2000 (using VMS8.5 Part II source code) is
compared with the widely used JPEG Baseline source code.

B. STRUCTURE OF THE STANDARD

1. JPEG2000 Codec

JPEG2000 is based on wavelet/subband coding techniques. The schematic
diagrams of the encoder and the decoder are shown in Figure 3-1. In the following
subsections, the functionality of each of the blocks in Figure 3-1 will be described. The

discussion here focuses on the encoder since the decoder simply undoes the encoding
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process of the image. Parts of the decoder that work differently are mentioned and briefly

described.
Original
Image Preprocessing Forward Forward
—p Intercomponent  —P» Intracomponent
Transform Transform
r} Rate Control ﬁ
Coded Tier-2 Tier-1 Quantization
Image <4+ Encoder € Encoder Nl
(a)
Coded
Image
Tier-2 Tier-1 Dequantization
—> Decoder — Decoder —
R |
Reconstructed Postprocessing Inverse Inverse
Image <4— @— Intercomponent [€— Intracomponent
Transform Transform
(b)
Figure 3-1.  JPEG2000 Codec Structure. The Structure of the (a) Encoder and (b)
Decoder from [8].
a. Preprocessing

An image typically consists of one or more components; for example, a
RGB image has three components and a grayscale image has only one component.
Components are allowed to have a different number of bits per component sample (1 to
32 bits/sample). Since different components may have different sizes, JPEG2000
provides a common description using a system called the canvas coordinate system.

Figure 3-2 illustrates the canvas coordinate system as well as the position of the image
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component on the canvas. The origin of the canvas is the upper left hand corner of the

figure, and the lower and right hand boundaries are defined by the image [7].

0,0)
Canvas origin

CanvasCanvas
»V

Image

Figure 3-2.  Placement of an Image on the Canvas from [7].

After its placement on the canvas, the image component is divided into
nonoverlapping segments called tiles, which are coded independently (see Figure 3-3).
All the tiles need to be of the same size. Figure 3-3 shows that in case the tiles in the
image boundaries cannot be all equal, then the image is zero padded to ensure that all
tiles are of the same size. Tiling requires low memory and provides the ability for spatial

random access [9].

In the description of the following blocks of Figure 3-1, we will present the

details of processing one tile of the image since the same applies to all tiles.

0.0) >
Canvas origin Canvas b/ Image tile

Image

Figure 3-3.  Tiling of the Images in JPEG2000 [7].
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b. Intercomponent Transform

Intercomponent transform is applied to multicomponent images, such as
RGB, in order to decorrelate their components. JPEG2000 allows two types of
component transforms: YCrCh transform and reversible component transform. The
YCrCb transform is similar to the one used in JPEG, and the reversible component
transform allows both lossy and lossless reconstruction [7], [9], [10], [8].

c. Intracomponent Transform

In the intracomponent transform, the image component values are
subjected to wavelet decomposition. Using wavelet filters, components within the tile are
mapped into the wavelet domain. Presently, two kinds of wavelet filters are used in
JPEG2000. The default is the Daubechies 9-tap (lowpass)/7-tap (highpass) filter, which
implements a nonreversible floating point wavelet transform. The other wavelet filter is
the Daubechies 5-tap/3-tap filter, which implements a reversible (integer-to-integer)
wavelet transform [7]. Tables 3-1 and 3-2 list the coefficient values of Daubechies 9/7

and Daubechies 5/3 filters, respectively.

" hn] wln]

0 0.6029490182363576 1.115087052456994
+1 0.2668641184428723 -0.5912717631142470
+2 -0.07822326652898785 -0.05754352622849957
+3 -0.01686411844287495 0.09127176311424948
+4 0.026748757410809765

Table 3-1. Daubechies 9/7 Analysis Filter Coefficients for Reversible Wavelet
Transform of JPEG2000 from [7].

h{n] win]
6/8 1
+1 2/8 -1/2
+2 -1/8 0
Table 3-2. 5/3 Analysis Filter Coefficients for Reversible Wavelet Transform of
JPEG2000 from [7].

After transforming the image tile components to the wavelet domain, each
subband of every resolution level is further partitioned into blocks called precincts [10].
The size of all precincts must be the same and need to be a power of 2. Figure 3-4 shows
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a precinct partition for a single resolution level of an image tile. Compressed data of
precincts will later form a packet. The above partitioning plays an important role in
organizing the data within a code-stream. Precincts are further partitioned into code-
blocks, which form the smallest geometric structure of JPEG2000. The main advantage of
code-blocks is that they provide fine grain random access to spatial regions and also help
the quantization process and bit-plane coding, which are described in the following

subsections [10].

-y Aprecinct

L—11
_,_:—"'_'_'-.

- A codeblock

H

Figure 3-4.  Partitioning of a Wavelet Subband into Precincts and Code-Blocks from
[10].

d. Quantization/Dequantization

In the encoder, after all partitions are formed, the resulting coefficients are
quantized. There are two methods of coefficient quantization: scalar dead-zone
quantization and trellis coded quantization. A different quantizer step size is applied for
the coefficients of each subband. Both methods quantize wavelet coefficients x,[n] to

form sequences of indices ¢,[n] for each code-block B,. Since scalar dead-zone

quantization is the default quantizer in the encoder as well as the one used for simulations

in this thesis, we will further examine it here [7].
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The scalar dead-zone quantizer relates the sample values, x, [n], to

indices, g,[n], as follows [7], [8]:

q,[n]=sgn(x, [n]){MJ (3.1

A,

where A, is the scalar quantizer step size for the subband that contains block B,. In the

decoder, a coefficient is reconstructed from the corresponding index using the expression

[71, [8]

A

x,[n]=(q;[n]+ 7 sgnq,[n])-A, (3.2)

where r is the bias parameter, which is typically equal to %-.

e Tier-1 Coding

The Tier-1 coding process is a bit-plane coding technique. It is based on
the Embedded Block Code with Optimize Truncation (EBCOT) algorithm and is
performed independently on each code-block. First, each code-block is scanned as
shown in Figure 3-5. Then, bit-planes for each code-block are created. Bit-planes are
defined as a sequence of arrays; each array contains one bit of each quantized index. The
first of the arrays contains the most significant bit of all the indices, the second contains
the next most-significant bit and the last contains the least significant bits. The number of

bit-planes will be transmitted as side information [11].

In order for these bit-planes to be encoded, there are three passes per bit
plane, starting with the most significant bit-plane. The three passes are the significant

pass, the refinement pass and the cleanup pass [1], [7], [12].

After the bit-plane coding is completed, all the resulting symbols are
entropy coded with an adaptive binary arithmetic coder. An option to bypass arithmetic

coding for some of the least significant bit planes exists (referred to as Lazy Mode) [13],

[8].
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Figure 3-5.  Scan Pattern Tier-1 Coding inside a Code-Block from [7].

JA Tier-2 Coding

Tier-2 receives the embedded bitstream of each code-block from Tier-1,
composes a collection of N quality layers (., and truncates each layer at a suitable
truncation point depending on the desirable bit rate. Figure 3-6 illustrates the quality
layers of code-blocks as rows of blocks and the truncation of some layers as shaded area.
The layers are formed in a way such that layer O, represents the most important data of
each code-block while @, represents the finest details. During decoding, the
reconstructed image quality improves with each successive layer reception [13].

A sequence of twelve coded code-blocks of the same layer, the same
resolution level, and specific precincts form a packet. An example of a packet is the
coded data of the twelve code-blocks of Figure 3-4. The data inside a packet is ordered
such that the contribution from the LH, HL and HH subbands appears in that order. Only

those code-blocks that contain samples from the relevant subband, confined to the

precinct, have any representation in the packet [7], [10].
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Figure 3-6.  Progressive Embedded Code-Block Bitstreams in Quality Layers, from
[13]. The Shaded Region indicates Discarded Blocks.

Figure 3-7 illustrates the above process in an image tile. The tile has been
decomposed into three resolution levels. Each level contains four subbands (blue color
represents LH subband, green represents the HL and red represents the HH subband) and
each subband then contains a number of precincts (numbered blocks) whose sizes are
equal to the approximation of the third level decomposition. Each packet will contain
specific precincts of each subband of the particular resolution level. The first packet

contains precinct 1, the second contains precincts 2, 3 and 4, the third contains precincts

5, 6 and 7, and so on.
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Figure 3-7.  Tile of an Image Decomposed into Multiple Resolution Levels and
Subbands, and Partitioned into Precincts. Numbers Indicate a Suggested Order for
Bitstream Organization.

2. Coded Bitstream Organization
Figure 3-8 illustrates the basic organization of a JPEG2000 bitstream produced by

the encoder. The bitstream consists of a global header corresponding to the whole image,
followed by one or more sections depending of the number of tiles of the original image.
Each such section consists of two parts. The first part consists of a start of tile marker, a
tile header and the start of sequence marker. The second part includes the layered
representation of the code-blocks belonging to that tile, which is organized into packets
as previously described [7]. The optional resynchronization (resync) markers indicated in

Figure 3-8 will be explained later in the following section on the error resilient

capabilities of JPEG2000.

SOT marker
Tile Header
SOS marker
EOI marker

SOT marker
Tile Header
SOS marker

SOC marker
Global
Header

extra files

optional

Figure 3-8.  Basic Organization of JPEG2000 Bitstream from [14].
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The 