Approved for public release; distribution is unlimited.

A COMPARATIVE ANALYSISOF EVIDENTIAL REASONING AND CUMULATIVE SCORING
ALGORITHMSIN THE CONTEXT OF A COMBAT IDENTIFICATION APPLICATION

June 2000

A. Mahalanabis, R. N. Lobbiaand C. R. Willman
Boeing Military Aircraft & Missile Systems Group
The Boeing Company, P.O. Box 3707, M S 43-14, Seattle, WA 98124

ABSTRACT

Within the discipline of Combat ID, as related to high performance fighters, a problem of
significant proportion that arises is how to determine quickly and accurately a target’s ID. Various
algorithms, many of which are proprietary, that address this problem have been developed over the
last decade. But their robustness in handling a new and unforeseen target threat environment
leaves much to be desired. In this paper we explore two candidate classes of algorithms for
achieving this objective, namely, an evidential reasoning and a cumulative scoring technique. We
present the results via a comparative analysis where we look at the problem not only from a
timeliness and accuracy of identification perspective, but also from the point of view of
computational throughput. The analysis is based on simulation results using the sensor fusion
system of a high performance fighter program. This system accomplishes the fusion of attribute
data from a diverse set of sensors in a real time, computationally constrained processing
environment. We will show some of the performance advantages evidential reasoning exhibits
over a cumulative scoring approach. This is demonstrated on a typical scenario that the fighter in
question has to show performance against. Furthermore, we will discuss a methodology for using
a by-product of the evidential reasoning algorithm as a score to help in the data association task of
assigning sensor reports to system tracks.

1.0 INTRODUCTION

Often a major obstacle in developing a coherent strategy for fusion of attribute data on a high performance
fighter program is the bewildering assortment of disparate sensors that provide attribute information. There are
several well-known strategies for attribute fusion, which are candidate algorithms for such a task. In this paper we
provide a comparative analysis of the performance of one such algorithm (the Dempster-Shafer method) and a
variant of another well established paradigm (an ad-hoc scoring method). The analysis shows the performance of
these algorithms on simulation data generated for a typical high performance fighter.

We do not, by any means, claim the superiority of one algorithm over the other. Our goal, instead, is to
discuss the application of these two algorithms on a real life program. In this context, we find that both algorithms
presented have their strengths and weaknesses. Although both algorithms seem to give about the same level of
performance with regard to “time to convergence” to unambiguous ID, the scoring method is somewhat less
computationally intensive. This however, is not a ringing endorsement of the scoring method. The analysis
presented in this paper remains preliminary in nature. More robust testing of the two methods, under more
strenuous scenario conditions must be undertaken before we can claim that one algorithm is better than the other.
This work is left for a future date. However, we can make the claim that in relatively sparse scenario environments,
the scoring method may provide an alternative to the more resource-expensive Dempster-Shafer technique.

The first step in understanding the problem one faces in the task of attribute fusion is to describe the type of
attribute information we must fuse together. We begin, thus, by describing a typical sensor suite, and the type of
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attribute information we receive from this sensor suite. We next provide a brief overview of the Dempster-Shafer
method, and the ad-hoc Scoring Method. The scoring method we employ departs significantly from the
conventional scoring techniques that are described in the literature. We describe in detail, the modifications we have
made to the theory. A brief description of the testing philosophy we employed in performing the analysis of the
simulation data follows. Interspersed with this discussion is a description of the specific scenario we utilized in our
work. We provide detailed analysis results, and discuss the implications of these results for our particular
application.

2.0 A DESCRIPTION OF THE SENSOR SUITE

A typical high performance fighter is equipped with a variety of sensor types. In continuing with our
discussion, it becomes somewhat necessary to discuss what a typical sensor suite for such a fighter might entail.
Broadly speaking, we are concerned with five distinct categories of sensors. These are Electronic Warfare (EW),
Radar Measurements, Identification Friend or Foe (IFF), Off-board sources and Contextual Data.

The EW subsystem may use a variety of different functions to return attribute data. This data is typically in
the form of a list of candidate platforms and associated confidences (say between 0 and 100). Similarly, IFF reports
provide target identification information. Unlike the EW attribute data however, IFF cannot provide confidences for
each of the candidate platforms it detects. Radar can employ Non-Cooperative Target Recognition (NCTR) to gain
attribute information on observed targets. Again, such attribute data may take the form of platforms and
confidences.

Our theoretical fighter can, in addition, rely on different sources of off-board attribute information. For
example, it may receive track level ID information from other friendly fighters via a Fighter Data Link (FDL). The
information broadcast across this data link may provide kinematic position data on other friendly fighters, or it may
provide kinematic and attribute data on targets being tracked by other friendly fighters. Another source for off-board
information may be a larger communication net, such as the Joint Tactical Information Distribution System (JTIDS).
Assuming the fighter participates in this network, it would receive track level attribute information on friendly
entities in the form of a data structure known as Precise Participant Location Information (PPLI). Both the FDL and
JTIDS PPLI are distinguished from the other sensors in the suite by the fact that they provide track level
information. As may be easily imagined, there are resulting implications for the fusion of such attribute
information. Of primary concern is that by repeatedly fusing such information, we are essentially multi-counting the
same information. Although algorithms have been developed based on the fusion methods we present in this paper
to deal with this multi-counting issue, such a discussion is outside of the scope of this paper.

Most of the sensor systems we have discussed so far provide kinematic, as well as attribute information.
Hence, every track has an associated kinematic estimate. See, for example, [1] for a description of how such a
kinematic estimate may be derived. The maximum altitude and velocity that a variety of platforms can achieve is
available in the form of mission data. These maximum values can be used to mask out those platforms that cannot
possibly represent the target associated with a given track. That is, if track T has velocity V;, then platform p, which
has a maximum velocity v, <V;, clearly cannot be a candidate platform for track T. Although, strictly speaking,

such an inference does not represent sensor data in the conventional sense, we list it here as a source of attribute
information, and refer to it as contextual data. The mechanism for masking out non-viable candidates makes use of
algorithms similar to those presented later in this paper.

Fundamentally, we note that regardless of the sensor subsystem, platform lists take one of two forms; they
are either ambiguous lists of platforms, each of which has associated with it a confidence between 0 and 100, or they
are ambiguous lists free of any associated confidence. We can generalize this even further by assuming that when
no confidences are provided, every platform in a platform list has the same confidence. Hence, based on the sensor
suite we have introduced in this section, we can assume that the type of evidence we are concerned with is of the
form {( p;,C )\ p, OP0<c < 10(} , where P is the set of all platforms in the universe of discourse.



3.0 THE CANDIDATE ALGORITHMS

In this section we provide a theoretical description of the two algorithms we are analyzing in this paper.
We begin by briefly reviewing the Dempster-Shafer method of fusion. Assuming that all evidence to be fused is of
the form described in the previous section, our first task is to derive a belief function from any given piece of
evidence. Given a belief function, fusion of evidence proceeds according to Dempster’s Rule of Combination. We
describe the process of normalization and the pitfalls associated with such an operation. Finally, we describe the
process of deriving a metric that measures the correctness of the correlation of a report with a track. This metric is a
by-product of the Dempster-Shafer calculus.

We then proceed to a theoretical description of the scoring method. An additive process is employed in the
fusion of evidence under this method. Associated with this additive process is the concept of the knowledge point, a
theoretical point at which we can assume that enough evidence has been accumulated to begin the process of
convergence to a single unambiguous platform. Convergence to a less ambiguous platform list is achieved via the
process of pruning. Finally, although there is no clear by-product of the fusion process under this algorithm that can
act as a measure of the correctness of correlation, we can derive such a metric. A description of a proposed metric is
provided.

3.1 THE DEMPSTER-SHAFER CALCULUS

The precepts of the Dempster-Shafer Calculus (also referred to as Evidential Reasoning) are fairly well
established in the domain of ID fusion. Here, we will give a cursory overview of the method.

As a preliminary to our discussion, let us fix the types of objects that we can observe in our universe. Let
us refer to this set of objects as the frame of discernment. The frame of discernment is denoted by
6= {x1 3 X9 seens Xn} , where the various X; are labels for the types of objects perceptible in the universe. In our case,

the perceptible objects are friend and foe platforms of various types.

Let us say we are given some sort of a proposition P, in this universe. It is our task to determine the
veracity of the proposition (In our specific context, the proposition we are most interested in say P, , is of the form
“Is the true ID of the observed target platform p; ?”). Let us say, based on some sort of a priori knowledge
database, we have determined that the possibility that P, is true is given by some number y. Let us further restrict
the domain of any such Y to the real valued unit interval [0,1] . Let us, therefore, denote the possibility of P, being
true as p(Pi ) =y . How we derive the possibility for a given proposition is a function of the environment in which
we are trying to implement Dempster-Shafer fusion. In the hypothetical environment we have constructed, the
derivation of possibility is a straightforward matter. First, let us assume that with each sensor we have associated
some trust factor t;, such that 0 <t; <1. This weight provides a measure of how much we trust the attribute data
returned by the sensor. If we trust the data from a sensor absolutely, the trust factor associated with the sensor will
be 1.0. If we half trust the data, the trust factor is 0.5 (and so on). Given a platform ID that consists of platform
confidence pairs, derived from a sensor with trust factor t;, we declare the possibility of any given platform p(Pj ),

to be the product t;c; , where c; is the confidence placed on the platform P;.

It is important to emphasize that a possibility is not a probability. The summation of possibilities over an
ambiguous set is not necessarily 1.0. In fact, in the majority of instances it is not 1.0. The possibility of an object
being of type P is independent of the possibility of the same object being of type Q. In the Dempster-Shafer theory,
the notion of a belief function is approximately analogous to the probability density function in probability theory.
The difference between the two concepts lies in the notion of the assignment of belief mass (analogous to
probability) to a set of object types, rather than to a single object type. In many situations, we may be able to say
with some certainty that the type of an observed object is to be found in some set {Pl, P, P,} . But we may not

be able to say with as much certainty that the object type is in the set {P2 , Ps, Pr} , for example, or in the set {P,} .
And so, we assign a larger amount of belief mass to the first set than the other two sets. A set to which we assign



belief mass is referred to as a focal element. Given focal elements F,,---, F,, a belief function is a set of mass

assignments
m(F, )= m,
m(F,)=m,
m(Fr)=my,

Such that m; +---+m,, =1.0. Note that unlike possibilities, the masses on the focal elements of a belief

function sum to 1.0. The question that we tackle next is given a possibility assignment arising from an ambiguous
set, how do we create a belief function? In the next section, we describe a method of construction that is relatively
straightforward and easy to understand.

3.1.2 CONSONANT BELIEF FUNCTION CONSTRUCTION

Given a set of platform possibility pairs, say {(P] , Py ), TN (Pr , Py } how do we construct a belief function?
To begin with, let us assume, without loss of generality, that p, = p, =2:--= p,. First of all, the domain of
possibility is defined as [0,1] , as is the domain of belief. P,,---, P, can be thought of as being at least p, possible.
Certainly P, -+, P,_; may be more than p, possible. But they are at least p, possible. So, we write our belief in
the focal element P,,---,P, is p,, or m({F’1 TN P,} ) =p, (Here, p, is called the belief mass on the focal element
P+, P ). Similarly, B,---,P,_, are atleast p,_, possible. But note that p, of this total possibility of p,_; has

already been accounted for in the last assignment of belief. So, we write m({P1 ;o Py _1}) =Py — P, . Continuing
on, we say P,---,P,_, are at least p,_, possible, but p,_; of this possibility has already been accounted for. So
we write m({Pl ;oo P _2}) = Pr—, — Pr— - If we continue this process, we get the following set of assignments.

m{R})=p, - p,
m({Pl’ Pz})f P2 — P3

m({Pls"'ypi})% Pi — Piv

mo)=1-p,

The final assignment above may not make much sense as it is shown. Note that the first r assignments
proceed as discussed above. If we sum up the belief masses for the first r assignments, we find that the sum totals to
p,. Since we would like the belief function to total to 1.0, we have 1—p; mass left over, after the first r

assignments. In the absence of any further information on how to distribute this belief mass, we assume that this
quantity of belief mass represents our ignorance of the truth. This much mass is thus associated with the full
universe of discourse, which, in our case, is the frame of discernment @ .

Belief functions that fit this template are called Consonant Belief Functions (CBF). [5] provides a look at a
variety of different types of belief functions including the CBF. The CBF is ideally suited for applications where
throughput cannot be expended liberally for the purposes of belief function construction. More rigorous methods,
such as conditional embedding can be utilized to derive belief functions containing larger numbers of focal
elements.



3.1.3DEMPSTER’'SRULE OF COMBINATION AND EVIDENTIAL CONFLICT

Fusion, in the Dempster-Shafer Calculus, occurs at the belief function level. Given two belief functions,
m; and m,, we can derive a fused belief function from these two by applying Dempster’s Rule of Combination.

Given two belief functions of the form

ml(Fll):mll mZ(FZI):mZI
m (Flz) =my, m, (Fzz ) =My,

ml(Fln):rnln m, (FZm):mZm

Dempster’s Rule creates a new fused belief function, where for every F;;, and F,;, a new focal element is
formed of the form m(Fli nFy; ) =m; xm,;. After all such products are computed, if a focal element appeared

multiple times in the computations, all of the masses assigned to it are summed together and assigned to the focal
element. We face an inherent risk, however, in performing such a computation. The risk arises from the fact that
we may have 0 F,= [ . But what does assignment of belief mass to the null set really mean? The null set only

arises when there are no common elements between two focal elements being fused together. This means the null
set only arises when we are trying to combine together two pieces of information that support different conclusions.
That is, the null set indicates the presence of contradiction in the evidence being fused together. In other words, the
total mass on the null set, in a belief function indicates the level of conflict in our evidence.

3.1.4 CONFLICT NORMALIZATION, ZADEH'SPARADOX AND SCORING ID
CORRELATION

It is fairly easy to see that as we perform fusion via Dempster’s Rule our belief mass on the conflict focal
element can only grow. This leads to some unfortunate attempts at removing conflict from the picture altogether.
The most frequently used technique for this purpose is conflict normalization. In brief, conflict normalization
attempts to redistribute belief mass assigned to the null set, by dividing the mass on every focal element by the
quantity + m(D ) In extreme cases, this can lead to the well-known Zadeh’s Paradox. To illustrate this paradox,

consider two belief functions to be fused together.

m ({A4)=095 m,({8)=0095
m({3)=005 m,({Q)=0.05

Dempster’s Rule gives us
m(0)=0.9975

m{d)=0.0025

If we normalize this belief function by dividing the focal elements by + m(D):0.0025 , we get the
following outrageous result.

Although very little of the evidence seems to support C as the correct conclusion, normalization leads us to
conclude that the ID must be C! Instead of trying to remove conflict from a belief function, it may be wiser simply
to accept it. Indeed, when we try to correlate attribute data against a tracked object, we often end up fusing the new
attribute data with the attribute data that has cumulatively developed on the track. In doing such a fusion, we would
like to gain some measure of the accuracy of correlation in ID space. The conflict associated with a fused result can
aid us in determining whether we have correctly correlated the new attribute data to the track. The measure



+ m(D) is a real-valued quantity bounded by the interval [0,1]. As the conflict in data being fused together

increases, the measure moves toward a value of 0. The more consistent the evidence is, the closer the measure will
beto 1.

3.1.5PIGNISTIC MEASURES

One of the chief attributes of the Dempster-Shafer method that distinguishes it from a Bayesian method is
the fact that belief mass is distributed across sets of candidate IDs, rather than on a specific ID. At some point in the
process of tracking an object, we usually are faced with the dilemma of decisively declaring a single ID for the
object. Unfortunately, given a belief function, it is not always easy to determine the best ID of the tracked object.
The description of a tracked object’s ID at the level of a belief function is referred to as a Credal measure of the ID.
We need a measure at the decision level, rather than at the credal level. Such measures are called Pignistic
measures.

The classical Pignistic measure is Pignistic Probability (see [4], for example). Given a belief function, the
Pignistic Probability of a specific platform, say p; is defined to be

()= z%

In the above, the F]- are the focal elements of the belief function, m, and |F j | denotes the cardinality of the

focal element. The Pignistic Probability is bounded by two other pignistic measures, the support and plausibility
measures.! The support for a platform p; is defined as follows

Sup(p; )= Z m(Fj )

Fi=pi

The definition we have given above is a more specific instance of a general definition of support, which can
be constructed for arbitrary sets of platforms. See, for example, [S]. The plausibility of a platform can be thought of

as l—Sup(E), if we use the more general definition of support that is found in [5]. A more rigorous definition for
plausibility is shown below.

Pip; )= Zm(':j)

p‘DFJ

It is not difficult to see that for any given platform p;, we have Sup(pi )S Pr( p; )S Pl(pi ) The support

plausibility interval therefore, can be thought of as a definitive measure of how much a belief function supports a
particular platform.

3.2 THE AD-HOC SCORING METHOD

Figure 1 below gives an overview of how this algorithm proceeds. Each of the sensor types we discussed
in section 2 has associated with it some weight, just as it did in the Dempster-Shafer method. However, the domain
of values for these weights is significantly different in this method. Let us assume that a report platform ID is
similar in form to the platform confidence pairs introduced in section 2 ({(pi ,Ci )\ p; OP0<c < 10@ ), with the

exception that the confidence is replaced by a weight. This weight is dependent not only on the value of the

" There is some variation in the terminology here. Occasionally, what we refer to as a belief function is referred to
as a Basic Probability Assignment and what we refer to as support is referred to as a belief function.



confidence associated with a particular platform, but also on the specific sensor that is reporting the evidence. A
weight is not constrained by the interval [0,100] as a confidence is. Instead, a weight is essentially unbounded. A
qualitative way to think about this concept is to tie the magnitude of the weight to the amount of trust we place in the
sensor that is reporting the evidence. Suffice it to say that the evidence we are interested in fusing can be altered to
match the form {(pl,w1 ),...,(pn,wn} , where the W, represent weights.

Sensor
M easur ement
Track
> Platform <+—
Initialization
Report Track New
PID PID Track
PID
1 v ' :
! + I
! ID Post I

Figure 1. Overview of the Ad Hoc ID Fusion Algorithm.

Given two platform IDs, say pid, :{(pl,wll),...,(pn,wm} and pid, :{(pl,wzl),...,(pn,WZn} , We can

combine the evidence contained in these two platform IDs by simply adding together the evidential weights that
correspond to the same platform. Hence, we may say that the fused ID result is given by
pid¢= pid, O pid, ={(pi,W-)|W- =W +W2} . Given j distinct platform IDs we generalize this notation to

pid; = |:| pid, —{ P;, W, | W Z W } . Note that we assume that the cardinality of any platform ID is n. That
k=1

is, any platform ID consists of exactly N ordered pairs, where we have a total of n platforms. We stress that some
belief weights may have a value of 0.

What we have suggested so far is a very simple methodology for combining two platform IDs: we simply
add up their weights. If there is some inconsistency inherent in the two pieces of evidence, we accept either
interpretation. For example, if pid, places a lot of weight on platform p,, say w;,and pid, places weight w,,

on the same platform, where w;, >>w,,, the method of fusion we have discussed so far will include a large non-
zero weight on p, (specifically the weight will be w;, +W,, ). Let us denote the fact that platform p, is supported
by a platform ID, pid; by p, O pid;, where we say p, O pid; iff w,, is large. But what is large? Since this is a
subjective question, whether p, O pid; or p, O pid; is a fuzzy truth-value. But suppose we define 6(P) as the
degree to which the proposition P istrue. Then, we may write 5(p)J] pid1)> 5(px O pidz) = W, >W,, . We
further require that w,= 0~ p, O pid;.



i
Now, in terms of this notation, we can say that [d,) pids |:| pide O k, p O pidy. That is, as long
k=1
as Py is supported by one of the platform IDs being fused, it will be supported by the fused result. But, this is a
very liberal definition of fusion. As long as a platform is declared a possibility by one of the platform IDs being
fused, it remains a possibility in the fused result. This is borne out by the fact that for any Kk,

3lp0 pid¢ ¢ S(py O pidy).

We can now take the opposite tack in constructing another fusion algorithm. Let us say that given two
platform IDs, a platform is supported in the fused platform ID iff it is supported in both constituent platform IDs.
So, given two platform IDs pid, and pid, , we define pid;= pid, O pid, ={(pi , W, )| W =W, oWZ} , where

Wi TWa  w W, 20
Wi oWy = { -
' Otherwise
As with the previous algorithm, we generalize our notation for fusion of j platform IDs as follows.

pid ¢ :|j pid, :{(piawi)|wi :éwki}

k=1

j
Under this definition of ID fusion, we have @] pids |:| pide O k, p O pidy . That is, in order for
k=1
the fused result to support a platform p, , every platform ID that is being fused must support p, . It is readily
apparent that this definition of fusion is essentially complementary to the first ID fusion operation and that it is a
much more restrictive form of fusion. A platform is part of the fused result iff it is a part of every constituent piece.

321 THE KNOWLEDGE POINT AND THE PRUNING THRESHOLD

We have given two examples of how platform IDs can be fused together to produce a unified result. The
two methods we have illustrated represent the two extremes of potential approaches to the problem. In the first
method, we were very permissive, allowing all potential conclusions supported by any constituent piece of evidence
to be supported by the fused result. In the second method, we were very restrictive, requiring that the potential
solutions supported by the fused platform ID be supported by every constituent piece of evidence. We now attempt
to find the middle ground of the process.

To do so, we realize that the process of accumulating ID evidence is a continuous one in more than one
sense. Our level of ignorance of the true ID of the observed target, if such a measure can be quantified in terms of
percentages, begins at 100%. At each step, accrual of new ID evidence drives this percentage down. In the ideal
situation, we would like our ignorance to be identically zero at the end of the process. In reality, we can never be
sure whether true ID matches our computed ID. There is always a chance, albeit small, that we may have derived
the wrong conclusion on the ID of the observed target. Hence, ignorance asymptotically approaches zero, as we
accrue evidence, in the best case. In worse cases, if platform IDs remain diffuse, the ignorance level of the ID of the
observed object will asymptotically approach some non-zero value. For example, if the only ID we receive is one
derived from a CNI source (notoriously ambiguous) that is ambiguous between a large number of platforms, our
ignorance level will not asymptotically approach zero. Instead, we shall always be ignorant between the platforms
this single sensor type returns. In the worst case, obviously, our ignorance remains at 100%. This case arises if we
have a sensor that is malfunctioning or performing very poorly (and thus not being able to eliminate any platform in
the universe of discourse). The graph in Figure 2 below illustrates this point.
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Figure2: Plot of Ignorancevs. Timefor Various Cases.

Just as our level of ignorance is a continuous variable that hopefully drops over time, our willingness to
allow alternative hypotheses on the true ID of the observed object should be a continuous variable. At the beginning
of the process, since we have very little evidence to support any one conclusion, we may be very permissive in
allowing multiple potential conclusions to be part of the fused solution. However, as we accrue evidence, our ability
to discern an incorrect hypothesis grows, and we become less and less permissive about which platforms should be
allowed to be part of the fused ID.

This line of reasoning suggests that we use a fusion algorithm that is a hybrid of the two approaches that we
have discussed so far. Let us consider again the structure of a platform ID, pid = {(p1 , W, ), . (pn , Wn} , associated

with a tracked object. If we consider pid to be a collection of hypotheses about the true ID of the object that is being
tracked, then any given p, is associated with the proposition that the true ID of the object being tracked is the

platform p, . Our belief in this proposition is represented by the belief weight w, . While 5(pX a pid) =w, for
all p, is relatively low, we say that pid is in an open world assumption. This is equivalent to saying that we will
not discourage or deny the introduction of alternative hypotheses into pid while o ( p, O pid) is low for all p, .

Let us define the Knowledge Point as the point in time when we disallow the introduction of new
propositions into pid. Let us say that we associate some belief weight Wy with the Knowledge Point. In order for

us to disallow the introduction of new propositions into pid (this process of disallowing new propositions is called
the closed world assumption and pid is said to be mature when this point is reached), we must have at least one X
such that 5(px O pid) =Wy - Once we meet this condition, we have made the fundamental assumption that the

true ID of the tracked object is one of the platforms that is contained in the platform ID pid. Thus, our task now
becomes to eliminate as many of the propositions from pid as possible.



Let max({w1 ,---,Wn} ) =Ww,. Since we are assuming that we are in the closed world assumption, we have
Wy =Wy . Let us say that if pid supports a candidate platform with a weight that is within some AW of w, , we

retain the candidate platform. Otherwise we prune away the candidate platform from contention. Pruning away a
platform entails dropping its belief weight to 0. We refer to AW as the pruning weight. The process of pruning is
shown in the figure below. As the diagram illustrates, A E,F 00 pid, but A E,F Prune(pid).

Weight
A
R B T Platforms A, E and F pruned away.
— Platforms B, C, D and G remain
W, ~AW || . B candidates.
—>
>
A BCDETFG
Weight
Platforms ‘g
y
Wy L _
w, —AW [ T

v

A BCDETFG®G

Platforms

Figure 3: Pruning a Platform I D that has Reached the Closed World.

3.22 SCORING THE COMPATIBILITY OF TWO PIDS

While maintaining a fused ID on a target of interest, we would like in general to fuse platform IDs that are
consistent with each other. That is, if, on a track, we have a cumulative fused ID indicating a preference for
platform p,, and we receive evidence from a sensor source that indicates a preference for a platform other than

Py (say Py ), we should be able to detect that the two platform IDs are incompatible and thus, probably, should not
be fused together.

One way to construct a metric that captures this type of contradiction in the evidence is to consider the two
extreme types of fusion algorithms we have discussed above. Before we discuss how these two algorithms might
help, we state here that for all platforms p;, 5(JJi pidj pid2<_) J(p[] pid, O pidz). Given platform IDs

pid, and pid,, if we take max(pid1 a pid2)= w;, and max(pid1 a pid2)=W2, for pruning purposes, we have
two separate points from which to view the pruning test. But given the ordering on these two fused results, we
conclude that w, <w; . If the platform with the most support in pid; O pid, would be pruned out in pid, O pid,,

we can say that the two platform IDs are incompatible. That is, if w, <w, —AW (i.e. the platform corresponding to

w, would have been pruned out of pid; O pid, ), then we can say that the two platform IDs are incompatible.



W, —W.
Simplifying w, <w; —AW , we have that the two platform IDs are incompatible iff W 21.0. If we

impose the restriction that our metric must return 1.0 when the two platform IDs are a good fit and some number

W

-W
less than 1.0 if they are not, we can rewrite the above as I—WZ <0 if the two platforms are incompatible.

. . . W, —W.
Otherwise, if the two platforms are compatible to some degree, we have 0 <1-———2

<1. The degree to which

we require the platform IDs to be compatible is a subjective matter, dependent on the application to which this
metric is being applied. Intuitively, it is easy to see that the two platform IDs are perfectly compatible iff w; = w, .

It is also fairly easy to see that the metric has a negative value if the maximally supported platform in
pid, O pid, would have been pruned away in pid; O pid, . The metric is identically 0 if the maximally supported

platform in pid; O pid, is exactly AW less than the maximally supported platform in pid, O pid, . The metric is
positive if the maximally supported platform in pid, O pid, would not have been pruned away in pid, O pid, .

3.23PULLING TOGETHER THE COMPLETE ALGORITHM

So far, we have described the various pieces of the variant scoring based fusion algorithm. In this section,
we will bring together all of the pieces of the algorithm that we have discussed.

Given two platform IDs pid, and pid,, that we want to fuse together, we begin by calculating the two
extreme fusion values pid, O pid, and pid, O pid,. If neither of the platform IDs is mature, we calculate the
compatibility score of pid; O pid, and return this liberal fusion result along with the compatibility score as the

output of the fusion process. The rationale again, is that we want to be as permissive as possible, initially, to allow
as many potential platforms as possible to be included in the candidate list. Once maturity is reached, we can prune
away unlikely candidates.

If either of the platform IDs is mature, we see if there are any platforms that are supported by pid, O pid,.

If no such platforms exist, we can assume that the two IDs are incompatible and return a compatibility score of 0.
Otherwise, we have a fused result that is in the closed world. We prune the platform ID pid; O pid,, using the

weight of the maximally supported platform in the platform ID pid, O pid,. If pid, and pid, are compatible, it
stands to reason that the maximally supported platform in pid, O pid, and pid, O pid,are identical. As a result,
those platforms with a low degree of support in pid; O pid, will be pruned away.

On the other hand, if we have the fusion of two incompatible platform IDs, the maximally supported
platform in pid, O pid,(say p,) will be different from the maximally supported platform in pid, O pid, (say p,).
Further, we can say that 5(__[1)1 pidj pidf) 5(pQ pid, O pid2), and thus, if we prune by the weight on p,,
we run the risk of pruning out the platforms that are in common between pid; and pid,. Therefore, we prune
using the weight on p, instead. We let the compatibility score drive the decision on whether to accept or reject the

fusion of these two platform IDs. The compatibility score and the pruned result are returned as the output of the
fusion.

An example of how fusion of a mature platform ID and an immature platform ID proceeds is shown in the
figure below. In this figure, we show the fusion of a platform ID that has been developing on a track, and a platform
ID derived from a sensor report.
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Figure 4: An Example of the Complete Ad Hoc Fusion Algorithm.

4.0 TESTING METHODOLOGY AND SCENARIO DESCRIPTION

In this section we will describe our analysis tools and environment, as well as the specific scenario on
which we are demonstrating the performance of the two algorithms discussed in this paper.

We tested the Dempster-Shafer and Ad Hoc methods by embedding these algorithms in a larger simulation
of an actual fighter program’s sensor fusion system. This larger simulation, coded in Mathematica, is hosted on both
PC and VAX workstations. Specifically, we were interested in the performance of these algorithms in the context of
a pre-scripted scenario that was fairly dense with friend and foe platforms. The scenario we ran against is
summarized in the chart below.
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Figure5: A Graphical Description of Target Pathsin the Test Scenario.

In this figure, ownship is marked with the number 1. The remaining air targets in the scenario are marked
with numbers from 2 to 25. Ground targets are marked with boxes, and enumerated from 26 to 30. Air targets are
denoted by arrows that indicate their heading. There are three major formations in this scenario that are of interest.
Four enemy fighters move in a cap formation northwest of ownship and are enumerated from 6 to 9. A long
corridor of disparate friendly platforms (numbered 2, 19, 22, 20, etc.) head toward ownship. A third much smaller
corridor of mixed friendly/foe platforms maneuver to the northeast of ownship (13, 14, 15, 24, 25). In this paper, we
will only analyze the performance of our algorithms on the large corridor of friendly platforms heading towards
ownship. A study of this feature of the scenario is instructive, because of the kinematic characteristics of this
corridor. We elaborate on this below. Such conditions make it possible to somewhat isolate the performance of ID
on this set of targets.

It is also significant to mention that the results shown in the subsequent section assume that the Dempster-
Shafer algorithm rejects all reports that do not correlate with a metric score of 0.85 or greater. The ad hoc method is
a lot more liberal, allowing anything with a non-zero metric score value to update a fused result.

Broadly speaking, there are two ways to judge the performance of an algorithm; how quickly does the
algorithm execute and how “good” is the result of the algorithm in providing correct ID. The first of these questions
is fairly easily answered. Timing tests on the two algorithms, running on the PC, indicated that both completed
executing the described scenario in about the same amount of time. Below we are going to be discussing the results
we received on one particular, fairly typical run. In the run we discuss, the Dempster-Shafer approach took slightly
less time (~91.3% of the time it took to run the ad hoc method). However, in other circumstances, the Ad Hoc
method beat out the Dempster-Shafer run by similar figures. It is, therefore, difficult to declare one algorithm faster
than the other. Factors such as other processes running on the machine, platform type (i.e. PC or DEC) and medium
of program (i.e. Mathematica) may contribute to variability in the speed performance of these algorithms.



The other side of the question is how well did the two algorithms do in determining ID? We show
performance of our two algorithms, in this regard, on system tracks created during the execution of the scenario via
graphs of the type shown in Figure 6 below. This graph shows that our mission database consisted of platforms
enumerated contiguously from 1 to 55. These are shown on the y-axis. Along the x-axis, we show the scenario
time. At a given time, a point on the chart indicates the presence of the corresponding platform in the platform ID
for the track associated with the graph. The strength of the point indicates the degree to which the platform ID
supports the platform (i.e. does the platform have a lot of weight or belief mass, or does it have very little?). The
white space between platform ID points indicates that no new evidence in the form of sensor attribute data has been
received to change the platform ID. For example, in the figure below, no new evidence has entered the system
between time unit 800 and time unit 1125. Therefore, during this period of time, we can conclude that there has
been no change in the platform ID on this track. The header of the figure indicates that we are looking at
performance for a system track on target 2, as shown above in the scenario description, and that the system has
allocated the number 25 for this track.

Given a stream of attribute data, if we make the assumption that we absolutely believe every single piece of
evidence, we can define the “True ID” value as the intersection of the sets of platforms each piece of evidence
supports. Returning to our definition of a platform ID supporting a platform described in section 3.2
(p, OPID = w; >0), given a stream of platform IDs, let the True ID set be the set of platforms that is supported

by every one of the platform IDs (given n Platform IDs, the True ID set is {pi | pC PID,,Ok = 1,---,r} ). Those

platforms that make up the true ID set are shown in the graph using the shaded boxes. As we would expect, over
time, the cardinality of this set decreases. In the graph shown, the cardinality actually drops down to 1 around time
unit 110.
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Figure6: 1D Performance of Track 25 (Target 2) in Dempster-Shafer Run.

5.0 ANALYSISRESULTS

Figure 6 above shows performance of the Dempster-Shafer algorithm in tracking target 2. As the graph
illustrates, by time unit 120, the ID on the track has been narrowed significantly. In fact, the only platform with any
significant weight is the one that corresponds to the true ID. With ownship heading of 0°, Target 2, as our scenario



description indicates, is part of the long train of targets with heading 180° (i.e. they are on a path directed towards
ownship). Given the relative kinematic ambiguity in angle measurements along the line of sight connecting ownship
with the train of targets, we have to rely on ID scoring to differentiate the various targets. The Ad Hoc method
displays a deficiency in this regard. Whereas the Dempster-Shafer method is able to differentiate the target on the
basis of ID, and create a separate track within 60 time units, the Ad Hoc method is only able to pick up the target
much later in the scenario.

The ID platform ambiguity of the track it forms on the target is shown below in Figure 7. As we see, this
track does not form until about 700 time units into the scenario. Further, it is not able to gather enough information
to narrow down the ID to a single platform. It makes some progress towards this goal between time unit 1000 and
time unit 1200. However, due to a loss of information around time unit 1200, it is unable to sustain this movement.
By the end of the run, it returns a platform ID list that is ambiguous between a large number of platforms. But this
cannot be considered a huge advantage for the Dempster-Shafer method. The reason is that a similar track also
forms for this method around the same time. Whether this new track exists concurrently with track 25 above, or
whether track 25 is dropped (this can happen because of the lack of any new data over a period of time) causing a
new track on target 2 to form at a later time, the same problem arises in both methods.

The difficulties of using the scoring mechanism of the Ad Hoc method to differentiate targets on the basis
of ID alone are illustrated again by the tracking of target 3. While the Ad Hoc method was able to eventually create
a track on target 2, it failed altogether in tracking target 3. The Dempster-Shafer method, on the other hand, worked
quite well, as illustrated in Figure 8. Within 450 time units, the Dempster-Shafer method had correctly identified the
target. By time unit 650, the ambiguity of the ID drops to 1.

Track ID History: Track 53, Target 2
55
TRUEID
50 ® FUSIONID
Platform
Ambiguity,s |
e o
35 ¢ E E
L3 L3
30 L L] L]
25
s $¢ 02 3 3
20 E E
15 e
10
° ° o [ ] o
[ o [ [ o
5t H e s H
i §mmmmsiio i i
. . . ° o NN ® o o . . Time
200 400 600 800 1000 1200 1400

Figure7: 1D Performance of Track 53 (Target 2) in Ad Hoc Scoring Run.

The permissive nature of the scoring in the Ad Hoc method leads not only to problems with targets going
undetected, but also with miscorrelation of data. Consider Figure 9 below which shows the performance of the Ad
Hoc scoring method on target 16. Because of the kinematic ambiguity of the situation under consideration, sensor
reports gate incorrectly to tracks using just kinematics. Since the scoring is very permissive in ID as well, any track
that gates with a sensor report in kinematics, and has even one platform in common with the report’s platform ID,
will successfully attract the report. The tracking on target 16 shows this difficulty clearly. Reports that do not truly
belong to a target track can hijack the track easily, as this case illustrates. By 180 time units, the ID on the track



does not reflect the True ID of the target being tracked. This problem, quite clearly, does not arise in the context of
a Dempster-Shafer run, as the track on the same target using Dempster-Shafer clearly indicates in Figure 10.

Given these results, it would seem that on this scenario run the Dempster-Shafer method seemed to perform
somewhat better than the Ad Hoc method. However, it would be imprudent to conclude definitively, at this stage of
analysis that the Dempster-Shafer method is the better overall algorithm. Further study and analysis needs to be
performed to reach any such definitive conclusion.
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Figure 8: ID Performance of Track 37 (Target 3) in the Dempster-Shafer Run.
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Figure9: ID Performance of Track 7 (Target 16) in the Ad Hoc Scoring Run.
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Figure 10: ID Performance of Track 6 (Target 16) in the Dempster-Shafer Run.

6.0 SUMMARY

Given the interim nature of the analysis presented in this paper, we have pointed out the areas in which the
Dempster-Shafer algorithm seems to work better than the present Ad Hoc scoring method being employed on the
present algorithm. In all fairness, we should note that the Ad Hoc scoring method does work just as well on slightly
simpler scenarios. Even in the context of the scenario discussed in this paper, the performance on the cluster of
targets formed by targets 6 through 9 is almost identical in the Dempster-Shafer and the Ad Hoc Scoring runs.
There are other aspects to consider as well, which may contribute to better performance for the Dempster-Shafer
method. We are using a fairly restrictive scoring metric in the case of Dempster-Shafer, whereas the scoring metric
for the Ad Hoc method is highly permissive. Since the Ad Hoc method is more commonly used on high
performance fighters, we have not changed the accept/reject value of the metric already in the simulation. The
performance of the Ad Hoc method may improve if we change this accept/reject value to something that is less
permissive. A thorough analysis on the optimal value for the scoring metric for both methods should be performed
before a final judgment is made on the best algorithm for the application.
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