The long-term objective of this project was to improve programmability of parallel machines for irregular applications with unpredictable computational costs, pointer-based data structures, dynamically allocated data structures, or asynchronous communications. Example applications include sparse matrix algorithms, adaptive mesh refinement algorithms, and symbolic algorithms. The trend in recent years toward deeper memory hierarchies, including several levels of cache, DRAM, network, and disk, has meant that the more irregular applications have not yet benefited from increasing processor speed as much as more regular applications. Our goal was to provide programmers with high level tools for writing their high performance applications, and our specific tasks addressed three aspects of this problem: application understanding, library development, and compiler optimizations.
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Research Overview

The long-term objective of this project was to improve programmability of parallel machines for irregular applications with unpredictable computational costs, pointer-based data structures, dynamically-allocated data structures, or asynchronous communications. Example applications include sparse matrix algorithms, adaptive mesh refinement algorithms, and symbolic algorithms. The trend in recent years toward deeper memory hierarchies, including several levels of cache, DRAM, network, and disk, has meant that the more irregular applications have not yet benefited from increasing processor speed as much as more regular applications. Our goal was to provide programmers with high level tools for writing their high performance applications, and our specific tasks addressed three aspects of this problem: application understanding, library development, and compiler optimizations.

The first major artifact of this work is the Sparsity system for automatically producing highly tuned sparse matrix algorithms for specific machines and matrices. The second is a set of communication optimizations for the Titanium language, a parallel dialect of Java. This involved both research on new static analyses and better communication subsystems for implementing the parallel constructs on distributed memory multiprocessors and clusters. The funding from this grant targeted lightweight communication substrates, which are described in more detail below along with the Sparsity results. Our group has a history of performing application studies to compliment the basic systems research by suggesting new research problems and aiding with evaluation of systems. As part of this project, we looked at two new irregular applications: the EM algorithm used in the analysis of large data sets and perturbation methods used in modeling dynamical systems. The application studies were very successful in their own right, leading to papers and theses, but we felt that further investment in detailed performance tuning and parallelization would be premature, given that there was still a great deal of innovation possible at the high level algorithm level.
Summary of Most Important Results

Sparsity: Automatic Generation of Sparse Matrix Kernels

Sparse matrix operations dominate the performance of many scientific and engineering applications. In particular, iterative methods are commonly used in algorithms for linear systems, least squares problems, and eigenvalue problems, which involve a sparse matrix-vector product in the inner loop. The performance of sparse matrix algorithms is often disappointing on modern machines because the algorithms have poor temporal and spatial locality and are therefore limited by the speed of main memory. Unfortunately, the performance gap between memory and processing is steadily increasing, as memory performance has not kept pace with the well-known "Moore's Law" speedup that processor performance has enjoyed. Performance is also highly dependent on the nonzero structure of the sparse matrix, the organization of the data and computation, and the exact parameters of the hardware memory system.

We developed a toolkit called Sparsity for the automatic optimization of sparse matrix-vector multiplication. We started with an extensive study of possible memory hierarchy optimizations, in particular reorganizing the matrix and computation around blocks of the matrix. We demonstrated that certain kinds of blocking can be effective for both registers and caches, although the nature of that tiling is quite different due to the differences in size between typical register sets and caches. (Tiling a sparse matrix is entirely different than tiling dense matrices because the matrix is stored as lists of coordinates and values.) Both types of blocking were shown to be highly effective for some matrices, but ineffective on others, and the choice of block size is also shown to be highly dependent on the matrix and machine. Thus, to automatically determine when and how the optimizations should be applied, we employed a combinations of search over a set of possible optimized versions along with newly devised performance models to eliminate or constrain the search to make it practical.

We also considered a common variation of basic sparse matrix-vector multiplication in which a sparse matrix is multiplied by a set of dense vectors. This operation arises, for example, when there are multiple right-hand sides in a linear solver or when a higher level algorithm has been blocked. The introduction of multiple vectors offers enormous optimization opportunities, effectively changing a matrix-vector operation into a matrix-matrix operation. It is well known that for these dense matrices, the latter algorithm has much higher data reuse than the former, and so can achieve much better performance; the same is true in the sparse case.

The Sparsity system was designed as a web service so scientists and engineers could easily obtain highly optimized sparse matrix routines without understanding the specifics of the optimization techniques or how they are selected. It is available from http://www.cs.Berkeley.edu/cjj.

In addition to the system itself, we did an extensive performance study of over 40 matrices on a variety of machines. The matrices are taken form various scientific and engineering problems, as well as linear programming and data mining. The machines include the Alpha 21164, UltraSPARC I, MIPS R10000, and Power PC 604e. These benchmark results are useful for understanding the performance differences across application domains, the effectiveness of the optimizations, and the costs associated with evaluating our performance models to applying the optimizations. The conclusion is that Sparsity is highly effective, producing routines that are up to 3.1 times faster for a single vector and 6.2 times faster for multiple vectors.
The work on Sparsity resulted in a PhD thesis and two refereed publications during the period of this grant. (Additional papers on this research and follow-on projects have continued to be published after the end of the contract.)

Communication Optimizations for Titanium

Titanium is an explicitly parallel language for parallel scientific computing. It is based on Java and using a Single Process Multiple Data (SPMD) model of computation with a global address space. The global address space allows programmers to build complex distributed data structures that are not possible in message passing languages, and the SPMD model gives an efficient execution strategy without expensive runtime scheduling. Titanium is a dialect of Java, but it is compiled to machine code (though C), rather than to a virtual machine model. It shares the global address space and SPMD parallelism model with Split-C, UPC, AC, and Co-Array Fortran.

The work funded by this grant looked at techniques for efficient implementation of the global address space primitives (mainly remote read and write) on top of modern multiprocessors. In 1996 we performed a study of hardware support for a global address space (as distinct from shared memory, which typically moved data around automatically in cache lines). We examined a spectrum of machine, from those with little or no hardware support for remote memory operations, to those with powerful "communication co-processors," which were sometimes as powerful as the main processor. We found that subtle interactions between the main processor and co-processor could sometimes limit the co-processor, and the more limited hardware was sometimes more predictable and therefore easier to use. In 1998 we looked at theoretical models for network performance, developing a model of the communication performance of store-and-forward networks.

In 1999 we looked at the novel Tera platform as a target for SPMD languages like Titanium. The Tera Mult-Threaded Architecture (MTA) is a parallel architecture designed to support lightweight threads in a uniform address space. The architecture is in sharp contrast to most other scalable multiprocessors, which have a deep memory hierarchy with caches, local and remote memory, and many cycles of overhead for creating and switching between threads. We explored the question of whether Titanium’s computational model could be used effectively on a machine like the MTA, and we described some of the design issues in the MTA implementation of Titanium. Memory latency on the MTA is roughly 100-160 cycles, independent of the address being accessed; this latency is masked by having several threads of execution on each CPU, with automatic switching between threads on each cycle. Titanium applications are designed to map all available parallelism onto a fixed number of coarse-grained processes and to minimize non-local memory references, while the MTA demands a very high degree of parallelism and has little concern over locality. We therefore augmented Titanium’s SPMD model by adding loop level parallelization and then considered various mappings of both levels of parallelism onto the MTA, assigning threads to a particular CPU or allowing them to migrate. Ideally, one would like to present all levels of parallelism to the MTA and let it dynamically schedule the threads for good load balance. However, we found that distinguishing between the static, coarse-grained parallelism in Titanium and the dynamic loop level parallelism provides useful information for the thread scheduler, even though locality is not a concern. The reason is that statically-defined parallelism allows for a more equitable distribution of resources, i.e. better load balance. We performed several experiments with our implementation, including both micro-benchmarks and applications studies.
In recent years, market pressures have forced scientists in need of high performance machines to use clusters, whether these are designed as multiprocessors as in the case of the IBM SP line, or built by the end user as a cluster of commodity machines. There has always been an interest in starting high end compute nodes, which in recent years has meant shared memory processors (SMPs). However, these hierarchical machines add yet another level of complexity to the performance optimization space. These CLUMP (Clusters of MultiProcessors) architectures offer improved scalability over clusters of single-processor nodes by potentially replacing network communication latency with far lower bus latency, but the heterogeneous nature of communication on CLUMP systems makes them more difficult to program effectively. We showed that a reimplementation of the Titanium runtime library on top of the LAPI (one-sided, lightweight communication layer) on the IBM SP cluster of SMPs achieved performance on a CLUMP that was similar to that of an equivalent cluster of uniprocessors, with no modification to the application code. This gives programmers a single parallel programming model for CLUMPs, rather than a mixture of threads and message passing that is often used. The Titanium compiler generates memory loads/stores when the data is local to the SMP and messages when it is remote. The only overhead of this uniformity is the extra branch in the shared memory case to determine that the data is local, and the storage associated with a pointer to allow it to store the processor number in addition to the memory address of the data. Treating the machine as a flat cluster is attractive, but does not take advantage of the two-level communication hierarchy on a CLUMP. We therefore exposed some alternate models, and believe that ultimately application designers will have to account for the extra level of memory hierarchy to achieve the best performance.

**Significant Accomplishments**

The following list highlights the accomplishments in this effort.

1. The Sparsity system was released for public use in 2000. The software is available for download from [http://www.cs.berkeley.edu/~ejim/Sparsity](http://www.cs.berkeley.edu/~ejim/Sparsity). Sparsity self-tunes implementations of sparse matrix-vector multiplication as well as a sparse matrix times a set of dense vectors. This work is part of a recent trend toward automatic tuning of numerical kernels. A special session of the International Conference on Computational Science was devoted to this topic in May 2001, and although quite recent, it is being transferred to industry. The Matlab system, for example, is starting to use this technology for its dense matrix operation, based on an system called Atlas from U. Tennessee.

2. Titanium has been publicly available for several years. It runs on many platforms, including Uniprocessors, SMPs, and Clusters. The communication and optimizations work produced under this grant has been incorporated into the compiler. Researchers from LBL have used some of the Titanium implementations that are not part of the standard release, namely the Tera MTA and IBM SP. With independent funding from NSF, we are working to make these research prototypes into standard tools. In addition, other language efforts like UPC and Co-Array Fortran may benefit from the work in lightweight communication layers and analysis algorithms.
3. In collaboration with Phillip Collela at NERS/LBNL, we have worked on application level libraries to support for computational fluid dynamics, in particular AMR, through Titanium. That group implemented two fluid solvers based on AMR (one for hyperbolic equations and the other for elliptic equations) and one non-adaptive solver for elliptic equations on infinite domains. The communication optimizations and performance evaluation done as part of this work helped with both the understanding the kinds of algorithms that would perform best on modern machine and improved the quality of these implementations.
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