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AFIT/GIR/ENV/01M-08
Abstract

The purpose of this study was to determine if survey medium (paper versus
computer) affected responses and response rates in Air Force personnel. The study
compared responses and response rates from 900 randomly se;lected Air Force active-
duty members using a paper-based survey, a computer-based survey, and a more complex
computer-based survey. The first computer-based survey minimized the differences
between itself and the paper-based survey to more accurately quantify any bias due solely
to the computer medium. The more complex survey served to maximize differences
between itself and the other computer-based survey to more accurately quantify any bias
due to programmatic complexity. In addition, responses from groups stratified on gender
(men and women) and military commission (officers and enlisted) were compared
between the three survey types. The results showed that no statistically significant
differences could be detected between the paper and computer surveys overall and for
men, women, officer, and enlisted personnel. In the context of non-sensitive,
organizational research, paper and computer surveys can be considered equivalent

research mediums with regard to reliability and validity.
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COMPARATIVE ANALYSIS OF
TRADITIONAL VERSUS COMPUTER-BASED SURVEY

INSTRUMENT RESPONSE

I. Introduction

Survey research is considered the most popular and widely used method to
conduct social science research today (Babbie, 1990). Not limited to academia, survey
research is conducted by a wide variety of organizations from small businesses and
marketing companies to government agencies. Survey instruments are often used
because of their ability to gather information not possible to be gathered by any other
method. Because of the widespread use of surveys, inevitable problems arise that cause
criticism to be leveled against the findings of many surveys. In particular, poorly written
surveys, poor survey techniques, survey overuse, and survey misuse all have lead to the
outright rejection of survey research by many groups and individuals (Babbie, 1990;
Hugnagel & Conca, 1994). To combat this criticism, increased attention must be given to
survey instrument development and administration to assure that the survey’s
“significance cannot be doubted” (Parten, 1950:1), in terms of reliability and validity. -
This thesis focuses on one aspect of modern survey research that has generated
controversy stemming from early studies in Computer Assisted Testing (CAT). This
aspect concerns the introduction of the computer as a medium to administer surveys and

the effects the computer may have on human response.




Background

Traditionally, survey instruments, which encompass the use of questionnaires,
polls, and psychological tests, have been administered through a paper-based medium
because of the availability, low cost, and acceptance of this most common of
informational mediums (Rosenfeld & Booth—Kewe]y, 1993). The reliability levels,
regarding whether questions produce consistent measures in similar situations, and
validity levels, regarding whether answers correspond to the measurement under study, of
gathering information using a paper medium are often statistically grounded in the
research that uses them (Fowler, 1988). As new technologies emerge, researchers must
empirically study changes in reliabilities and validities from gathering information
through traditional means to gathering information through those new technologies. For
example, researchers compared survey results between using paper and the telephone,
finding significant differences (Hochstim, 1967; Rogers, 1976). Although intuition
suggests that different media might produce different responses, research must document
and build a body of evidence to support the equivalency or nonequivalence of the change
in survey mediums.

Recently, the accessibility, ease-of-use, and processing power of modern
computers have enabled organizations, including many in the Air Force and UsS
government in general, to rely on computer-based surveys, such as the recent Internet-
based Quality of Life Survey, much more than a few years ago. It is now quite simple to
create a computer-based survey and quickly administer it to a number of people

simultaneously on stand-alone computers, Local Area Networks (LLANs), or over the




Internet. However, many organizations do not question whether validity and reliability
are affected by the new method of administration, which presents a significant problem.
Problem Statement

Using computers to administer surveys may introduce the potential for errors or
bias that was previously unaccounted for by researchers. That potential must be
empirically assessed. In this context, the computer-based survey medium encompasses
the visual presentation, physical manipulation, user and computer processes, and
constraints and limitations of using the computer system. Humans are traditionally
accustomed to a paper-based medium for practically everything from reading and writing
to tests and questionnaires (Rosenfeld et al., 1993). The introduction of the compﬁter to
conduct studies once performed using paper and pencil has stirred much debate about the
differences in response people have from one form to the other. One study comparing
letters written on both paper and computer found that the computer-based writings were
“poorer in content quality and total quality” (Haas, 1989:149). Other studies comparing
reading comprehension in both the paper and computer mediums found that learning was
enhanced through the computer medium (Higgins & Hess, 1999; Homey & Anderson-
Inman, 1999). However, Regan (2000:18) suggests that electronic books do not allow for
a “pleasant reading experience.” How then does the computer medium change how
people respond to surveys compared with the popular and traditional paper medium?

Although the future may prove the computer to be the most popular medium
rather than paper, the computer, currently, adds an element of unfamiliarity or difficulty
for many people (Comley, 2000). Because of this, some people or groups may not want

to answer a computer-based survey. This unwillingness or inability to answer can




influence response rates in the form of non-response bias (Kiesler, 1986). At the other
end of the spectrum, some individuals and groups may feel more comfortable answering
a computer-based survey and may reduce the non-response rate. Some people or
subgroups may respond to computer-based survey questions differently than other people
or subgroups, intentionally or unintentionally, in the form of response bias (Paulhus,
1991). Response bias is any number of internal and external factors that affect how
people answer questions on a survey. These two concepts of bias, which are the
dependent variables in this study, will be thoroughly explored in the literature review.
Research Questions (RQ)

This study focuses on three objectives. The first and primary objective of this
research is to determine if computer-based surveys are equivalent to analogous paper-
based surveys. Two surveys can be considered equivalent if “they produce equal mean
scores, identical distribution and ranking of scores, and correlate to the exact same degree
with scores on any other variable” (Ghiselli, 1964:227; Honaker, 1988:562). This
research will determine if the computer medium introduces significant bias that causes
the response rate or mean scores to be significantly different bécause of the effect of the
survey instrument medium. Additionally, this research will attempt to quantify any bias
that is due solely to the fact that the survey interface is a computer due to differences in
personality, apprehension, difficulty, interference from the computer, or a combination of
all these internal and external factors. |

The second objective is to determine if format and complexity differences
between computer-based surveys introduce additional bias. Cizek (1994) and others

found that even the smallest changes to tests could produce statistically different




responses. Altering the position of correct responses on a multiple-choice exam was
found to affect user responses to equated examinations. Webster et al. (1996:568)
suggest that format and complexity differences affect computer users through an inability
to backtrack, increased attention on items when individually presented, immediate and
automatic feedback, initial cursor positioning, and “test-taker feelings of a lack of control
if answers cannot be changed during computer testing.”

The third objective is to determine if particular groups stratified on gender (men
versus women) and/or military commission (officer versus enlisted) are affected
differently by survey mediums. Previous research into gender and computer technology
has shown differences in the way men and women perceive computer technology
(Venkatesh & Morris, 2000; Gefen & Straub, 1997). Although no studies in the literature
review directly reviewed differences between perceptions of computer technology
between officers and enlisted personnel, this study attempts make inferences about these
groups based on education level taking into account other differences such as leadership
training and military social class differences. Rogers (1995:269) found that people with
“more years of formal education” adopt innovations, to include information technology
(IT), earlier than those with fewer years of formal education. In addition, Rogers
(1995:269) says that those with “higher social status” and “greater degree of social
mobility” will use and accept IT much sooner than those lacking these characteristics.
These attributes can clearly be associated with members of the officer force at a higher -
degree than those members of the enlisted force, suggesting that ofﬁcers should be more

accepting of IT and web-based innovations than enlisted personnel.




Based on the stated research objectives, three research questions (RQ) naturally
form, whose associated hypotheses will be proposed during the discussion in Chapter 2:
RQ1) Are computer-based and paper-based survey instruments equivalent?

RQ2) Do complex computer-based surveys introduce significant bias into
survey responses?

RQ3) Are computer-based and paper-based survey responses or response
rates affected by a person’s gender or military commission?

Significance of this Study

Academic and vocational researchers cannot assume that the constructs measured
with paper-based surveys, polls, questionnaires, or psychological tests can be
equivalently measured with a similar computer-based version of the paper-based
instrument. While a significant body of research has been conducted regarding the
equivalence of different methods of survey and test administration, results have been
mixed and sometimes contradictory (Booth-Kewley et al., 1992:562). Additionally, a
significant aspect of survey equivalence, the measurement of non-response, has not been
adequately addressed in most studies. This study will determine, more accurately, non-
response and response bias produced when Air Force members have a choice to complete
a survey and self-report on their own time, on their own terms, and without appreciable
pressure from the researcher.

Results from this study will help conﬁrm. the use of computer-based surveys or
disconfirm their use under certain circumstances. If this research shows that there is a
difference in how people voluntarily answer computer and paper-based surveys,
organizations that create or analyze survey data can make changes to account for these

effects. For example, if this research shows that officers tend to over-report positive




feelings on computer surveys, future computer surveys may incorporate questions to
control for this tendency. However, if the research shows that there is no significant
difference between the two methods, then validity has been strengthened for the use of
computer-based survey instruments without prejudice.

With studies like this one, researchers can say with confidence that the results
from their computer-based surveys are valid compared with equivalent results from
previous paper-and-pencil surveys. Without determining this validity and equivalence,
researchers may possibly draw incorrect conclusions from unknowingly biased data
causing unfounded policies to be set by those in command.

Scope and Assumptions

The scope of this study is\‘all Air Force active duty personnel who self-report
questionnaire responses in a completely voluntary environment. The results do not
necessarily apply to all surveys or tests unless they are conducted under similar
circumstances. Since the surveys for this study are highly structured, closed-ended, and
voluntarily completed without pressure, the findings may not generalize to loosely
structured or open-ended surveys administered under controlled environments.

A major assumption in this study is that the paper medium is seen as an
insignificant and unobtrusive medium. Every survey introduces some type of bias (Berg,
1954; DeLamater, 1982). This is a major problem found in social science research today,
and researchers do their best to control for it. This research will only find any bias due to
the change in medium and format that may or may not affect survey reliability or validity.
The nature of this research is exploratory; at this point, there is no way of telling whether

the computer will have a negative or positive influence on responses.




Thesis Structure

In the following chapter, justification for investigation into the various aspects of
differing survey administration and formats will be explored. Special emphasis will be
placed on equivalency theories, theories of response effects and bias, survey complexity
and format differences, gender differences and military commission differences based on
educational, training and social differences in relation to IT. Additionally, a thorough
examination of the previous research into the subject of computer versus paper-and-
pencil equivalency will be explored. Chapter 3 will explain the research method, the
different surveys used to gather data from a sample of Air Force personnel, and the
explicit procedures used to conduct the survey. In addition, a review of the analysis
techniques to be used on the resultant data will be examined. The final chapters will
analyze the actual data from the survey and provide interpretation and discussion of the
results. Finally, suggestions will be proposed for furtﬁer research that could not be

addressed in the present study.




II. Literature Review

Chapter Overview

This chapter consists of a literature review of the major constructs, concepts,
ideas, and research contributions of survey methodologies that have brought about the
research questions and hypotheses proposed in this current study. Because this study is a
comparative analysis of possibly different respoﬁses elicited by a computer versus a
paper survey medium, the concept of survey equivalenqy (Honaker et al., 1988) will be
reviewed as it pertains to types of survey instruments.

Next, the sources of survey error and the constructs of response and non-response
bias will be thoroughly decomposed, shedding light on the varying degrees of overall
error that can occur. As a further explanation of response and non-response bias, the
theories that differences may be found based on format, complexity, gender, and |
education will be presented.

Finally, this chapter will review previous survey research encapsulating the time
* period when most of the discussions on the equivalence of comphters and paper have
surfaced. This review will explicate the weaknesses and strengths in previous research,
which led to the questions in this study that require exploration and resolution.
Equivalency and Classical Test Theory
- A recurring theme in the study of the compqter in the administration of test and
survey instruments has been the concept of equivalency. Researchers are primarily
concerned with the equivalency of the computer-based format compared to the traditional

paper-based format above all other factors (e.g., Hofer & Green, 1985; Kiesler & Sproull,




1986; Honaker, 1988; Lautenschlager & Flaherty, 1990; Booth-Kewley, Edwards &
Rosenfeld et al., 1991; Webster & Compeau, 1996; and others).

Under Classical Test Theory, a computer-based and paper-based survey can be
considered equivalent if “they produce equal mean scores, identical distribution and
ranking of scores, and correlate to the exact same degree with scores on any other
variable” (Ghiselli, 1964:227; Honaker et al., 1988:562). This study suggests that
response rate should also be identical for the two forms to be considered equivalent in a
self-report experimental design. If the response rate (number of surveys returned/number
of surveys sent to sample) is statistically different between two methods of
administration, some additional and possibly unanticipated factor is causing the
difference. Therefore, equivalency of the paper and computer formats of the same survey
cannot be automatically solely on Classical Test Theory’s definition. Before reviewing
the concept of response rates as a factor of equivalency, it is important to discuss
Classical Test Theory and each “criteria for equivalency” (Honaker, 1988:561). The
three criteria for equivalency are psychometric equivalency, experiential equivalency,
and relativity of equivalency (Honaker, 1988:562).

Psychometric equivalency has already been introduced as equivalency based on
two formats producing identical mean scores, distribution, ranking, and correlations with
other variables. Honaker (1988) states that if these criteria are met, the validity can be
generalized from one form to the other. However, Honaker (1988) states that if the
criteria are not met, “it is likely that separate constructs are being measured,” and validity

data cannot be generalized from one form to the other form.
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Another concept of equivalency, experiential equivalency, encompasses how two
different forms of a test or survey are “experienced by the examinee” (Honaker, 1988).
These experiences can be “emotional, perceptual, and attitudinal reactions to the two
forms” (Honaker, 1988). In other words, experiential equivalency means that a paper-
based survey and computer-based survey can be considered equivalent only if the
respondent has the same basic experience while taking the surveys. Because this
equivalency is qualitative and very difficult to measure, experience differences can only
be assumed to a large degree.

The final concept of equivalency, relativity of equivalence, examines how
familiar the survey medium is to the respondent. Relativity of equivalence posits that
some groups may have less familiarity with a computer than another group. Because of
this unfamiliarity, this group will respond differently than the group that is familiar with
the technology. When two groups respond differently to the same survey based on their
familiarity with the subject matter, format, or medium, the survey cannot be considered
equivalent for the two groups.

Brennan (1983) remarks that standard survey and test instruments that are being
administered in both paper and computer formats were originally validated in the paper
format using the Classical Test Theory methods. Because of this, it is important to study
computer-based instruments using identical methods (Wilson et al., 1985:267). He also
notes that by “preserving common methods, the results of current studies can be
compared to prior validation studies” meaning that paper and computer surveys need to

be validated using the same methods.
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Survey Errors

A property of surveys is that human questions measure human answers (Fowler,
1988). Questions are poor measures because they are often unreliable, inaccurate, biased,
or cause bias. In other words, they introduce error. Not only do questions introduce error,
answers often introduce as much or more bias because of the human response factor.
Control and the treatment of error is the problem crucial to all types of surveys (Hyman,
1963). Many authors write about many types of errors: emergent error (Hyman,
1963:179); sampling error (Fowler, 1988); chance, accidental, constant, and non-
compensating errors (Parten, 1950:403). However, three main groups of errors can be
extracted from all the different labels: random, biased and wrong construct errors. These
three groups of errors account for most errors that can be found while conducting a
survey and will be fully explained in the following paragraphs.

Error is an often talked about> concept in statistical or research methods textbooks.
Dooley (1995) explains that any observed score (X) can be decomposed to X =T + E,
where T is the true score component and E is the error component. This error £ can be
any factor or measure that makes an observed score different from the true score. Dooley
includes the random error (E,), the biased error (B), and the wrong construct error (E,,).
Any other error will be considered too insignificant to discuss for the purposes of this
study. So, the new formula looks like this: X =T + (E+B+E,).

Random errors (E,) are errors that randomly occur, such as errors created from
guessing. Because they are random with both positive and negative effects, they will
eventually cancel out over many trials (Dooley, 1995:79). Random errors are controlled

through two methods: First, the researcher can take great care in instrument design to
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reduce the possibility of error. Secondly, the researcher can increase sample size to
“obtain the desired statistical power” (Hufnagel & Conca, 1994:50).

Bias error (B) is a nonrandom error and tends to be more complex than random
error. Bias exists when an “unmeasured variable skews the results of the measurement
process in a systematic way” (Hufnagel & Conca, 1994:51). Bias can be introduced by
the researcher, the measurement instrument itself, such as a questionnaire or test, or it can
be introduced based on a particular view held by the respondent. A bias error that is in
the instrument is less significant than one in the respondent because the bias will be
constant across all respondents. The actual observed score may be much different from
the true score, but all scores will be consistently affected. The respondent bias may have
to do with likes, dislikes or feelings a certain person or group has toward the
measurement instrument. In a comparison of bias from a paper-based survey to a
computer-based survey, bias error should be noticeable as a difference in observed scores
between the two methods. A constant bias will assure any differences are consistently
different across the medium.

The third error, error of measuring the wrong construct (£,,), is a major concern in
the discussion of equivalency between paper and computer survey instruments. For
example, Webster et al. (1996) gave a paper and computer survey to a group of people
who had recently completed a computer course. The survey asked the subjects about
their feelings about the software and training. Although analysis indicated no mean or
reliability differences between the two methods of administration, Webster was
concerned that significant differences found in construct correlation was attributed to

those subjects who took the survey on the computer. She believes they paid more
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attention to the computer and subsequently the constructs such as computer “playfulness”
and “experience” took on different meanings compared to those who took the survey by
paper-and-pencil. In other words, the subjects may have answered based on what they
were currently experiencing on the computer. Honaker (1988:562) states that if the two
forms “do not correlate equally well with relevant external criteria, then it is likely that
separate constructs are being measured.” No matter how well the researcher tries to
control for bias, some bias will always be present. Jaffe and Spirer (1987:134) state,
“There is probably no way to eliminate all bias from all questions in all surveys.”
Response Bias

Wiseman (1972) found that “responses given in a public opinion polling are not
always independent of the method used to collect the data.” Response bias is a well-
known problem in survey research, which researchers must constantly consider and try to
control. Paulhus (1991) defines response bias as a “tendency to respond to a range of
questionnaire items on some basis other than the specific item content.” Other
researchers have referred to response bias with the terms “response set” (Cronbach,
1946:475), “response effects” (Kiesler et al., 1986:404) and “response style” (Dooley,
1995:90).

Response bias may be due to a person’s personality, culture, education, desire for
social acceptance, or consistent interference from the medium of survey, among many
other reasons. Response bias is difficult to determine from surveys or tests unless there is
some baseline with which to compare it. Response bias can be accounted for if the
means or variances are statistically different between the two methods (Honaker, 1988;

Paulhus, 1991).
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Cronbach (1946) defines response sets as “any tendency causing a person
consistently to give different responses to test items than he would when the same content
is presented in a different form.” Cronbach (1946) listed six response sets which
influence scores: 1) tendency to gamble, 2) definition of judgment categories, 3)
inclusiveness, 4) bias; acquiescence, 5) speed versus accuracy, and 6) responses on essay
tests. These six response sets are a factor of personal response rather than group
response. Cronbach (1946) considers them a bias comparable with constant errors. Their
affects can be “reduced by any procedure that iﬁcreases the structuration of the test
situation” (Cronbach, 1946:488).

“Response effects” is another name for response bias. Kiesler et al. (1986:404)
defines it as a respondent’s:

Systematically refusing to answer certain questions, or giving incomplete

answers or not following instructions, underreporting socially undesirable

or threatening information, over reporting socially desirable information,

choosing conventional or ‘moderate’ response categories, and ‘yea-

saying’—agreeing with whatever the researcher asserts. '
Kiesler (1986:406) asserts that computer technology will reduce these effects because the
setting will be more impersonal and anonymous, and that respondents “will become self-
centered, and relatively unconcerned with social norms and with the impression they give
others.” In contrast, Reichard (1998) disagrees by arguing that a “Big Brother
Syndrome” affects responses because of the focus on security and the ability of
computers to track and possibly identify individual users. She suggests people will be

more concerned with social norms and the impression they give others because the

response becomes a permanent record in a computer system.
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One of the earliest attempts to find differences in responses between the two
mediums was conducted by Evan & Miller (1969). They constructed a questionnaire
based on the popular Minnesota Multiphasic Personality Inventory (MMPI) and
administered it by both computer and paper to 60 MIT undergraduate students. They
found that subjects answered questions more truthfully under computer administration
when the questions were personal or disturbing in nature. However, they found no
difference if the questions were impersonal or emotionally neutral, suggesting that the
computer was considered an impersonal medium.

A 1990 study by Lautenschlager and Flaherty surveyed 241 psychology students
at the University of Georgia using psychological honesty scales of Impression
Management (IM) and Self-Deception (SD). They concluded that IM and SD scores
were directly influenced by method of administration. Computer users tended to produce
lower IM and SD scores, meaning they were not trying to make themselves look better to
others or themselves. Similarly, George, Lankford, & Wilson (1992) administered both
computer and paper personality surveys to 97 undergraduate student volunteers. Mean
differences were found between the paper and computer administration conditions.
George et al. summarized that “computer anxiety may artificially inflate negative affect
scores during computer administration” (1992:203). |

Other studies looking into socially desirable responses (the extent to which one
answers a survey to present the most desirable image to another) found differences
between the two survey methods, but with unpredictable results. Kieslér and Sproull
(1986) presented the Marlowe-Crowne Need for Approval survey to 100 students and

faculty members at Carnegie-Mellon University. The found that answers on computers
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were less socially desirable and more extreme than answers on paper. In contrast,
Schuldberg (1989) reported that subjects who answered surveys by computer
administration answered with more social desirability answers and were less open than
subjects using paper and pencil. The paper and computer surveys produced different
results, but while one study showed more socially desirable answers on paper, the other
showed more socially desirable answers on the computer medium.

Although many studies show a link between survey medium and response
difference, an equal number indicate no differences (Booth-Kewley et al., 1992; Paulhus,
1991; Lautenschlager et al., 1990; Honaker, 1988). This raises the need to determine
what possible methodological differences may have caused researchers to come to such
opposite conclusions. Based on this past research and to partially answer research
question one (RQ1), the first research hypothesis attempts to find differences, which may
indicate bias, in overall means and variances between paper and computer-based surveys:

H1a) Overall means and variances will be statistically different between
computer-based and paper-based surveys.

Non-Response Bias

Although not the opposite of response bias, non-response bias is a factor that
affects response rate. In short, non-response bias is bias caused by a difference in the
attitudes of those who answer a survey and those who do not answer a survey. Non-
respondents lower the response rate and may cause an abnormal inflation or deflation of
the responses when used to generalize to the population. Non-response bias is caused by

people not willing to respond to a survey for any reason in a voluntary setting when their
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views may be consistently different from the response group. Singer (1989:50) warns,
“non-response can seriously bias survey estimates and distort inferences.”

Non-response bias may have to do with a person’s preconceived ideas about the
survey, questionnaire, or survey medium in general, so the person may not even attempt
to complete the survey. Also, the person may attempt or start the survey, but not
complete it for some reason. Any reason for not completing a survey is considered non-
response bias, and it is present in practically any self-report survey (Kiesler, 1986).

What if the majority of a representétive sample is non-respondents, and the
minority are respondents? Fowler (1988:48) says, “The effect of non-response on survey
estimates depends on the percentage not responding and the extent to which those not
responding are biased—that is, systematically different from the whole population.” The
problem with non-response is not actually in the lack of responses, but is created if those
responding are different from the population. Non-response can exacerbate the
difference between the sample and population. For example, a survey may have been
distributed to a random, representative sample of the population, but if the non-response
is high enough, it is unknown if the true views of the population can be assessed by the
small potentially biased sub-sample.

There are two forms of non-response bias with equally damaging possible impacts
on a study. The first is unwillingness to answer and has to do with a person not
responding because the person does not want to. This person has the choice to complete
the survey or not, and decides not to complete it for any personal reason. The second
form of non-response bias is inability to answer and has to do with someone not being

able to fill out a survey for some reason. This may entail the lack of availability or
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accessibility bf the survey medium. In 1936, the Literary Digest Poll failed because the
organizers only polled people with phones. What about people without phones? The
same can be said about computers. What about potential respondents without computers?
This is probably the most talked about problem in computer survey administration today.
Some researchers’ sampling frames only contain those individuals who have access to a
computer (Rosenfeld et al., 1993). Some polls, found on websites such as CNN.com, can
only be accessed by those using a computer with an Internet connection. How
generalizable are the results of a poll whose only participants are computer users?

A theory explaining response rates in Air Force members is found in Adams’
(1996:25) unpublished study. Her research found that Air Force personnel have higher
response rates for paper surveys compared with computer (e-mail) surveys. She
theorized that they “perceive written communication as more formal and task-oriented.”
Because it is perceived as more formal, the response rate for paper surveys is greater than
for computer surveys. Conversely, the nbn-response rate for computer surveys was
higher than for paper surveys.

Sjostrom (1999) conducted research to measure non-response error and incorrect
answer errors in a survey sent to 4000 Swedish citizens. His calculated response rate was
43% compared with a 62% response rate for another survey conducted similarly to the
same population. Sjostrom was able to compare the objective responses to archived
historical data to determine whether errors existed in the responses. Because of the
relatively low response rate, he concluded that non-response bias accounted for 66% of

the error in his survey results when generalized to the population.
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To fully answer research question one (RQ1) and to determine if non-response
bias is a significant factor between paper and computer surveys, the second research
hypothesis attempts to determine equivalency based on response rates:

H1b) Overall computer-based survey response rates will be statistically
different than paper-based response rates.

Format Differences

Some research has argued that format differences can affect user responses.
Fonnaf differences, in this case, refer to surveys with identical questions but different in
question order, response type, font (design), or overall complexity rather than differences
between the methods of administration. Webster et al. (1996) reasoned that differences
discovered between paper and computer surveys, in some studies, could possibly be
attributed to the format, design, or complexity differences between two surveys. In other
words, researchers may not have controlled for slight format differences making it appear
that the any difference was caused by the method of administration rather than format
differences. Cizek (1994) found that even the slightest change in answer order in a
multiple-choice test significantly affected responses between otherwise identical tests.
Moving the correct answer only two positions created unpredictable but “statistically
significant differences” (Cizek, 1994:18). He cautioned test creators to avoid reordering
options on similar examinations or risk creating unequivocal tests. Beaton and Zwick
(1990) suggested that differences between response types (i.e. circling a correct answer
versus filling in bubbles for correct answers) affect how respondents answer survey or

test items.
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Webster et al. (1996:568) states, “Research attention that compares modes of
administration while minimizing format differences is needed.” Such format and
complexity differences are easily implemented on computers (inability to backtrack,
increased attention on items when individually presented, immediate and automatic
feedback, initial cursor positioning, and survey-taker feelings of no control when
previous answers cannot be changed). It does not make sense to compare responses
between a paper questionnaire of one design with a computer questionnaire of another
design. If the designs are different, how can the researcher tell if any differences are due
to the medium or due to the format or complexity differences? When comparing
differences in medium of survey or test administration, it is vital to keep format
differences minimized (Webster et al., 1996; Comley, 2000; and others). Although
researchers have recognized this fact, in many studies (Booth-Kewley et al., 1992;
George et al., 1992; Kawasaki et al., 1995; and others), the researchers did not reveal
whether format or complexity differences were controlled or not. If differences were
controlled, this was important methodological information to exclude.

The following research hypotheses attempt to answer research question two
(RQ2) to determine if complexity or format differences introduce significant response
bias into survey results:

H2a) Overall means and variances will be statistically different between two
computer-based surveys of different complexity.

H2b) Overall survey response rates will be statistically different between two
computer-based surveys of different complexity. '
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Gender and Computers

Why might certain groups display more response bias toward the computer than
another group? Gefen and Straub (1997) indicate that a person’s gender affects how
computers and computer technology is perceived. Although they found no difference in
men’s and women’s use of electronic mail, the study raised questions about perception
differences between the sexes that may occur when faced with a computer-based survey
as opposed to a paper-based survey.

Venkatesh and Morris (2000:115) asserted that gender differences play a role the
“individual adoption and sustained usage of technology.” Their study, which focused on
gender differences in the linkages of the determinants of technology use and acceptance
from Davis’ (1989) Technology Acceptance Model rather than mean gender differences
in use and acceptance, found that women weighed the determinant “perceived ease of
use” (Davis, 1989) as a direct factor of “behavioral intention” (Davis, 1989) more
strongly than men. In other words, women’s intentions to use technology is influenced
by their perception of how easy it is to use that technology to a greater degree than men.
An important point that can be reasoned here is that when a man and a woman are both
provided an opportunity to take part in a computer-based survey, the woman’s
willingness to participate in that survey will be more heavily determined by her
perceptions of the ease of use of that computer survey than the man.

Which gender might perceive a computer as easier to use? Edwards (1990:107)
suggests that men perceive computers as more friendly and familiar than women because
men think in the same modes as computers: “syllogistic, quasi-mathematical logic and

formal gaming.” Edwards (1990:125) also postulates that “computers do not simply
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embody masculinity; they are culturally constructed as masculine mental objects.”
Because men perceive computers as more friendly and familiar than women do, women
may be more likely to decide not to participate in a computer-based survey at a higher
rate compared with men.

Canada & Brusca (1991), Kramer & Lehman (1990), and Whitley (1996) agree
that men have been more socially conditioned to perform well on computers compared
with women. Whitley (1996) says “computer use in schools has been linked to
traditionally ‘masculine’ subjects as science and mathematics but not to traditionally
‘feminine’ subjects such as art and literature.” However, his study showed only a small
difference between men’s and women’s anxiety levels and computer-related behavior
(Whitley, 1996). Kramer et al. (1990) showed that “gender-related differences in
learning and using computers are documented at all educational levels.” Canada et al.
(1991) concludes from her study that a “technical gender gap” does exist and may cause
women to be less likely to meet the technological challenges.

Because women tend to relate to and perceive computer technology different than
men, it is believed that women will respond differently to computer and paper-based
surveys. It is further believed that because men are more socially conditioned to use and
perform well with computer technology, no differences will be found between responses
and response rates between the two surveys for men. The following four research
hypotheses attempt to answer part of research question three (RQ3) which asks whether

gender affects responses between paper and computer-based surveys:
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H3a) Women will have statistically different response means and variances
between the simple computer, complex computer and paper-based surveys.

H3b) Men will have statistically similar response means and variances
between the computer-simple, computer-complex and paper-based surveys.

H3c) Women will have a statistically different response rate between the
paper and computer-based surveys.

H3d) Men will have a statistically similar response rate between the paper
and computer-based surveys.

Military Cdmmission, Education and Computers

This study looks at differences in individuals of different military commission
(officer versus enlisted) because this is an important and obvious distinction among
military personnel. How differently might officers and enlisted personnel respond to
computer and paper-based surveys? Because no prior research was found that linked
military commission to computer use and acceptance, a link can only be drawn from
gathered inferential evidence.

The differences between individuals in the officer force and enlisted force are
numerous. All officers have a bachelor’s degree or higher. According to the Air Force
FY2000, first quarter demographic report (AFPC, 2000), only 4.7 percent of enlisted
members have a bachelor’s degree or higher. The officer force’s average age is 35 and
the enlisted force’s average age is 29 years old. Most officers receive rigorous leadership
and command training from basic officer training through intermediary and advanced
leadership and command training. Enlisted members receive some leadership training at
various stages, but not command training. Lastly, most officers are placed in leadership
or command jobs from the beginning of their commission. Enlisted members normally

start their enlistment as tr