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This is a presentation of the JASON summer study on Spintronics done at DARPA's request in 1999. Bob Westervelt was the study leader and a number of JASONs participated in the study.
A one-day workshop was held at the summer study on July 13, 1999. Six experts on topics in spintronics gave presentations: David Awschalom from the University of California, Santa Barbara, Berry Jonker from the Naval Research Laboratory, Tom McGill from the DSRC and Caltech, Michael Roukes from Caltech, Stuart Parkin from IBM Almaden, and Jon Slaughter from Motorola. The DSRC was very helpful to the study and a number of participants visited from the DSRC and local institutions: Richard Osgood from the DSRC and Columbia University, Ivan Schuller from the University of California, San Diego, and Darryl Smith from the DSRC and Los Alamos National Laboratory. Stuart Wolf of DARPA played an important role in helping to organize the workshop and study.
An outline of this talk is shown above. We start with an overview of spintronics, then move on to specific topics. Magnetic Random Access Memory is a new technological development which combines metal magnetic elements with semiconductor readout to make nonvolatile memory chips. Spin lifetimes in semiconductors and spin transport have been recently studied using optical generation and detection of polarized electrons. Spin injection from polarized conductors could be very useful in the creation of spinelectronic devices. Special materials have possible use in spintronics. A number of possible applications of spintronics are presented. The talk is ended with a summary and list of conclusions.
This slide presents an overview of spintronics research.

Giant magnetoresistance was discovered about ten years ago in layered metal systems. They show large (>10%) changes in resistance when a weak applied magnetic field (~10 Oe) is applied. Giant magnetoresistance heads have taken over most of the computer hard disk drive industry, because they provide superior performance at low cost.

Random access memory chips based on magnetic tunnel junctions or giant magnetoresistance elements have been developed by IBM and by Motorola recently with DARPA support. They provide nonvolatile memory at high density and could have applications in the relatively near term.

Long spin lifetimes, to above 100 nsec, have been observed in n-type GaAs at low temperatures, and long spin transport distances, to above 100 μm, have been measured. These could make possible new types of applications.
Spintronics Overview (cont.)

- Spin injection into semiconductors
  - interfaces important
- Spintronics materials
  - InAs/GaSb/AlSb superlattices
  - (Ga,Mn)As ferromagnetic semiconductors
- Possible applications
  - magnetic random access memory
  - magnetic field sensors
  - spin field effect transistors
  - quantum state based electronics
  - quantum computers

Spin injection from magnetically polarized electrical contacts into semiconductors could enable new spin-based devices. Experimental work looks promising, but is limited at present by interfaces which relax spin. Further work is needed to understand and reduce spin relaxation in injection. InAs/GaSb/AlSb superlattices permit spin splitting in zero applied magnetic field and may have applications in spintronics.

A ferromagnetic semiconductor (Ga,Mn)As has been demonstrated with Curie temperatures to 110°C. Ferromagnetic semiconductors may ease spin injection by eliminating the ferromagnetic metal to semiconductor interface.

Spintronics may make possible a range of new applications. MRAM chips are well along the path to useful devices, and may reach the market in the near future. Giant magnetoresistance and other spintronic devices provide sensitive magnetic field sensors at relatively low cost, and could find uses in addition to hard disk drive heads. Spin effect transistors have been demonstrated, and may find specialized applications. New approaches to electronic devices and circuits based on quantum effects and quantum states often are sensitive to spin state, and the control of spins could be important for this entire field. Spins are natural candidates for Q-bits of future experimental implementation of quantum computer devices. Although quantum computer experiments are at a very early stage, the theory is more advanced and often uses spins as the fundamental element.
Giant magnetoresistance was discovered about ten years ago in layered metal systems. They show large (>10%) changes in resistance when a weak applied magnetic field (~10 Oe) is applied.

The figure illustrates two examples:

Multilayer giant magnetoresistance Co$_{95}$Fe$_{5}$/Cu stacks show a 110% increase in resistance near $H = 0$ when the alignment of the magnetization alternates between layers, as indicated by the red and blue color coding. At about $H = 30$ kOe, the magnetization aligns and the resistance increase is destroyed.

A giant magnetoresistance structure shown below shows a 8 to 10% increase in resistance for a 10 Oe increase in magnetic field, as the alignment of the top magnetic layer reverses direction, indicated by the red and blue color coding. The polarization of the lower layer is pinned by the magnetic substrate, as shown.

Giant magnetoresistance heads have had a strong effect on the computer hard disk drive industry, because they provide superior performance at low cost.
Magnetic Random Access Memory

IBM and Motorola have developed non-volatile MRAM with DARPA support

MRAM based on magnetic tunnel junctions or giant magnetoresistance

advantages -
non-volatile
fast read and write (to ~10ns)
cell size ~ DRAM
low voltage

With DARPA support since 1996, IBM and Motorola have developed magnetic random access memory chips (MRAM). These combine semiconductor readouts with magnetic elements using giant magnetoresistance or magnetic tunnel junctions (MTJ). The advantages of this approach are that MRAM is nonvolatile - the magnetic state is retained even with no applied power - they have fast read and write times projected to reach values ~10 ns in about 5 years, their cell size is small - comparable to DRAM, and they can be operated with relatively low voltages. In addition, MRAM is comparatively insensitive to radiation damage.
This slide illustrates one MRAM architecture developed by Motorola. A sketch of the three dimensional structure is shown in the left figure. Two sets of conductors - the digit lines D1, D2 and D3 and the bit lines B1 and B2 - are used to write bits on individual sites, and a set of word lines W1, W2, and W3 are used to randomly read out individual sites.

A sketch of a cross section of the memory chip is shown on the right, showing the location of the magnetic tunnel junctions (MTJ) which magnetically store the bits. The lower parts of the chip can be made using CMOS technology, and the magnetic parts added by specialized processing afterward.
Magnetic tunnel junctions use magnetic polarization of two ferromagnetic metal layers to control the current through a tunneling barrier, as indicated in the figure. The first ferromagnetic layer acts as a spin filter to determine the preferred polarization of electrons tunneling into the second ferromagnetic layer which acts as a spin detector.
This slide illustrates how a bit is written in a magnetic tunnel junction MRAM. The magnetic tunnel junction consists of two ferromagnetic metal layers joined by an insulating tunnel junction. As indicated, the top ferromagnetic layer is free, in the sense that the direction of its magnetization can be easily changed by a small magnetic field. The bottom ferromagnetic layer is fixed, in the sense that its magnetization is pinned and requires a much larger magnetic field to flip. The conduction of the MTJ depends on whether the magnetization of the top and bottom ferromagnetic layers is aligned or opposing.

The bit is written onto an individual MTJ by passing a current through both a bit line and a digit line, creating magnetic fields as indicated in the figure. Their amplitude is adjusted to flip the direction of magnetization in the free ferromagnetic layer to the desired direction while leaving the magnetization of the fixed layer unchanged. During this process the isolation transistor is turned off.
This slide illustrates how a stored bit can be read out.

The bit is read out by passing a current through the desired memory element by turning on the isolation transistor. The resulting voltage (or current) is compared with a reference site to determine whether the bit is a 0 or a 1. Reading is nondestructive to the stored bit and can be repeated many times.

In summary, the development of MRAM technology is fairly advanced. Developmental MRAM chips with 1M bits are predicted this year by Honeywell, and smaller chips have already been produced. The advantages of MRAM - nonvolatile storage and relatively small cell size - are attractive for applications. Additional work is needed on a number of issues in manufacturing in order to bring MRAM into production. If these potential problems are solved, it seems possible that MRAM may appear in the market relatively soon.
This figure shows a schematic drawing and a transmission electron micrograph of a MRAM magnetic tunnel junction device developed by IBM. As indicated the size of the magnetic tunnel junction (MTJ) and word line are about 0.25 microns, comparable to feature sizes in current CMOS memory. The MX line connects the magnetic tunnel junction to one of its leads.
Optical Studies of Electron Spin in GaAs

- Optical pumping and detection
  - spins oriented by circularly polarized light
  - orientation detected by
    - circular polarization of photoluminescence
    - Faraday rotation
- Long spin lifetimes in n-type GaAs
  - $T_2 > 100$ nsec
  - spin transport $> 100 \mu$m
- Possible applications
  - quantum information storage
  - spin-transport devices

At the spintronics workshop David Awschalom described recent measurements of electron spin lifetimes and transport in GaAs and other materials which use optical methods to create and sense spin polarization.
Optical pumping and detection can be used to create polarized spins and sense the orientation of spins at later times. A short pulse of circularly polarized light creates polarized electrons and holes in a semiconductor like GaAs. The orientation of the electrons can be sensed later by measuring the circular polarization of photoluminescence as the created carriers recombine. The Faraday rotation of light can also be used to measure the polarization of electron spins, even when few holes are present.

Awschalom and coworkers found that n-type GaAs displayed relatively long lifetimes for electron spin, up to $T_2 > 100$ nsec at low temperatures, and found that electron spins could be transported for distances as long as $> 100 \mu$m. In neutral GaAs the spin relaxation time is much shorter, due to the recombination of photoexcited electron hole pairs. However in n-type GaAs the photo excited holes recombine with electrons from donors, leaving behind a polarized electron gas in which spin relaxation occurs much more slowly.

Spin polarized electrons in semiconductors may find applications in information using quantum effects and states, or in new spin-transport devices.
This slide describes the creation and detection of polarized electron spins by circularly polarized light.

As illustrated in the top figure, absorbed circularly polarized light creates an electron-hole pair with polarized spin. Short light pulses can create polarized electrons by this mechanism.

In the bottom figure the detection of spin polarization by photoluminescence is shown. This method works for short times before both electrons and holes created by the excitation pulse recombine.
Pump-probe Studies of Spin Precession

\[ M_x = M_0 e^{-\Delta t/T_2} \cos \Omega_L t \]

\[ \Omega_L = 2\pi g \mu_B H \Delta t / h = \text{the Larmor precession frequency} \]

\[ T_2 = \text{the transverse spin relaxation time} \]

This slide illustrates the use of Faraday rotation to detect spin polarization. This method works for doped material at times longer than the excited carrier lifetime in pure material and was used by Awschalom et al. to study electron spin polarization in n-type GaAs.

Electron-hole pairs are created in a slab of semiconductor material by using a short 100 fs pulse of circularly polarized light as a pump. A short pulse of polarized light is passed through the sample as a probe at a time \( \Delta t \) later. An applied magnetic field \( H \) causes electron spins to precess, as illustrated. Faraday rotation of the probe pulse of light measures the magnetization \( M_x \) as illustrated by the graph. For simple cases, \( M_x \) decays exponentially with a characteristic relaxation time given by \( T_2 \) the transverse spin relaxation time. Although many spins are created in the sample by the pump light pulse, their motion is called coherent, because these spins tend to precess together, and one can examine the motion of single spins as in magnetic resonance.
N-type doping reduces spin relaxation by electron-hole recombination.

After a pump pulse of light creates electron-hole pairs with polarized spin, this polarization is destroyed by recombination. However in n-type material the excess holes are rapidly filled by recombination with electrons from the doping. The figure illustrates this effect for a ZnCdSe quantum well with electron density \( n = 2 \times 10^{11} \text{ cm}^{-2} \) in a magnetic field of 2 T at temperature 5 K. After the recombination in about 0.1 nsec most excited holes are gone, and the electron spin can exist for much longer times, as shown.

Doping permits spin relaxation times \( T_2 > 1 \text{ nsec} \) for n-type bulk GaAs at room temperature and \( T_2 > 100 \text{ nsec} \) at 5 K.
Dependence of $T_2$ on n-type Doping


50 µm thick Si-doped GaAs

Field-dependent studies

$M_x (\Delta t, B) = M_x e^{-\frac{\Delta t}{T_2}} \cos \left( \frac{g \mu_B B \Delta t}{h} \right)$

scan delay or magnetic field

This slide shows the effect of donor density $N$ on spin lifetime measured for n-type GaAs at low temperatures. The main features of the spin relaxation data are understood.

The short $T_2$ at low doping (the isolated point at the left of the graph) can be caused by holes excited in weakly doped material. The spin of excited holes relaxes very rapidly by spin orbit coupling, and the conduction electron spin then rapidly relaxes by electron-hole coupling.

For doping levels above $10^{16}$ cm$^{-3}$, there are enough free electrons in the conduction band to fill these holes rapidly and eliminate this source of spin relaxation. The lifetime is 3 orders of magnitude longer at $N = 10^{16}$ cm$^{-3}$ than at $N = 10^{14}$ cm$^{-3}$.

The decrease in spin lifetime with increasing doping level above $n = 10^{16}$ cm$^{-3}$ is due in large part to the D'Yakanov-Perel (DP) relaxation mechanism discussed in slide 20. These higher electron densities are above the metal transition. At 5 K the charge carriers near the Fermi energy increase in energy as $N$ increases. Because the DP spin relaxation rate rapidly increases with energy, as shown in slide 17, $T_2$ falls off rapidly with increasing $N$. 
Resonant spin amplification can be used to study long spin relaxation times $T_2$. As illustrated in the figure at the lower left, repetitive pumping light pulses can resonantly increase the electron spin density when the time interval $t_{\text{rep}}$ between pump pulses equals an integer number of cycles of spin precession. When the times do not match, then later pump pulses can help depolarize the electron spins. The effect is a sharp increase in Faraday rotation of the probe light pulse at magnetic fields which produce precession rates which give resonance, as illustrated by the data and theory fits shown on the right. For a short delay $\Delta t = 10$ psec between pump and pulse the peaks all have the same sign, while for a longer delay $\Delta t = 1$ nsec the sign of the peaks oscillates due to the precession in spin direction during the delay. The agreement between data and theory fits supports this interpretation.
Sources of Spin Relaxation for Electrons

- Dependence of $g$-factor on electron energy
  - GaAs: $g = -0.44 + 6.3 \, E(eV)$
  - Energy dependence spreads Larmor frequencies.
- Spin-orbit splitting in conduction band
  - Crystals like GaAs with no inversion symmetry ($k$ to $-k$) can have spin splitting and effective internal field $B_{\text{int}}$
- Collisions with impurities or phonons
  - spin-orbit coupling mixes energy bands - causes spin flip during a collision
- Hyperfine coupling to nuclei: localized electrons

**First 3 each dominates over some range of $T, B$.**

---

A number of sources of spin relaxation can be important for electrons in GaAs and other semiconductors.

Because the mass of electrons in semiconductors is not the same as the free electron mass, and because the energy bands are not simply parabolic, the $g$ factor of electron spins has a value other than two and varies with electron energy $E$. The expression for GaAs is given above. The energy dependence of $g$ causes a spread in Larmor frequencies for electron spins in experiment, and limits the coherence of a gas of precessing electron spins.

For materials like GaAs with no inversion symmetry in the lattice the electron energy need not be the same for wavevectors $k$ and $-k$. As a result the energies of electron spin states can differ even in zero applied magnetic field, creating an effective internal field $B_{\text{int}}$.

Collisions with impurities or phonons can be coupled with spin flips by spin-orbit coupling, inducing spin relaxation. Hyperfine coupling between electrons and nuclei can induce spin relaxation, particularly for localized electrons.

The first three mechanisms can dominate spin relaxation over some range of temperature and magnetic field.
D'Yakanov-Perel' (DP) Spin Relaxation

When the conduction band has no inversion symmetry, as in GaAs, the electron Hamiltonian is: \[ H = \frac{p^2}{2m} + \alpha m r^4 (2mE_g^{\parallel})^{1/2} (\sigma \cdot \kappa) \]
where \( \kappa_x = p_x (p_y^2 - p_z^2) \) and cyclically \( x,y,z \) = crystal axes.

The second term in \( H \) describes an effective internal field \( B_{\text{int}} \). The Larmor precession of angular frequency \( \Omega_{\text{int}} \) about \( B_{\text{int}} \) will change randomly after each collision with impurities or phonons, leading to a spin-relaxation rate: \( \langle 1/T_2 \rangle_{\text{DP}} = (\Omega_{\text{int}})^2 \tau_c \) where \( \tau_c \) is the time between collisions.

**Note that** \( \langle 1/T_2 \rangle_{\text{DP}} \) **rises rapidly with electron energy**, scaling as \( (kT)^3 \).

D'Yakanov-Perel (DP) spin relaxation is important for electron spins in GaAs.

Time reversal symmetry in the Hamiltonian describing electron motion causes the energy of quantum states to be the same when both wavevector \( k \) and spin state are reversed. For materials with inversion symmetry the energy is also the same as the wavevector is reversed without flipping the spin. These two conditions imply the energy of the two spin states must also be equal.

However, in materials like GaAs without inversion symmetry, the energies of the spin states may not be the same, even in zero applied magnetic field, and the electrons follow a Hamiltonian of the form given above.

The second term in the Hamiltonian describes an effective internal field \( B_{\text{int}} \) which is oriented according to the direction of motion of the electron. Larmor precession of the spin at angular frequency \( \Omega_{\text{int}} \) about \( B_{\text{int}} \) which changes with electron motion as the electron collides with impurities or phonons. The resulting spin relaxation rate \( 1/T_2 \) is given by the expression above, where \( \tau_c \) is the relaxation time for the electron momentum.

Note that the resulting spin relaxation rate rises rapidly with electron energy and temperature.
Many of the features of the spin lifetime vs. temperature shown in the right figure are understood. The B = 0 data (open circles) fit the D’Yakanov-Perel (DP) model very well above 30 K where this model’s strong dependence on electron energy (see previous slide) is expected to make it the dominant relaxation mechanism. Below 30 K, the Elliot-Yafet (EY) mechanism is expected to dominate in shortening the lifetime, as shown by the dashed line in the figure. The down turn shown in the EY lifetime at low temperatures reflects the corresponding reduction in electron mobility.

In fact, the EY relaxation rate together with a related electron-electron collision rate seem to predict somewhat shorter spin lifetimes than those observed below 10 K. The far shorter spin lifetime shown in the data at B = 4T (black circles) below 60 K is due in part to the dependence of the electron g factor on energy (see slide 17) which broadens the resonance at large fields.

The dependence of the spin lifetime on the density N_ex of excited electrons created by the laser pulse, shown in the left figure, is not understood yet.

The clear message in this slide is that the spin relaxation time near room temperature in GaAs will be very short, < 1 nsec, because the DP relaxation mechanism becomes so strong. Very high magnetic fields tend to mitigate the DP relaxation but not enough at attainable fields. Hope for longer spin relaxation times in semiconductors at room temperature will be in materials with a center of symmetry, for which the DP effect is absent.
The transport of electron spin through space is important for many possible applications. Spin transport was studied using optical techniques by Awschalom and coworkers using the method illustrated above. An n-type GaAs crystal was equipped with two electrical contacts, and a voltage applied between the contacts was used to move electrons. A focussed pump light beam was used to create electrons at one location \( x \) and the Faraday rotation of a focussed probe light pulse was used to detect the polarization at a different position \( x + \Delta x \). By moving the relative position of the two light beams the transport of polarized spins via electron motion can be studied.
The figure on the left illustrates what happens when the pump light is pulsed repetitively at a rapid rate for different applied magnetic fields B. As the excited electrons move laterally through the crystal their spins precess in the applied magnetic field. Early (high n) pulses create spins which move longer and precess by a greater angle, as indicated. The total signal observed has contributions from a number of different pump pulses. For larger magnetic fields the precession is more rapid, and relatively greater precession occurs for earlier pump pulses due to the greater time interval before measurement with the probe pulse.

Data obtained using this technique is shown on the right for a n-type GaAs crystal. The large figure is a raster plot of the observed Faraday rotation vs. position of the probe light pulse and magnetic field. Resonant spin amplification (see slide 16) is observed for a wide range of positions up to shifts $\Delta x \sim 100 \mu m$, indicating that polarized spin transport occurs over these distances. The sharpness of the amplified peaks become sharper with greater positional shifts, because the precessional angle increases at greater times. Using Fourier transforms, the motion of spins created by separate pump pulses can be separated, and the resulting pulse amplitudes for different pump pulses is shown vs. position and time in the inset figure. This clearly shows the motion of groups of electron spins caused by an applied electric field which pulls the electron charge along.
Spin Injection and Spin Accumulation

Current injected through F1 induces non-equilibrium magnetization in P that is sensed by F2.

\[ J_M = \eta \frac{\mu_0 J}{e} \]

Spatial extent of effect: \( \delta_s \) (spin diffusion length)

For spin accumulation want \( \delta_s > w \).

\( \eta \) = spin transfer efficiency, \( \mu_0 \) = Bohr magneton, \( J \) = electrical current density, \( \delta_s \) = spin depth

In the workshop Michael Roukes and Berry Jonker described work on spin injection into semiconductors. Placement of polarized electron spins in semiconductors by electrical means is potentially simpler and more effective in many applications than optical pumping.

The slide illustrates the ideas of spin injection and spin accumulation. In the left figure a slab P of paramagnetic material is sandwiched between two ferromagnetic electrical contacts F1 and F2. The orientation of spins in the ferromagnets indicated by arrows may be parallel or antiparallel. An external current source drives a current from F1 through P. Some spins also pass into F2, the amount depending on their relative polarization compared with F2. The number of spins accumulated in F2 builds up until their electrons have sufficient charge to prevent additional spins from accumulating. This added charge builds up an induced voltage \( V_{\text{ind}} \) as shown. For spin injection and accumulation to occur, the spin polarization must be maintained both during injection from F1 to P, during the transport through the width w of P, and in accumulation in F2 from P.

The right figure illustrates a planar geometry in which a degenerate electron gas inside a semiconductor provides the paramagnetic material, and two ferromagnetic contacts on the surface provide the injector and accumulator.

Electrical spin injection and spin accumulation have potential advantages because they allow manipulation of spin integrated semiconductor circuits without optical access. But unwanted relaxation of spin has provided difficulty for semiconductors.
This slide illustrated expected effects of spin injection and accumulation on the electrical properties of the devices.

On the left the magnetization orientation of the two ferromagnetic slabs is illustrated as blue and red arrows for a range of applied magnetic field B. As a consequence of their fabrication the two ferromagnetic slabs switch polarization at different B, as shown in the middle part of the figure. Over most of the field range the two polarizations are parallel, and the induced voltage is relatively high, as illustrated in the bottom part of the figure. But at fields where the two polarizations are opposite, the accumulated charge is reduced, and a dip occurs in the induced voltage as shown.

Experimental observations of these effects in semiconducting devices have been made difficult by Hall effects on microscopic length scales induced by small ferromagnetic structures and currents.

On the right is an example of the Hanle effect which occurs in electron gases in planar samples for perpendicular magnetic fields. For this experimental data a metal layer was used for the planar device rather than a semiconductor. Experiments to extend this approach to semiconductors are underway in Roukes’ group.

Spin injection in semiconductors could provide important approaches for new spintronics devices, but their implementation has been slowed somewhat by unwanted spin relaxation at interfaces and for transport in the semiconductor.
Inducing spin polarization in a two dimensional electron gas (2DEG) inside a semiconductor poses special problems.

For GaAs electrical contact between a ferromagnetic metal contact and the 2DEG requires a diffused ohmic contact. This type of contact induces a three dimensional electron gas (3DEG) between the ferromagnet and the 2DEG. In experiments this typically relaxes spin polarization.

For InAs direct unalloyed ohmic contacts between the ferromagnetic metal and the 2DEG are possible, as for metal samples, simplifying the process of spin injection and possibly favoring the maintenance of spin polarization.
Local Hall fields in semiconductor samples with ferromagnetic metal contacts can mimic the injection of polarized spins. In the workshop Roukes presented experiments on InAs devices with ferromagnetic metal contacts which demonstrate the effects of local Hall fields. The SEM photo above illustrates a device with the two arc-shaped ferromagnetic metal contacts connected to the outside world by vee-shaped leads. A conducting 2DEG channel is defined in the InAs as indicated.

A local Hall field is produced by the fringe field from the ends of the ferromagnetic film, as illustrated in the drawing. This fringe field has a perpendicular component at the 2DEG and produces a Hall voltage for passing currents due to the orbital motion of electrons rather than their spin. Roukes has shown that the effects of local Hall fields are often difficult to separate from the injection of polarized spin, and that care is required in the analysis of data for spin injection into semiconductors.
At the workshop Tom McGill described work on materials systems for spintronics. As illustrated above, layered InAs/GaSb/AlSb materials have interesting properties which may enable new devices.

The bandgaps and band edges of InAs, AlSb, and GaSb illustrated in the figure at left are quite different and permit many approaches to device design. Layered structures with relatively few defects are possible, because the lattice constants are similar.

InAs can have very high electron mobilities, and permits contacting by metals directly as discussed above.

Mn doping can be used in this material system to explore magnetic semiconductor materials (Ga,Mn)Sb and (Ga,Mn)As (see below).

Superconducting InAs devices have been made via the proximity effect with a metal superconductor.
McGill described how an asymmetric superlattice can produce spin splitting of the conduction band in zero field. The structure consists of an asymmetric InAs/GaSb well with AlSb barriers, and is illustrated by the diagram at left. For symmetric structures Krammer's degeneracy ($E(k, \text{spin up}) = E(k, \text{spin down})$) follows from time reversal symmetry ($E(k, \text{spin up}) = E(-k, \text{spin down})$) and inversion symmetry ($E(-k, \text{spin down}) = E(k, \text{spin down})$). For asymmetric structures the second relation does not hold, and spin splitting is possible.

Calculations of an asymmetric AlSb/InAs/GaSb superlattice of this form show spin splitting in the lowest conduction band of more than 20 meV at $k = 0.05(2\pi/a)$.

Spin splitting in zero applied magnetic field could be useful for spintronics devices.
A ferromagnetic semiconductor (Ga,Mn)As has been produced with Curie temperature up to $T_C = 110$ K, as shown in the graph of $T_C$ vs. Mn fraction $x$. The transition temperature increases with Mn concentration up to $x = 0.05$. Because Mn is a dopant, the hole concentration also increases with Mn fraction, up to about $10^{20}$ cm$^3$, as shown on the right axis of the graph.

Ferromagnetic semiconductors could ease problems found in spin injection using metal ferromagnets on semiconductors, and they offer new approaches to designing spintronic devices.
Applications

- magnetic random access memory (MRAM)
  - IBM, Motorola, Honeywell
- sensitive magnetic field sensors
- magneto-optical components based on semiconductors
- spin dynamics important for electronics based on quantum states
- quantum computer designs often based on spins for Q-bits - experiments only just beginning

This slide gives examples of possible applications for spintronics.

MRAM memories which combine metal layers with semiconductor electronics have been developed in research at IBM, Motorola, and Honeywell. They provide nonvolatile storage in MRAM chips projected to reach ~1Mbit in 1999. The ability to manufacture these chips in quantity needs to be addressed, but with success they may find use in the near future.

Spintronics devices can provide sensitive magnetic field sensors in compact packages at low cost. Roukes has demonstrated the use of submicron sized local Hall effect sensors with noise ~300 spins/Hz^{1/2}.

Spintronics has been proposed as a way to make magneto-optical components based on semiconductor devices (Datta and Das, 1990).

New electronic devices and circuits use quantum states; spin is important, more so in some cases than others. For Coulomb blockade devices electron charge quantization is central, but transport is often incoherent. Here spin relaxation in transport is not important. In electron interferometers the phase of the wavefunction is central, and for these cases spin relaxation in transport is important even though the electron charge may give the signal.

Spin states are often chosen to be Q-bits in theoretical quantum computer models. Although the theory has become quite advanced and encouraging, experiments in this subject are only just beginning. Spintronics could provide a natural approach to implementing quantum computers and related circuits.
Summary and Conclusions. The development of magnetic random access memory has proceeded very well recently, due in part to DARPA support of IBM and Motorola. MRAM chips provide nonvolatile memory and can potentially be made in large sizes in the not too distant future. They are a strong support for spintronics research.

Long spin lifetimes ($T_2 > 100$ nsec) and transport distances ($> 100 \mu$m) have been demonstrated in n-type GaAs and other semiconductors using optical means. These lifetimes and transport distances are long enough to permit the design of spin-based electronic devices. On the other hand these lifetimes and distances are far less than can be achieved with electron charge, so the domain of new spin based electronics will need to be chosen carefully.

Spin injection in semiconductors can enable new devices not using optics, and enable new types of microelectronic devices using spin and quantum states. Experiments are needed to better understand spin relaxation at metal ferromagnet-semiconductor interfaces and in spin transport.

New materials can provide spin splitting in zero magnetic field and semiconductor ferromagnets, with possible spintronic applications.

Spins are natural Q-bits for theoretical quantum computer designs which have become quite advanced. Although quantum computer experiments are just starting and are far behind theory, spins in spintronic devices could be a good way to approach this problem.
Summary and Conclusions (cont.)

- Spintronics beyond GMR and MRAM will need research on basics of spin relaxation and transport
  - spin lifetimes, transport, and injection in semiconductors
- Spintronic materials should receive continued research.
- Spintronic devices need to be developed.
  - quantum state electronic devices and circuits
  - quantum computers?

The next phase of research in spintronics may change somewhat in character from present and near term applications like giant magnetoresistance (GMR) heads for disk drives and magnetic random access memory (MRAM), to more fundamental investigations of spin relaxation and transport in semiconductor devices.

Spintronic materials have received much attention and impressive progress has been made recently, for example the development of ferromagnetic semiconductors GaMnAs. Such new materials could have important benefits for spintronics and their investigation should continue to be pursued.

New types of spintronic devices need to be developed. Although the potential benefits of spin-based electronics in certain areas are clear, applications will need the study of particular device designs which may combine microelectronic devices in semiconductors with magnetic materials in new ways. Devices should be developed and studied in the areas of quantum state electronics, including both charge and spin, and in experimental implementations of quantum computer components.
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