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THROUGHPUT MAXIMIZATION UNDER
QUALITY OF SERVICE CONSTRAINTS:

Determination of Optimal Offered Load in Circuit-Switched
(Wireless or Nonwireless) Communication Networks

1. INTRODUCTION

The throughput that can be supported by a communication network depends on many factors. These
include switching mode (e.qg., circuit- vs packet-switched), topology, channel access, routing schemes, and
offered loads. Typically, in network optimization problems, several of these factors are maintained fixed,
while others (either values of network parameters or the choice of network control policies) are varied to
achieve optimal performance. These problems are considerably more difficult when quality-of-service (QoS)
constraints must be satisfied, as they must be in many practical military and commercial applications.

In this report, we focus on determination of the offered load that provides optimal performance, i.e.,
maximum throughput, for the case in which both the routing and admission-control policy are fixed and the
channel-access mechanism is frequency-division multiple access (FDMA). This problem entails determin-
ing the load that each circuit should offer so that overall network throughput is maximized, subject to a
constraint on blocking probability. This problem is of interest for “sizing” the network capability (and
thereby providing a measure of “network capacity”) because it is generally difficult to estimate the traffic
loads that a network can support or the resulting throughput. The mathematical formulation is that of a
constrained optimization problem with nonlinear objective and constraint functions. This is a difficult prob-
lem for which the available mathematical theory provides the basic principles for solution but no guarantee
of convergence to the optimal point.

Voice and other connection-oriented services in communication networks are characterized by the re-
quirement that delay be not only short, but also of low variance. This requirement motivates the customary
approach of establishing circuit-switched paths (i.e., either actual or virtual circuits) between communicat-
ing nodes for the duration of each voice call or session. In the present study, we are interested in the case of
networks in which the source and destination nodes are not generally within direct communication range;
thus, relaying over multihop paths may be required. Although all of our examples represent the case of
wireless networks, our formulation is also applicable to wired networks. Furthermore, unlike the case of
commercial cellular communication systems or similar cellular architectures, fixed relays are not available
in the networks studied here. Therefore, we assume that each of the nodes can assume the role of a relay as
well as that of a source or destination. This type of network is sometimes referred to as “ad hoc” or “peer-to-
peer” to distinguish it from the more-common structured fixed-relay systems, such as commercial telephone
networks that are based on cellular architectures.

A principal aspect of network control concerns the admission and establishment of new sessions so that
the network throughput is maximized, subject to satisfaction of various QoS constraints. A comprehensive
approach to network optimization and control would address jointly the highly interdependent issues of
admission control, routing, offered load, and channel access. However, each of these individual problems is
extremely complex, making a complete solution of the joint problem unattainable. Therefore, itis necessary

Manuscript approved July 26, 1999.



2 Wieselthier, Nguyen, and Ephremides

to simplify the problem by addressing these issues separately in a manner that will, hopefully, lead to useful
insights for their joint solution. For example, Refs. 1 and 2 address the use of admission-control policies for
circuit-switched networks with fixed routing schemes and fixed offered loads. The need to address the link-
activation scheduling problem was eliminated by assuming the use of channelization in the frequency do-
main by means of FDMA. Alternatively, one could assume channelization in the time domain (by means of
time-division multiple access—TDMA) or code domain (by means of code-division multiple access—CDMA)
with ensuing differences in analysis and performance.

We do not focus on a detailed description of network traffic [such as ATM (asynchronous transfer
mode)-based QoS characterizations]. Instead, we present a more generic formulation that is amenable to
analysis and optimization. Specifically, we assume a circuit-switched, fixed-route network with indepen-
dent Poisson arrivals of session-establishment requests over each of the fixed routes, and with a fixed admis-
sion-control policy. The objective is to determine the input traffic levels that maximize throughput, subject
to the constraint that blocking probability stays below a given level. We present several versions of an
iterative algorithm for the optimization of offered load, subject to QoS constraints. Our approach is based
on the use of Lagrangian optimization techniques that have been enhanced by means of heuristics that
improve the reliability and quality of convergence. References 3-6 provide preliminary versions of this
algorithm, including several heuristics to improve performance.

Extensive performance results are provided, demonstrating the capability of the various versions of the
algorithm to provide convergence to nearly optimal solutions in almost all cases. Robust performance has
been observed in which the same parameter values work well for a wide variety of network examples. For
improved performance, the algorithm has built-in adaptivity features that permit some parameters to vary.

Two versions of the QoS constraint are considered. In the first, we require that blocking probability of
each circuit does not exceed a specified QoS value. In the second, we require only that the average blocking
probability in the network satisfies such a constraint. We have observed that use of the average form of the
QoS constraint results in dramatically faster convergence than the case in which each individual circuit must
satisfy the constraint. The faster convergence apparently results because (as a function of the individual
input rates) the average blocking probability is much smoother than the maximum blocking probability. We
have also observed that the use of the average QoS constraint seems to provide a good initial condition for a
search based on the satisfaction of hard QoS constraints on all circuits, thus potentially serving as an alterna-
tive (and possibly faster) heuristic for this problem. We hypothesize the conditions under which such an
approach may be appropriate. Of course, the network designer/manager must decide whether the satisfac-
tion of QoS on an average basis is sufficient, or whether each circuit must be guaranteed the specified level
of QoS performance. The interplay between these QoS philosophies is related to issues of pricing of ser-
vices in commercial networks, which have been receiving increased attention lately and that may have a
counterpart in military networks.

1.1 Outline

In Section 2 we discuss the circuit-switched, multihop, wireless network model, including the use of
coordinate-convex admission-control policies and the resulting product-form solution. In Section 3 we
discuss the notion of Erlang capacity, which is the region of offered load that a network can accommodate,
subject to the satisfaction of specific QoS constraints. This discussion leads to the formulation of the con-
strained optimization problem and the basic iterative Lagrangian optimization method in Section 4. In this
formulation, the blocking probability on each circuit is required to satisfy the QoS constraint.

Preliminary studies of the iterative optimization procedure, provided in Section 5, serve as the basis for
the development of heuristic improvements, which are discussed in Section 6. In Section 7, several versions
of stepsize and projection rules are discussed, and 18 candidate versions of the search algorithm are defined.
The primary differences among the versions relate to the choice of stepsize rule and to the use of various
forms of a “projection” technique that guides the search along a favorable trajectory.
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The remainder of the report discusses the testing of the different versions of the algorithm, as well as the
performance improvement that is achieved through their use. In Section 8, we discuss the results of a series
of “core runs,” in which the 18 versions of the algorithm were tested on three different networks with
uniform parameter sets. We compare the performance achieved under the various versions of the algorithm,
demonstrating that all versions worked well, but not equally well, i.e., some appeared to be faster and/or
more reliable than others. Further testing of the algorithm is discussed in Section 9, where we discuss the
impact of nonuniform parameter values on algorithm performance.

In Section 10, we discuss an alternative form of the QoS constraint, in which only the average blocking
probability (rather than each individual circuit blocking probability) is constrained. Convergence to the
optimal point is shown to be much faster in this case.

In Section 11, we return to the first form of the QoS constraint (in which the QoS constraint must be
satisfied on each circuit), and address the degree of improvement that can be achieved by means of the
optimization of offered load. We demonstrate that dramatic improvement can, in fact, be achieved, prima-
rily in asymmetrical networks whose topological structure or resource parameters are highly nonuniform.

In Section 12, we discuss miscellaneous performance issues such as fairness, and in Section 13, we discuss
relationships between admission control and the optimization of offered load.

Finally, in Section 14, we present our summary and conclusions from this study.

2. CIRCUIT-SWITCHED NETWORK MODEL

We consider a wireless network in which FDMA is used to provide contention-free channel access to a
multihop circuit over a predetermined path between the source and destination nodes throughout the dura-
tion of each accepted voice call. Network topology can be described in terms of the communication re-
sources available at each node and the connectivities between nodes. We assume that unless voice calls are
accepted for immediate transmission (in practical terms, this may mean within several hundred milliseconds
of their arrival), they are “blocked” and lost from the system; this mode of operation is generally referred to
as “blocked calls cleared.” Appropriate performance measures for this mode of operation include blocking
probability and throughput.

The number of nodes in the network is denotel,land the number of transceivers at niodalenoted
by T. We consided source-destination pairs, each of which is assigned a fixed multihop path (circuit)
through the graph of the network that interconnects them. We refastthe “number of circuits” in the
network. The establishment and maintenance of each ongoing call requires the use of one transceiver at
each node along the pédth;call is blocked either if a transceiver is not available at one or more nodes along
the path or if an admission-control policy decision is made to block the call. Transceivers are not assigned
a priori to particular circuits. We lgtdenote the number of ongoing sessions (e.g., voice-calls) ¢th the
such circuit (i.e., on the path betweenjthesource-destination pair). Since it is assumed that each accepted
voice call consumes a fixed amount of resource (i.e., one transceiver) at each node in its path, our traffic
model is an example of constant bit rate (CBR) traffic sources (using the terminology associated with broad-
band networks). The state of the systemis(x,, X,, ...,X,).

To illustrate our problem formulation with a specific example, we consider the simple seven-node star-
network shown in Fig. 1. Nodes 2-7 are each connected only to node 1, thus necessitating the use of node 1
as a relay in all multihop circuits. We consider the three source-destination pairs (2,5), (3,6), and (4,7),

10ther models are certainly possible. For example, if traffic is one way rather than interactive, the source node woaltbnot hav
dedicate a receiver to support the call. Similarly, receive-only nodes would not need transmitters. The approach pesanted he

be modified straightforwardly to accommodate variations such as these. The implicit assumption that the number of transmitters
and receivers at a node are equal, which lets us describe the node in terms of a single paramnetst here because of conve-

nience of notation, and can easily be relaxed.
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circuit 1

®:

Fig. 1 — A simple three-circuit network

which correspond to circuits 1, 2, and 3, respectively. The state of the system is the three-dimensional vector

X = (X, X, X;). Although this example is simple in that it is small and has a centrally located node that is
connected to all other nodes, this is not a requirement of the model studied in this report. Arbitrary toplogies
can be modeled, such as those shown in Sections 5 and 8; nodes are not designated a priori as base stations
or as relay nodes, and no distinction is made between uplink and downlink channels.

In an uncontrolled system, the system operates in a mode known as “complete sharing” in which a call
is accepted as long as there are sufficient resources at all nodes along the multihop path;h&sibde
transceivers, it can support upTtsimultaneous calls. We refer to the limits imposed by the valuessf
the “capacity constraints.” For example, if each of the nodes in the network of Fig. 1 has five transceivers,
the resulting uncontrolled system state sgaiseas shown in Fig. 2. Equivalently, the capacity constraints
expressed as inequalities describe the system state space:

X £5; X,£5; x,£5; (i.e,, no more than five calls may be accepted on any circuit)

X, +X,+ X, <5. (the hub, node 1, can handle no more than five calls).
X3
5
1IN
) S 4
AN
AN
//// N2 3
y N
p o
4 7 N 2
/ / N
// / \771
N
AN
//// A——20 X,
P 1
— T )
7y ~-_ 7 _ Vv
/ - pd 3
- 7 // / / 4
1 2 3 4 5

X1

Fig. 2 — The admissible state spdedor the network of Fig. 1

In general, a vector description of circuiih terms of th@odes it traverses is given by

G = € Ca G -+ Gy
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where

1, if circuit j traverses node i
U

Cji =0 ,
B), otherwise

andN is the number of nodes in the network. For example, circuit 1 in Fig. 1 is represented by
¢, =(1,10,0,1,0,0).

Now we can express the capacity constraints as

J
ZXJCHST“ |=:L,N (1)
j=1

whered is the number of circuits in the network.

A similar equation can be written for wired networks, in which caseould take on the value of 1 if
and only if circuitj traverses link (rather than node)The capacity constraints would again be written in
terms ofT,, which would now be interpreted as the number of calls that can be supported iby Tk
differences between wireless and wired network operation, and their impact on system operation and perfor-
mance evaluation, are discussed in Refs. 1 and 2. Although we limit our study to examples that represent
wireless networks, the mathematical model and algorithmic approach would apply to wired networks as
well.

In this report we do not address the protocol issues that are associated with call setup, such as the control
messages that must be exchanged to coordinate the transmission, relay, and reception functions. Our focus
is on the development of a mathematical system model that can serve as the basis of performance (in this
case, throughput) optimization by proper choice of offered load, subject to blocking probability QoS con-
straints.

2.1 Control Policy

Our ultimate goal is to achieve optimal network performance. In Refs. 1 and 2 we approached this
problem by exercising an admission-control policy on calls, under the assumption that routes and offered
loads on each of the circuits were fixed. In the present study, we again fix the routes. However, instead of
determining the best admission-control policy for a fixed offered load, we determine the offered load that
maximizes throughput for a fixed admission-control policy, subject to QoS constraints on blocking prob-
ability. In this section, we discuss the nature of the admission-control policies used in our studies, and
describe the mathematical model for system performance.

In Ref. 7, control policies are divided into five classes: complete sharing, complete partitioning, trunk
reservations, coordinate convex, and dynamic programming. Complete sharing (described near the begin-
ning of Section 2) is the simplest form of control because no control is exercised, i.e., a call is accepted as
long as sufficient resources are available at all nodes along the multihop path. Complete partitioning, under
which resources are preallocated exclusively to particular call types (e.g., calls between particular source-
destination pairs), is the most restrictive form of control; it may provide the least efficient use of network
resources, but it easily provides a guaranteed level of service to each call class. Trunk reservations provide
a compromise between complete sharing and complete partitioning; all primary-routed calls are accepted
(provided that resources are available), but alternate-routed calls are accepted only if some threshold level of
resources is available. Both coordinate convex (defined below) and dynamic programming control policies
use a modified form of complete sharing within a state space that is a restriction (subspace) of the uncon-
trolled state space. In our study, coordinate-convex control policies are used because they provide a form of
intelligent resource sharing without the complexity of dynamic programming.
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A stationary admission-control policy is specified in terms of the set of admissible(statesew call
is admitted if the state to be entered is in the admissible region; otherwise, it is blocked and lost from the
system. The capacity constraints limit the state s@aicewhichx is allowed to take values. We assume
that the state space is “coordinate convex” [8], i.e., in a systend wiittuits, ifx is an admissible state (i.e.,
if x 0Q) andx > 1, thenx’ = (X, X,, ..., xj—l, ...,X)) must also be an admissible state (kelJ Q). This
condition implies the very reasonable property that at the completion of a call, the resources it used are
immediately available to serve other calls, and that call durations are independent of the system state. It also
implies that resources are not reassigned in the middle of a call by rerouting that call through an alternative
path. We consider policies that retain the coordinate convexity of the state space. Thus, a coordinate-convex
policy is specified in terms of the set of admissible states in a discrete state space; we use th@ notation
refer to either an admission-control policy or the corresponding region in the state space. The control policy
is effectively a further restriction of the (already coordinate-convex) admissible state space defined by the
capacity constraints (Eq. (1)).

Under our assumption of Poisson arrival statistics at)\rala circuitj, the use of coordinate-convex
policies [8] results in a product-form characterization of the system state [9]. The expected call duration of
a session on circujtis 14.1 2 The product-form solution corresponding to a pofi;yoffered load vector
A=(Q,..A)and serwce rate vectpr= (,, ...,H,) provides the equilibrium distribution of the state of the
voice- caII process under that policy.

Although the optimal policy is not necessarily a coordinate-convex one, Jordan and Varaiya have pro-
vided examples in which the best coordinate-convex policy performs almost as well as dynamic-program-
ming solutions [7]. The latter (like coordinate-convex policies) are based on a set of admissible states;
however (unlike coordinate-convex policies) certain transitions to some states in the admissible region may
be prohibited. An advantage of coordinate-convex policies is that they are easy to implement. Furthermore,
because their product-form solution is easier to evaluate than a dynamic-programming solution, it is pos-
sible to solve much larger problems if we consider only coordinate-convex policies.

For notational purposes, we subdivide the control policy into a set of “threshold controls” and a set of
“linear-combination controls.” Threshold controls restrict the number of calls that will be admitted to the
individual circuits, and can be expressed as

x;<X;, 1<j<J, (2)
Wherer is the threshold on circyjit

The linear-combination controls are restrictions on the sums of the number of calls on those circuits that
share specific resources (e.g., those that share a common node or a common link), i.e.,

z XjSYI, (3)

where§ is a subset of the set of all circuits ands the threshold on the sum of calls on circuits that are
members 0§.° In this study, transceivers are not assigned a priori to circuits; sessions are accepted as long
as the threshold and linear-combination constraints are satisfied. Although not all coordinate-convex poli-
cies can be described by Egs. (2) and (3), this description is sufficiently rich for our purposes since empiri-
cal evidence has shown that even threshold policies perform almost as well as the best of the coordinate-
convex policies [7]. The optimal policy is determined by evaluating the performance under a large number

2]t is not necessary to assume that the call duration is exponential. A Poisson arrival process and general servidritioreiglistri
sufficient for the product-form solution to apply [10]; knowledge of the means of the service times provides enough information
determine the equilibrium distribution. However, in some of our other studies it was necessary to assume that call éueations w
exponential to maintain a Markovian state space structure that can be used for dynamic analysis [11-13].

3For example, for the network of Fig. 1, all three circuits pass through node 1, which is the only node that supports enere than
circuit. The subsets of circuits passing through this nod&grg1,2}, S, = {1,3}, andS, = {2,3}; it is not necessary to include the
complete set of circuits {1, 2, 3}. Additional examples are provided in Ref. 2.
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of candidate admission-control policies. In Refs. 1 and 2 we developed recursive and descent-search tech-
niques that reduce the complexity of these calculations.

In the present study, we have limited the class of admission-control policies to coordinate-convex poli-
cies with threshold controls only (i.e., we do not consider the use of linear-combination cénivals).
attempt is made to optimize the admission-control policy; the objective is to determine the offered load that
maximizes throughput, subject to QoS constraints on blocking probability, for a specified admission-control
policy and routing scheme. It is hoped that the methods developed here can be extended to the solution of
the combined problem in which admission control, routing, and offered load are jointly optimized.

2.2 Solution and Performance Measures

We assume that calls on circudre characterized by a Poisson arrival process Withjratml a mean
duration of 1|aj; to simplify the problem formulation, we assume tpjat 1,j=1, 2, ..J. Thus the
corresponding offered load on circpiilsg =A/ M= A.. Furthermore, control is centralized, and the re-
sources needed to support a circuit are acquired simultaneously when the call arrives and are released simul-
taneously when the call is completed. Calls are blocked when one or more nodes along the path do not have
a transceiver available or when a decision is made not to accept a call, i.e., to accept the call would bring the
system state outside the region defined by admission-control ghlicy

Under these conditions, in conjunction with the use of coordinate-convex policies, it has been shown [7,

9] that the system state has the product-form stationary distribution. Assuming use of admission-control
policy Q, we have

x/

|i| o ()

wherertt (0) is the normalization constant given by
1

x
4

(5)

D]ZIDI:DI

o) =0%)
o)

\u: ~

j'

The control policy is defined by the specification of the admissible state €paEer any such state
space, it is straightforward (although time consuming) to evaty#dg, which in turn permits the evalua-
tion of performance measures such as throughput and blocking probability. b shateotal number of
active calls is

J
= z Xj. (6)
ja

We define throughput(Q) to be simply the expected number of active calls averaged over the system
state:

rQ)=3 {y(x)ma(x)}. (7)

x[Q

Our throughput metric is somewhat different from the usual definition, which is the nundmmplieted
calls per unit time. We have found our metric to be useful because it is closely related to the notion of

4The iterative Lagrangian technique developed in this report (beginning in Section 4) could be applied to any admission-control
policy for which analytical/numerical evaluation of the system’s equilibrium distribution is possible. For example, angradmiss
control policy for which the product-form solution is satisfied (as discussed in Section 2.2) would be a candidate favamir. appr

In particular, any coordinate-convex policy would be appropriate, provided that the offered loads arrive according to imdepende
Poisson processes.
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“residual capacity” [14], which is a measure of the resources available for data in integrated voice/data
networks after voice traffic has claimed its required resources. If calls on all circuits have the same expected
length (as they do in our formulation, singe= 1,j = 1, ...,J), or alternatively, if the throughputs of each
circuit are weighted in proportion to their expected length, our definition simply scales (i.e., is proportional
to) the usual definition.

The blocking probability associated with circjitesignated aBj(Q), is the fraction of calls arriving
on circuitj that are blocked. Since we have a stationary system with Poisson arrivals, we can make use of the
PASTA (Poisson arrivals see time averages) theorem [15, 16] to recognEjthJa; simply the probabil-
ity that the system is in a state in which a call on cifjdsiblocked. Therefore,

P(Q) = %} 1{(x; +1) DQ)ma (x), ®)

where 1() is the indicator function, which is 1 if the argument is true and 0 otherwise, i.e., the probabilities
of the states in which a call on circpi$ blocked are summed. It is important to notelﬁﬁ(ﬂ) can be quite

large, even Whepj = 0. This behavior is a consequence of the fact that traffic on other circuits can put the
system into states in which a call on cirguitould be blocked, should such a call arrive.

The overall (averaged over all circuits) blocking probabHityQ) is the ratio of the expected number
of blocked calls per unit time (summed over all circuits) to the expected total number of call arrivals per unit
time:

J
Pu(@) = 3 AiP(Q) (©)
where

is the total offered load. In most of this report, each circuit is required to satisfy the QoS constraint, i.e.,
P(Q) < Q = QoS for alli. However, we also consider examples in which it is sufficient for the average
biocking probability to satisfy the constraint, ie,,< QoS.

The goal of the problem studied in Refs. 1 and 2 was to restrict the admissible state space to a coordi-
nate-convex region such that the desired performance measure is optimized. The direct approach is to
computert (0) and the performance index for all possible coordinate-convex regions. We developed a
recursive procedure to accelerate the evaluation of a large number of different admission-control policies
and a descent-search method to minimize the number of policies that must be evaluated in searching for the
optimal one. These techniques are described fully in Refs. 1 and 2.

In the present study, since we fix the admission-control policy and attempt to determine the optimal
offered-load vectoh, we can drop th@ in the notation and use the following definitions:

S = throughput on circujt=A (1-P), (10)
J
S = total throughput = ijlsj =N\(1-F,), (11)
and N
PB,, = overall blocking probability = 2:1 ~P;. (12)

2.3 Computational Issues in Evaluating the Solution

Since the equilibrium distributiory,(x) has the product-form, the evaluation of system performance
becomes greatly simplified. Since the distribution is known to within the normalization comg@nt
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there is no need to solve any balance equations. However, the evaluati(®) & computationally inten-

sive because it requires the evaluation and summation of a large number obfehadorm I'ijf [ x;!.
(Computational issues associated with loss networks are addressed in Ref. 17.) Considerable effort has been
exerted in developing efficient procedures for calculating the normalization constant (see e.g., Ref. 18), but
such methods are generally problem specific and of little help to our problem.

In Refs. 1 and 2, where the goal was to choose the best admission-control policy, it was necessary to
evaluate the normalization constant for a large number of candidate policies. In the present study, since we
assume the use of a fixed admission-control policy, it is not necessary to do so. However, the normalization
constant must now be evaluated for a large number of candidate offered-load vectors within a continuous
region as we search for the offered load vector that maximizes throughput subject to QoS constraints; hence
the new problem is also computationally intensive. This problem is equivalent to the determination of the
“Erlang capacity” of the network. Before addressing the optimization problem in detail, we define the
notion of Erlang capacity.

3. ERLANG CAPACITIES

The “Erlang capacity” [19] of a network withcircuits is defined as the set of input rates {..,A } for
which some given QoS criteria can be met. The method of determining optimal admission-control policies
that we used in Refs. 1, 2, 14, and 20 relies on fixing the set of “offered” load keatut computing the
throughput (or blocking probability) performance for different admission-control policies. Thus the set of
)\j’s was specified a priori, and the goal was to determine the optimal admission-control policy.

To determine the Erlang capacity of a network, we essentially need to reverse our approach by finding
(for a fixed set of admission-control policies) #s that meet the desired QoS level. Thus it is possible to
determine the Erlang capacity associated with a specified admission-control policy and QoS level. The
specific QoS constraint that we consider is that the maximum circuit blocking prob@bilitymax{P,, ...,

P} does not exceed a given level.

The determination of the Erlang capacity region is a complicated multidimensional problem that re-
quires a huge search to find the set of offered loads that satisfy the QoS requirements. Rather than attempt-
ing to determine this region, we instead focus on the determination of some extremal points in this region
that optimize a performance measure.

4. THE OPTIMIZATION PROBLEM

Our goal is to find the offered load veclor (A, ...,A ) that maximizes the total network throughfut
=S(A) for a fixed coordinate-convex admission-control policy, subject to a circuit blocking probB‘thDty
< Q = QoS constraint for circujif andA, = A " Note that such a vecthris an extremal point of the Erlang
capacity region defined in Section 3. The equilibrium state distribution, and therefore throughput and block-
ing probability as well, are determined by means of the product-form solution discussed in Section 2. Hence,
we have a nonlinear optimization problem that includes nonlinear inequality constraints.

Our optimization problem can be written as

maq{S(A)}H (13)

SFor our example of Network 1 (see Section 5) with six transceivers at every node and a threshold of six on the number of calls
any circuit, the number of possible states (and hence the number of terms) is 303,248 (reducing the thresholds to fepinghile ke
Six transceivers at every node decreases the number of states to 284,115). When the number of transceivers and takidweshold v
are eight, the number of states is 2,633,094, reducing the thresholds to six decreases the number of states to 2,585,861).

8In Section 10 we discuss the use of an alternative QoS constraint, under which the average circuit-blocking probabiéity (weight
by the offered load to each circuit) must not exceed a specified value.

7To provide some degree of fairness to all circuits, it may be desirable to specify a nonzero Naluthefeby ensuring that all
circuits are permitted at least this value of offered load.
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where the total network throughpsits the sum of the throughputs on each ofltb&cuits, i.e.,

s=SA) =Y SO (14)

The throughpu§(A) is obtained by the product-form solution associated with the particular network (i.e.,
the topology, number of transceivers at the nodes, and choice of circuits), the admission-contr@l, policy
and the offered load vectlr as described in Section 2.2. Since an analytical solution cannot be obtained
(except for trivial problems), numerical evaluation is necessary. In particular, we use iterative search tech-
niques. Such techniques start from an initial value of offeredNpaahd use gradient information to update

the offered load vectdx until convergence to the optimal solution is achieved.

An unconstrained search would proceed along the direction defined by the throughput gradient, namely
the J-dimensional vector

0os oSO (15)

s= o, ——
A, o, H

whose component in the direction of ttfecircuit is
0S _ 57 9 (16)
oA =1\,

However, the introduction of constraints complicates the solution process considerably. Since our problem
involves a nonlinear objective function and nonlinear constraints, it falls into a class for which there are few
available analytical results. Thus, there is no guarantee of convergence to the optimal solution. Neverthe-
less our experience with Lagrangian techniques, which in some cases are augmented by heuristics, has
shown that good (although not necessarily optimal) solutions can be obtained routinely. We now formulate
the constrained optimization problem.

4.1 The Constrained Optimization Problem and the Basic Lagrangian Optimization Method

Our goal is to choose the offered load veatsuch that throughput is maximized, subject to constraints
on blocking probability. This problem can be written as

Constrained Optimization Problem:

max{S(A)}, (17)

subject to:P,(A) < Q,
whereP () is the probability that an incoming call to circpis blocked:
Definitions:

» We say that an offered-load veclois admissiblef the constraints on blocking probability are
satisfied®

* Theadmissible regiomrontains all offered-load vectors that are admissible.

» Corresponding to each admissible vedtds a value ohdmissible throughput

8In most of our examples, it is assumed at ... =Q, = QoS, i.e., all circuits are subject to the same value of the QoS constraint;
however, we do consider several examples in which widely different values are used.

9n this report, the term “admissible” is applied to two distinct domains. In Section 2 it is used in the context of thenadmiss
control policy. Here, and in the rest of this report, it relates to the requirement that the offered load be such thabtisr@ios

are satisfied (for a specified admission-control policy, set of routes, etc.).
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The QoS inequality constraintBj()\) < Qj) can be written as “equality” constraints as:
min(P,(A), Q) —P,(A) = min(0,Q — B(A)) = 0. (18)

A similar equality constraint can be derived forahe A constraint, but we have found that doing so
is unnecessary because this constraint is easily enforced by simply not aN]dwiggpw smaller thah__
as we show below in Eq. (20).

We convert our constrained optimization problem to an unconstrained one by creating a new objective
function that increases wis{A) but is decreased (penalized) when the QoS constraint is violated. If the new
objective function is properly formed and has appropriate parameters, its maxima should coincide with
those of the original problem. For this new objective function, we use the Augmented Lagrangian function
[21] given by

LLY) =S+ S 1, [yi min{0,Q ~R(V} - ¢ (min{0,Q - RA})’]: (19)

The coefficients; are Lagrange multipliers. The second term in the summation is a quadratic penalty term
with constant coefficiend/2. This term is the augmentation to the Lagrangian objective function that is
helpful in enforcing the QoS constraint. Note that both terms in the summation contribute nothing to the
objective function whenever the QoS constraint is satisfied, and they contribute negative values when the
constraint is violated.

Our goal is to maximizé(e) overA. To do this, we use the iteration

A (k+D) = max%m.n, A9 +e AV
]
i=1,...3 k=1, .k AQ)=A 2\ (20)
where@ is a stepsize parameter, and
oLAAY) _
e zup(l) >q>—[d Q-RMW)-vi] (21)

J

Here, 1(¢) is the indicator function. This equation involves the gradients of both throughput and blocking
probability. We use the product-form solution to calculate the equilibrium state occupancy distribution,
from which we can obtain the circuit blocking probabllllga( ), the circuit throughput valuéff{)\), and the

partial derivativezﬁPj(}\)/6)\i andasj(}\)/a)\i In Ref. 9, Jordan and Varaiya have shown that

LM X i £ i
PN EM\jcov(x,,x), | £ ]

_E , (22)
O\, ..
! %(E{x} var(x)), i=j
and
% = K—i"cov(xi,x-)- (23)

These quantities are evaluated by using the product-form solution [1, 2].
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Thus the search proceeds along the direction of the throughput grfa8ietien the QoS constraints
are not violated, and in a direction influenced by both the throughput and blocking probability gradients
when the constraints are violated. The max operation in Eq. (20) enfor@&;a the constraint.

The search can be performed either for a fixed number of iterations or, alternatively, until convergence
has been obtained. In the latter case, convergence can be defined as a sufficiently small §Aarfigearin
one iteration to the next. Stopping rules are discussed in Section 8.3.

4.2 Stepsize Considerations

Stepsize is crucial to the correct and efficient operation of the search. Stepsize must be considered in
both updating the Lagrange multipliers and in updating the offered load parameters. The stepsize rules
discussed below were used in our preliminary studies, which involved the basic optimization model dis-
cussed in this section. Modifications developed in conjunction with our improved search techniques are
discussed in Section 7.2.

Lagrange Multiplier Update

During the iteration, as suggested in Ref. 22, the Lagrange multiplegesupdated according to

c(Q —R M)

yj(k+1)=vyj(k) ~UF Q) > Qy) iterations

(24)

wherek=1, ...,k - cis a positive constant; aIVJ.(ﬂO) =Y, j =1, ...,J. Note that theQJ. —Pj()\)) term, which
is negative when the indicator functiorijss subtracted so thatincreases to encourage constraint satisfac-

tion when the constraint is violated, but remains unchanged when the constraint is satisfied and the Lagrange
multiplier term is inactive. The incrementyris proportional to the amount by whiEﬁ)\) exceedQj (so

that it is increased more on circuits that violate QoS by significant amounts); it is inversely proportional to

the number of iterations thus far (to encourage convergence).
Offered-Load Update

Allowing the stepsize paramet@to vary (in particular, to decrease) is effective in damping oscillatory
behavior and in increasing the speed of convergence. TheBhasitate rule we used in our preliminary
studies is

B(k+1) = max%min, 0(k) —1(crossi ng?)eo_rﬂﬁ (25)

wherek=1, ...,k _-6(0) =6,; and the argument of the indicator function is true iftlegking probability
value of any circuit has crossed the QoS threshold in either direction in going from iteralida iteration
k.** The paramete® and6_ specify the initial and the minimu@walues respectively, and the “damping-
rate” parameter determines the rate at whiéhis decreased.

5. EXAMPLE OF RESULTS BASED ON THE BASIC SEARCH PROCEDURE

In this section, we discuss performance results that are based on the wireless network shown in Fig. 3.
This network ha®\ = 24 nodes and = 10 circuits. We refer to this network as “Network 1.” Additional
networks are studied in Section 8. The purpose of this section is to illustrate the nature of the optimization
problem under study, as well as to motivate the improvements that are discussed in Sections 6 and 7.

10The basis for using the number of threshold crossings in the stepsize update equation is as follows. There may be no need to
decreas@before the first threshold crossing because a rapid ascent to the neighborhood of the optimal solution is desired. However,
once the search is in the neighborhood of the optimal point, a decre@eedates the amount of oscillation, thus permitting
convergence to the optimal point. In multidimensional searches such as ours, however, it is less clear that this aggodch is a

one. The stepsize rules discussed in Section 7 are based solely on the iteration number.
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Fig. 3 — Network 1 (24 nodes, 10 circuits)

In the example studied in this section, we assume eight transceivers pér, rode<(T,, = 8), we limit
the number of calls that can be accepted on any particular circuit to six (thus we are using a threshold-based
coordinate-convex admission-control policy wKh= ... =X, = 6, as discussed in Section'2and we
define the QoS requirement to be a maximum acceptable circuit-blocking probability common for all cir-
cuits (i.e., the blocking probabiliil?i on circuitj must not excee@j = QoS =0.3j =1, ..., 10)2Although
our basic search procedure was able to converge to a good solution, convergence was typically slow. In
Section 5.1 we discuss the application of the basic search procedure to this network, and in Section 6 we
describe an improved search procedure, which makes better use of the available information at each iteration
in the search.

Table 1 summarizes the results of five runs that used the same parameters to search for?\}hbeﬂet of
maximizes throughput in Network 1. Th&alues (which are the Poisson arrival ratest each circuit) are
the values found to yield the highest admissible througBf)tin the respective search (but were not
necessarily the values at the last iteration). Each iteration was stopped when convergence was achieved, as
determined by sufficiently small changes in the offered-load vector. In most cases, however, convergence
was achieved prematurely, apparently as a result of too rapid a decrease of thetstéfisizaumber of
iterations required to achieve convergence is shown in the last column. The runs differ only in the starting
point, A, = A, Ay Ay, TheA values for Run 1 were obtained by scaling up the best results from
searches of the same network with four transceivers per node. Run 2 was stared-f(ari5, ..., 1.75),
which is approximately the largest uniform offered Iéddr which the QoS constraint &_ < 0.3 is
satisfied. Run 3 was started framqp=Afound in Run 2; Run 4 was started from the solution found in Run
3; Run 5 was started from the solution found in Run 4. Thus the concatenation of Runs 2-5 can be viewed as
a single composite run of length 6150 iterations in which the stebszaried from its initial (large) value
to its final (small) value four times. Note that both Runs 1 and 5 converged to nearly the same point in
A space. Although the choiceXyfwas critical to the quality of the solution in these examples, the improved
algorithm discussed in Section 6 and thereafter is relatively insensitive to the initial offered load, provided
that a good choice of system parameters is made.

As aresult of the stepsize damping, Run 2 converged in 1509 iterations to a throughput of 16.63, a value
relatively far from the apparéhatmaximum ofSQA) = 17. Figure 4(a) shows the evolution of throughput
throughout the concatenation of Runs 2 through 5. Figure 4(b) also shows the throughput, but includes only

Hwe often use the shorthand notatior 8 to indicate that each of thenodes has 8 transceivers. Similarly, the notaXion 6

means that the threshold on &tircuits is 6.

1210 Section 9.3 we consider networks in which the circuits do not all have the same QoS constraint.

13The term “uniform offered load” refers to an offered load vector in which all of thare equal.

14we say the apparent maximum because we have not found a solution that yields a significantly larger throughput, and because
there is no known alternative method for determining the true maximum.
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Table 1 — Results of Searches of Network 1
(T.=8;X =6,Q0S=10.3;6,=0.1,8  =2x10°r=1500;y,=10,c=150,d=100,A , =0.05)

Run[ A, A, A, A, A, A | A A, Ag A, Ao SQ) |lterationg

1 [scaleq 5.956p 5.87L 1.695 0.0432 1.9498 D.05 6.0318 40757 1.5814 P.5339 16/992503 | 1375
2 | 1.75]2.7769 2.6434 3.40y3 1.1265 3.2968 (.05 4.5016 (.05 3F4065 35118 16.638538 (1509
3 [run 2]3.329% 3.1273 3.2642 0.78B31 3.0607 0.05 4.y117 0.05 32429 11041 16.p49440 |[1513
4 (run 3| 4.4052 4.3835 2.5763 0.4930 2.3%40 0.05 5.4694 0.05 23507 (.6470 16.f(32417 |[1497
5 |run 4159616 5.8808 1.7283 0.0515 1.9600 0.05 6.9203 00501 1.6222 §.5160 17006826 | 1631
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those points in the search for which the QoS constraints are satisfied; hence the terminology of “admissible
throughput” (throughput values for iterations at which one or more of the QoS constraints are violated are
simply ignored). Figure 4(c) shows the evolutior\pf.e., the values of the offered load valaeas the

iterative search progressed. It appears that the damping was helpful in each of these runs, in the sense that it
permitted some progress toward the optimal solution; without damping the oscillation might have continued
indefinitely. Thus, these results seem to suggest that a concatenation of several runs@nsaaatped

from its maximum to minimum value appears to be more effective than a single run of comparable total
length in whichB is decreased monotonically. Actually, we demonstrate in Section 8 that such a concatena-
tion is not necessary, provided that the algorithm’s parameters are chosen well or that heuristics are incorpo-
rated into the algorithm to direct the search along a better trajectory. We show that reliable convergence can
be obtained from arbitrary initial conditions. Furthermore, the speed of convergence of the improved algo-
rithm is much greater than that shown in these examples.

It is interesting to note that the offered load veataafter appearing to stabilize, changes rapidly after
iteration 3000. It is also interesting that, despite the dramatic variation in the vahabefdmissible
throughput increases by only about 2.4% after iteration 400. Such behavior appears to be typical in this
optimization problem and has been observed in numerous examples involving a number of markedly differ-
ent networks, as is demonstrated in Section 8. We show that throughput is relatively insensitive to changes
in the offered load vector, and nearly optimal performance (e.g., 98% of the maximum achievable through-
put, while satisfying the QoS constraints) can be obtained over a wide range of offered load values.

Apparently, the starting point for Run 1 is a good one, since the search is able to find an admissible
throughput of nearly 17 in 1375 iteratiofigrigure 5 shows the search trajectory of Run 1 projected onto the
(A, A,) plane. Also shown are two sets of contours. Those depicting througfhpate self-explanatory.

Those depicting®__, which is identical t&__, refer to the largest blocking probability among the circuits;
this is an important quantity because the value of determines whether or not an offered load vector is
admissible®

The contours are based on the use of the valugsaatiA, ...,A  that were determined at the end of
Run 1, as shown in the first row of Table 1. All of Mie actually vary throughout the search, as does the
identity of the dominant circuit (i.e., the circuit with the largest blocking probability); thus, the throughput
and blocking probability contours in any plane (such asXhe. ) plane shown here) vary throughout the
search. Therefore, it is not possible to determine whether or not any particular point on the trajectory is
admissible on the basis of this figure alone, and so it is difficult to make definitive conclusions on the basis
of figures of this type. Nevertheless, Fig. 5 does provide crucial insight into the nature of the trajectory.

Figure 5 shows that the search moves rapidly to the neighborhood of the maximum and spends most of
its time searching there. Examination of this figure has permitted us to make the following observations on
the behavior of the search. The throughput gradi&is virtually constant (in both magnitude and direc-
tion) in the neighborhood of the maximum. Hence, by Eq. @)jl change byb[1S at any admissible
solution in that region, i.e., the step will be approximadlynes a constant in the (constant) direction of the
throughput gradient. It is very likely that this step will throw the search over the QoS boundary into the
inadmissible region. In the inadmissible region, the activation of the constraint-enforcing terms in Eq. (20)
causes\ to move in the direction opposite to the,_ gradient, back toward the admissible region, with a
small move in the direction of the throughput gradient caused by the alwaystiégteren. Thus, a slowly
changing oscillation can easily occur while slowly “climbing” the QoS boundary toward the maximum. The

15In the early stages of this study, this was considered to be relatively rapid convergence. However, considerably fasieceonver

has been obtained using our improved algorithms, which provides reliable convergence from virtually any initial condiipn; e.g.

= 0 has been used in most of our examples.

18In a typical run, the fraction of iterations that produce admissible solutions is difficult to predict; this fraction mayeea be

about 15% and 50%, depending on the network under study and on the parameters of the algorithm. There seems to be no direct
correlation between the fraction of admissible solutions and the quality of the solution produced by a particular veesion of th
algorithm.
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contours,, andA,, ...,A ; are fixed at the values shownTable 1, Run 1

main feature of the improved search technique discussed in Section 6 is a method to guide the search so that
it proceeds essentially parallel to the___ contour, rather than at a significant angle to it.

6. GUIDED SEARCH TECHNIQUES

The search trajectory shown in Fig. 5 is typical of results obtained using the basic search procedure in
that significant (although nonmonotonic) progress is made in the early stage of the iteration, whereas con-
siderably less-productive oscillatory behavior is observed as the search progresses. A common difficulty in
constrained optimization problems arises because the optimum lies on the search boundary (i.e., one or more
circuit blocking probabilities is at the maximum-permitted QoS value). In unconstrained optimization prob-
lems, gradient search procedures are naturally slowed (smaller steps) by the decreasing gradient as they
approach the optimum. This slowing allows the search to ascend smoothly to the maximum. However,
when the optimum lies on the boundary, as it often does in constrained prélileens,is not necessarily a
decrease in the gradient in its neighborhood. In this case, typical gradient search techniques rely on damp-
ing the stepsiz@éto slow the search and thereby to facilitate homing in on the optimum. However, an overly
rapid decrease ifiresults in failure to reach the optimal solution; a less rapid decre@sminresult in
unacceptably slow convergence.

Constrained optimization problems (especially those such as ours, with many constraints, i.e., one per
circuit) often suffer from the impact of irregularly shaped admissible regions. In particular, the need to
satisfy blocking probability constraints on each individual circuit creates a situation in which the identity of
the dominant circuit can change as a result of small variations in the offered loads. Consequently, it appears
that multimodal behavior (i.e., the presence of local optima, which make it difficult to locate the true optimal
point), may occur. Such effects appear to be present in our problem, but are not severe in the sense that most
versions of the algorithm are usually able to reach an admissible throughput value equal to at least 99% of
the optimum. This issue is discussed in Section 13. The theoretical basis for nonlinearly constrained nonlin-
ear optimization problems is not well developed, and so we have not obtained theoretical support for the
convergence properties of our algorithm.

17\e believe that, in our optimization problem, at least one of the circuit blocking probabilities at the optimal point trthst be a
maximum permitted value. This conjecture is supported by extensive empirical evidence in a variety of network examples. We ha
observed that, typically, between half and all of the circuit blocking probabilities are at the maximum permitted value.
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The degree of progress that can be made at any point in the search depends on which of the following
three conditions apply at that time. When none of the QoS constraints are violated, the search tends to
proceed along the gradient of increasing throughput, as may be seen in Fig. 5. By contrast, when one or
more of the QoS constraints are violated by a significant amount, the constraint terms correct this behavior
by directing the trajectory toward the admissible region. The most interesting, and troublesome, behavior
occurs when the search trajectory passes near the QoS constraint contour. Figure 5 shows that the violation
of a constraint results in oscillatory behavior, with little progress toward the optimal point. The desired
behavior would be for the search to proceed along the contour corresponding to the QoS constraint, rather
than at a significant angle to it.

We have attempted to mitigate the oscillatory behavior of the “basic algorithm” by using our knowledge
of the throughput and blocking probability gradients to guide the search more efficiently. In the following
subsections, we introduce the principle of “guided search,” we generalize our approach, and we discuss how
the principles of guided search can be used to develop improved search algorithms. These principles are
used to develop the versions of the algorithm that are described in Section 7 and tested in subsequent sec-
tions.

6.1 Preliminary Approach

To illustrate the principle of guided search, we consider an example in which the blocking probability of
the “dominant circuit” (i.e., the circuit with the largest blocking probabf)itg close to (say, to within some
¢ of) the specified QoS. We would like to guide the search in a direction of increasing throughput, so that it
tends to follow the QoS contour. To simplify the discussion, let us first consider the case in which exactly
one of the circuit-blocking probabilities (the dominant circuit) is located witbirthe QoS constraint, i.e.,
QoS << Pj()\) < QoS +¢, for exactly one value ¢f {1, 2, ...,J}. Let us call this circuit. In this case, we
would like the search to proceed along the component of the throughput gréglilbat is orthogonal to the
circuit-blocking probability gradieriflP_ at our current point in the search. By eliminating the component
parallel to0P,, we discourage increase in the blocking probability of the dominant circuit. The desired
projection can be written as

{Component ofJS orthogonal td1P, }= 0S— &DI;CDPC, (26)
O
where 0
J 0S 0R J < oR,
OSe00R. =Y ——°t=%\ 2, 27
¢ Z'=la>\i oA z'=lzl=la>\i oA 1)
and

J
RERIRS

is the norm of an arbitrary vect® Then we introduce a vectDr= (Dl, (DJ DJ), which is equal to this
projection when the blocking probability of the dominant circuit is located in a band of widdntred
about the QoS contour; otherwiejs equal to the throughput gradién:®

Hs-22Fepp, Qos-e<h <Qos+e
p=g Rl . (28)
a]S otherwise

18The notion of dominant circuit does not depend on offered load; in fact, the offered load on the dominant circuit may be zero.
19%hen the blocking probability of the dominant circuit exceeds QeShe projection is not used, even though the blocking
probability of one or more of the other circuits may be located in the band of width 2
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We modify the Lagrangian objective function of Eq. (21) by inseiding place oS0\, as follows:

OLQAAY) _

TP T LAAM > Q)] T alo -Ro)-v] 29)
Thus, when the search is well within the feasible region, it is guided solely by the throughput gradient.
When it is sufficiently far into the infeasible region, the penalty term has a significant effect. And when the
dominant circuit is within the narrow band centered around the QoS contour, the search is guided by the
projection discussed above (and by the constraint terms as RgN)i> QoS).

Other approaches to deciding when to use the projection operation are certainly possible. For example,
we can consider a “one-sidedband” approach in which the projection is applied only when the dominant
circuit violates QoS by not more thgnbut not wher is in the admissible region close to the QoS bound-
ary. Alternatively, we have considered its use at all times, regardless of whethePoisnary close to
QoS. In all of these cases, we discourage the incre&gvatfile (hopefully) encouraging the throughput
to increase.

The use of this projection is the basis of the heuristic techniques we have developed for speeding up the
convergence of the algorithm developed in this study. It was certainly not obvious, a priori, that this ap-
proach would be successful. The us®ptather thartlS in Eq. (29) is equivalent to distorting the shape
of the objective function, i.e., we are now maximizing a function whose gradizmtather than the desired
function S (in either case, subject to the same QoS constraints). Important questions include not only the
specification of how the projection is defined (several alternatives are discussed in Sections 6.2 and 7), but
also when (i.e., at what, stage of the search) it is to be applied.

The stepsize updating (damping) rule is an important part of algorithm design here, as it is in most
iterative algorithms. In the early stages of the iteraflanust be sufficiently large so that adequate progress
toward the region in which the desired solution is located is made. Everfiuallgt be decreased so that
convergence is obtained. @fis decreased too rapidly, convergence may occur before the neighborhood of
the desired solution is reached, thus resulting in a solution of poor quality (as in Runs 2, 3, and 4 of Section
5). If8is decreased too slowly, convergence will be delayed (or preverfiathét not reach a sufficiently
small value). For the early stages of the iteration, we have considered approaches & is/tither
maintained at a constant value or decreased relatively slowly, e.g., either linearly or exponentially with a
factor close to 1. Ultimately is decreased proportionally to eithem df 1A/n. Here,n can be either the
number of iterations, or a function of the number of iterations that takes into account the number of “special
events” that have taken place (e.g., QoS threshold crossings and/or the number of times that the identity of
the dominant circuit has changét)in our preliminary studies we used the followidamping procedure

(n)_eo_emin’ n<N
8(n+1)=1 ’ . (30)
O emin , n>N
En/n—N

Thus,Bis decreased linearly wherg N iterations, and subsequently decreasedmas N , wheren is the

number of crossings of the QoS threshold plus the number of times there has been a change in the identity of
the circuit that provides the maximum circuit-blocking probability. In Section 7.2 we discuss the techniques
we have used to choose the initial valu®,odis well as several damping rules.

20The occurrence of such special events suggest8 #raiuld be decreased because the search is close to the QoS boundary, and
thus homing in toward the desired solution.
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6.2 Generalized Approach

The use of the projection operation described above removes the compan&rhaf is parallel to
0P_.. By doing soA is updated in a direction that increases throughput without increRsiktpwever, the
typical consequence of doing so is that one or more of the other circuits will soon violate QoS. At a typical
point in the search, it is common for several circuits to violate QoS or to be sufficiently close to the QoS
boundary that QoS is in danger of being violated. We have observed behavior in which the chosen circuit for
the projection alternates among two or three of the circuits, resulting in oscillatory behavior in which little
progress is made toward the optimal solution. To mitigate this behavior, we have considered a generalized
form of the projection operation in which several circuits are included in the projection. The inclusion of
several circuits takes into consideration the fact that we are dealing with a number of constraints simulta-
neously. Thus, we would like to updatén a direction that discourages violation of any of the QoS con-
straints.

To incorporate the QoS constraints associated with some or all of the circuits into the search-guiding
mechanism, we introduce the quanity which is a function of the circuit-blocking probabilities P,, ...,
P,. In this study we have used the following simple, linear fornfor

Pz:ZiDZR’ (31)

whereZ is a subset of {1, 2, ..J}. The vectoD, introduced in Eq. (28), is then rewritten as

O pgsemr 0Se 0P
His-——=0R, if |[0S-——2=0R||> 1|09
p=f [oRF ° [oRF —* - (32)
0
HIS otherwise

This expression is identical to that of Eq. (28), exceptRhagplaces_ in the dot products and the projec-

tion operation is used only when the resulting valueDjf i sufficiently large. The reason for using the
projection operation only when it provides a sufficiently large value{ifij based on our experimental
observation that (in some cases) the trajectory can reach a point at Bfpisholiite small. This behavior
results in slow progress toward the optimal point, or even virtually total stopping of the trajectory, resulting
in premature convergence. In fact, the trajectory can converge to a point interior to the admissible region
(thus none of the circuit-blocking probabilities are at the specified value, a condition not characteristic of the
optimal point). This behavior is especially prevalent when thE isdarge (e.g., we have considered cases

in whichZ contains all circuits). It occurs when the gradientsS&ndP, are nearly parallel to each other.
Turning off the projection operation (typically for just a single iteration) permits the trajectory to escape
from such undesirable points. We have found that a value @1 works well.

The projection vectod specified by Eq. (32) removes the componerifi®that is in the direction of
the gradient of thaverageblocking probability of the circuits included 11 Therefore] is updated in a
direction that tends to increase throughput without increasing the average blocking probability of the cir-
cuits inZ We have found that the use of average blocking probability in this context can be helpful, even
though the problem constraints are expressed in terms of the maximum blocking probability over the set of
circuits.

Several approaches are possible for choosing the circuits that are to be inclidédiirexample, we
may follow the approach of Eq. (28) and include all circuits for which QoS P.(A) < QoS +¢, provided
that the dominant circuit is in the band (i.e., don’t apply the projection if the blocking probability of the
dominant circuit exceeds QoSe}  Under this approach, the projection term inhibits movemehtiofa
direction that will increase the average blocking probability of the set of circuits that either violate QoS or
are close to violating QoS. By avoiding an increase in the average value of these blocking probabilities, it is
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hoped that none of the individual blocking probabilities will increase beyond the specified QoS value. How-
ever, if they do, the penalty term in Eq. (29) can take care of the situation. Circuits that are not close to
violating QoS are not included b because increasing blocking probability on these circuits is not detri-
mental to system performance.

A straightforward modification of this approach is the use of a single-sided band, i.e., use the same rule,
but apply the projection only to circuits that violate QoS. Other approaches are discussed in Section 7.1.

We have found that the use of the generalized search algorithm discussed in this subsection (with sev-
eral circuits included in the projection) usually provides improved convergence, as compared to the use of
the unguided search (no projection term used) or the preliminary version of the guided search algorithm of
Section 6.1 (which uses at most the dominant circuit in the projection). For example, use of this search
procedure consistently finds the apparent constrained throughput maximum in searches of Network 1, re-
gardless of the search starting point. Table 2 summarizes the results of searches based on the generalized
search algorithm that use the same initial offered load vector as Runs 1 and 2 in Table 1\ i ajules for
Run 1 were obtained by scaling up values obtained from a search of the network with reduced €apacity (

4 and)(j = 3), anol)\O =1.75 for Run 2. A two-sideglband was used, with= 0.001. With the improved
search, Run 1 found a solution that gives a slightly larger throughput value (17.002 vs 16.993) in far fewer
iterations (378 vs 1375) than were required in the original run. Recall that with the basic search strategy and
a starting point oA = 1.75, we were only able to find the optimum solution after progressively restarting the
search from the preceding solution, a procedure that required in excess of 6000 iterations. The improved
search strategy found the optimum in only 829 iterations, and with no restarts.

Table 2 — Results of Improved Searches of Network 1
(T.=8;X =4,Q05=0.3,6,=0.4,8  =0.2N=200;y,=5,c=10,d=10,e = 0.001 A

Run[ A A A A A A Ag A A S@A) Iterations
1 |scaleq 5.975¢ 5.8101 1.6877 0.0349 1.9639 P.05 6/0326 pP.05 1.5523 §.6485 17.0023 378
2 1175 5.951(*) 5.8674 1.7365 0.0508 1.9616 0.05 6.0172 0.05 1.6259 (5167 14.0041 829

min min = 005)

A A

0 1 2 3 4 5 6 7 9

Figure 6, which should be compared with Fig. 5, shows the trajectory of Table 2, Run 1, projected onto
the A, A) plane. Note in Fig. 6(a) that this search more directly ascends the throughput gradient and the
unproductive oscillation, which dominated Fig. 5, is not present. We attribute both of these qualities to the
use of the projection to guide the search along the QoS boundary. The expanded local view shown in Fig.
6(b) shows that the search does ascend the QoS boundary and finds a solution very near the maximum. As
in Fig. 5, because all of thgs vary throughout the search, the landscape also varies throughout the search.
The landscape shown in Fig. 6 is again based on the valugsod , ..., A, at the last iteration.

The Impact of the Value ebn Performance

We have experimented with the width of the band in which the projection is used and found that
0.001 strikes a balance between speed of convergence and quality of solution. Typically, a-salaker
delivers a slightly higher throughput value at the expense of added iterations. For example, we repeated Run
2 of Table 2 withe = 0.0005 and found in 1450 iterations a solution that g\&s= 17.0056. A largeg
value appears to hinder both the quality of the solution and the speed with which it is obtained= With
0.005, the Table 2, Run 2 search found in 1367 iterations, a solution thaf@ivesl6.9856.

To explain the impact of the value ©bn both the speed of convergence and quality of the solution,
recall our earlier observation that the use of the projection distorts the objective function, thus potentially
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Fig. 6 — Search trajectory i, andA, superimposed on throughput ad_contours;
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A, andA,, ..., A are fixed at the values shown in Table 2, Run 1

making it difficult to reach the true (constrained) optimal point. Whisnlarge, it is more likely that the
blocking probability of the dominant circuit is located withing¢hmand, particularly at the final stages of the
iteration wherBis small. Thus, the distortion is included in the objective function at most, if not all, itera-
tions. By contrast, wheais very small, the distortion is not present at every iteration, thus potentially
permitting the search to converge to a point that is not directly affected by the projection. However, when
is too small the projection is rarely applied, and thus has little effect in guiding the search toward the optimal
solution.

6.3 On the Development of Improved Iterative Search Algorithms

Based on the results discussed above, as well as on similar results for many other test runs, we have been
able to enhance the iterative search algorithm of Section 6.2. A crucial observation has been that it is best to
turn off the projection term at some point during the iteration. When this term is kept active throughout the
iteration, it is common to see the search approach the neighborhood of the optimal solution, only to proceed
past it, eventually converging to a point relatively far from the optimal. This behavior is especially pro-
nounced whem is relatively large. However, when the projection is turned off, the final approach to the
optimal solution can be made without the presence of distortion.

However, as suggested by the preliminary results presented in this section, the use of the projection can
be helpful, at least at some point in the iteration. Althaugl®.001 was a relatively good choice under the
constraint that the projection (with a fixed valuepis applied throughout the entire search, the option of
turning off the projection before the final approach to the optimal point raises other possibilities as well. For
example, during the early stages of the iteration it may be appropriate to include a potentially large number
of circuits into the projection (either by means of a large vale®oén alternative criterion for including
circuits in the sek). Consequently, application of the projection, which tends to prevent the increase of the
average value of the blocking probability of a large number of circuits, also tends to keep each of the block-
ing probabilities from straying too far into the inadmissible region. (Recall that the penalty term is present
to take care of those circuits that enter the inadmissible region.)
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The choice of stepsiz@)damping rule is also critical to the performance of the algorithm. The param-
eter® must be large enough at the beginning of the iteration to make significant progress toward the region
of the optimal solution, and must decrease in a manner that permits convergence to the optimal solution. An
excessively fast decrease can cause premature convergence of the algorithm, and hence failure to reach the
optimal solution, whereas an excessively slow decrease can prevent convergence within the desired time
constraints. In fact, we demonstrate in Section 8 that the use of a good stepsize rule can provide reliable
convergence to the optimal solution, even when the projection is not used; the slow convergence of the runs
described in Section 6.1, including the need to restart with a the original stepsize, can be attributed largely to
the use of too small a stepsize. However, we also show that in many examples the use of the projection does
indeed enable the search to reach the neighborhood of the optimal solution considerably faster than is pos-
sible when the projection is not used.

Care must also be taken in the choice of several other parameters used in the algorithm, such as the
choice ofc (used in updating the Lagrange multipliers in Eq.(24)datwihich weights the penalty term in
Eq. (21). The use af=d = 50 worked well for high values of QoS (e30.2), but not for more realistic
values. The relatively poor performance for low values of QoS was observed because the gradient terms
0P,/ 0\, were too small to drive the search back into the admissible region at the low offered loads that are
characteristic of low values of QoS. This problem has been mitigated by weighting the constraint-violation
terms byl /{/QoS (while maintaining: = d = 50):

AOY) _ o [d(Q -AM)-vj]
o -Dito ay . AR >Q) 50 o , (33)

wherea is a “kick-up” factor that can be updated (increased from an initial value of 1) as necessary. For
examplep can be increased if too many consecutive inadmissible solutions are observed, or decreased if too
many consecutive admissible solutions are observed (after the inadmissible region has been entered at least
once).

In Section 7 we define 18 versions of our iterative algorithm, which differ in their use of projection and
stepsize rules. Some of these versions use no projection at all, while others use it only during the relatively
early stages of the iteration. We discuss several options for stepsize rules, and indicate how system param-
eters can be chosen to provide robust performance. The 18 versions of the algorithm have been tested
extensively in a series of “core runs” for three different networks and various “uniform” parameter sets;
these runs are described in Section 8. These results demonstrate that some versions are capable of providing
nearly optimal performance (e.g., admissible solutions that provide 98% of the maximum admissible through-
put value) considerably earlier in the iteration process than others. The key to obtaining “good” (although
suboptimal) performance rapidly appears to be the use of the projection with an appropriate rule for the
determination of the s&f(of circuits to be included), combined with a good stepsize rule. However, there is
relatively little difference in performance in either the quality of the ultimate solution or the speed with
which it is reached for cases in which a solution that is extremely close to the optimal is required (e.g., one
that provides 99.9% of the optimal throughput value). We have also found a number of examples (typically
with relatively “extreme” parameter values) for which some versions of the algorithm provide higher through-
put than others; however, this difference is rarely more than 1%.

7. ALTERNATIVE VERSIONS OF THE ALGORITHM

The preliminary studies described in Section 6 have served as the basis for the development of an
improved algorithm for the determination of optimal offered load. The different versions of the algorithm
are all based on the iterative procedure described by Eq. (33); they differ in their use of the dot-product
projection and in the stepsize update rule. In this section we discuss the various options that we have
considered for the use of the projection and stepsize rules, as well as the interrelationships between these
two critical aspects of algorithm design. We also discuss considerations relating to the choice of other
parameters in the algorithm.
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Specifically, in Section 7.1 we discuss alternative projection rules, i.e., alternative ways to specify the
setZ of circuits that are to be included in the projection. In Section 7.2 we discuss factors relating to the
stepsize rule, and present four particular stepsize rules that we have used extensively in our tests of the
algorithm. Finally, in Section 7.3 we characterize 18 versions of the algorithm in terms of their stepsize and
projection rules.

In our discussion of projection rules, it is implicitly assumed ¢hat QoS,j = 1, ...,J, (i.e., that all

circuits are subject to the same constraint on maximum blocking probability), although it is certainly pos-
sible to define projection rules that incorporate different QoS values. In Section 9.3 we discuss several
examples in which the circuits are divided into two groups of equal size, which are subject to widely differ-
ing values of the QoS constraint. In those examples, significantly better performance is obtained when the
projection operation is not used. However, the results for many of the examples presented in this report
(with equal QoS values) demonstrate that appropriate use of the projection operation can often provide
improved performance, in terms of speed of convergence and/or quality of solution.

7.1 Projection Rules
The projection rule, as described in Section 6.2, guides the search by removing the component of the

throughput gradient that is paralleld®,, whereP, = ;P for some subset of {1, 2, ...,J}. For conve-
nience, we recall the vectbrthat was defined as

O
0Se OR, : 0Se DPz
HIS-—= 2[R, if |0S- OR rHDS\
D=L R [oR (34)
HIS otherwise

where we have used= 0.1. The effect of the projection is to remove the component of the throughput
gradient that is in the direction of the gradient of the sum of the blocking probabilities (or, equivalently, the
gradient of the average blocking probabffityf the circuits included i&. By including several circuits in

2, it is possible to discourage (although not necessarily prevent) the blocking probabilities of these circuits
from exceeding the QoS constraint. In addition, the oscillatory behavior that results from the use of a single
circuit (the identity of which typically alternates among a small set of circuits) in the dot product is reduced.
However, it must be acknowledged that the use of the projection is a heuristic approach. In particular, efforts
to avoid increase in the average blocking probability of the circuEsimnot take into consideration the

true nature of the capacity constraints, i.e., that the blocking probability on each circuit must not exceed the
QoS constraint; we rely on the penalty term in Eq. (33) to enforce these constraints. Thus, it is hard to
predict a priori whether the use of the projection based on a direction defined by several circuits will be
helpful. The performance results presented in Section 8 demonstrate that, if used judiciously, the projection
can, in fact, be very helpful.

The projection rule is defined by specifying theSetSeveral distinct alternatives for chooskhgre
discussed below.

No projection:
> =[] = the empty set

This is simply the “basic search” procedure that was introduced in Section 4, forQvhiEls. Al-
though the performance results presented in Section 5 demonstrated the deficiencies of this approach and

21Here, we do not weight the blocking probabilities by the corresponding offered loads; thus, by average blocking probability we
simply mean the numerical average of the blocking probabilities of the individual circuits, rather than the fractionoothealls t
overall network that are blocked. By contrast, in Section 10 when we study an alternative version of the QoS conssraint that i
defined in terms of overall average blocking probability, the individual blocking probabilities are weighted by the comgspondi
offered loads, thereby producing the fraction of calls to the overall network that are blocked.
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motivated the use of the projection operation, we have concludedttiais best during the final approach

to the optimal solution, because use of this approach does not introduce the distortion that is associated with
the dot-product terms. Also, we demonstrate in Section 8 that the kselofthroughout the search can
sometimes result in convergence to the optimal solution, provided that a good stepsize rule is used. How-
ever, convergence to a “good” solution (e.g., one that provides an admissible solution with throughput of
98% of the maximum admissible throughput) is typically much slower than the approaches that do make use
of the projection.

Projection based on the dominant circuit only:
{i:P =FRnad, ifQ0S—€< Ry, <QoS+eg
s=H ,
H], otherwise
where
P_.=max{P,P, ..P}
Here,Z consists of the dominant circuit orfyprovided that its blocking probability is withinof QoS;
otherwiseX is the empty set. This is the approach described in Section 6.1.
An alternative version of this rule is
2={j:P="P

i.e.,2 consists of the dominant circuit only as above, but differs in that the projection is used regardless of
the value oP, . This case is obtained by letting- 1. The motivation behind this approach is to turn the
trajectory away from the QoS constraint contour even before it comes close to it.

max} !

Projection based on several circuits, wEhdefined in terms of a fixed band:

E{j:QoS—est <QoS+¢g, if QoS—€< R <Qo0S+e
z = |:| )
B], otherwise

i.e.,% contains all circuits in a band of width, 2entered about the QoS contour, provided that the dominant
circuit is in this band. The inclusion of several circuits in the dot product discourages the increase of their
average blocking probability. This, in turn, tends to discourage (although not necessarily prevent) violation
of the QOS constraint on these circditdf a large value of is used, then most (or perhaps even all) of the
circuits are included. In this case, the trajectory tends to stay within the admissible region most of the time.
Although this approach has been shown to be useful in finding good solutions rapidly, it is ineffective in
finding the optimal solution. In some examples, the offered-load trajectory has approached the vicinity of
the optimal point, only to proceed past it to a solution of lower throughput because of the distortion associ-
ated with the dot-product term, which prevented the search from proceeding in the direction of increasing
throughput gradient.

A slight modification of the above produces:

E{j:QoSst <QoS+¢}, if QOS< R, <Qo0S+e

2=0] :
H], otherwise

22In the event of ties, an arbitrary rule can be used to choose one circuit as the dominant one.

23The constraint-violation terms (i.e., the summation terms in the Augmented Lagrangian function of Eq. (19) and in the partial-
derivative expressions of Egs. (21, 29, and 33)) become active when the QoS constraints are violated.



Throughput Maximization under QoS Constraints 25

This is the same as the preceding case, exce® tuattains only the circuits for which the QoS constraint

is violated. Thus, the “basic search” is used inside the admissible region, and the projection with several
circuits is used in the band of widtHocated in the inadmissible region. This approach appears less likely

to result in movement away from the neighborhood of the optimal point, apparently because the distorting
effects of the dot product are not present when the search point is located in the admissible region.

A fixed number of circuits iB:
> = {the J' circuits with the largest blocking probabilities},

wherelJ’ is a parameter that represents the number of circuits to be included in the projection. Rather than
use a fixed band to determine which circuits are to be included, this approach selBatsc¢hés that have
the largest blocking probability, independently of the distribution of blocking probability values.

Projection based on several circuits, wEtdefined in terms of relative sizes of blocking probabilities:

2 ={j:P = Byin + V(Bnax = Fnin)}”
where
P.,=min{P,P, ...P}

mi

andv [0, 1].

This approach is similar to the previous one in that it does not depend on a fixed band. However, the
number of circuits to be included is not fixed, but instead depends on both the value of the paranuketer
the distribution of the blocking probabilities over the range figntoP, . For example, i = 0.5, as many
asJ -1 circuits (if the next-to-smallest blocking probability is greater than the averBgeanfdP, ) or as
few as one circuit (if the next-to-largest blocking probability is less than the aveiRagentiP ) could be
included. Asv is decreased, the number of circuits containedtends to increase, e.g.yvif= 0, then all
circuits are included.

This approach uses the projection even before the trajectory reaches the vicinity of the QoS constraint
contour, andx includes those circuits whose blocking probability is sufficiently close to Thus the
projection begins to guide the search at the earliest stages of the iterative process. Our experience has been
that use of this approach with= 0.2 (which includes a relatively large number of circuits, but not those with
blocking probability very close t8_ ) often guides the search rapidly to a reasonably good solution. Once
this point is reached, the projection term can be turned off (i.ex, séf) for the final approach to the
optimal solutior?*

7.2 Stepsize Rules

The choice of stepsiz®)(damping rule is critical to the performance of the algorithm, as it is in most
iterative algorithms. The two basic components of the stepsize rule are the initial stepsize and the decay
rule. The parametd must be large enough at the beginning of the iteration to make significant progress
toward the region of the optimal solution. Typically, we have chosen the initial st@psiz¢he basis of a
short pilot run in which the projection is not used. It is chosen so that, star)kgrrg(atthe trajectory exits
the admissible region for the first time after about five to fifteen iterations. The same vé|us o$ed
whether or not the projection is used in the actual search.

We have found that a first exit point of five iterations works well for large values of the QoS constraint,
e.g., 0.3. However, this approach appears to produce an excessively large initial stepsize for small values of
the QoS constraint, e.g., 0.001. Thus, in some of our examples for QoS = 0.001 we have used an initial value
of 8 that is half that produced by using the rule based on exiting the admissible region for the first time at the
fifth iteration. To explain the difference in behavior, consider the téﬁl;mj in Eqg. (21), which are usually

24AJternatively, an intermediate phase can be introduced in which a larger valig w§ed. Doing so may guide the search to a
point closer to the optimum, at which point the projection term would be turned off.
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significantly larger than the terrﬂsﬁla)\i, whenj #i. These “diagonal”’ terms have a value closkabthe

low offered loads that are characteristic of low blocking probability. However, these terms are considerably
smaller at offered loads characteristic of significantly higher blocking probability (typical average values are
approximately 0.3 in many of our examples for QoS = 0.3). Thus the use of smaller stepsizes at low QoS
values compensates for the larger values of throughput gradient at the corresponding offered loads.

Equally important is the rate of decreas®.0fToo fast a decrease can cause premature convergence of
the algorithm, and hence failure to reach the optimal solution, whereas too slow a decrease can prevent
convergence within the desired time constraints.

The following guidelines are often used for choosing step8jzt (teratiork) in iterative problems:

[im@, =0
k- oo K

and
K

k- o0 =
For exampled, proportional to I satisfies these conditions. Thus, in an infinitely long search, it would be
appropriate to decrease the stepsize proportionatell i the later stages of the seafeiHowever, since

we typically limit our search to 1000 iterations, it is necessary to make compromises in the design of stepsize
rules. Therefore, there is ho guarantee that the true optimal solution will be found. Furthermore, since
unimodality of the constrained throughput function has not been proven (hence there may be local maxima),
there is no guarantee that any stepsize rule would produce the globally optimal solution. Nevertheless, the
various versions of our algorithm, which use several different stepsize rules, have performed well, as we
demonstrate later in this report.

Figure 7 shows the four stepsize rules used in the set of “core” runs. In each case, the total number of
iterations per run is 1000, and the stepsize is reduced to 0.001 of its original value at that point. The stepsize
rules divide the 1000 iterations into either two phases (Rule 1) or three phases; each such phase is character-
ized by a change in the value and/or rate of decrease of the stepsize. In addition, the projection rule may
change as the stepsize rule enters a new phase. The segments of the curves are either constant or exponen-
tially decaying (hence linear on the log scale shown here). A particular version of the algorithm is character-
ized by the joint specification of the stepsize rule and projection rule. In Section 7.4 we summarize the 18
versions of the algorithm that were used in the core runs.

The motivation behind the use of a constant stepsize during the early part of the iteration is that a large
stepsize is needed to approach the neighborhood of the optimal solution. Also, the use of a constant stepsize
permits us to isolate the effect of the tedh&A\, on the trajectory of the offered loads, and thus to assess the
impact of particular projection rules and parameter values without having to address the impact of the con-
current decrease in stepsize (Eq. (20)). However, the disadvantage of this approach is that large oscillations
persist until the stepsize is reduced. A slowly decaying stepsize, which gradually decreases the level of
oscillation, was also considered for the first phase (Rule 3); this rule is based on the assumption that the
neighborhood of the optimal solution is reached rather quickly, suggesting that we may be able to increase
the speed of convergence by trying to home in on the optimal point relatively early in the search.

The motivation behind Rule 2, in which the stepsize is cut by 50% when phase 2 is entered, is based on
a comparison of “effective stepsizes” when the projection is used to when it is not. C§jed@]i§||, it may
be helpful to decrease the stepsize when the projection operation is turned off to compensate for the increase
in effective stepsize that would result if this is not déne.

251t is helpful to keep the stepsize at a relatively large value until the neighborhood of the optimal solution is reaatsee.ofThe
decrease of kfis often too rapid for small values laf
260ur studies suggest thdd || tends to decrease as more circuits are included in the set
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Fig. 7 — Normalized stepsize as a function of iteration number

7.3 The Update Equation

Recall from Section 6.3 that the equation used to update the offered-load values is

AL(A, op [d(Q -R(A))-y
;AV) D +ay  URM>Q) [ Jﬁ) ‘], (35)

In most of our production runs we have used the following parameter values:

¢ = 50 (used in Lagrange multiplier update, Eq. (24));

Y, = 5 (initial value of Lagrange multipliers used in Eq. (24));
d = 50 (coefficient in penalty term of Eq. (35)).
o = “kick-up” factor (initial value = 1; it is doubled whenever 10 consecutive iterations are inad-

missible, and halved whenever five consecutive iterations are admissible).

7.4 Summary of Algorithm Versions Used in the Core Runs

To test the effectiveness of our algorithm, and to determine which versions perform best, we have
extensively tested 18 versions of the algorithm on several network examples. Our basic test consisted of the
“core” runs, described in Section 8, in which each of these versions was tested for three distinct networks
and a variety of parameter values.

The different versions of the algorithm are based on the projection formulations discussed in Section
7.1 and the stepsize rules discussed in Section 7.2. The versions are identified by the notation X.Y, where
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X 0{1, 2, 3, 4} specifies the stepsize rule defined in Fig. 7 aft{¥, 1, 2, 3, 4} specifies the projection

rule. Sometimes in our discussion, we consider several versions together in a group. For example, when we
refer to versions of type 1.Y, we mean versions that use Stepsize Rule 1 and any of the projection rules;
similarly, X.0 refers to versions that use Projection Rule 0 and any of the stepsize rules.

In particular, the stepsize rules are specified as:

X = 1: Stepsize Rule 1 (Fig. 7(a));

X = 2: Stepsize Rule 2 (Fig. 7(b));

X = 3: Stepsize Rule 3 (Fig. 7(c));

X = 4: Stepsize Rule 4 (Fig. 7(d)).

The projection rules are specified as:
Y = 0: no projection used at any time during the iteration;
Y = 1: the projection based on only the dominant circuit is used throughout the entire iteration;

Y = 2: the projection witlv = 0.2 is used during phase 1, and no projection is used during phases 2
and 3;

Y = 3: the projection witlv = 0.8 is used during phase 1, and no projection is used during phases 2
and 3;

Y = 4: the projection wittv = 0.2 is used during phasevl= 0.8 is used during phase 2, and no
projection is used during phase 3.

Thus the projection rules that have been tested cover a wide range that includes the use of no projection
(Y = 0), one circuit only (Y = 1), many circuits (Y = 2), few circuits (Y = 3), and switching from many
circuits initially to few (Y = 4). In all cases exceptY = 1, the projection is not used during the final phase(s).
Of the 20 possible X.Y combinations, 18 versions of the algorithm (all except 1.3 and 1.4) were actually
tested (the latter is undefined because Stepsize Rule 1 has only two phases).

8. TESTING THE ALGORITHM: THE CORE RUNS

We have performed extensive testing of our algorithm on three networks, namely Network 1 of Fig. 3
and Networks 2 and 3 shown in Figs. 8 and 9. Network 2, like Network 1, supports 10 circuits, whereas
Network 3 supports eight. Our basic test consisted of the “core” runs, in which the 18 versions of the
algorithm described in Section 7.4 were tested for these three networks and a variety of parameter values.
The core runs are characterized by “uniform” parameter sets, as defined below. Results are presented for
blocking-probability QoS constraints of 0.001 and 0.3, thus illustrating performance evaluation over a wide
range of values of this parameter. In the core runs, all 18 versions of the algorithm provided nearly identical
throughput, although there were significant differences in the speed of convergence. Additional (noncore)
examples are discussed in Section 9, where it is shown that some versions are more reliable than others in
terms of convergence to the optimal throughput.

8.1 Description of the Core Runs

The “core” runs consist of tests of the 18 versions of the algorithm on Networks 1, 2, and 3 for “uni-
form” network parameters. By uniform we mean that all nodes have the same number of transceivers (
... =T), and all circuits have the same threshald< ... =X)) on the permitted number of calls. In our
discussion of particular network examples, the shorthand notdtier6™ meansl. = 6,i = 1, 2, ...N (i.e.,
there are six transceivers at each node). Simila(JIy; 4" means = 4,j=1,2,...])(i.e., there are at most
four calls on any circuit at any time). The subsdrippbrmally refers to node number, and the subsgript
normally refers to circuit number.



Throughput Maximization under QoS Constraints 29

Fig. 9 — Network 3 (20 nodes, 8 circuits)

In addition, in the core runs all circuits must satisfy the same QoS constraint on blocking probability
(i.e.,Ql =...=Q, ). Again, we use a shorthand notation; e.@r ='0.001” indicates tha@j =0.001;=1, 2,
..., J. We have performed core runs @r= 0.001 and 0.3. Furthermore, there are no restrictions on the
offered loads; thus\ , = 0 (which means that the offered load values are not prevented from decreasing to
zero), and no bounds are placed on the maximum values of the offered loads. Finally, the same rule is used
to pick the initial stepsize valu in all of the core runs, namely thtis chosen so that the first inadmis-
sible solution is obtained at the fifth iteration for the case in which the projection is not used (see Section
7.2); the value 06 is the same for all 18 versions of the algorithm for each network example (i.e., for a
specified network topology, set of circuits, number of transceivers, admission-control policy, and QoS value),
but different for different network examples.
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We have also performed many noncore runs in which one or more of the following conditions apply: not
all nodes have the same number of transceivers, not all of the circuits have the same threshof@, not all
values are the samg,, > 0 (which means that each circuit is guaranteed at least the specified offered load
valueA ), and/or different rules are used to pick the initial stefjze'hese cases are discussed in Sec-
tions 9, 1l, and 12.

In the core runs, for all three networks we considered example, with (i.e., six transceivers at each
node) and(j =4 (i.e., at most four ongoing calls on any circtiithn addition, we also considered Network
1 withT, = 6 andX = 3 and Network 3 witff, = 8 andX; = 6. In all cases, each of the 18 versions of the
algorithm was run for 1000 iterations.

The versions have been evaluated based on their ability to find the optimal solution, as well as on their
speed. The results of these tests are summarized in three types of tables, which we refer to as “milestone
tables, “stopping-rule” tables, and “offered-load” tables. Several examples of these tables are provided in
Sections 8.2 through 8.4; additional tables are provided in Appendix A. Milestone tables show the number
of iterations required to reach various levels of throughput performance (for a total of 1000 iterations in each
run); stopping-rule tables show the performance that is achieved when the runs are stopped when conver-
gence is obtained (for several values of the convergence parameter), rather than for a fixed number of itera-
tions; “offered-load” tables show the offered loads and normalized blocking probabilities produced by the
optimization algorithm. Before discussing the performance of the algorithm over a wide range of scenarios,
we discuss the interpretation of these tables using a particular example.

8.2 Milestone Tables

Table 3 provides (for each of the 18 versions of the algorithm) a summary of the important “milestones”
of each run for Network 1 with = 6,X = 4, andQ = 0.001. The initial values of the offered loads are zero
for all circuits. The “benchmark throughput” value (listed in the figure caption) is the highest value of
admissible throughput that was obtained for any of the 18 runs. Table 4 provides similar reQuit9f8r
milestone tables for additional core runs are provided in Appendix A. The columns in the table are summa-
rized as follows:

» algo: the version of the algorithm, in X.Y notation;

» adm thuput 4d first it: the upper entry indicates the last iteration before the trajectory leaves the
admissible region for the first time; the lower entry shows the percentage of the benchmark
throughput value obtained at this iteration;

* best adm thuput: the iteration at which the highest admissible throughput is found, and the per-
centage of benchmark throughput obtained at this iteration;

* last adm thmput: the last iteration for which the solution is in the admissible region, and the
percentage of benchmark throughput obtained at this iteration;

» 95.0%: the first iteration at which the solution is admissible and equal to at least 95% of the
benchmark throughput valué;

and similarly for the higher percentage valdes.

27Had we seX =6, the resulting system would be an “uncontrolled” network, in which all calls would be accepted as long as
network resources (i.e., transceivers) are available to service them. For the case of QoS = 0.3, there is little difievsagbein;

however, it is more difficult to find the optimal solution. For the case of QoS = 0.001, there is a modest increase pithngtingh
somewhat increased difficulty of finding the optimal solution. The impact of the admission-control policy on achievaliipuihroug

and robustness of the algorithms is discussed in Section 13.

28The throughput value (whether admissible or not) does not increase monotonically; thus the throughput can decreassgo values le
than the milestone values, as in most iterative algorithms.

29Blank entries (if any) indicate that the corresponding milestones were not achieved by that particular version of the algorithm
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Table 3 — Milestone Table for Network 1 with= 6,X = 4, andQ, = 0.001
(benchmark throughput: 2.6645)

algo | 34 thruput tﬁbg&m 'ﬁhgﬂf‘ 95.0% | 98.0% | 99.0%| 99.5%| 99.99
1.0 37.54% 88%9% 389909% o1 517 633 707 775
L1 | &7 1306 oo00% |00.07% | 470 569 576 675 778
12 | 82.77% 99.08% | 99.06% 52 570 640 701 821
2.0 37.54% 88.199% 38?97% 51 376 468 468 786
21 57.13% 38.699% %8.0906% 145 390 461 591 750
22 | ga77% 50.00% | 39.04% 52 439 563 661 828
23 |90.01% cebew |80.8v% 92 468 554 597 735
2.4 %2.77% s288.00% 88?98% o2 464 479 602 743
3.0 |&7.30% 5000% |9008% | 252 361 397 434 508
31 56.73% s28((3.00% 5%89908% 135 368 378 414 534
32 |53 .80% 20.07% | 99.07% 55 397 403 429 536
33 80.24% 83.199% 58.0907% 135 389 415 468 566
34 |83.80% 50.00% | 99.08% 55 353 389 411 548
40 | 6754% o0be% |96.97% 51 191 198 220 571
41 |7 130 100.00% |oo08% | 187 1 233 233 587
42 | g4 770 100.00% |99.68% 52 193 203 379 626
43 |90.01% 106.00% |99.90% 92 208 219 391 648
44 |84 77% Sose% |99.98% 52 174 194 288 647

first column: version of algorithm in X.Y notation
upper entries (columns 2-9): iteration at which milestone is reached
lower entries (columns 2-4): percentage of benchmark throughput at this iteration
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Table 4 — Milestone Table for Network 1 with= 6,XJ. =4, anij =0.3
(benchmark throughput: 11.5380)

algo Z??rgt":z?t ﬁﬁf&;ﬂm 'S]Srtuzﬂtm 95.0% | 98.0%| 99.00 99.5% 99.9%
1.0 34.29% 33?92% 33.791% 41 | 467 | 517 | 601 | 833
11 g4.95% 83.490% ggégo% 49 496 | 561 | 626 | 914
12 |gg0s% | 90.06% | 00.06% | 0 78 | 521 | 609 | 770
20 |8420% | oo01% |aosom | 41 | 186 | 495 | s83| e
21 |gses% | 100.00%| soeem | 40 | 339 | 428 | 478| 638
2.2 3613.05% 83.793% 389902% 30 /8 419 544 833
23 ;7.99% 88.028% 389208% 15 56 | 540

24 |ogoss | 100.00%| oo | ¥ | 78 | 189 | 477 | es7
30 lga20% | oo0mu |oocm | 45 | 239 | 347 | 38| 449
31 |g4s1% |9960% |oo0ov | 36 | 302 | 342 | 386 | a3
3.2 gg.94% 83991% gg%l% 30 82 345 | 391 | 679
33 |frgom | 100.00%| 10000 16 | 187 | 333 | 395 | a7
34 losoas | 9975w | oot | 3 82 | 330 [ 383

40 |ga20%  |9o72% |oozav | 41 | 140 | 203 | 454

4.1 24.95% 88.305% 88.905% 49 151 | 474

4.2 3613.05% 23?94% 88?93% 30 8 175 | 221 | 564
4.3 ;7.99% 83.101 33.901% 15 56 823

4.4 gé.os% 88.194% 389903% 30 78 | 158 | 237 | 524

We first considef = 0.001, as shown in Table 3. Virtually identical throughput values were obtained for all

18 versions of the algorithm summarized in this table. In all cases, the throughput was at least 99.9% of the
benchmark value. F@ = 0.3, shown in Table 4, all 18 versions provided at least 99% of the benchmark
throughput value, 15 versions provided at least 99.5%, and 13 versions provided at least 99.9%.

Such convergence to nearly optimal solutions is typical behavior over a wide variety of network sce-
narios. This is evident from the milestone tables for the nine other core runs, which are provided in Appen-
dix A. In fact, for nine of the 11 network examples in the core runs, all 18 versions of the algorithm were
able to provide at least 99.9% of the optimal throughput value. For 10 of the 11 network examples, all 18
versions were able to provide at least 99.5% of the optimal throughput value. In all 11 network examples, all
18 versions were able to provide at least 99% of the optimal throughput value.
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Several important observations, which also apply to the other core runs, can now be made. First, all 18
versions of the algorithm do, in fact, converge. This is evident from the fact that the throughput value at the
last admissible iteration is virtually identical to that at the best iter&ilorsome cases (e.g., Table 3) all
versions converge to virtually the same point, whereas in others (e.g., Table 4) there is greater variation
among the different versions. In Section 8.4 we compare the offered loads (and the resulting blocking
probabilities) obtained by the different versions of the algorithm. Although there is no guarantee that the
benchmark throughput is the true optimal solution, the fact that several versions of the algorithm converged
to nearly the same point (i.e., a virtually identical set of offered loads), by following different trajectories,
suggests that it is.

All of the milestone tables are based on runs of 1000 iterations in duration. The stepsize rules were
designed to achieve the maximum possible throughput in at most 1000 iterations, rather than the fastest
convergence to a “good” solution that provides 98% or 99% of the true optimal performance. Thus reliable
convergence to the best solution within 1000 iterations is the primary goal. Had the goal been to determine
the best possible throughput in a smaller number of iterations, different stepsize rules would have been used.
The four stepsize rules tend to be consen/tinehe sense that the stepsize is kept at a relatively large value
long enough to ensure that the neighborhood of the optimal solution is approached. If the durations of the
phases are shortened (either in the same proportion or otherwise), it is expected that better solutions will
typically be found faster, although with an increased risk of convergence to a suboptimal solution.

The purpose of the “adm thruput at first exit” column is to indicate the percentage of the benchmark
throughput that is achieved prior to exiting the admissible region for the first time. This can be viewed as a
measure of how well the algorithm behaves in the early stages in the sense of the directness of the approach
to the optimal solution. Generally, versions of the algorithm that do not use the projection (i.e., X.0) exit the
admissible region sooner than the versions that do use the projection when the same stepsize is used. One
reason for this behavior is that, siné&||€ |[1S]| , the offered loads (and hence the resulting throughput)
typically change by a smaller amount at each iteration than for examples in which the projection is not
used® We refer to this effect as that of a smaller “effective stepsize” resulting from the use of the same value
of 8. Another (related) reason is that, when the projection is not used, the trajectory is not affected by the
QoS constraint until the admissible region is exited for the first time. By contrast, Versions X.1, X.2, X.3,
and X.4, which do use the projection, are affected by the QoS constraint throughout the iterative search, and
therefore may turn away from the QoS contour before crossing it.

Moreover, in most cases, the percentage of the benchmark throughput that is achieved just prior to
exiting the admissible region for the first time is generally considerably higher for the versions that use the
projection with a large number of circuits. For example, wQen 0.3, the X.2 and X.4 versions of the
algorithm provide about 96% of the benchmark throughput prior to exiting the admissible region for the first
time. By contrast, the X.1 and X.3 versions provide only about 85% to 88% of the benchmark throughput.
These versions are similar to each other in that they use one circuit (X.1) and a small number of circuits
(X.3) in the projection. It thus appears that the versions of the algorithm that use a large number of circuits
in the projection provide a more-direct ascent to an early “good” solution (in which the offered loads still
may be far from the optimal solution). The resultstF 0.001 shown in Table 3 are not as conclusive,
although it is clear that the X.0 versions provide the lowest percentage of benchmark throughput prior to the
first exit of the admissible region. Table A3 in Appendix A shows the results for the same case shown in
Table 3, except that the initial stepsize has been reduced by 50%. Table A3 demonstrates that use of Versions
X.2 and X.4 with the reduced stepsize for this problem consistently provides between 93% and 94% of the
benchmark throughput prior to exiting the admissible region for the first time, whereas the Versions X.0,

30We noted in Section 7.1 that the use of the projection throughout the entire search often resulted in movement away from the
optimal point.

3l‘Conservative” is a relative term. For some problems (perhaps for problems with a larger number of circuits or a severely con-
strained search space), even the most conservative of these stepsize rules may be overly aggressive.

3A\e have observed thdd|| can be considerably smaller thaif|, especially when many circuits are included in th& set
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which do not use the projection, provide only about 78% of the benchmark throughput. The behavior of the
various versions of the algorithm prior to the first exit of the admissible region is discussed in greater detail
in Section 8.5. Explanations that suggest the reasons for the benefit of the use of a smaller stepsize for low
values onj are discussed in Section 8.5.

We now address the question of speed of convergence. It is of interest to see how fast the different
versions of the algorithm can produce “good” solutions. This is the purpose of the columns denoted by 95%,
98%, 99%, 99.5%, and 99.9% in the milestone tables. These columns indicate the iteration at which an
admissible solution with throughput equal to the corresponding percentage of the benchmark throughput is
obtained for the first time. Of course, it is impossible to know in real time when these milestones have been
reached because they are based on knowledge of the benchmark throughput value, which is not known until
the completion of the 1000 iterations for all 18 versions of the algorithm.

8.3 Stopping-Rule Tables

The milestone tables presented in Section 8.2 are based on running the different versions of the algo-
rithm for a fixed number of iterations, in this case 1000. However, in most applications, iterative algorithms
such as those developed in this report would be terminated when a suitable convergence criterion is satisfied.
The use of appropriate stopping rules can save considerable computational time if convergence is obtained
early; on the other hand, failure to converge indicates that additional iterations are needed.

We now consider the possibility of stopping the iteration when convergence has been achieved, instead
of using a fixed number of iterations. A complete specification of the algorithm must now also include the
particular stopping rule that is being used. The effectiveness of algorithms with particular stopping rules can
be evaluated in terms of speed (number of iterations until convergence is declared) and quality of the result-
ing solution (in our case, percentage of the benchmark throughput that is obtained when the algorithm is
stopped).

To evaluate the stopping rules, we did not perform additional runs; instead we examined data from the
runs with duration equal to 1000 iterations and determined the outcome that would have occurred had these
stopping rules been used. The convergence criterion used in our studies is

|S(+l - Sk | <d
max{Sc, St

i.e., that five consecutive throughput values (whether or not they are admissible) should not differ from the
previous throughput value by more than a specified fraction, which we dertot@dlyle 5 shows the effect

of using different stopping rules for the determination of convergence for the same example for which the
milestone table was just discussed, i.e.,Tfor 6,X = 4, andQ = 0.001; Table 6 shows similar results for

Q =0.3. For example, three columns are headed by “max it = 300" and show the effect of stopping the run
when convergence to the specified toleradce (.1, 0.01, or 0.001) has been achieved, or at iteration 300

if convergence to the specified tolerance is not achieved. Results are also shown for a maximum of 600 and
1000 iterations.

, k=mm+1..,m+4 for somem, (36)

When the iterative search is stopped (either because the convergence criterion is satisfied, or because
the specified number of iterations has been reached), the solution to the problem is declared to be the set of
offered loads that has provided the highest admissible throughput thus far during the course of the run. The
best solution is not necessarily the offered load at the stopping point because of the nonmonotonic nature of
the algorithm. Specifically, consider the case of Version 1.2 in Table 5. The entry of 38 in the column
headed by max it = 300 and 0.1 indicates that convergence to within a toleré¥®@.afis obtained at
iteration number 38. The entry of 94.205 under the 38 indicates that use of this stopping criterion provides
94.205% of the benchmark throughput (2.6645), i.e., the best admissible throughput observed thus far (not
necessarily at this iteration—it may have occurred earlier) is 94.205% of the benchmark throughput. Simi-
larly the entries in the next column indicate that convergence to within 0.01 is not obtained during the first
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Table 5 — Stopping-Rule Table for Network 1 with= 6, X =4, ande = 0.001
(benchmark throughput: 2.6645)

ol max it = 300 max it = 600 max it = 1000

0
g 50=0.1 0.01 0.001 0.1 0.01 0.001 0.01 0.001 0.0001
10 300 300 300 462 591 600 591 852 1000

) 96.713 | 96.713 |96.713 |96.713 | 98,512 |98512 98512 |[99.933 [99.989
11 300 300 300 470 600 600 634 833 953

’ 94.032 |94.032 |94.032 |95.487 |99.279 |99.279 ]99.279 |[99.949 [ 99.987
12 38 300 300 38 600 600 678 864 1000

’ 94.205 |95.293 |95.293 |94.205 |98.346 |98.346 |99.217 |[99.924 [99.981
20 148 300 300 148 600 600 605 803 1000

’ 96.713 | 96.713 | 96.713 | 96.713 |99.791 |99.791 ]99.791 |[99.903 [ 99.994
21 110 300 300 110 537 600 537 783 1000

’ 93.636 |96.739 |96.739 |93.636 |99.366 |99.551 |99.366 |[99.973 [99.991
22 38 300 300 38 600 600 600 698 1000

' 94.205 |97.088 |97.088 |[94.205 |99.099 |99.099 ]99.099 [99.703 [99.988
23 108 300 300 108 586 600 586 796 1000

: 95.083 |95.215 |95.215 |[95.083 |99.370 |99.508 |99.370 |[99.938 [99.988
24 38 300 300 38 521 600 521 840 1000

: 94.205 | 97.409 |97.409 |[94.205 |99.062 |99.334 ]99.062 |[99.971 |[99.996
30 300 300 300 315 436 564 436 564 1000

: 96.295 |96.295 |96.295 |[96.295 |99.789 ]99.920 |99.789 |[99.920 [ 99.987
31 191 300 300 191 390 576 390 576 1000

' 96.188 | 97.154 |[97.154 ]96.188 |[99.019 |[99.934 |99.019 |[99.934 | 100.00
32 36 300 300 36 412 600 412 634 1000

' 90.756 | 97.543 |[97.543 ]90.756 |[99.088 |[99.942 | 99.088 |[99.942 |99.973
33 92 300 300 92 454 600 454 686 1000

) 92,781 |97.776 |97.776 |92.781 |[99.489 [99.902 | 99.489 [99.938 | 99.985
34 36 300 300 36 402 445 402 445 475

) 90.756 | 97.543 |[97.543 ]90.756 |[99.251 [99.808 | 99.251 |[99.808 | 99.835
40 147 300 300 147 343 511 343 511 1000

' 96.713 99541 [99.541 ]96.713 |[99.712 [99.848 | 99.712 |[99.848 | 99.992
a1 132 292 300 132 292 600 292 690 1000

' 93.636 |99.742 |99.742 |93.636 |[99.742 |[99.922 |99.742 |99.964 | 99.998
4.2 38 240 300 38 240 600 240 604 1000

: 94.205 ]99.200 |[99.358 |94.205 |99.200 |[99.884 | 99.200 |[99.884 | 99.996
43 135 283 300 135 283 600 283 636 1000

' 95.083 |99.102 |99.374 [95.083 |99.102 |99.871 |99.102 |99.871 | 100.00
4.4 38 260 300 38 260 600 260 719 1000

: 94.205 ]99.481 |[99.565 |94.205 |[99.481 [99.886 |99.481 |[99.926 | 99.993

max it = maximum number of iterations (= 300, 600, or 1000)

0 = tolerance level used in stopping rule (= 0.1, 0.01, 0.001, or 0.0001)

upper entries: point at which iteration is stopped (either because convergence criterion is satisfied, or
because maximum number of iterations has been reached)

lower entries: percentage of benchmark throughput at stopping point
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Table 6 — Stopping-Rule Table for Network 1 with= 6, X =4, ande =0.3
(benchmark throughput: 11.5380)

ol max it = 300 max it = 600 max it = 1000

0
g 0=01 0.01 0.001 0.1 0.01 0.001 0.01 0.001 0.0001
10 14 300 300 14 551 600 551 737 937

: 90.155 |[96.349 |96.349 [90.155 [99.142 |99.497 |99.142 |99.830 |99.916
11 10 300 300 10 517 600 517 724 922

: 92.348 |96.223 |96.223 [92.348 [98.665 |99.492 ]98.665 | 99.790 |99.901
12 13 29 300 13 29 600 29 738 907

) 79.572 |94.112 |98.088 | 79.572 |[94.112 |99.363 |94.112 | 99.868 | 99.943
20 14 300 300 14 462 600 462 699 940

: 90.155 |98.468 |98.468 [90.155 [98.869 |99.584 ]98.869 | 99.807 |99.910
21 10 300 300 10 355 600 355 641 880

: 92.348 |97.768 | 97.768 [92.348 [98.283 |99.869 |98.283 | 99.905 | 99.992
29 13 29 300 13 29 600 29 674 933

: 79572 |94.112 |98.088 |79.572 |94.112 |99.685 |94.112 |99.822 |99.932
23 10 132 300 10 132 559 132 559 744

: 87.987 |98.263 |98.263 |87.987 [98.263 |99.101 |98.263 | 99.101 | 99.262
24 13 29 300 13 29 600 29 622 917

’ 79.572 |94.112 |99.181 | 79572 (94.112 |99.815 |94.112 |99.839 | 99.990
30 12 300 300 12 330 467 330 467 773

) 89.292 [98.350 |98.350 [89.292 [98.402 |99.916 |98.402 |99.916 | 99.980
31 10 300 300 10 338 458 338 458 767

) 92220 |97.786 |97.786 [92.220 |[98.842 |99.902 |98.842 |99.902 |99.989
32 13 81 293 13 81 293 81 293 823

) 79.197 |97.707 |98.762 |79.197 |[97.707 |98.762 |97.707 | 98.762 | 99.906
33 10 16 300 10 16 408 16 408 840

) 87.817 |95.586 |98509 |87.817 (95586 |99.768 | 95.586 | 99.768 | 99.993
34 13 81 293 13 81 293 81 293 499

) 79.197 |97.707 |98.762 |79.197 |97.707 |98.762 |97.707 |98.762 | 99.659
40 14 183 300 14 183 384 183 384 781

) 90.155 [98.799 |99.216 [90.155 [98.799 |[99.374 |98.799 |99.374 | 99.694
a1 10 152 300 10 152 387 152 387 781

) 92.348 |98.003 |98.851 [92.348 |[98.003 |98.953 |98.003 |98.953 |99.048
42 13 29 300 13 29 402 29 402 793

) 79.572 |94.112 |99.690 |[79.572 [94.112 |99.815 |94.112 |99.815 |99.931
43 10 129 242 10 129 242 129 242 640

) 87.987 |98.263 |98.809 |87.987 |[98.263 |98.809 |98.263 | 98.809 | 98.988
a4 13 29 215 13 29 215 29 215 877

) 79572 |94.112 |99.380 | 79.572 |[94.112 |99.380 | 94.112 | 99.380 | 99.932

300 iterations, and that the best solution in the first 300 iterations provides 95.293% of the benchmark
throughput. The criterion ad = 0.01 is not satisfied until iteration 678, at which point 99.217% of the
benchmark throughput is obtained. The criteriod=0.001 is satisfied at iteration 864, where 99.924% of

the benchmark throughput is obtained.

There is no way to know a priori the quality of the solution that will be determined by a particular level
of convergence. For the network example of Table 5, when comparing all 18 versions of the algorithm, we
see that a convergence criteriondof 0.1 (see the column for 600 iterations) provides a solution with
throughput that is somewhere between 90.7% and 96.7% of the benchmark value. A crigercdh @t
(see the column for 1000 iterations) provides a solution between 98.5% and 99.8% of the benchmark value.
Finally, a convergence criterion 8 0.001 (see the column for 1000 iterations) provides a solution that is
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better than 99.7% of the benchmark value in all cases. These numbers vary significantly for the different
network examples we have considered.

Let us now consider Table 6, the stopping-rule table for the same example as that of Table 5, but with
Q=03.1In this example, a convergence criterioh00.01 (in the column for 600 iterations) provides only
94.1% of the benchmark throughput for five versions of the algorithm (i.e., 1.2, 2.2, 2.4, 4.2, and 4.4) and
95.6% for one version (3.3); all other versions provide at least 97.7%. A common feature of the six versions
that provided less than 96% of the benchmark throughput is that the convergence criterion was satisfied very
early in the search. For example, the five versions that reached only 94.1% at convergence, actually con-
verged (at iteration 29) prior to the first exit from the admissible region. Version 3.3 (which had already
exited the admissible region) converged at iteration 16. This overly rapid convergence has suggested that we
modify the stopping rule so that the test for convergence is not performed before the 50th iteration. This
additional requirement, coupled with the convergence criteridrdd.01, produces solutions that provide
at least 97.3% of the benchmark throughput for this network example.

Several factors affect the rate of convergence. For example, small stepsizes result in small changes in
the offered load (and hence throughput). Thus a rule that reduces stepsize rapidly would result in rapid
satisfaction of the convergence condition, although not necessarily convergence to the optimal point. Also,
we have observed that use of the projection operation with a large number of circuits tends to result in a
smoother trajectory (not only a more-direct path, but also a smaller “effective stepsize” fortatharethe
use of no projection), and thus the increased possibility of declaring convergence prematurely. In particular,
premature convergence was observed for Versions 1.2, 2.2, 2.4, 4.2, and 4.4 (all of which are identical during
the first 100 iterations) in the example of Table 6. The additional requirement of at least a minimum speci-
fied number of iterations appears to be helpful here, as discussed in the previous paragraph.

8.4 Comparison of the Solutions Produced by the Different Versions of the Algorithm

Our primary conclusion, obtained by examining the data in the tables presented earlier in this section
and in Appendix A, is that almost all versions of the algorithm perform well, based on the criterion of
providing optimal (or nearly optimal) throughput within 1000 iterations. In this subsection we compare the
solutions that we have obtained by using the 18 different versions of the algorithm. Although we limit our
discussion to six particular network examples (Networks 1, 2, and 3, wi@jm/0.00l and 0.3 for each),
the qualitative observations made here apply to the other core runs as well.

One characteristic property of the optimal solution in constrained optimization problems such as ours is
that at least one of the circuit blocking probabilities must be at the maximum permissible \@lud of
measure how close the individual circuits approach this value, we introduce the normalized circuit blocking
probabilities

P=PIQ, j=1,..J
ThusI3j =1whenP =Q.*

Table 7, which we refer to as an “offered-load” table, summarizes the solutions obtained for Networks
1,2, and 3 witl; = 6,X =4, andQ, = 0.001 and 0.3 For each of these six cases, two solutions are listed,
namely the “best” (highest admissible throughput) and “worst” (lowest admissible throughput) solutions
obtained among the 18 versions of the algorithm. (For Network 1Qvith0.3, we also include a third
solution, for reasons discussed below.) The entries shown are the of#ered Ioad\}}a]uttte(correspond-
ing normalized circuit blocking probabilitie?f(’s), and the throughpuf at the best point obtained for
each run. The 10 columns, with double entries in each cell, show the offered loads and normalized circuit
blocking probabilities. For example, consider the top row, which shows the best solution obtained for

33In most examples in this report, we consider the case for \ijieroS,j =1, ..,J,i.e., the QoS constraint is the same for all
circuits; however, in Section 9.3 we study examples for which the circuits are divided into two groups with significarghyt diffe
QoS values.

340ffered-load tables for the other core runs are provided in Appendix A.
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Table 7 — Offered-Load Table for Networks 1, 2, and 3 With 6, X = 4;
“Best” and “Worst” Results Shown f(@j =0.001 and 0.3

Al A A A A A A A A A g
O 2 S - - - S I - -

Network 1; Q =0.001

0.2546 | 0.3262 | 0.3095 | 0.2353 | 0.3417 | 0.1512 | 0.3949 | 0.0123 | 0.3399 | 0.3016 | 2.6645

best 1.0000 |1.0000 [1.0000 | 0.9990 |1.0000 | 0.9780 |1.0000 | 0.9140 |1.0000 |1.0000

0.2553 | 0.3224 | 0.3094 | 0.2359 [ 0.3444 | 0.1444 | 0.3960 | 0.0254 | 0.3359 | 0.2974 | 2.6638

worst 0.9980 | 0.9990 | 0.9990 | 0.9980 0:9990 0.9570 | 1.0000 | 0.9380 | 1.0000 | 0.9990 | 99.97%

Network 1; Qj =0.3

3.3160 | 3.5230 | 1.9599 | 0.0009 | 2.0194 | 0.0008 | 3.3179 | 0.0005 | 1.9675 | 0.0036 | 11.5380

best 0.9997 [ 0.9999 | 0.8975 | 0.8862 | 0.7656 | 0.9999 (1.0000 |1.0000 | 0.9011 | 0.7542

4th 3.1770 | 3.2602 | 1.8929 | 0.1036 | 2.0215 | 0.0001 | 3.3605 | 0.0001 | 1.7802 | 0.3478 | 11.5057
worst [ 0.9648 [ 0.9749 [ 0.9105 | 0.8509 [ 0.7819 [ 0.9999 [ 0.9999 [1.0000 | 0.8551 | 0.7919 | 99.72%

2.0459 | 2.0080 | 2.4057 | 0.4387 | 2.5897 | 0.0004 | 2.9367 | 0.0003 | 2.4056 | 0.9052 | 11.4239

worst 0.8016 | 0.8136 | 0.9998 | 0.7946 | 0.8666 | 0.9998 | 0.9997 | 0.9999 | 0.9998 | 0.8405 | 99.01%

Network 2; Q =0.001

0.2326 | 0.3724 | 0.3129 | 03571 | 0.2460 | 0.2819 | 0.2941 | 0.3546 | 0.3856 | 0.2357 | 3.0700

best 1.0000 | 1.0000 | 0.9990 | 0.9990 | 1.0000 |1.0000 | 0.9990 | 0.9990 (1.0000 (1.0000

0.2323 | 0.3723 | 0.3129 | 0.3570 | 0.2458 | 0.2818 | 0.2942 | 0.3548 | 0.3856 | 0.2355 | 3.0693

worst 0.9970 | 0.9990 | 0.9990 | 0.9980 [ 0.9970 | 0.9970 | 0.9990 | 1.0000 | 1.0000 | 0.9970 | 99.98%

Network 2; Qj =03

0.0002 | 3.2507 |1.1397 | 2.0615 | 2.3653 [1.3159 [1.2968 | 2.5453 | 3.4367 | 1.7296 | 13.4129

best 0.9999 | 0.9999 | 0.9999 |1.0000 | 0.9819 [1.0000 [ 0.9999 | 0.9999 | 0.9999 | 0.9989

0.0298 | 3.2340 | 1.1582 | 2.0825 | 2.3093 [1.3500 [1.2961 | 2.5239 | 3.4291 |1.7127 | 13.4050

worst 0.9998 | 1.0000 | 0.9998 [ 0.9999 [ 0.9761 | 1.0000 | 0.9997 | 0.9999 [ 0.9999 | 0.9998 | 99.94%

Network 3; Qj =0.001

best 0.2481 | 0.2529 | 0.2852 | 0.3242 | 0.2808 | 0.2777 | 0.3122 | 0.2646 2.2436
0.9990 | 1.0000 |1.0000 [1.0000 [1.0000 |1.0000 [1.0000 |1.0000

worst 0.2479 | 0.2527 | 0.2851 | 0.3243 | 0.2809 | 0.2778 | 0.3123 | 0.2646 2.2434
0.9980 | 0.9990 |1.0000 |1.0000 |1.0000 [1.0000 [1.0000 [ 0.9990 99.99%

Network 3; Qj =03

best 1.1174 |1.2697 |1.5078 | 2.2527 | 1.6666 |1.7254 |2.1911 |1.7158 9.4128
1.0000 | 0.9998 | 0.9999 | 1.0000 | 0.9999 |1.0000 |1.0000 | 0.9999

worst 1.1127 | 1.2428 | 1.5010 | 2.2480 | 1.6754 |1.7293 | 2.2056 | 1.7274 9.4116
0.9998 | 0.9959 | 1.0000 | 0.9999 | 0.9997 [ 0.9999 [1.0000 | 0.9999 99.99%

best: offered load that provides highest admissible throughput among 18 versions of algorithm
worst: offered load that provides lowest admissible throughput among 18 versions of algorithm
upper entriesxJ

lower entriest (normalized blocking probability)
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Network 1 Withq. =0.001. The cell in thgA , P} column, with entries 0.2546 and 1.0000, indicates that
A, = 0. 2546 and®, =1.0000 at the best result for that run. The column at the far right shows the throughput
achieved for that run, which is the same as the benchmark throughput in Table 3. The second row contains
the offered loads and normalized blocking probabilities at the best point in the worst run for Network 1 with

= 0.001. The lower entry in the far-right column of 99.97% indicates that the worst version of the
afgorlthm provides 99.97% of the best (benchmark) throughput.

With the exception of Network 1 Wll@j = 0.3, there is little difference in the offered loads found by the
different versions of the algorithm. First, let us consider Network 1@ith0.001. In the best solution,
eight of the circuits have normalized blocking probabilities of at least 0.9990; on the two remaining circuits,
we haveP, = 0.9780 andP, = 0.9140. In the worst solution, eight of the circuits have normalized blocking
probabilities of at least 0.9980; on the two remaining circuits, we Rawed.9570 andp, = 0.9380% The
fact that all of the circuit blocking probabilities are close to the maximum permitted value suggests strongly
(although does not prove) that our solution is, indeed, close to the true optimal point. Furthermore, the fact
that the solutions produced by the 18 versions of the algorithm are very similar to each other, despite the fact
that the 18 versions produced very different trajectories, offers further support for this conclusion.

For Q. = 0.3 there is a considerably wider variation in the solutions, both in terms of the offered loads
(and the resulting normalized blocking probabilities) and in the throughput. For this case we also include
results for the solution provided by the fourth worst version of the algorithm (which provides 99.72% of the
benchmark throughput); the solutions produced by the 14 best-performing versions for this example are
similar to each other. Typically, the normalized blocking probability is 0.999 or greater on at most five of the
10 circuits (although not always on the same set of five circuits); on the other circuits it is significantly lower
than the maximum permitted QoS value (as low as 0.7542). This behavior is in marked contrast to that for
Qj =0.001, in which all circuits were close to the maximum permitted QoS value.

The fact that not all blocking probabilities are near the specified QoS IeveQJvh@B is not surpris-

ing. It is not a failure of the algorithm, but rather reflects the fact that the level of interaction among the
circuits increases as offered load increases. Thus, a set of offered-load values does not exist for which all
blocking probabilities are at the maximum permitted QoS value when that value is relatively high (e.g., 0.3).
Note that the best solution for this example includes two normalized blocking probability values that are
lower than any of the values in the worst and fourth worst solutions. Thus, we see that in examples where a
solution does not exist for which the QoS value is reached on all circuits, the best solution may include some
relatively extreme (i.e., small) values of normalized circuit blocking probability.

Although there is certainly interaction among the circuits at offered loads characteristic of blocking
probabilities of the order of 0.001, the level of interaction increases as the offered loads are increased. In
particular, the values of the partial derivativﬁé‘j,(a)\i) used in the update equations increase as offered load
increases.

The optimal solutions for Networks 2 and 3 are quite different from that of Network 1 in the sense that
all of the blocking probabilities are extremely close to the QoS constraint value, evervmér?o. In all
cases, the solutions produced by all versions of the algorithm (i.e., the offered load values) were virtually
identical. For Network 2 witlQ. = 0.3, in the benchmark solution the lowest value of normalized blocking
probability is P, = 0.9819; all of the others are 0.9989 or greater. In the worst case, the lowest value of the
normalized blocking probability i®;, = 0.9761; all of the others are 0.9997 or greater. Similarly, for Net-
work 3 with QJ. = 0.3, in the benchmark solution the lowest value of normalized blocking probability is
P, =0.9998. In the worst case, the lowest value of the normalized blocking probahfjty i8.9959.

On the basis of these observations, it appears that whenever the optimal solution lies very close to the
QoS contour in all dimensions, there is very little difference in the quality of the solutions produced by the
various versions of the algorithm. Also, it appears that our algorithm is more robust in such cases. Often,

35The solutions produced by the other 16 versions of the algorithm were similar to the two shown here.
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fewer iterations are needed, and more-aggressive stepsize rules (resulting in faster achievement of mile-
stones) are usually successful. Furthermore, we believe that one can have more confidence in the quality of
the solution if the blocking probabilities are all close to the QoS constraint¢dimvever, it is difficult to

assess, before running the optimization algorithm, whether or not the optimal solution for a particular prob-
lem has this property. For example, in Section 13 we consider an example in which Nebwerates in

an “uncontrolled” manner, i.e., calls are admitted as long as transceivers are available at all nodes along the
path (in particularX =T = 6). In this case, even whén= 0.001, there is no solution for which all of the

circuit blocking probabilities are close to the QoS constraint contour, and there is significant variation among
the solutions produced by the various versions of the algorithm.

8.5 Search Trajectory

To better understand the effects of stepsize and the projection operation on the optimization algorithm,
we have studied the evolution of the offered load vector and admissible throughput under the 18 versions of
the algorithm. In this subsection we again look at Network 1Twitt6,X = 4, and two values @j, namely
0.001 and 0.3. We examine several versions of the algorithm in detail and plot the evolution of admissible
throughput and offered load (i.e., the values oﬂgh&throughout the iterative process. The understanding
developed here is expected to facilitate the choice of the appropriate version of the algorithm, as well as
specific parameter values for specific network applications.

In all cases, the initial value of the offered Ioaiij is0,j =1, ..., 10. In most cases, the initial stepsize
8, is chosen so that the trajectory leaves the admissible region for the first time at iteration 5 when the
projection is not used (see Section 7.2); exceptions are noted as appropriate. In particular, for Network 1
with T, = 6 andX = 4, wherQ = 0.001 we us@, = 0.06, and whe®, = 0.3 we us@,= 0.5. Other parameter
values are& =d =50 and/j(l =5,

Version 1.0

Figure 10 shows the evolution of the admissible throughput and offered load for VersionQ.é for
0.001. (Note that although throughput values are plotted only for admissible solutions, the offered loads are
plotted at all iterations.) Milestone points (e.g., the first iteration at which an admissible solution that pro-
vides 95% of the benchmark throughput is obtained) are indicated. The first 100 iterations are rather cha-
otic, with large variations in the offered loads (Aﬁie, which are denoted as “arrival rates” in the graph) and
admissible throughput. Although the 95% milestone is reached at iteration 51 (which is relatively early in
the iteration), this level of performance is not maintained. Between iteration 100 and 400, the admissible
throughput is approximately 75% of the benchmark value. For much of this period, it alternates between
two values’” Also, during much of this period, each of the offered loads alternates among four distinct, and
widely separated, values. No further progress is made toward a better solution until the stepsize is decreased
significantly. Ultimately, a point that provides more than 99.9% of the benchmark throughput is, in fact,
reached; little variation in the offered load values is seen after this point.

Figure 11 shows the trajectories for Version 1.0 \thh 0.3. Like the case f&p = 0.001, the 95%
milestone is met early (at iteration 41), but (again anfgr0.001) the later milestones are not met until the
stepsize is reduced. Although the offered loads and admissible throughput do not alternate among several
levels as they did fcIDJ. = 0.001, little progress is made until the stepsize is reduced significantly.

On the basis of these observations, it is clear that Version 1.0 is overly conservative for these network
examples. Tables 3 and 4 show that most of the milestones are achieved relatively late for Versions 1.Y, i.e.,
for all versions of the algorithm that use Stepsize Rule 1. Similarly, the milestone tables in Appendix A
indicate that that this observation applies to our other network examples as well.

36n some cases (particularly when several of the blocking probabilities are far from the QoS boundary), the network designer/
manager might want to run several versions of the algorithm to be sure that the true optimal solution has been found.

37The throughput actually alternates among four distinct levels, two of which are admissible and two are not; the inadmissible
throughput values are 2.52 and 2.58.
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Version 2.0

Stepsize Rule 2 is less conservative than Rule 1. The stepsize is cut in half at iteration 100, and the
exponential descent begins at iteration 300, rather than 400. Figures 12 and 13 show the trajectories for
Version 2.0 forQ. values of 0.001 and 0.3, respectiV&lyThe trajectory during the first 100 iterations is
identical to that of Version 1.0. As a result of the use of a smaller stepsize after this point, the amount of
oscillation in admissible throughput and offered load values is considerably smaller than that which was
observed for Version 1.0. For example, @ 0.001 the offered loads and throughput no longer alternate
periodically among a small set of distinct values. Also, most of the milestones are obtained earlier than in

the case of Version 1.0.

38n Fig. 12 no milestone is shown for 99% because the 99.5% milestone was reached at the same time. Similar behavitr is observe
in several of the examples presented in this report.
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Version 3.0

The three phases of Stepsize Rule 3 are all characterized by an exponential decrease in stepsize. Al-
though the normalized stepsize value is 0.5 for both Rules 2 and 3 at iteration 300, the decrease between
iterations 300 and 500 is much faster for Rule 3 (see Fig. 7 for details). Figures 14 and 15 show the trajec-
tories for Version 3.0 fij = 0.001 and 0.3, respectively. The rapid decrease during the second phase
apparently results in faster attainment of the higher milestone values and faster convergence to the final
values of offered load.

Version 4.0

Stepsize Rule 4 is the most aggressive, in the sense that the rapid decrease in stepsize begins at iteration
100. Figures 16 and 17 show the trajectories for Version 4.Q f010.001 and 0.3, respectively. These
figures show that the offered loads reach the neighborhood of their final values quite rapidly. However,
failure to reach the 99.9% milestone Wh@m 0.3 suggests that the rapid decline in stepsize may have been
too extreme in this case.

Versions that Use the Projection

The versions of the optimization algorithm discussed in the previous subsections did not use the projec-
tion formulation. In this subsection we discuss the performance obtained through the use of the four projec-
tion rules in conjunction with Stepsize Rule 4 (shown in Fig. 17). For these examples, we consider only the
admissible throughput, because the behavior of the offered loads does not provide further insight beyond
that already discussed for the cases without the projection operation.

Figure 18 shows the admissible throughpuqm: 0.001 for Versions 4.1, 4.2, 4.3, and 4.4, and for an
initial stepsize value o8, = 0.06 (which was determined based on Version 4.0’s leaving the admissible
region at iteration 5). Figure 19 shows similar result§fer 0.03 (half of that value). Use of the smaller
initial stepsize permits a smoother ascent to relatively high throughput values, and results in considerably
less oscillation about the optimal point (see Section 7.2). Furthermore, in this example most of the mile-
stones are achieved faster when the smaller val@g isfused. All four 4.Y versions of the algorithm
provide comparable performance in the example of Fig. 18, in terms of both the throughput value obtained
and the speed with which the milestones are reached. However, based on the plots in Fig. 19, Versions 4.2
and 4.4 are somewhat better behaved in that the magnitude of the oscillation of admissible throughput is less
for these versions than for Versions 4.1 and 4.3.

Figure 20 shows admissible throughput@J)r: 0.3. The differences among the 4.Y versions are
more apparent for this example. Most evident is the fact that Versions 4.1 and 4.3 do not reach the 99.5%
milestone. Some insight into the behavior of these versions can be obtained by examining their basic char-
acteristics.

Version 4.1 uses the projection operation with only the dominant circuit throughout the entire search.
During the first 100 iterations, large swings in admissible throughput are observed, and little progress is
made. This behavior can be attributed, at least in part, to the fact that the identity of the dominant circuit
changes frequently throughout the search. In addition, we have observed that the effective stepsize for
Versions X.1 (i.e., only a single circuit is used in the projection) is comparable to that of Versions X.0 (i.e.,
versions of the algorithm that do not use the projection).

The behavior of Version 4.3, which includes only a few circuits in the projection operation (because
v = 0.8) during phase 1, is similar to that of Version 4.1. When the projection operation is turned off at
iteration 100, the stepsize is decreased too rapidly for the trajectory to move to the optimal point in this
example.
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Versions 4.2 and 4.4 reach the milestones relatively rapidly. The evolution of admissible throughput
shows that these two versions are characterized by nearly monotonically increasing throughput until the
admissible region is exited for the first time. In fact, at the last admissible throughput prior to leaving the
admissible throughput for the first time, the throughput reaches 96.05% of the benchmark value for these
two versions foQ, = 0.3 (see Table 4). Wh& = 0.001 and the smaller initial stepsize is used, these two
versions provide 93.21% of the benchmark value prior to the first exit (Fig. 19); however, only 84.77% of
the benchmark throughput is obtained prior to the first exit when the larger initial stepsize is used (Fig. 18
and Table 3).

8.6 Observations Based on Core Runs

Based on the core runs discussed in this section, as well as those summarized in Appendix A, we are
able to make a number of observations on both the sensitivity of the throughput to offered load and on the
performance of the various versions of the algorithm that are designed to find that load.

Properties of the Solution

We have observed that throughput, when the blocking probability on each circuit is constrained to the
QoS value, is a relatively flat function of the offered load in the region of the optimal solution. Thus, rather
large deviations in several of th?values may be observed as the throughput increases from the 95% to the
98% and higher milestone values.

We noted in Section 6 that, at the optimal solution to our problem, at least one of the circuit blocking
probabilities is at the maximum permitted QoS value. We have examined the best solutions found for
several network examples to see how close the circuit blocking probabilitidf@f’eé)rme to the specified
QoS value. Although there is not necessarily a correlation between the circuit blocking probabilities and the
guality of the solution (the best admissible throughput value), we feel that some insight can be obtained by
studying this property.

For Network 1 withT. = 6 andX 4, there is significant difference in the behavior of the normalized
circuit blocking probab|I|t|es between the cases of low and high values of the QoS constraint. For low
values onj (e.g., 0.001), most of the circuit blocking probabilities are very close to the specified QoS value.
However, for high values cﬂ?j (e.g., 0.3), several (in our example, about half) oiPJt‘seare significantly
lower than the QoS value. For this problem a set of offered load values does not exist for which all blocking
probabilities are at the maximum permissible value. This is not a failure of the algorithm, but rather is a
property of the particular network example. In Section 8.4 we attributed this behavior to the increased
interaction among the circuits at higher values of offered load. Nevertheless, we demonstrate in Section 13
that the requirement of a low value@fdoes not ensure the existence of a solution in which all blocking
probabilities are close to the QoS constraint value.

The behavior of our algorithm was more robust for examples involving Networks 2 and 3 than those for
Network 1, based on the criterion of consistency of solutions produced by the various versions of the algo-
rithm (i.e., all versions converge to essentially the same point) and speed with which the milestones were
reached. Networks 2 and 3 were different from Network 1 based on another criterion as well, namely that
for Networks 2 and 3, all of tH?’s were very close to the QoS value for both values of the QoS constraint.

We hypothesize that our algorithm is more robust (i.e., all versions are able to reach the optimal point)
when the condition of all blocking probabilities in the optimal solution being close to the specified QoS
value is satisfied. Since the blocking probability on all circuits can approach the QoS value simultaneously,
there appears to be less conflict among the circuits, and hence an easier ascent to the optimal point. In such
cases, aggressive stepsize rules are capable of reaching the optimal solution rapidly. However, we have not
discovered a method to determine a priori whether or not this condition will be satisfied.
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Properties of the Algorithm

Based on the examples discussed in this section as well as those summarized in Appendix A, one of our
principal conclusions is that all versions perform well in the sense of providing nearly optimal throughput.
However, there are some differences in performance, both in terms of the speed of achieving “good” (al-
though not necessarily optimal) solutions and in terms of reaching the optimal point.

The difference in the ultimate performance of the different versions of the algorithm (i.e., the best
solution they find in a run of 1000 iterations) has been very small in most of the core runs. For example, we
remarked in Section 8.2 that for nine of the 11 network examples (which represent three distinct networks,
i.e., Networks 1, 2, and 3) in the core runs, all 18 versions of the algorithm were able to provide at least
99.9% of the optimal throughput value. For 10 of the 11 network examples, all 18 versions were able to
provide at least 99.5% of the optimal throughput value. In all 11 network examples, all 18 versions were
able to provide at least 99% of the optimal throughput value. Although we later discuss some examples in
which some versions of the algorithm provided somewhat less than 98% of the benchmark throughput
values, our basic conclusion remains valid, namely that all versions perform well when performed for a
limited number of iterations (1000 in most of our examples).

We discovered in our early studies that the use of the projection operation often prevents convergence to
the optimal solution, especially when a relatively large number of circuits are included in the projection, as
is discussed in Section 7.1. The only versions of the algorithm studied in the core runs that use the projection
operation throughout the entire iteration are the X.1 versions, which use only the dominant circuit in the
projection. Inthe X.2 and X.3 versions, the projection term is turned off (i.& =@} at the beginning of
phase 2, and in the X.4 versions it is turned off at the beginning of phase 3. We may view the use of the
projection term in the first phase(s) as the determination of an “initial condition” for the “undistorted”
version of the algorithm (i.e., the version without the projection term). Thus, as long as the trajectory is
brought sufficiently close to the neighborhood of the optimal solution in the early phase(s), the undistorted
version of the algorithm should bring the solution close to the optimal point before the end of the allotted
1000 iterations.

Even for network examples in which all versions converge to nearly the same point, the use of the
projection operation can have a profound impact on the behavior of the algorithm. For example, when a
large number of circuits are included in the projectiorzgetg., by using a relatively small valuevasuch
as 0.2, as in Versions X.2), a relatively smooth (although perhaps somewhat slow) trajectory is observed in
which the throughput increases monotonically to a large percentage of the benchmark throughput value
before exiting the admissible region for the first time. By contrast, when the projection operation is not
used, the trajectory is much rougher, with considerably larger deviations in offered load and throughput
from one iteration to the next. Although it is indeed possible to achieve some of the high milestone values
relatively early in the run when the projection is not used, it may be a matter of “luck” as to whether or not
such points are indeed found early. Even if they are found, the trajectory will often move far from these
points because of the large stepsize.

Among the stepsize rules we have used, Rule 4 is the most aggressive, thereby providing the possibility
of rapid convergence but with greater risk of not reaching the optimal point than the more-conservative
stepsize rules. In the core runs discussed in this section and in Appendix A, it appears that the smoothing
effect of the projection operation with= 0.2 permits the effective use of such an aggressive stepsize rule.
However, in Section 13 we provide examples in which the use of more-conservative stepsize rules provides
higher admissible throughput values.

9. FURTHER TESTING OF THE ALGORITHM

In addition to the core runs of Section 8, we have extensively tested our algorithm to address a number
of interesting cases. In particular, we study the impact of nonzero valNes afnonuniform number of
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transceivers at the network’s nodes, and nonuniform QoS constraints. Werasted in not only the
throughput that is achievable in such cases, but also in the ability of our algorithm to handle such cases.

9.1 Nonzero Values oA

It is evident from the results presented in Section 8 that the values of offered load at the optimal solution
are often quite different from one circuit to another. In some cases, some of them are close to zero, while
others are significantly higher than the average value. This high variance among the offered loads suggests
that it may be advisable, in some cases, to impose a “fairness” mechanism that guarantees that each circuit
is permitted at least a nominal offered-load value, even if doing so would decrease the total throughput.

We now address the impact of guaranteed offered-load levels on the performance of our algorithm, and
show that when . is relatively large, the iteration is more likely to converge to a suboptimal solution than
whenh . = 0. In Section 12 we address the impact of fairness considerations on the achievable throughput.

Recall that the offered-load values are updated as follows (see Eq. (20)):

B oL B
)\J(k+1) = ma)(é\min, Aj(k)-'-ekmg

Thus the offered-load values are constrained at every iteration from decreasing below

Based on the core runs discussed in Section 8, we have concluded that an especially good candidate for
testing the impact of nonzero valueshgf is that of Network 1 witi; = 6,X = 4, andQ, = 0.3. This
example is characterized by a highly asymmetrical solution in which the optimal offjered load vector in-
cludes circuits with nearly zero offered load. We consider a circuit to be “underloaded” if its offered load is
less than 1% of the average offered load among thecuits in the network. In particular, the optimal
offered load for this example with no constraint onXhs is characterized by three or four underloaded
circuits®* Thus, the imposition of the requirement that all circuits have a significant value of offered load is
expected to have a greater impact on this example than on examples in which the solution is less asymmetri-
cal. Also, the fact that the normalized blocking probability of only five (out of ten) of the circuits is close to
the QoS constraint value is another characteristic of asymmetry. Table B1 in Appendix B provides milestone
and stopping-rule tables for this example with = 0.5. One consequence of imposing this constraint on
A, is that the benchmark throughput is lowered from 11.5380 to 11.2368, a decrease of 2.6%. In this
section, we are primarily interested in the impack of on the properties of the optimization algorithm.
When using nonzero valuesXf , we have used the same initial step8jzs that used whex) . = 0.

Only five of the 18 versions of the algorithm provided 99.5% or greater of the benchmark throughput
for this example; all of these actually reached the 99.9% milestone (see Table B1). By contrast, when
0 (see Table 4), 15 of the 18 versions provided at least 99.5% of the benchmark throughput, and 13 reached
the 99.9% milestone. Imposing a relatively large valug of makes convergence to the optimal solution
more difficult by denying the trajectory the opportunity to pass through the region in which one or more of
theA's are less thah . Of the five versions that did provide at least 99.9% of the benchmark throughput,
all used the projection formulation with a large number of circuits in at least phase 1. Thus, it appears that
use of the projection facilitated the guiding of the trajectory around the inadmissible region of low values of
)\j. By contrast, when the projection was not used the trajectory seemed to be unable to escape from a region
constrained by the requirement that A __for large values ok .. Based on the various versions of the
algorithm studied, it appears that the performance depends strongly on the characteristics of the algorithm
during phase 1. It is especially helpful during this phase to use a large number of circuits in the projection,
and to keep the stepsize at a relatively large value.

390f the 13 versions of the algorithm that provided at least 99.9% of the benchmark throughput, one had four underloaded circuits
and the others had three.
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The case of Network 2 with the same paramef@rs 0.3 and\ , = 0.5) is summarized in Table B3.
The imposition of the constraiaf = 0.5 reduces the benchmark throughput from 13.4129 to 13.2950, a
decrease of less than 1%. In this case, all 18 versions of the algorithm reached the 99.9% milestone. An
examination of the solution for the case\gf = 0 (see Table 7) may provide some insight into why this
network example is “easier” to solve than that of Network 1 with the same valQearafA _ . In particu-
lar, there was only one underloaded circuit in the optimal solution for Networi< Awith O; all of the
otherA’s were 1.1 or greater. Thus, the imposition of the constaint 0.5 has a smaller impact than for
the case of Network 1. Additionally, as we commented in Section 8.4, our algorithm is more robust for
Network 2 (withA .= 0) than Network 1 because all of the blocking probabilities are close to the QoS value
at the optimal point (see Table 7). For the present caag of 0.5, all except one of the normalized
blocking probabilities are greater than 0.99, and the smallest is 0.9144. Thus this property is present for the
case oA . =0.5as well.

9.2 Nonuniform Admission-Control Thresholds or Distribution of Transceivers

In all examples discussed thus far, the admission-control thresholds have been the same for each circuit,
and the number of transceivers has been the same at each node. We now address several examples in which
one of these conditions does not apply, and demonstrate how these examples provide added insight to the
optimization problem under study.

Nonuniform Admission-Control Thresholds

We examined the effect of nonuniform admission-control thresholds by considering Networks 1 and 2
with T. = 6 (i.e., six transceivers at each node),)@t;t 2 for half of the circuitsj(= 1, 3, 5, 7, and 9) and
X = 4 for the remaining circuit$ € 2, 4, 6, 8, 10). Searches were performe@fer 0.001 and 0.3. In all
four of these examples, all 18 versions of the algorithm reached at least the 99.9% throughput milestone. It
is interesting to compare these results to those obtained for examples iXwhitlfor all 10 circuits. Of
the four corresponding examples considered (i.e., two networks and two QoS values for eéaehd fon
all circuits, three produced results in which all 18 versions reached at least the 99.9% milestone and one did
not (the case for Network 1 witQ = 0.3, which was illustrated in Table 4). Thus, it appears that in the
example with nonuniform thresholds (half with thresholds of 4 and half with thresholds of 2) our algorithm
is more robust than for the case in which all thresholds are equal to 4 (in the sense that all versions of the
algorithm produce virtually the same solution, and that aggressive stepsize rules can reach the high mile-
stones quickly).

Table 8 is an offered-load table for these four examples with nonuniform thresholds. We are most
interested in the case of Network 1 \/\thz 0.3 because this case seemed to offer the most resistance to our
algorithm for examples with a uniform threshold of four on each circuit. In the best solution for this case, alll
of the normalized blocking probabilities exceRt are at least equal to 0.9998; in the worst solution, all
except P, reach the value 0.9989. By contrast, four of the normalized blocking probabilities are typically
less than 0.9 whexX = 4 on all circuits. Similar results are observed for the other three examples as well.
Thus, these examples provide further support to our hypothesis that our algorithm is more robust for prob-
lems for which all of the circuit blocking probabilities at the optimal solution are close to the QoS value (see
Section 8.4).

The above discussion raises the question of why the examples with reduced thresholds on some circuits
permit solutions in which the blocking probabilities are close to the specified QoS values on a larger number
of circuits. It appears that reducing the threshold on some circuits reduces the competition for transceivers,
thus reducing the interaction among circuits and hence permitting more of them to approach the maximum
permitted QoS value. Also, the smaller threshold values reduce the size of the search space, thus facilitating
the search process.
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Table 8 — Offered-Load Table for Networks 1 and 2 Witk 6,
X1:X3:X5:X7:X9: 2;X2:X4:X6:X8:X10=4;
“Best” and “Worst” Results Shown f(@j =0.001 and 0.3
A A A A, A A A A A A

1 2 3 5 6 8 9

A

\ N N A7 N Al ,
Pl P2 p3 F)'4 PS PG F)7 PS P9 F)10
Network 1; QJ. =0.001
0.0361 | 0.3462 | 0.0221 | 0.4008 | 0.0400 | 0.4130 | 0.0457 | 0.3198 | 0.0257 | 0.3462 | 1.9937
1.0000 (1.0000 | 0.9990 | 1.0000 |1.0000 |1.0000 | 0.9990 |1.0000 |1.0000 |1.0000
worst 0.0362 | 0.3483 | 0.0131 | 0.4019 | 0.0399 | 0.4142 | 0.0456 | 0.3221 | 0.0248 | 0.3483 | 1.9922
0.9950 | 1.0000 | 0.8300 | 1.0000 | 0.9970 | 1.0000 | 0.9970 | 1.0000 | 0.9990 |1.0000 | 99.92%
Network 1; Q=03
0.4803 | 2.5860 | 0.6257 | 2.5336 | 0.9132 | 2.1888 | 1.4205 | 0.0007 | 0.9613 | 2.5860 | 10.0075
0.9999 | 0.9999 | 0.9999 | 1.0000 | 0.9999 | 0.9998 | 1.0000 | 0.9574 | 1.0000 | 0.9999

0.4645 | 2.5318 | 0.6053 | 2.5164 | 0.9059 | 2.2301 | 1.4190 | 0.1465 | 0.9323 | 2.5318 | 10.0003
0.9989 | 0.9999 [ 0.9998 [ 0.9999 | 1.0000 | 0.9998 | 0.9999 | 0.9722 | 0.9999 [ 0.9999 | 99.93%

best

best

worst

Network 2; QJ. =0.001
0.0437 | 0.4187 | 0.0456 | 0.4153 | 0.0437 | 0.3383 | 0.0428 | 0.3642 | 0.0457 | 0.3307 | 2.0864
1.0000 [ 1.0000 | 0.9970 | 1.0000 | 0.9990 | 1.0000 | 0.9950 | 1.0000 | 0.9990 | 1.0000

worst 0.0437 [ 0.4187 | 0.0454 | 0.4153 | 0.0437 | 0.3383 | 0.0427 | 0.3641 | 0.0455 | 0.3307 | 2.0859
0.9990 |1.0000 | 0.9910 | 1.0000 | 0.9990 | 0.9990 | 0.9910 | 0.9990 | 0.9920 | 0.9990 | 99.98%

Network 2; Qj =0.3

1.1203 | 2.9031 | 1.1536 | 2.9785 | 1.1174 | 2.1149 | 1.1862 | 3.0568 [1.2783 | 0.7333 | 12.3549
1.0000 |1.0000 |1.0000 | 0.9999 | 0.9998 | 1.0000 | 0.9996 | 0.9999 | 0.9997 | 0.9786
11162 | 2.9185 [ 1.1544 | 2.9606 | 1.1201 | 2.0767 (1.1783 | 3.0482 (1.2805 | 0.7892 | 12.3537
0.9992 | 0.9999 | 0.9999 | 0.9999 | 0.9997 | 0.9996 | 0.9996 | 0.9997 | 0.9998 | 0.9894 | 99.99%

best

best

worst

Nonuniform Number of Transceivers

We considered examples involving Network 1 W(]th: 4, in which seven nodes have eight transceivers
each (nodes 4, 5, 6, 7, 13, 14, and®&)d the rest have six transceivers each. QoS vaIQ;scﬁ)‘.OOl and
0.3 were studied. Thus these examples differ from those of Tables 3 and 4 in that seven of the nodes have
two additional transceivers. All 18 versions converged to at least the 99.9% throughput milestone for both
QoS values. Table 9 shows that the normalized blocking probabilities are all close to 1.0, once again sup-
porting our hypothesis that our algorithm is highly robust when addressing problems for which a solution
exists in which all normalized blocking probabilities are close to 1.

It is intuitively satisfying that our algorithm becomes more robust as the number of transceivers at
several nodes increases (as long as the admission-control thresholds are maintained at the same value).
Similar to the case of reduced thresholds (Section 9.2.1), the availability of additional transceivers reduces
the competition for transceivers among circuits (provided that the additional transceivers are located at
heavily congested nodes).

40These particular nodes were chosen to receive the additional transceivers because they support a large number of circuits.
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Table 9 — Offered-Load Table for Network 1 with= 4;
T =6, excepl, =T, =T, =T =T,=T,=T,.= 8:
“Best” and “Worst” Results Shown f@j =0.001 and 0.3

2‘A1 )ﬁ‘wz )ia )>4 )‘As ))\6 )‘A7 )ks )Lg )‘Alo S

P P, Ps Py R Ps P; Pg Pg Pio
Q= 0.001
best 0.3814]0.4074| 0.3774]10.3700] 0.4098] 0.3981] 0.3902| 0.3771| 0.3851| 0.3822| 3.8746
es 1.0000(0.9990( 0.9980] 0.9990] 0.9990| 1.0000] 1.0000{ 0.9990| 0.9980( 0.9980
worst 0.3815]0.4073] 0.3768(0.3702| 0.4091| 0.3977( 0.3898| 0.3770] 0.3852]| 0.3824| 3.8731

1.0000(0.9980| 0.9940] 0.9990] 0.9940] 0.9970] 0.9970( 0.9980( 0.9980( 0.9990| 99.96%

Qj =0.3
best 2.5607|3.0795| 2.2498| 1.3882| 3.0375| 1.4456| 3.0161| 1.0810| 2.3402| 1.6936| 15.3515

0.9999(1.0000( 0.9999] 0.9998( 1.0000| 0.9487| 0.9999| 0.9872| 0.9998| 0.9999

t 2.56583.0669| 2.2472( 1.3546| 3.0367| 1.4684| 3.0166| 1.1238| 2.3332| 1.6788| 15.3506
Worst '11.0000{0.9999( 0.99990.9950| 0.9999| 0.9506 | 0.9999 [ 0.9949 | 0.9998| 0.9996| 99.99%

9.3 Nonuniform QoS Requirements

In all examples discussed thus far, the QoS requirement was the same for all circ@tss i.e 7Q,.
We now address the more general case, in which some circuits have more-stringent QoS requirements than
others. In studying such examples, we demonstrate not only the capability of wireless networks to support
such disparate QoS requirements, but also the capability of our algorithm to find good (and hopefully opti-
mal) solutions in these more-difficult cases.

We consider examples in which the circuits must satisfy one of the following:

0,=...=0,=0001;, Q, =..=Q,=03 (37)
2 2

0 =..=0,=03 Q, =..=0,=0001. (38)
2 2

Thus, half the circuits must satisfy the more stringent constraint (QoS = 0.001), while the other half must

satisfy the looser one (QoS = 0.3).

As in the other examples we have studied, we have attempted to solve this problem by using versions of
the algorithm that use the projection, as well as those that do not. To accommodate the vastly different
values of the QoS parameter, membership in the projectianiséased on the normalized value of block-
ing probability. Thus, when using the projection rule based on the paraméter decision on which
circuits to include irk is made separately for the QoS = 0.001 group and separately for the QoS = 0.3 group.
However, consistently poor results were obtained when any version of the projection was used; the best
throughput values were approximately 5% less than those obtained without using the projection éperation.
Apparently, as a result of the vast difference in QoS requirements for the different circuits, there is no well-
defined contour that can be tracked by the projection v&ctdn particular, small changes in some of the
offered loads that have only minor impact on the contours of constant blocking probability for circuits in the
QoS = 0.3 group can substantially alter the shape of the contours of constant blocking probability for the
QoS = 0.001 groufr.Consequently, these small changes can have a significant impact on the set of circuits
from the QoS = 0.001 group that are included.in

41Because of the high degree of consistency in throughput obtained among all runs for different versions of the algorithm for the
many examples considered in this report, as well as the flatness of the throughput over a wide range of offered loadeardiffere
throughput of 5% is quite large.

42Small changes in one or more of Kj]’e can have a significant impact on the contours of constant blocking probability, even when
the QoS requirements are the same for all circuits.
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We therefore use the algorithm wih= [0 to solve our problem. However, we have observed that it is
necessary to use a larger stepsize for the circuits that are characterized by the larger value of QoS. This is
consistent with the fact that the initial stepsize used for core run example3 with3 is much larger than
that used for examples WiQJI =0.001. Our approach for the choice of initial stepsize is quite similar to that
used for the case of uniform QoS values. We perform a short pilot run in which the stepsizes are the same for
all circuits, and find a stepsize value for which the inadmissible region is entered for the first time at about
the fifth iteration. In the actual run, this stepsize value is used for the circuits for which QoS = 0.001; a
stepsize value five times this size is used for the circuits for which QoS 0.3.

Sample Runs

We have studied Networks 1, 2, and 3 Witk 6 andX = 4. For each network we have considered the
QoS requirements defined by Eqgs. (37) and (38); thus six examples were studied. Figure 21 shows the
evolution of admissible throughput and arrival rates for the example of Network 1 with QoS requirements
defined by Eq. (37), i.e., the first five circuits have the more-stringent QoS requirement. Figure 22 shows a
similar example for Network 2. In consideration of the disparate QoS requirements of the two groups and
the anticipated resulting difficulty in achieving the optimal solution, a conservative stepsize rule was used.
It appears, though, that this stepsize rule may have been overly conservative because little change occurs
between iterations 200 and 400.

The milestones shown in Figs. 21 and 22 are based on achieving the indicated percentage of the best
throughput value in each particular run. No benchmark of maximum achievable throughput is available for
these examples because only a single run was performed for each. In each of the six examples we have
investigated (three networks and two sets of QoS circuit groupings for each network), the 99% milestone
was achieved before iteration 1100.

Table 10 summarizes the offered loads and corresponding normalized circuit blocking probabilities for
the six runs. In many cases, the blocking probabilities of the circuits for which QoS = 0.001 are close to the
maximum permissible values. However, only a small number of circuits in the QoS = 0.3 group (typically
about 2, but in one case none) have blocking probabilities close to the QoS value. The achievable throughput
can depend strongly on which circuits are in the two QoS groups and is difficult to predict. For example, the
difference for the two examples involving Network 1 are modest, while that for Network 2 is significant, and
that for Network 3 is dramatic. An extreme case is that of Network 3 for which the first four circuits must
satisfy the 0.001 QoS constraint. In this case, the maximum circuit blocking probability among the QoS =
0.3 group is less than 1% of the permissible value. Thus, the requirement to satisfy the more-stringent QoS
constraint on half of the circuits severely limits the offered loads of the remaining circuits as well. The
throughput of 2.3459 in this example is only 4.5% greater than that for the case in which all the circuits must
satisfy the 0.001 constraint (see Table 7).

In Section 8.4 we commented that it is not surprising that, for the case of Network 1 with large QoS
values (such as 0.3), not all blocking probabilities were close to the maximum permitted value. We attrib-
uted this behavior to the higher level of interaction among the circuits that is characteristic of higher offered
loads. Inthe current example in which half of the circuits are required to satisfy significantly more-stringent
QoS requirements, it is therefore expected that even fewer of the circuits with less stringent QoS require-
ments will be able to support offered loads for which their blocking probabilities are at the maximum per-
mitted values. As demonstrated here, such behavior does, in fact, occur. Thus, the circuits with less-strin-
gent QoS requirements are often strongly affected by the circuits with more-stringent QoS requirements.

43This simple rule appears to work well for these QoS values in the examples we have studied; certainly no claim of optimality is
made. The relative values of stepsizes for the two classes of traffic should depend on the values of QoS of the mere- and less
stringent groups.
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Table 10 — Offered Loads and Normalized Circuit Blocking Probabilities for
Examples with Two Different QoS Values (0.001 and O[3, 6,)(j =4

/\1 /\2 /\3 /\4 /\q /\6 /\7 /\8 /\9 /\10
P, P, P, P, P, P,

Network 1 | 0.4315 | 0.0001 | 0.0763 | 0.1185 | 0.0059 | 0.1170 | 3.1244 | 0.0003 | 0.0981 [ 3.1253 | 5.2216
(103, 0.3) [ 1.0000 | 0.9980 | 0.8290 | 0.9990 | 0.9980 | 0.0035 | 1.0000 | 0.0034 | 0.0042 | 1.0000

Network 1 | 0.0295 | 3.8904 | 0.0609 | 0.0295 | 3.8904 | 0.0000 | 0.0587 | 0.0001 | 0.0563 | 0.0001 | 5.6815
(0.3, 10®) | 0.0017 | 1.0000 | 0.0018 | 0.0017 | 1.0000 | 0.9990 [ 0.4990 | 0.9990 | 0.4620 | 0.9990

Network 2 | 0.0001 | 0.1245 | 0.4221 | 0.4239 | 0.0001 | 3.0926 | 0.1134 | 3.0930 | 0.1251 | 0.0681 | 5.5894
(10%, 0.3) | 0.9990 | 1.0000 | 1.0000 | 1.0000 | 0.9990 | 1.0000 | 0.0028 | 1.0000 | 0.0032 | 0.8055

Network 2 [ 0.0195 | 3.5919 | 0.0445 | 2.2958 | 3.5678 | 0.0002 | 0.0422 | 0.4221 | 0.4222 | 0.0687 | 7.6293
(0.3, 10%) [ 0.0035 | 1.0000 | 0.6044 | 1.0000 | 1.0000 { 0.9980 | 0.9990 | 1.0000 | 1.0000 | 1.0000

Network 3 | 0.1646 | 0.0000 | 0.1737 | 0.3026 | 0.3931 | 0.3674 | 0.5576 | 0.3908 2.3459
(103, 0.3) | 1.0000 | 1.0000 | 1.0000 | 1.0000 { 0.0049 | 0.0050 | 0.0097 | 0.0050

Network 3 | 0.0333 | 3.8903 | 0.0653 | 3.8903 | 0.0036 | 0.0297 | 0.0278 | 0.0001 5.6060
(0.3,10% [ 0.0036 | 1.0000 | 0.0037 | 1.0000 | 0.9990 | 0.9980 | 0.9970 | 0.9990

= 0.001;Q

241

column 1: (16, 0.3) means th&, = ...
columns 2 — 11: upper entrigs:
lower entriest

..=Q,=0.3, etc.

T2

10. AN ALTERNATIVE QOS CONSTRAINT: AVERAGE BLOCKING PROBABILITY

Thus far, we have required that each circuit satisfy the QoS constraint on blocking probability. In this
section, we consider an alternative version of the QoS constraint in which we require only that the average
blocking probability in the network satisfy this constraint. Whether the QoS constraint should be applied to
the average blocking probability or to each individual circuit is a decision to be made by the network de-
signer/administrator. We demonstrate in this section that relaxing the QoS constraint in this manner results
not only in higher throughput values, but also in considerably faster convergence. To distinguish these two
forms of the QoS constraint, we henceforth refer to theﬁ’gV aEJdeax constraints, respectively. In addition,
we demonstrate that in some cases the use of a QoS constraint based on the average blocking probability can
provide a good initial point for a search based on the satisfaction of the QoS constraint on each individual
circuit.

10.1 Mathematical Model

Recall that in Eq. (9) the overall (average) blocking probal#litfi.e., the fraction of calls arriving to
the network that are blocked, regardless of the circuit to which they arrive) was defined as the ratio of the
expected number of blocked calls per unit time (summed over all circuits) to the expected total number of
call arrivals per unit time:

P, =

>| -

J
AR (39)
j=1

where/A = A +...+ A ;. Thus, some circuits may be permitted relatively large blocking probabilities pro-
vided that the overall blocking probability satisfies the QoS constfdiet, that?, < Q = QoS.

44Circuits with very smalll offered loads do not affBgtsignificantly, even when their blocking probabilities are high, because each
value oij is weighted by the correspondihg
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Following the approach of Section 4.1, the augmented Lagrangian function can now be written as

L=S- ymax(O, av Q)——[max(O, av Q)]2 (40)

Note that this expression has the same form as Eq. (19), except that there is a single cortraitiiem
than individual constraints on each of thielocking probabilitiezﬁ. The resulting partial derivatives are

OL _ 0S _[y+d(P, ~Q)[0P,

— =2 , 41
o, o\ H 4o HaA 5 >9) 41
where
D J
A+ +A )+ )\ AP

a)\,. ()\1+...+)\,)

J . O000P O

AR+ 3 NEN = PiD

— Jj=1 O i O]

- 0 . (42)

The iterative algorithm proceeds in the same manner as for the case in which the QoS constraint must be
satisfied on each individual circuit.

We again consider the use of the projection to guide the search. However, since only the average
blocking probabilityP,, is of interest (and not the individual values of &), we useb, instead of; in the
definition of D:

O

(Se [P, .

S- 7aVDP , if
5 o

ns- 23" p 15

|oRu

> 1oy (43)

D=
g
HS, otherwise

where we have again used 0.1. Thus, the effect of the projection operation is to discourage the increase
of the average blocking probability by removing the componed®&oh, that results in an increaseRy).

10.2 Performance Results

We tested this formulation on Networks 1, 2, and 3, and obtained rapid convergence to optimal solu-
tions. Typically, the speed of convergence was similar, whether or not the projection was used. The figures
shown in this section are for examples that do not use the projectioh &.6). Figures 23 and 24 show
the evolution of admissible throughput and offered load for Network 1Tytle andxj =4, for the cases of
Q =0.001 and 0.3, respectively.

Table 11 shows the optimal offered loads, the corresponding normalized blocking probabilities, and the
throughput for Network 1 witfi, = 6 ano)(j =4, for QoS values of 0.001 and 0.3. Results are shown for both
forms of the QoS constraint, namely the averdg¢ 4nd maximum individual circuit? ) cases. The
results for theP, case are based on the use of no projection operation (results using the projection are
virtually identical). The results for tié  case are based on the best run among the 18 versions of the
algorithm (i.e., the one that provided the highest throughput).QFo10.001, the relaxation of the QoS
constraint has had a negligible impact on overall throughput, which has increased from 2.6645 to 2.6674.
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Table 11 — Offered Loads and Normalized Circuit Blocking Probabilities for Network 1 under
Both P, andP__ Forms of the QoS Constraint on Average Blocking Probability;6, X = 4

form of A A A A A A A A A A

QoS ‘AL N2 '3 N4 'S ‘NG N4 ‘A8 ‘A9 A0 S
Cons‘:r 1 P2 PS P4 PS PG F)7 PS P9 10
Average 0.2557 | 0.3248 | 0.3126 | 0.2255 | 0.3530 | 0.1360 | 0.4087 | 0.0289 | 0.3385 | 0.2863 26674
0.00 a 0.9530 | 0.9990 | 0.9850 | 0.9410 | 1.0260 | 0.9280 | 1.0990 | 0.9260 | 1.0070 | 0.9670 |~
.001
Max 0.2527 | 0.3230 | 0.3083 | 0.2337 | 0.3413 | 0.1545 | 0.3947 | 0.0231 | 0.3374 | 0.2984 2 6645
1.0000 | 1.0000 | 1.0000 | 1.0000 | 1.0000 | 0.9790 | 1.0000 | 0.9300 | 1.0000 | 1.0000 |~
Average 2.7669 | 2.8347 | 2.0771 | 0.5338 | 2.5085 | 0.0000 | 3.2890 | 0.0000 [ 2.0771 | 0.8449 11.8524
a 1.0131 | 0.9921 | 1.0014 | 0.9823 | 0.9669 | 1.1590 | 1.0353 | 1.1484 | 1.0014 | 0.9486 '
0.3

Max 3.3160 | 3.5230 | 1.9599 | 0.0009 | 2.0194 | 0.0008 | 3.3179 | 0.0005 | 1.9675 | 0.0036 11.5380
0.9997 | 0.9999 | 0.8975 | 0.8862 | 0.7656 | 0.9999 | 1.0000 | 1.0000 [0.9011 | 0.7542 '

column 2: form of constraint indicates whetherfjeor P case applies to the following columns

max

columns 3 — 12?\i shows offered load to circyitat best solution

Isjshows normalized circuit blocking probability at best solution

The individual offered loads and the corresponding normalized blocking probabilities are also only slightly
changed from the values obtained forBhe case (only two of the blocking probabilities exceed 0.001, the
larger by 2.6%). FoR = 0.3, the use of the average QoS constraint results in significant changes in some of
the offered load values, as well as an increase in throughput from 11.5380 to 11.8524 (an increase of 2.7%).
The normalized blocking probabilities of circuits 6 and 8 are about 1.15, i.e., these blocking probabilities are
about 15% greater than the specified QoS value.

Table 12 shows similar results for Network 2. When the constraint is relaxed to the average form, the
impact on throughput is again negligible when QoS = 0.001. For QoS = 0.3, the offered loads change more
than in the QoS = 0.001 case, but significantly less than for the case of Network 1 with QoS = 0.3. The
increase in throughput is only 0.18%, which is considerably less than that observed for Network 1. Itis also
noteworthy that the maximum normalized circuit blocking probability foPthease is 1.048, as compared
to 1.159 for Network 1.

Finally, Table 13 shows similar results for Network 3, for which the differences betwe@naheP
cases are even smaller. The maximum normalized circuit blocking probability f§r ¢ase is 1.0094 for
QoS = 0.3 and 1.0360 for QoS = 0.001.

Table 12 — Offered Loads and Normalized Circuit Blocking Probabilities for Network 2 under
Both P, andR  Forms of the QoS Constraint on Average Blocking Probability;6, X = 4

QoS form of )‘,\1 )}2 ))3 })4 )A\s )A‘e })7 )ks )A\9 )A\lo S
constr 1 P, P, P, Py Pe P, Py Py 10
Average 0.2153 |1 0.3839 | 0.3061 | 0.3658 | 0.2439 | 0.2869 | 0.2858 | 0.3601 | 0.4001 | 0.2279 | 3.0726
g 0.9280 | 1.0580 | 0.9720 | 1.0300 | 0.9390 | 0.9620 | 0.9570 | 1.0280 | 1.0840 | 0.9330
0.001
Max 0.2326 | 0.3724 | 0.3129 | 0.3571 | 0.2460 | 0.2819 | 0.2941 | 0.3546 | 0.3856 | 0.2357 | 3.0700
1.0000 | 1.0000 | 0.9990 | 0.9990 | 1.0000 | 1.0000 | 0.9990 | 0.9990 | 1.0000 | 1.0000
Average 0.0000 | 3.4830 | 0.9704 | 1.9350 | 2.5908 | 1.1287 | 1.2356 | 2.4761 | 3.5499 | 1.8258 | 13.4366
g 1.0482 | 1.0385 | 0.9528 | 0.9765 | 1.0008 | 0.9865 | 0.9619 | 0.9713 | 1.0300 | 0.9901
0.3
Max 0.0002 | 3.2507 | 1.1397 | 2.0615 | 2.3653 | 1.3159 | 1.2968 | 2.5453 | 3.4367 | 1.7296 | 13.4129

0.9999 | 0.9999 | 0.9999 | 1.0000 | 0.9819 | 1.0000 | 0.9999 [ 0.9999 [ 0.9999 | 0.9989
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Table 13 — Offered Loads and Normalized Circuit Blocking Probabilities for Network 3 under
BothP andP,_ Forms of the QoS Constraint on Average Blocking Probabiljty;6,X = 4

form of A A A A A A A A

QoS constr AL 22 A3 £4 A5 A6 A7 28 S
1 2 3 4 5 6 7 8
Average 0.2390 [ 0.2473 1 0.2835 | 0.3332 | 0.2790 | 0.2783 | 0.3204 | 0.2655 | 2.2441
€ | 99730 [ 0.9820 | 0.9940 | 1.0360 | 0.9930 | 0.9940 | 1.0240 | 0.9880
0.001
Max 0.2481 [ 0.2529 | 0.2852 | 0.3242 | 0.2808 | 0.2777 | 0.3122 | 0.2646 | 2.2436
0.9990 | 1.0000 | 1.0000 | 1.0000 | 1.0000 | 1.0000 | 1.0000 | 1.0000
Average 1.0953 | 1.2371 | 1.4422 | 2.2493 | 1.6959 | 1.7494 | 2.2185 | 17606 |9.4138
0% | 0.9961 [ 1.0069 | 0.9809 | 0.9979 | 0.9998 | 1.0045 | 1.0017 | 1.0094
0.3
Max 1.1174 | 1.2697 | 1.5078 | 2.2527 | 1.6666 | 1.7254 | 2.1911 | 1.7158 | 9.4128

A potentially useful technique that exploits the similarity betweeRtlendP__ solutions is discussed
in the next subsection.

10.3 Combined Use of Average and Individual QoS Constraints

The results of Section 10.2 indicate that the use of the average blocking probability as the QoS con-
straint typically provides a solution that is “similar” to that obtained using the individual blocking probabili-
ties, especially for small QoS values (i.e., 0.001). Thus, it brings us close to the neighborhood of the optimal
solution of our original problem. This similarity has led us to consider the use of an alternative approach
during phase 1 of the algorithm. Instead of using the projection in conjunction with QoS constraints on each
individual circuit, we have considered using the QoS constraint on the average blocking probability without
use of the projection operation. Then, at the beginning of phase 2 the QoS constraint is applied to each
individual circuit as in the original formulation. Thus, the formulation based on the average blocking prob-
ability is used to determine an initial condition for the problem in which the QoS constraint must be satisfied
on every circulit.

Figure 25 shows the evolution of admissible throughput, offered load, and stepsize for the example of
Network 1 withT, = 6,X = 4, and QoS = 0.001. The average form of the QoS constraint is used for 100
iterations; after this point, the QoS constraint must be satisfied on each individual circuit. Note that the
definition of admissibility changes at iteration 100. Solutions classified as admissible during the first phase
are typically not admissible when tRg_criterion is applied, and few admissible solutions (that seRisfy
are observed during the first phase. The admissible solutions and milestones shown on the graph are based
only on solutions that are admissible undeRhecriterion. The first admissible solution (based?y) is
at the 98% milestone level (based on the benchmark throughput achieved for this network example, as
discussed in Section 8.2), which occurs at iteration 112. The 99% and 99.5% milestones are reached shortly
thereafter (at iterations 127 and 149, respectively).

Figure 26 shows curves for the same network example, but for QoS = 0.3. Again, the 98% milestone is
achieved rapidly; however, the higher milestones are not reached. Apparently, at iteration 100 (when the
performance criterion changesRg ) the stepsize is too small to make sufficient progress toward the opti-
mal point in this example because ByeandP _ solutions are relatively far apart. Some experimentation
with larger stepsizes when the criterion changé {de.qg., increasing it from 0.05 to 0.2 at iteration 100,
and then letting it decrease exponentially) have produced solutions that reach the 99% milestone relatively
rapidly. However, the need to use a more-conservative stepsize rule when switching Beameigy), for
some network examples may make it difficult to reach the higher milestones rapidly. In such cases, the
combinedP, /P method may not provide faster convergence to good solutions than those thaRJse the
criterion throughout.
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Figures 27 and 28 show curves for Network 2 with the same parameters, for QoS = 0.001 and 0.3,
respectively. In both cases, convergence to the 99.5% milestone is extremely fast, and convergence to the
99.9% milestone is also among the fastest observed for these network examples (see Tables A4 and A5).

Comments on the Effectiveness of the Combip&] PApproach

For three of the four examples shown here, the performance obtained by using the combined approach
is comparable to that of the better versions that are based on the use of the projection in one or more phases.
We hypothesize that this approach would be most effective when the solution baseld dpdBecriterion
is most similar to that based on tRe, QoS criterion. Of course, it is not possible to determine with
certainty that the solutions are similar without solving both problems. However, the circuit blocking prob-
abilities shown in Tables 11-13 may provide a helpful clue. For example, Table 11 shows@atQf001,
the maximum normalized blocking probability is 1.099, and the minimum is 0.926. Thus, little has to be
done to coax the offered load values to a point that maximizes throughput while satisfyi)g @eS
criterion. Comparing the offered loads undeRhandP, QoS constraints shows little difference between
these two cases; admissible throughput undel fa@dP,__ QoS constraints shows that they differ by 0.1%.

By contrast, the same table shows that(¥er0.3, two of the normalized blocking probabilities are approxi-
mately 1.15. Thus, a significant change in the offered load vector is required to sati3fy @eS con-
straint. In this example, a comparison of the offered loads undey trelP_ QoS constraints shows that
there is significant difference; furthermore, the throughput foP{hease is 2.7% greater than for the
case.

Table 12 shows similar results for Network 2. ResultsQfor 0.001 are comparable to those for
Network 1. However, results f@ = 0.3 show that the maximum normalized circuit blocking probability
associated with the solution based onRj)&oS constraint is 1.0482 (the deviation from 0.3 is thus about
one third of that observed for Network 1). Thus, it is expected that the solutions Ryr #edP  cases
would be more similar than those for Network 1. In fact, the difference in throughput betwégrattte
P __ casesis 0.18% (considerably less than the 2.7% for Network 1), and although the offered load values for
the P case are not as close to Becase as they were for QoS = 0.001, they are considerably closer
(percentagewise) than they were for Network 1.

Similar observations apply to the case of Network 3 (see Table 13).

Thus, we feel that the combined use offh@ndP, __ constraints may provide an efficient method for
determining optimal offered loads for some problems. We hypothesize that this method will work well
when none of the individual circuit blocking probabilities in Byesolution exceeds the QoS constraint
value by a “significant” amount, although we have not quantified the tolerable amount by which QoS can be
exceeded. It appears that an aggressive stepsize rule works well when this condition is satisfied, and that a
more conservative stepsize rule is appropriate when there is more asymmetry in the values of the blocking
probabilities.

In Section 8.4 we commented that the algorithm provides more-robust performance for Networks 2 and
3 than for Network 1 under th&_ constraint. We hypothesized that one reason for this might be that for
these two cases there seems to be relatively little interaction among the circuits. This is suggested by the fact
that all of the circuit blocking probabilities are very close to the QoS value. Perhaps the fact®hat the
solution is so close to tH& _ solution is another example of little interaction. However, further research is
needed to establish any definite conclusions on this matter.

We now summarize our tentative conclusions on the comBified approach. When the normalized
blocking probabilities based on tRg form of the QoS constraint are all close to 1.0, it appears thB{/the
P __.approach provides rapid convergence to nearly optimal solutions, i.e., to the 99.5% milestone. Another
advantage of this approach is that experimentation is not needed to determine ajootsdécluded in
the projection operation (or equivalently the value of the paramgtnce this method appears to work
well whether or not the projection is used. However, further testing is needed to determine with more

certainty the class of problems for which the combiag®__ approach works well.
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11. THROUGHPUT GAIN FROM NETWORK OPTIMIZATION

Thus far, we have focused our attention on the convergence properties of our optimization algorithm.
However, from the perspective of the network user/manager, a more important issue is the degree of perfor-
mance improvement that can be obtained when the offered loads are optimized. In particular, in this section
we compare the performance obtained by using our algorithm to that obtained under “uniform loading,”
under which thé\j’s are all equal. In the latter case, the search for the optimal solution is a simple one-
dimensional search.

We first consider examples based on our core runs, and show that the degree of improvement is rather
modest for these cases. We then consider some examples for which considerable increase in throughput is,
in fact, possible by means of our optimization techniques.

11.1 Core Runs

To assess the benefits achievable through optimal loading, we first consider Networks 1, 2, and 3 with
six transceivers at each node< 6,i = 1, ...,N) and at most four calls on any cirCLDitJ €4,j=1, ...
Figure 29 shows throughput in Network 1 as a functio@dfi.e., of the maximum permitted blocking
probability on any individual circuit) for both uniform and optimal loading. The “optimal loading” curve
represents the higher throughput obtained by our optimization algorithm, and demonstrates the degree of
improvement that has been achieved by our multidimensional searchj £@.001, the improvement
achieved by optimizing the offered load is 14.3%. The improvement is greatest dpjabﬁlm, where itis
19.6%. Atvery large values Qf the improvement decreases significantly; it is 8.9% & 0.9 and 3.5%
atQ = 0.99. Similarly, Figs. 30 and 31 show the performance achievable for Networks 2 anI i8 as
increased to a maximum value of 0.6. Results for Network 2 show that the degree of improvement achiev-
able by using the optimization technique is similar to that achieved for Network 1. However, little improve-
ment is obtained for Network 3, apparently because the offered loads at the optimal point are more nearly
symmetrical than they were for the other two network examples.

In view of the highly asymmetrical nature of the optimal offered load (particularly for Network 1), it is
perhaps surprising that only “modest” increase in throughput was obtained by the optimization process. The
inability to produce more substantial gains can be explained, at least in part, by the highly coupled nature of
the circuits in the network. We can view this as a form of “balanced coupling,” in which a relatively large
region of the offered-load space produces similar values of throughput.

The characteristics of these networks that produce the high degree of insensitivity to loading appear to
include:

e interaction (i.e., contention for resources) among many circuits,
 equal QoS requirements for each circuit, and
 equal number of transceivers at each node.

We now explore some network examples that do not possess all of these characteristics, and demonstrate the
capability of our optimization techniques to provide significant increase in throughput.

11.2 Networks 1, 2, and 3 with Different QoS Values

The results of Section 11.1 indicated that only modest increase in throughput is achievable for Net-
works 1, 2, and 3 for examples in which the number of transceivers is the same at all nodes and the QoS
constraint is the same for all circuits. We now look at examples in which the blocking probability of half of
the circuits must satisfy a QoS constraint of 0.001 and half must satisfyl0.all casesT, = 6 anol)(J =4,

Two examples were considered for each case, as summarized below:

(a) Network 1:Q, = ... =Q_ = 0.001; Q,=..=Q,=0.3
(b) Network 1:Q, = ... =Q, = 0.3; Q,=..=Q,,=0.001

45The convergence properties of our algorithm for examples of this type were discussed in Section 9.3.
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(c) Network 2:Q, = ... =Q, = 0.001; Q=..=Q,=03
(d) Network 2:Q = ... =Q, = 0.3; Q,=..=Q,=0.001
(e) Network 3:Q, = ... =Q, = 0.001; Q=..=Q;=0.3
(f) Network 3: Q, = ... =Q, = 0.3; Q,=...=Q,;=0.001.

Table 14 summarizes the results of these examples. The columns a through f refer to the six network
examples listed above. The first row shows the maximum throughput that can be obtained when all of the
A’s are constrained to be equal. We also considered an alternative form of loading in which all of the circuits
in the QoS = 0.001 group are constrained to have the same offered load valug (¢all@nd all those in

the QoS = 0.3 group are constrained to have the same offered load valueA(call iThe throughput
associated with the best values\gf, andA . that we found are shown in the second row. Little improve-
ment over the case of uniform offered load is observed. Apparently, this is because even small increases of
the offered load on some circuits in the QoS = 0.3 group (above the optimum uniform value) result in the
violation of the QoS constraint on one or more circuits in the QoS = 0.001 group. The third row shows the
throughput achieved using our optimization algorithm. The fourth row shows the improvement when the
throughput under optimal loading is compared to that under uniform lo&dirige degree of improvement

ranges from modest to dramatic, and depends strongly on network characteristics and on which circuits are
in the two QoS groups.

Table 14 — Throughput Improvement Achieved by Optimization
of Offered Load in Network Examples with Different Values of the
QoS Constraian(Ti =6, andxj =4)

Network example a b c d e f
Throughput
(all )\j's equal) 2.34 234 | 263 | 263 2.17 217

Throughput

2.45 236 | 270 | 278 | 217 | 225
(2 equal groups)

Throughput
(optimal lad) 522 568 | 559 | 763 | 235 | 561
Improvement 123% | 142% | 112% | 190% | 8% | 158%

11.3 Unequal Number of Transceivers

We examined the degree of improvement that can be achieved in networks in which the number of
transceivers is not the same at all nodes. In particular, we considered NetworR 1=with= ... =T ,= 3
andT ,=T,,=...=T,,= 6. We considered an uncontrolled system, i.e., oneXptl6. Table 15 shows the
throughput achieved using uniform and optimal loading for this exampIQj f:oD.OOL 0.3,and 0.9. A
significant degree of improvement is achieved, except for very high values of QoS.

11.4 The Multicross Network

We now consider a totally different network topology, which we first studied in Refs. 1 and 2, namely
the “multicross network” (Fig. 32). This network has the property that the horizontal cjjicuérsects

each of the remaininy circuits,c,, ..., c,. However, circuitg, throughc, are mutually disjoint and share

46The results presented here and in the following two subsections are each based on a single run of 2000 iterationserThus, furth
improvement over the throughput values shown for the optimal load may be possible. The values shown for the degree of improve-
ment that is achieved through the optimization of offered load are therefore conservative.
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Table 15 — Throughput Improvement Achieved by
Optimization of Offered Load in Example with Non-
uniform Number of Transceivers; NetworkT, € T,

=..=T,=3T,=T,=..=T,,=6,andX = 6)
Q=0001f Q=03 [ Q=09

Throughput

(all A 'sequal) 0.37 3.82 7.88

Throughput

(optimal load) 0.51 4.92 8.52

Improvement 37.8% 28.8% 8.1%

Cy G Cs Cn

Fig. 32 — Example of a multicross network

resources only with circu@. In Refs. 1 and 2 this class of networks was investigated from the perspective
of optimal admission control. The goal was to determine the admission-control policy that minimizes the
overall blocking probability for a specified offered load vector. It was shown that at high offered loads or at
high values oN (the number of mutually disjoint circuits intersecting circyif optimal admission control
restricts the number of calls allowed on cir@yjtultimately not admitting any calls on this circuit. How-
ever, calls on the cross circuits,(..., ¢,) are never blocked if resources are available.

In the present study we used our optimization algorithm to determine the optimal offered load for a
multicross circuit withN = 5 (i.e., there are five nodes, five cross circuits, and one horizontal circuit). The
number of transceivers at each nodg s 6, and the circuit thresholdXs= 6. SinceX =T, this example
corresponds to an uncontrolled mode of operation, in which calls are admitted as long as resources are
available. Table 16 shows that significant increase in admissible throughput is achieved when the offered
load is optimized. The improvement is greatekivatvalues onj.

11.5 Discussion

We have demonstrated that significant and often dramatic performance improvement can be obtained
by using the optimization algorithm developed in this study. The degree of improvement appears to be
greatest in examples that have inherent asymmetry. Several forms of such asymmetry have been identified.
For example, in the multicross network, the cross circuits do not share any resources with each other (al-
though they do share resources with a common circuit). Similarly, examples in which either the QoS value
or the number of transceivers is not uniform can benefit greatly from the optimization of offered load.

12. MISCELLANEOUS PERFORMANCE CONSIDERATIONS

Thus far, when assessing the performance improvement achieved by means of the optimization of of-
fered load, our only performance index has been the total throughput (subject, of course, to the QoS con-
straints). In this section we take a more detailed look at performance by examining the offered load permit-
ted to each individual circuit. In particular, we observe that the presence of “underloaded circuits” (defined
in Section 9.1) can reduce overall throughput, even though they offer negligible load to the network. In
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Table 16 — Throughput Improvement Achieved by
Optimization of Offered Load in Multicross Network
Example N =5,T =6, andxj =6)

Q=0001f Q=03 | Q=09
Throughput
(all A 'sequal) 2.55 10.69 21.50
Throughput
(optimal load) 4.16 15.30 24.07
Improvement 63.1% 43.1% 12.0%

addition, we address the issue of fairness, which is implemented in two ways, namely by either guaranteeing
each circuit at least a specified level of offered load or by limiting the maximum value of offered load
permitted to any circuit.

12.1 The Impact of “Underutilized Circuits” on Performance

In several of our examples, the optimal offered-load vector contains one or more entries that are either
zero or close to it. We refer to circuits whose offered load at the optimal point is less than 1% of the average
offered load as “underloaded circuits.” For example, consider Network Jl'ivw@itﬁl,xj =4\ .=0, aanj
= 0.3. The optimal throughput value for this network is 11.538. It is interesting to note that this value was
achieved when three of the offered load valdes\(, andA,) were approximately equal to zero (see Table
7). To assess the impact of these underloaded circuits on overall network performance, the algorithm was
rerun by setting, =A, =A, = 0, and ignoring the requirement that these underloaded circuits satisfy the QoS
constraint’ The resulting optimal throughput value increased to 11.83. Thus, a modest (2.5%) increase in
throughput was achieved by ignoring the requirement to satisfy the QoS constraint on circuits that make a
negligible impact on the total network throughput. One way to view this situation is to say that the
nonunderloaded circuits are being penalized by the need to satisfy the QoS constraint on underloaded cir-
cuits. They are forced to reduce their offered load to accommodate the QoS requirements of unlikely events
(the occurrence of arrivals on underloaded circuits).

The issue of whether the QoS constraint should be guaranteed for all circuits, or for only those with
significant offered loads, is a topic for future study. There are implications on pricing, e.g., whether the
underloaded circuits should be required to pay more than nonunderloaded circuits to receive QoS guaran-
tees. Here, the requirement that the QoS constraint be satisfied by the underloaded circuits has a greater
deleterious impact on the other circuits in the network than does the blocking caused by the underloaded
circuits (which is negligible).

12.2 Fairness Considerations: A Guaranteed Offered Load on Each Circuit

Another way to address the issue of underloaded circuits is to prevent their occurrence by guaranteeing
a nonnegligible offered loakl . to all circuits. The goal here is to provide some degree of fairness to all
users. Of course, to maintain satisfaction of the QoS constraint, some of the offered load values will have to
be decreased, resulting in decreased overall throughput. We again consider the same network example of
Network 1 withT, = 6,X =4,A =0, andQ =0.001 and 0.3 (and return to our original requirement that the
QoS constraint must be satisfied on all circuits, including the underloaded ones). Figure 33 shows that the
optimal admissible throughput decreases wherincreases, as is certainly expected.

47The blocking probability of a circuit can be high (relative to the specified QoS constraint value) even when the offeréddoad t
zero. The blocking probability for circyits the probability that the network is in a state in which a call to cjrawitild be blocked,
should it arrive.
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Fig. 33 — Maximum throughput achievable on Networks 1, 2, and 3
when each circuits guaranteed an offered load of at lelst

For example, consider first the caseQ])fz 0.001. Beginning at abodf. = 0.1, Network 1 at first
experiences a gradual perceptible decrease in admissible throughpuisaisicreased. However, Bt =
0.23 the decrease in throughput becomes precipitous, and the largest wa|utoofvhich an admissible
solution can be found is about 0.234; the curve stops at this point. This valyei®kqual to the value
obtained by assuming that all of thjeare equal, and solving for the largest valué dahat provides an
admissible solution. Network 2 is not perceptibly affected by theonstraint untih_ .= 0.23; similarly,
Network 3 is not affected untN = 0.25. The relative insensitivity of Networks 2 and 3\tg is a
consequence of the more nearly symmetrical nature of these networks, as is evidenced by the more nearly
equal values of thlej’s at the optimal point.

Results are qualitatively similar whén= 0.3, although the effects df, are felt at values of ; that
are a smaller fraction of the maximum value it can take on. For example, when each of the circuits is
guaranteed an offered load of at least = 0.5, the new optimal throughput value decreases, from its
previous optimal value of 11.538 (when = 0) to 11.24% Whether or not the decrease in overall through-
put, for the sake of providing each of the users a guaranteed level of offered load, is an acceptable tradeoff is,
of course, the decision of the network designer/manager.

48The largest value of__for which the QoS constraint can be satisfied is 1.268.
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12.3 An Upper-Bounded Offered Load on Each Circuit

Alternatively, fairness can be implemented by imposing an uppeNjmion the offered load permit-
ted to each circuit. By doing so, individual circuits are prevented from grabbing an excessive amount of
system resources. Figure 34 shows the effect on throughput of imposing this constraint for the same ex-
amples considered in Section 12.2. Whenis sufficiently large, its imposition has no impact on through-
put.

When the value of _ is lowered, the overall throughput is decreased. However, the impact on fairness
is more difficult to assess, because individual circuits are not guaranteed a specified level of offered load.
Figure 35 shows the smallest value of)tjhzethat results from the imposition of the_ constraint foQ =
0.001 and 0.3. Whex,_, is large, the smallest value)ofis the same as that for the case in which no bounds
are placed on any of the offered loads. Mg decreases, the smallest valua ahcreases, thus providing
a more-equitable distribution of offered load to the circuits. However, because usk, of thastraint has
only an indirect effect on the offered loads of the “deprived” circuits, it is felt that uselof toéterion of
Section 12.2 is a better choice.
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Fig. 34 — Maximum throughput achievable on Networks 1,
2, and 3 when each circuit is permitted at nAQgt
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13. RELATIONSHIPS BETWEEN ADMISSION CONTROL AND
OPTIMIZATION OF OFFERED LOAD

We pointed out in Section 1 that network performance depends strongly on the highly interdependent
issues of admission control, routing, offered load, and channel access. We have focused on the optimization
of offered load under fixed admission control and routing schemes. In this section we address the impact of
admission control on achievable throughput as well as on the performance of our optimization algorithm.

Most of our examples have addressed the ca$e-o6 (i.e., six transceivers at each node) errd4
(i.e., at most four active calls permitted on any circuit). Had W sef =6, the resulting system would be
an “uncontrolled” network, in which all calls would be accepted as long as network resources (i.e., trans-
ceivers) are available to service them; this form of admission control is often referred to as complete sharing
(see Section 2.1). A is lowered further, the admission-control policy approaches that of complete parti-
tioning.

We first address the impact of the imposition of admission control (i.e., SKt#ng) on achievable
throughput. Table 17 shows the benchmark throughput values for NetworkT. wﬁHoer =3,4,and 6.

Results f0|QJ. =0.001 and 0.3 are shown. fgr=0.3, there is little difference in benchmark throughput as
X is varied from 3 to 6 (an increase of only 2.4% as it is increased from 3 to 4, and only 0.66% as it is
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Table 17 — Benchmark Throughput
Values for Network 1 witll. = 6

Q=0001| Q=03
X =3 1.8391 11.2686
X=4 2.6645 11.5380
X =6 2.9095 11.6147

increased from 4 to 6). However, the increase is much more substartDjathrOOl (where the increases
are 44.9% and 9.2%, respectively).

Next, we address the convergence properties of the 18 versions of our optimization algorithm. A mile-
stone table for the case Xf= 6 andQ. = 0.001 is shown in Table 18, and an offered-load table is shown in
Table 19. The most striking feature of the milestone table is that there is a great deal more variation in
performance than for the caseXf= 4. For example, only seven versions of the algorithm reached the
99.9% milestone, in contrast to all 18 whérn= 4. In fact, three versions failed to reach even the 98%
milestone. Itis apparent from Table 18 that Stepsize Rule 4 is too aggressive for this example. The differ-
ences in achieved throughput among the other stepsize rules are not as dramatic.

Tables 20 and 21 provide results for the same network example, bq with3. Again, there is a great
deal more variation in performance than for the casxls:oﬂ andX = 3; e.g., only Version 2.4 reached the
99.9% milestone, and only eight versions reached the 99% milestone. In fact, the throughput found by only
seven of the 18 versions was as high as the benchmark throughput level for theXcase dBy contrast,
for the same problem Wiﬂ<ij = 4 (see Table 4) 13 versions of the algorithm reached the 99.9% milestone.
ForX =3, all 18 versions reached the 99.9% milestone.

A comparison of the performance of the algorithm for different valu&sraises the question of why
the uncontrolled system typically seems to offer more resistance to our algorithm than a contrdfled one.
Some insight into this question is provided by Table 19, which shows the offered loads and normalized
blocking probabilities for the versions of the algorithm that provide the highest and lowest throughput for
Network 1 withX =T, = 6 andQ, = 0.001. These results should be compared with those shown in Table 7 for
the case oK =4 andT, = 6. Perhaps the most striking observation from Table 19 is that the optimal set of
offered Ioaols is much more asymmetrical than in the ca¥e=ofi. For example, two of the offered-load
values in the best solution are more than twice the value of the maximum offered load for the best solution
whenX = 4. The presence of these high values of offered load naturally forces some of the other offered
loads to decrease significantly. In fact, the best solution for the uncontrolled system includes four underloaded
circuits, whereas the minimum offered-load value in the best solutigf$ot is 0.0123 and all other loads
are much higher (see Table 7).

Apparently, the use of higher valuesXfesults in a larger Erlang capacity region (see Section 3), and
hence the possibility of more-extreme values for the offered loads. Note that two of the normalized blocking
probabilities in the best solution are significantly lower than any of those obsenXd=fdr. Thus the
solution is also more extreme by this criterion as well. To perform a reliable search of this larger region, the
use of conservative stepsize rules appears to be appropriate.

49Similar results were observed for the case of Network 1)4}/i:lhTi =4 for QoS =0.3; e.g., only two versions reached the 99.9%
milestone, four reached the 99.5% milestone, eight reached the 99% milestone, and all 18 reached at least 98.6% of the benchmar
throughput. For QoS = 0.001, eight reached the 99% milestone, 12 reached the 98% milestone, and all provided at le&st 96.75% o
the benchmark throughput.
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Table 18 — Milestone Table for Network 1 with= 6, X = 6,
andQj = 0.001(benchmark throughput: 2.9095)

Ao adm thruput best adm last adm 95.0% | 98.0% | 99.0% | 99.5% | 99.9%
9 at first exit thruput thruput
1.0 4 990 997 450 521 638 672 820
61.86% 99.99% 99.98%
11 8 988 1000 380 499 595 654 739
76.13% 100.00% 99.99%
1.2 15 980 1000 148 233 614 694 783
89.84% 100.00% 99.98%
2.0 4 995 999 165 375 565 631
61.86% 99.89% 99.88%
21 8 974 1000 250 408 509 543 752
76.13% 99.99% 99.98%
22 15 966 1000 292 418 541 605 876
89.84% 99.97% 99.96%
23 9 957 999 210 459 519 738
80.97% 99.69% 99.68%
24 15 997 1000 174 393 484 563 815
89.84% 99.99% 99.98%
30 4 901 1000 279 347 407 473 793
61.71% 99.96% 99.96%
31 8 991 999 219 357 412 470
75.68% 99.64% 99.64%
32 15 945 998 109 300 394 440
88.49% 99.85% 99.84%
33 9 999 999 224 345 580
80.38% 99.11% 99.11%
34 15 995 1000 109 300 367 538
88.49% 99.81% 99.80%
4.0 4 995 999 148
61.86% 97.54% 97.53%
4.1 8 982 999 165
76.13% 97.50% 97.49%
42 15 978 1000 144 729
' 89.84% 98.03% 98.02%
43 9 936 999 173
' 80.97% 97.32% 97.32%
44 |15 995 1000 127 570
89.84% 98.15% 98.14%
Table 19 — Offered-Load Table for Network 1 with= 6, X = 6,
andQj = 0.001(benchmark throughput: 2.9095)
)>1 ),\\2 i\3 ),\\4 2\\5 2\\6 Z\\7 ),\\8 2\\9 },}10 S
Pl P2 P3 P4 PS PG P7 PB P9 PlO
best | 0-7484]0.9218 | 0.0001 | 0.1269 | 0.1269 | 0.0001 | 0.8835 | 0.0000 |0.0001 |0.1038 | 2.9095
0.5160 | 0.5800 |1.0000 |1.0000 |1.0000 |1.0000 |0.9500 [1.0000 |0.9990 [0.9990
worg | 05227 [ 0.5955 1 0.2602 | 0.1088 | 0.3148 | 0.0001 (0.6645 0.0001 |0.2458 (01214 | 2.8315

0.7650 | 0.7430 | 0.9980 | 0.8610 | 0.7850 |1.0000 [1.0000 |1.0000 |0.9180 |0.8570 |97.32%
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Table 20 — Milestone Table for Network 1 with= 6, X = 6, andQ = 0.3
(benchmark throughput: 11.6147)

| adm thruput | best adm last adm 95.0% | 98.0% | 99.0%| 99.59 99.9%
a90 1 at first exit thruput thruput
1.0 4 985 1000 217 562 677
83.77% 99.15% 99.15%
1.1 6 971 998 414 729
84.18% 98.09% 98.09%
1.2 57 969 1000 51 510 564 696
96.36% 99.81% 99.80%
2.0 4 979 1000 110 409
83.77% 98.92% 98.91%
2.1 6 983 997 105 463
84.18% 98.34% 98.34%
2.2 57 974 1000 51 429 570
96.36% 99.47% 99.46%
2.3 7 998 1000 48 463
86.76% 98.51% 98.50%
2.4 57 987 999 51 145 501 532 719
96.36% 100.00% | 100.00%
3.0 4 982 999 45 354
83.70% 98.72% 98.72%
3.1 6 997 1000 66 392
84.04% 98.37% 98.37%
3.2 61 981 1000 54 294 376 446
96.27% 99.81% 99.80%
3.3 7 996 1000 34 382
86.59% 98.35% 98.34%
3.4 61 978 1000 54 294 358 488
96.27% 99.78% 99.78%
4.0 4 999 999 105 348
83.77% 98.18% 98.18%
4.1 6 985 999
84.18% 98.05%  |98.04% |° |5
49 57 998 1000 51 203 658
96.36% 99.06% 99.06%
7 980 998 48
43 86.76% 99.09% 98.09% 361
4.4 57 986 1000 51 140 343
96.36% 99.47% 99.46%
Table 21 — Offered-Load Table for Network 1 with= 6, X = 6,
andQj = 0.3(benchmark throughput: 11.6147)
),\1 ),\\2 )}3 ),\4 ),‘\5 ),\\6 N4 )\,\9 )\,\10 S
Pl PZ P3 P4 P5 P6 7 PQ PlO
beg | 35162|4.1701 [ 0.4680 | 0.6934 | 0.8057 | 0.0008 | 4.9307 | 0.0004 | 0.3725 | 0.6030 | 11.6147
0.6788 [ 0.7253 | 0.9993 | 0.9999 | 0.8812 | 0.9998 [ 0.9999 | 0.9999 | 0.9068 | 0.9993
worg | 1:9072 | 1.9925 | 2.2631 | 0.8009 | 2.2658 | 0.0002 | 3.1314 [0.0000 |2.2627 (0.9671 [11.3879
0.8124 | 0.7604 | 0.9998 | 0.8599 | 0.7872 [ 1.0000 | 1.0000 |0.9999 |0.9996 | 0.8450 |98.05%
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Another complicating factor is the irregular nature of the QoS constraint contours (since the blocking
probability is a complicated function of all the offered load values). It appears that, for some network
examples, the admissible throughput may be a multimodal function of the offered load values; thus, the
solution may be trapped in one of several local maxima that arise because of the QoS constraints. However,
the depth of these local maxima (if they do, indeed, exist) does not appear to be great because little differ-
ence is typically observed among the various versions of the optimization algorithm. Another possible
explanation for the inability of some versions to converge to the optimal solution is that for some problem
instance® our algorithm may not be robust with respect to the choice of system parameters. This could
possibly result in failure to converge to the optimal point even when the throughput is a unimodal function of
the offered loads. Because of the limited number of iterations (1000 in most of our examples), as well as the
large number of dimensions (8 or 10 offered load values), it is not surprising that the true optimal point is not
always reached.

13.1 Discussion

We have observed that, for large values of the QoS constraint parameter, there is little difference in
throughput between uncontrolled systems (i.e., systems for which calls are admitted as long as resources are
available) and only “slightly” controlled systems (i.e., systems in wKichonly slightly smaller thaf,).

At lower QoS values, by contrast, the degree of improvement in throughput achievable by using an uncon-
trolled system can be significant.

We have also observed that our algorithm tends to be less robust for uncontrolled systems than for
controlled systems, in the sense that the choice of stepsize rule and projection rule are more critical in such
cases. Apparently, the reason for this reduced robustness is the more-extreme nature of the optimal solution,
which results in a larger Erlang capacity region, and hence in a larger space to search. Thus, the optimal
solution can take on more-extreme values, and it is more likely to include blocking probabilities that are
substantially smaller than the maximum permitted value (i.e., the QoS constraint value).

Despite the added difficulties associated with uncontrolled systems, the algorithm continues to perform
well. However, some guidelines emerge from the observations made in this section. Perhaps our most
important recommendation, based primarily on the caQ©0.001, is that the use of relatively conserva-
tive stepsize rules is to be preferred for uncontrolled systems. The particular projection rule makes relatively
little difference for this QoS value; Version 3.3 is the only version among the first three stepsize rules that
failed to reach the 99.5% milestone. BEbr 0.3, we observed that all of the X.2 and X.4 versions reached
at least the 99% milestofeindicating a high level of robustness for these versions. Taking into consider-
ation the results presented in this section for the two QoS values, it appears that use of a conservative
stepsize rule (any of the first three would be acceptable, although Rule 1 may be overly conservative),
coupled with Projection Rules 2 or 4, would be appropriate for most applications.

Although in theX = 6, T. = 6 case it has not been possible to achieve the uniformly high level of
performance achieved for tke= 4, T = 6 case, we consider our results to be quite acceptable, considering
the difficulty of the problem. In both cases, a search of limited duration (in our case, a self-imposed limita-
tion of 1000 iterations) must be performed over 10 highly dependent variables, subject to 10 nonlinear
constraints. WheK is increased from 4 to 6, the admissible search space (the Erlang capacity region) in the
offered-load domalin increases significantly even though the admissible state space (in the domain of active
calls) increases by only 6.7% (from 284,115 to 303,248). We believe that it should be possible to develop
stepsize rules (possibly requiring a larger number of iterations) that, when used with Projection Rules 2
and/or 4 (or similar), would result in more-reliable convergence to possibly higher values of admissible
throughput. However, it is questionable as to whether the additional effort required would be worth the
expected small increase in throughput.

50Such as those in which not all blocking probabilities are close to the QoS value.
5IThis was also true for the caseXo= T, = 4 for QoS = 0.3.
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We observed above that the solutionsXor T, = 6 (see Tables 19 and 21) include some values of
offered load that are considerably higher than those foX the, T. = 6 case (see Table 7). A consequence
of the higher offered load values is a decrease in the level of fairness, which was discussed in Section 12. In
particular, in Section 12.3 we discussed the impact of placing an upper bound on the offered-load values.
The effect of reducing from 6 to 4 appears to be similar to that of setting a maximum permitted value on
the offered loads.

14. SUMMARY AND CONCLUSIONS

In this study, we have investigated the optimization of offered load in multihop, circuit-switched net-
works. The goal here has been to provide the maximum possible throughput, subject to constraints on
blocking probability. Although the examples in this report are based on wireless networks, our techniques
are equally applicable to “wired” networks. In addition to providing improved performance, the techniques
presented in this report are useful for “sizing” a network’s capability, and thereby providing a measure of
“network capacity.” Our techniques provide a valuable new network evaluation tool because it is generally
difficult to estimate the traffic loads (or the resulting throughput) that a network can support.

The problem we have investigated is characterized by a nonlinear objective function and nonlinear
constraints. In most of our examples we have sought the optimization of offered load on eight or 10 circuits,
subject to the same number of constraints on circuit blocking probabilities. Thus, we have addressed a
difficult multidimensional optimization problem. In problems such as these, the available mathematical
theory provides the basic principles for solution, but no guarantee of convergence to the optimal point.

In product-form circuit-switched networks, it appears that throughput is a reasonably well-behaved
function of offered load, and is thus amenable to Lagrangian optimization techniques. The circuit blocking
probability, however, (in examples where the QoS constraint is based on the maximum blocking probability
among the individual circuits in the network, which is the case considered in most of this report) is charac-
terized by irregularly shaped contours of the admissible régidius, the Lagrangian methods require
modifications that permit them to bypass sharp edges during the edrishwell known that constrained
optimization problems can be challenging, and that the convergence of iterative algorithms to an optimal
solution in such problems can be slow unless the algorithm’s parameters (most importantly, stepsize) are
chosen carefully. As in many studies of optimization problems, we have observed that a relatively large
stepsize is useful at the early stages of the search so that sufficient progress is made toward the optimal
solution, and that damping is useful to reduce the incidence of oscillations as the optimal solution is ap-
proached. Furthermore, we have developed a heuristic “projection” technique that guides the search more
directly toward the optimal solution, thereby resulting in faster and more-reliable convergence. This tech-
nique is based on gradient information that is available at each step of the search.

A high degree of robustness with respect to parameter values has been observed, in the sense that little
experimentation with parameter values was needed for network examples with widely differing characteris-
tics. Good results were obtained when using the same parameter values in a variety of applications. The
algorithm incorporates a mechanism to choose the initial stepsize and to adjust the relative weights of the
throughput-gradient term and the constraint-violation terms, thus permitting adaptability at the time of ex-
ecution. It would be useful to develop a mechanism to adaptively choose the stepsize damping rule and
projection rule (perhaps based on artificial-intelligence- or neural-network-based techniques) with the goal
of speeding up convergence while further increasing the reliability of achieving the optimal solution, but this
is beyond the scope of the present effort.

52These irregularly shaped contours result from the dependence of the blocking probability of any individual circuit on several
(possibly all) of the offered loads, and the fact that the identity of the circuit with the largest offered load changéfeeextiead

varies.

53When the QoS constraint is based on the average blocking probability, blocking probability is well behaved, and sues difficulti
are not encountered.
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We have observed that throughput is generally a “flat” function of the offered loads near the optimal
point, in the sense that the region of offered-load vectors that produce nearly optimal throughput (e.g., 95%,
98%, or even 99% of the benchmark throughput value) can be large. Thus, offered-load vectors that differ
greatly from each other can often provide nearly identical overall throughput. Therefore, nearly optimal
performance can be obtained even when the offered loads are not close to their optimal values.

The problem becomes considerably simpler when an alternative form of the QoS constraint is used, in
which the average blocking probabili® (rather than the largest individual circuit blocking probability
P ) must not exceed a specified value. We have shown that convergence to the optimal solution is rapid and
robust under th@, form of the QoS constraint. Furthermore, in some cases, the solution based®on the
form of the QoS constraint is similar to that based ofPthdorm of the constrairft. In such cases, tig,
solution can provide a good initial condition for the original problem based dp, thierm of the QoS
constraint. The choice of the form of the QoS constraint®,evsP,) to be used in practical applications
would be made by the network manager.

The significance of the problem we have studied and the value of our solution method lie in the need to
assess the network’s ability to provide high throughput under strict QoS constraints. A quick overall estima-
tion of the network’s capability is usually referred to as “sizing,” and is of crucial importance for trading off
communication volume against quality. It provides a useful benchmark for making further studies into
guestions of fairness with respect to the different customer classes (i.e., the different circuits) and into ques-
tions of “pricing” the offered services. In commercial networks it is important for the service provider to
know the maximum achievable network throughput subject to QoS constraints in order to “price” the service
to the customer classes sensibly and profitably. In military networks the same is true, except that the notion
of pricing should be interpreted as a tool for prioritizing service in relation to the needs of the application and
to the general operations doctrine.

Our method permits the network designer or network operator to quickly make a fairly accurate sizing
estimate. As the stopping rule tables in Section 8.3 and Appendixes A and B indicate, it is only necessary to
set a predetermined acceptable value to the maximum number of iterations (which follows from the avail-
able computing power and the available time limitations) and to what constitutes satisfactory indication of
convergence (the value &fin Section 8.3). Thus the algorithm is armed with a flexible stopping criterion,
and permits routine experimentation with different QoS values.

In conclusion, we consider this work to have led to the development and evaluation of a useful tool for
addressing some subtle aspects of overall network design.
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Appendix A
TABLES FOR THE CORE RUNS

Tables summarizing the behavior of several of the core runs were included in the body of this report.
This appendix contains tables for the others. These tables provide a great deal of insight into the behavior of
the various versions of the optimization algorithm. Three types of tables are shown.

“Milestone” tables (described in Section 8.2) indicate the number of iterations required by each version
of the algorithm to reach specified percentages of the benchmark throughput value for each network example.
Other useful information in the milestone tables includes the percentage of benchmark throughput obtained
before exiting the admissible region for the first time and the percentage of the benchmark throughput
obtained at the best point of each run.

“Offered-load” tables (described in Section 8.4) show the offered loads and normalized blocking
probabilities for the best version of the algorithm (i.e., the version that provides the highest throughput) and
the worst version (the version that provides the lowest throughput). These tables show the variation among
the offered loads in the best and worst solutions, as well as the closeness with which the blocking probabilities
on each circuit approach the maximum permitted QoS value. The rightmost column shows the throughput
achieved by the best and worst versions of the algorithm, along with the percentage of benchmark throughput
achieved by the worst solution.

“Stopping-rule” tables (described in Section 8.3) show the percentage of benchmark throughput that
would be achieved under the 18 versions of the algorithm when the search is stopped based on the satisfaction
of a convergence criterion, rather than after a fixed number (in our case 1000) of iterations.
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(a) Milestone Table

Table A1 — Network 1 witlT, = 6, X =3, andQj = 0.001(benchmark throughput: 1.8391)

(c) Stopping-Rule Table

adm thruput | best adm | last adm 95.0% | 98.0% | 99.0% | 995% | 99.9% max it = 300 max it = 600 max it = 1000
ago | 4 first exit | thruput thruput algo 5=01] 001 0.001 0.1 0.01 0.001 0.01 0.001 | 0.0001
10 4 993 1000 549 657 705 765 906 10 300 300 300 479 600 600 666 885 1000
78.25% 99.97% 99.92% 82168 | 82.168 | 82168 |[ 82168 | 97527 | 97527 [ 98.020 | 99.858 | 99.969
11 4 1000 1000 701 706 769 771 11 300 300 300 531 600 600 692 881 1000
70.24% 99.81% 99.81% 81455 | 81455 | 81455 | 90954 [ 90954 | 90.954 |[ 90.954 | 99.710 | 99.806
12 8 995 998 252 692 751 824 958 12 300 300 300 410 600 600 601 895 1000
80.80% 99.98% 99.94% 95179 | 95179 [ 95179 | 95179 [ 95179 | 95179 |[ 97.142 | 99.834 | 99.981
20 a 989 999 434 536 688 746 880 20 300 300 300 352 558 600 558 854 1000
78.25% 100.00% | 99.97% 82.168 | 82.168 | 82.168 | 86.247 [ 98.166 | 98.913 || 98.166 | 99.828 | 99.998
21 4 974 1000 462 698 852 924 21 300 300 300 358 506 600 506 844 1000
70.24% 99.77% 99.64% 92682 | 92682 | 92682 | 92682 [ 96977 | 96.977 |[ 96.977 | 98.948 | 99.772
22 8 1000 1000 431 443 510 785 930 22 300 300 300 350 539 600 539 854 1000
80.80% 99.98% 99.98% 91872 | 91.872 | 91.872 || 91.872 [ 99.218 | 99.218 | 99.218 [ 99.819 | 99.976
23 7 998 1000 423 577 686 721 888 23 105 300 300 105 552 600 552 855 1000
77.45% 99.98% 99.92% 77449 | 85195 | 85195 | 77.449 [ 97.156 | 98.722 |[ 97.156 | 99.874 | 99.979
24 8 961 1000 383 445 625 702 926 24 180 300 300 180 538 600 538 781 936
80.80% 100.00% | 99.92% 94.134 | 94134 | 94134 | 94134 [ 98599 | 98.851 || 98599 | 99.690 | 99.903
30 4 929 1000 365 393 438 476 775 30 300 300 300 321 445 600 445 747 1000
78.07% 99.99% 99.95% 83.993 | 83.993 | 83993 | 84.634 | 99.014 | 99.844 | 99.014 [ 99.869 | 99.994
31 4 967 1000 375 401 476 517 760 31 300 300 300 336 439 600 439 690 1000
70.08% 100.00% | 99.91% 89.369 | 89.369 | 89.369 |[89.369 | 98.700 [ 99.740 [ 98700 | 99.842 | 100.00
32 8 991 999 257 414 431 480 824 32 108 300 300 108 409 600 409 716 1000
80.02% 99.97% 99.95% 93420 | 96.078 | 96.078 | 93.420 [ 97.801 | 99.792 |[ 97.801 | 99.808 | 99.969
33 8 958 1000 126 390 396 451 795 33 24 300 300 24 436 600 436 720 923
87.41% 99.98% 99.92% 87.400 | 97.663 | 97.663 | 87.409 [ 99.016 | 99.888 |[ 99.016 | 99.888 | 99.947
34 8 903 999 257 385 385 422 750 34 108 300 300 108 22 600 22 728 1000
80.02% 99.97% 99.96% 93420 | 96.078 | 96.078 | 93.420 [ 99561 | 99.854 || 99.561 | 99.872 | 99.973
40 4 949 1000 177 390 402 629 795 40 156 300 300 156 380 600 380 796 1000
78.25% 100.00% | 99.91% 88524 | 97622 | 97.622 |/ 88524 | 97.622 | 99.470 || 97.622 [ 99.920 | 99.995
41 4 938 1000 285 287 729 830 41 177 300 300 177 375 600 375 754 1000
70.24% 99.82% 99.46% 83.256 | 98.177 | 98.177 | 83256 | 98.477 | 98177 [ 98177 | 99174 | 99.817
42 8 1000 1000 181 208 373 546 825 42 152 300 300 152 380 600 380 777 920
80.80% 99.97% 99.97% 91.872 | 98689 | 98689 | 91.872 [ 99.101 | 99.658 || 99.101 | 99.873 | 99.924
43 7 1000 1000 186 230 307 449 847 43 135 300 300 135 332 600 332 771 893
77.45% 99.98% 99.98% 85214 | 98943 | 98943 | 85214 [ 99.019 | 99.630 |[ 99.019 | 99.813 | 99.950
44 8 1000 1000 147 194 365 646 896 4.4 154 217 300 154 217 600 217 772 1000
80.80% 99.99% 99.99% 95674 | 98.830 | 98.830 | 95674 [ 98.830 | 99.342 || 98.830 | 99.821 | 99.986
(b) Offered-Load Table
)\Al )\Az )\Aa ))4 As )\As )\J )\Aa )\Ae >\A10
R P P P R R P R R Po S
best | 0.1797 |0.1845 | 0.1841 | 0.1797 |0.1883 | 0.1838 | 0.1930 | 0.1794 | 0.1841 | 0.1844 | 1.8391
1.0000 | 0.9990 | 1.0000 | 1.0000 [1.0000 | 0.9980 | 0.9990 |0.9990 | 0.9980 | 0.9980
worst | 0.1799 |0.1836 | 0.1837 | 0.1787 | 0.1882 | 0.1833 | 0.1917 | 0.1789 | 0.1843 | 0.1843 | 1.8349
1.0000 | 0.9860 | 0.9940 | 0.9850 [0.9990 | 0.9900 | 0.9810 |0.9910 | 0.9990 | 0.9950 | 99.77%
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(a) Milestone Table

Table A2 — Network 1 witfT, = 6, X =3, andQJ. = 0.3(benchmark throughput: 11.2686)

(c) Stopping-Rule Table

adm thruput | best adm | last adm 95.0% 98.0% 99.0% 99.5% 99.9% max it = 300 max it = 600 max it = 1000
ago | 4 first exit | thruput thruput algo 5=01] 001 0.001 0.1 0.01 0.001 0.01 0.001 | 0.0001
10 |4 983 1000 113 492 596 651 805 10 15 300 300 15 535 600 535 741 933
83.87% 99.99% | 99.98% 92470 | 95842 | 95842 [ 92470 | 98.992 | 99.175 [ 98.992 | 99.821 | 99.974
11 |7 932 999 39 452 463 550 710 11 9 300 300 9 530 600 530 700 907
91.65% 99.99% | 99.99% 91.653 | 97.152 | 97.152 [ 91.653 | 99.302 | 99.811 || 99.302 | 99.856 | 99.982
12 |20 999 999 20 76 557 595 791 12 11 152 300 11 152 600 152 685 938
95.16% 99.98% | 99.98% 84.174 | 98451 | 98.822 [ 84.174 | 98451 | 99565 [ 98451 | 99.858 | 99.973
20 |4 998 1000 102 188 386 475 653 20 15 300 300 15 362 600 362 613 910
83.87% 99.98% | 99.98% 92470 | 98.040 | 98.040 [ 92470 | 98.854 | 99.853 || 98.854 | 99.867 | 99.978
21 |7 976 999 39 116 193 418 569 21 9 300 300 9 366 600 366 603 856
91.65% 100.00% | 99.99% 91.653 | 99.060 | 99.060 [  91.653 | 99.060 | 99.904 || 99.060 | 99.904 | 99.987
22 |20 952 1000 20 76 456 520 720 22 11 300 300 11 421 600 21 648 918
95.16% 99.99% | 99.98% 84.174 | 98451 | 98451 | 84.174 | 98.865 | 99.698 || 98.865 | 99.816 | 99.976
23 10 992 998 10 101 382 410 676 23 10 300 300 10 381 588 381 588 865
95.22% 99.99% | 99.99% 95217 | 98461 | 98461 [ 95217 | 98.770 | 99.839 [ 98770 | 99.839 | 99.984
24 |20 997 1000 20 76 290 550 697 24 11 138 300 11 138 600 138 654 907
95.16% 99.99% | 99.98% 84.174 | 98.607 | 99.208 || 84.174 | 98.607 | 99.757 || 98.607 | 99.878 | 99.978
30 |4 846 999 35 314 360 373 450 30 15 300 300 15 356 463 356 463 653
83.79% 99.99% | 99.98% 92603 | 97621 | 97.621 [ 92.603 | 98.962 | 99.912 [ 98.962 | 99.912 | 99.973
31 |7 988 1000 48 299 347 368 459 31 9 300 300 9 337 443 337 448 640
91.50% 99.99% | 99.98% 91501 | 98.228 | 98.228 [ 91501 | 98.989 | 99.892 [  98.989 | 99.892 | 99.977
32 |21 937 999 21 39 348 422 512 32 11 101 300 11 101 489 101 489 825
96.74% 99.99% | 99.98% 83876 | 98.403 | 98.963 | 83.876 | 98.403 | 99.880 || 98403 | 99.880 | 99.978
33 10 982 1000 19 141 171 364 469 33 10 300 300 10 323 450 323 450 714
94.98% 99.99% | 99.98% 04984 | 99.118 | 99.118 [ 94984 | 99.118 | 99.893 [  99.118 | 99.893 | 99.981
34 |21 971 1000 21 39 314 331 559 34 11 101 300 11 101 400 101 400 494
96.74% 99.98% | 99.98% 83876 | 98.403 | 98.963 || 83.876 | 98.403 | 99.736 [ 98403 | 99.736 | 99.771
40 |4 974 1000 109 139 163 202 445 40 15 178 300 15 178 452 178 452 858
83.87% 99.99% | 99.98% 92470 | 99.430 | 99.790 [l 92470 | 99.430 | 99.910 [/ 99.430 | 99.910 | 99.973
a1 |7 976 998 39 136 164 188 317 41 9 155 265 9 155 265 155 265 723
91.65% 100.00% | 100.00% 91653 | 98.849 | 99.601 [ 91.653 | 98.849 | 99.691 || 98.849 | 99.691 | 99.985
42 |20 988 999 20 76 154 197 493 42 11 168 300 11 168 473 168 473 869
95.16% 99.99% | 99.98% 84.174 | 99.187 | 99.776 | 84.174 | 99.187 | 99.851 || 99.187 | 99.851 | 99.979
43 10 994 1000 10 138 160 188 565 43 10 156 300 10 156 457 156 457 851
95.22% 99.99% | 99.98% 95217 | 98.375 | 99.783 [ 95.217 | 98.375 | 99.831 [ 98.375 | 99.831 | 99.972
44 |20 995 999 20 76 151 152 433 44 11 153 200 11 153 200 153 200 850
95.16% 99.98% | 99.97% 84.174 | 99503 | 99.698 [ 84.174 | 99503 | 99.698 [l 99.503 | 99.698 | 99.979
(b) Offered-Load Table
)\hl )\Az )‘As }:A }\AE, )\Ae )\’\7 )\As >\A9 }\Am
R | A | A | A | AR]AR| PRI A| A | R[S
best | 1.4945 | 1.7551 | 2.1608 | 1.4944 |2.2920 | 0.4398 | 2.5648 | 0.0001 | 2.2691 | 1.4929 | 11.2686
1.0000 |0.9288 | 1.0000 | 1.0000 |1.0000 | 0.9979 | 0.9999 [0.9999 [ 0.9997 | 0.8747
worst | 1.4945 | 1.6209 | 2.1597 | 1.4945 | 2.2925 | 0.4384 | 2.5642 | 0.0001 | 2.2683 | 1.6209 | 11.2667
0.9996 | 0.8997 | 0.9997 | 0.9996 | 1.0000 | 0.9973 | 0.9996 |0.9998 | 0.9998 | 0.8997 |99.98%
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Table A3 — Network 1 witfT, = 6, X =4, andQJ. = 0.001; smaller stepsiZbenchmark throughput: 2.6646)

Z6

(a) Milestone Table (c) Stopping-Rule Table
adm thruput | best adm | last adm | 95.0% | 98.0% | 99.0% | 995% | 99.9% max it = 300 max it = 600 max it = 1000
ago | 4 first exit | thruput thruput ago 5=01] o001 0.00L 0.1 0.01 0.00L || 0.01L 0.00L | 0.0001
10 |8 975 1000 131 508 571 643 764 10 55 300 300 55 600 600 633 822 1000
78.76% 99.99% 99.97% 92887 | 96641 | 96641 || 92.887 [ 99.416 | 99.416 || 99.416 | 99.961 | 99.088
11 |13 995 999 25 481 533 503 797 11 15 300 300 15 581 600 581 809 988
88.12% 100.00% | 99.99% 88.125 | 97.013 [ 97.013 || 88125 [ 99.211 | 99535 || 99.211 [ 99.947 [ 99.997
12 |28 970 1000 38 506 535 624 741 12 14 284 300 14 284 600 284 826 1000
93.21% 99.99% 99.98% 56.996 | 97.738 [ 97.738 || 56.996 [ 97.738 | 99.410 || 97.738 [ 99.943 [ 99.988
20 |8 984 997 131 448 505 501 787 20 55 300 300 55 502 600 502 837 1000
78.76% 99.98% 99.98% 92887 | 96641 | 96641 || 92.887 [ 99.556 | 99.556 || 99.556 | 99.962 | 99.982
21 |13 890 998 25 329 475 544 757 21 15 300 300 15 539 600 539 791 1000
88.12% 99.99% 99.98% 88.125 | 97.013 [ 97.013 || 88.125 [ 99.496 | 99.799 || 99.496 [ 99.958 [ 99.993
22 |28 970 999 38 443 510 609 754 22 14 300 300 14 577 600 577 809 1000
93.21% 99.98% 99.98% 56.996 | 97.003 [ 97.003 || 56.996 [ 99.466 | 99.466 || 99.466 [ 99.964 [ 99.981
23 | 17 982 998 35 447 502 560 704 23 15 300 300 15 588 600 588 855 1000
91.01% 99.99% 99.97% 80.387 | 97.600 | 97.699 || 80.387 [ 99548 | 99.548 || 99.548 | 99.962 | 99.989
24 |28 965 1000 38 406 540 654 807 24 14 300 300 14 537 600 537 839 1000
93.21% 99.98% 99.94% 56.996 | 96.957 | 96.957 || 56.996 [ 98.779 | 99.353 || 98.779 [ 99.931 [ 99.983
30 |8 975 991 62 177 382 382 472 30 54 300 300 54 372 571 372 571 997
78.22% 99.99% 99.98% 93612 | 98.099 [ 98099 || 93612 [ 98.374 | 99.966 || 98.374 [ 99.966 [ 99.990
31 |14 899 998 28 235 372 400 456 31 15 300 300 15 380 498 380 498 908
92.89% 100.00% | 99.99% 92800 | 98380 [ 98.380 || 92.800 [ 99.454 | 99.958 || 99.454 | 99.958 [ 99.007
32 |29 981 1000 36 o1 380 405 477 32 14 143 300 14 143 524 143 524 913
94.11% 99.99% 99.98% 56.247 | 98.237 | 98434 || 56.247 [ 98.237 | 99.949 || 98237 [ 99.949 [ 99.901
33 |18 990 999 a1 292 332 408 476 33 15 300 300 15 389 510 389 510 1000
94.66% 99.99% 99.99% 79.320 | 98501 | 98501 [/ 79.320 | 99208 | 99.961 || 99.208 | 99.961 | 99.992
34 |29 914 995 36 91 341 354 517 34 14 143 300 14 143 407 143 407 441
94.11% 100.00% | 99.98% 56247 | 98.237 | 98.434 [ 56247 | 98237 | 99.772 || 98.237 | 90.772 | 99.862
40 |8 994 1000 126 178 178 224 327 40 55 170 300 55 170 600 170 625 1000
78.76% 100.00% | 99.98% 92.887 | 97.464 | 99568 || 92.887 | 97.464 | 99.954 || 97.464 | 99.954 [ 99.995
41 |13 988 999 25 139 170 240 445 41 15 201 300 15 201 530 201 530 981
88.12% 100.00% | 99.99% 88.125 [ 99.397 [ 99734 || 88.125 [ 99.397 | 99.930 || 99.397 [ 99.930 [ 99.998
42 |28 953 1000 38 168 193 253 426 42 14 211 300 14 211 588 211 588 999
93.21% 99.99% 99.97% 56996 | 99264 | 99.779 [ 56006 | 99.264 | 99.944 [ 99.264 | 99.944 | 99.994
43 |17 969 1000 35 170 179 179 545 43 15 207 300 15 207 600 207 623 962
91.01% 100.00% | 99.99% 80.387 | 99571 [ 99.752 || 80.387 [ 99571 | 99.951 || 99571 [ 99.951 | 99.995
44 |28 836 1000 38 149 149 205 425 44 14 199 300 14 199 512 199 512 1000
93.21% 100.00% | 99.98% 56.996 | 99.441 [ 99.869 || 56.996 [ 99.441 | 99.940 || 99.441 | 99.940 [ 99.998

(b) Offered-L oad Table

)\A1 A )\As ))4 )\As >\Ae )\j )\Ae )\Ag )\Alo
Rl R [ R P R R P, R R | R | S

best [0.2512 |0.3230 | 0.3075 | 0.2321 | 0.3395 | 0.1603 [ 0.3941 [0.0229 | 0.3379 | 0.2987 | 2.6646
1.0000 | 1.0000 | 1.0000 | 1.0000 [1.0000 | 0.9910 | 1.0000 | 0.9270 | 1.0000 | 1.0000

worst | 0.2549 10.3236 | 0.3093 | 0.2353 [0.3431 | 0.1478 | 0.3954 | 0.0213 | 0.3373 | 0.2988 | 2.6641
0.9990 | 1.0000 | 1.0000 | 0.9990 | 0.9990 | 0.9660 { 0.9990 {0.9300 | 1.0000 | 1.0000 | 99.98%
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(a) Milestone Table

Table A4 — Network 2 witfT, = 6, X =4, andQ]. = 0.001(benchmark throughput: 3.0700)

(c) Stopping-Rule Table

adm thruput | best adm last adm 95.0% 98.0% 99.0% 99.5% 99.9% max it = 300 max it = 600 max it = 1000
ago | 5 first exit | thruput thruput ago 5=01] 00L 0.001 0.1 0.01 0.001 0.01 0.001 | 0.0001
10 |4 981 1000 533 620 679 755 873 10 300 300 300 497 600 600 679 880 1000
68.39% 99.98% 99.96% 94.259 | 94.259 | 94.259 || 94.259 | 97.554 | 97554 |[99.035 | 99.904 | 99.983
11 |6 980 999 486 520 630 681 839 11 300 300 300 450 600 600 618 848 1000
87.67% 100.00% | 99.99% 80.780 | 89.780 | 89.780 || 94744 | 98.090 | 98.090 [ 98575 | 99.948 | 100.00
12 12 988 999 19 578 588 747 863 12 13 300 300 13 600 600 648 874 1000
93.74% 99.99% 99.98% 93.737 | 96.261 | 96261 || 93.737 | 99.151 | 99.151 |[99.151 | 99.921 | 99.987
20 |4 982 998 327 449 483 582 765 20 186 300 300 186 538 600 538 816 1000
68.39% 99.99% 99.97% 94.259 | 94.259 | 94259 || 94.259 | 99.103 [ 99.715 |[99.103 | 99.947 | 99.993
21 |6 955 998 29 431 431 615 778 21 105 300 300 105 541 600 541 797 1000
87.67% 99.99% 99.99% 88831 | 95032 | 95032 || 88.831 | 99.323 | 99.467 [ 99.323 | 99.904 | 99.994
22 12 980 999 19 491 552 650 816 22 13 300 300 13 585 600 585 862 1000
93.74% 99.98% 99.96% 93.737 | 96.223 | 96223 || 93.737 | 99431 | 99.431 |[99.431 | 99.934 | 99.977
23 11 929 1000 109 516 568 671 864 23 117 300 300 117 581 600 581 842 1000
91.82% 99.99% 99.98% 95280 | 95.280 | 95280 || 95.280 | 99.130 [ 99.422 |[99.130 | 99.897 | 99.986
24 |12 943 1000 19 449 521 521 793 24 13 300 300 13 584 600 584 821 1000
93.74% 100.00% | 99.99% 93.737 | 96.250 | 96.250 || 93.737 | 99.604 [ 99.604 |[99.604 | 99.935 | 99.996
30 |4 864 1000 323 361 430 430 571 30 224 300 300 224 431 600 431 640 1000
68.23% 100.00% | 99.97% 91320 | 93926 | 93926 [ 91.320 | 99570 | 99.925 [/ 99570 | 99.952 | 99.995
31 |6 972 998 343 363 374 431 545 31 298 300 300 298 304 532 394 532 047
87.33% 100.00% | 99.98% 92571 | 92571 | 92571 [ 92571 | 99.066 | 99.881 [ 99.066 | 99.881 | 99.991
32 12 819 997 53 369 402 414 522 32 13 300 300 13 433 600 433 606 940
92.78% 99.99% 99.97% 92780 | 97.874 | 97.874 || 92.780 | 99550 | 99.958 |[ 99.550 | 99.958 | 99.986
33 11 995 1000 200 360 423 447 634 33 158 300 300 158 431 600 431 682 1000
91.03% 99.99% 99.94% 93200 | 97.628 | 97.628 || 93.209 | 99.023 [ 99.872 |[99.023 | 99.933 | 99.989
34 |12 955 1000 53 334 372 399 551 34 13 300 300 13 408 600 408 694 1000
92.78% 100.00% | 99.94% 92780 | 97.874 | 97874 [ 92780 | 99551 | 99.911 [/ 99551 | 99.950 | 99.999
40 |4 996 1000 163 199 277 476 757 40 151 274 300 151 274 600 274 751 1000
68.39% 99.99% 99.92% 94.259 | 98.801 | 99.218 || 94.259 | 98.801 [ 99.781 |[98.801 | 99.892 | 99.986
41 |6 976 998 142 190 223 223 567 a1 139 295 300 139 295 600 295 657 1000
87.67% 100.00% | 99.99% 92836 | 99512 | 99512 || 92.836 | 99512 | 99.917 |[ 99512 | 99.917 | 99.997
42 12 1000 1000 19 178 256 256 709 42 13 300 300 13 318 600 318 762 1000
93.74% 99.99% 99.99% 93.737 | 99.668 | 99.668 || 93.737 | 99.668 | 99.783 |[ 99.668 | 99.927 | 99.987
43 11 985 998 111 198 251 391 724 43 145 266 300 145 266 600 266 670 1000
91.82% 100.00% | 99.96% 95.264 | 99.054 | 99.054 || 95.264 | 99.054 | 99.824 |[99.054 | 99.898 | 99.997
a4 |12 975 1000 19 192 288 499 696 a4 13 300 300 13 356 600 356 648 1000
93.74% 100.00% | 99.96% 93.737 | 99.016 | 99.016 || 93.737 | 99.161 [ 99.871 | 99.161 | 99.871 | 99.996
(b) Offered-Load Table
)\A1 )\Az }\As })4 )\As )\As 7\] )\As )\Alo
R R | A A R|]AR| AR Ro | S
best | 0.2326 | 0.3724 | 0.3129 | 0.3571 | 0.2460 | 0.2819 | 0.2941 | 0.3546 | 0.3856 | 0.2357 | 3.0700
1.0000 | 1.0000 | 0.9990 | 0.9990 | 1.0000 | 1.0000 | 0.9990 | 0.9990 [ 1.0000 [ 1.0000
worst | 0.2323 |0.3723 | 0.3129 | 0.3570 | 0.2458 | 0.2818 | 0.2942 | 0.3548 | 0.3856 | 0.2355 | 3.0693
0.9970 | 0.9990 | 0.9990 | 0.9980 [0.9970 | 0.9970 | 0.9990 |1.0000 | 1.0000 | 0.9970 |99.98%
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(a) Milestone Table

Table A5 — Network 2 witfT, = 6, X =4, andQJ. = 0.3(benchmark throughput: 13.4129)

(c) Stopping-Rule Table

adm thruput | best adm | last adm | 95.0% | 98.0% | 99.0% | 99.5% | 99.9% max it = 300 max it = 600 max it = 1000
ago | 4 first exit | thruput thruput ago 5=01] 001 0.001 0.1 0.01 0.001 0.01 0.001 | 0.0001
10 |4 991 1000 13 489 569 586 740 10 12 300 300 12 486 600 486 727 919
86.06% 100.00% | 99.99% 86.469 | 97.187 | 97.187 | 86469 | 97.890 | 99539 [ 97.890 | 99.878 | 99.991
11 |7 989 998 70 485 545 603 711 11 28 300 300 28 531 600 531 680 826
92.83% 100.00% | 100.00% 92835 | 96942 | 96942 || 92.835 | 98.880 | 99.416 | 98.880 [ 99.838 | 99.964
12 |31 989 1000 26 a5 539 616 736 12 12 31 300 12 31 600 31 672 903
97.58% 100.00% | 99.99% 82.152 | 97577 | 98835 | 82152 | 97.577 | 99.485 || 97.577 | 99.788 | 99.989
20 |4 954 998 13 150 406 466 633 20 12 300 300 12 391 578 391 578 892
86.06% 100.00% | 100.00% 86.469 | 98419 | 98419 | 86469 | 98.942 | 99.886 [ 98.942 | 99.886 | 99.991
21 |7 990 1000 70 227 319 434 589 21 28 279 300 28 279 600 279 615 807
92.83% 100.00% | 100.00% 92835 | 98849 | 98849 [/ 92.835 | 98849 | 99.001 [(98.849 [ 99.901 | 99.988
22 |31 936 999 26 45 375 446 620 22 12 31 300 12 31 600 31 634 893
97.58% 100.00% | 100.00% 82152 | 97577 | 98627 | 82152 | 97.577 | 99.858 || 97.577 | 99.906 | 99.993
23 |9 990 1000 16 78 371 497 624 23 9 300 300 9 362 600 362 635 892
94.71% 99.99% 99.99% 94707 | 98529 | 98529 | 94707 | 98.986 | 99.869 |( 98.986 | 99.922 | 99.988
24 |31 997 1000 26 45 171 443 616 24 12 31 300 12 31 578 31 578 833
97.58% 100.00% | 99.99% 82152 | 97577 | 99105 | 82152 | 97577 | 99.849 [ 97577 | 99.849 | 99.989
30 |4 938 999 13 267 354 379 502 30 12 300 300 12 346 457 346 457 787
85.99% 99.99% 99.99% 86558 | 98.176 | 98176 | 86558 | 98554 | 99.805 |( 98554 | 99.805 | 99.985
31 |7 984 999 34 234 352 398 481 31 33 300 300 33 346 441 346 441 714
92.68% 100.00% | 100.00% 94623 | 98149 | 98149 | 94623 | 98.759 | 99.793 | 98.759 [ 99.793 | 99.990
32 |31 991 997 27 31 237 383 474 32 12 16 300 12 16 456 16 456 575
98.03% 100.00% | 99.99% 81.844 | 83878 | 99.068 | 81.844 | 83878 | 99.861 | 83.878 | 99.861 | 99.975
33 |9 991 1000 16 100 326 399 522 33 9 300 300 9 336 471 336 471 794
94.50% 99.99% 99.99% 94502 | 98780 | 98.780 || 94502 | 99.043 | 99.827 [(99.043 [ 99.827 | 99.987
34 |31 996 996 27 31 237 376 426 34 12 16 300 12 16 407 16 407 465
98.03% 99.99% 99.99% 81844 | 83878 | 99.068 |/ 81.844 | 83878 | 99.790 |[83.878 [ 99.790 | 99.953
40 |4 996 999 13 154 189 369 650 4.0 12 175 300 12 175 443 175 443 832
86.06% 99.99% 99.98% 86.469 | 98.435 | 99.440 | 86.469 | 98435 | 99.691 |{98.435 [ 99.691 | 99.963
41 |7 1000 1000 70 135 218 326 697 41 28 159 300 28 159 376 159 376 744
92.83% 99.94% 99.94% 92835 | 98192 | 99390 | 92835 | 98192 | 99.611 [ 98192 | 99611 | 99.905
42 |31 1000 1000 26 45 179 220 411 42 12 31 300 12 31 439 31 439 804
97.58% 100.00% | 100.00% 82152 | 97577 | 99.822 |/ 82152 | 97.577 | 99.001 | 97577 [ 99.901 | 99.994
43 |9 939 1000 16 78 175 216 433 43 9 152 300 9 152 355 152 355 831
94.71% 100.00% | 99.99% 94.707 | 98.303 | 99.833 || 94.707 | 98.303 | 99.841 | 98.303 [ 99.841 | 99.994
44 |31 957 1000 26 45 155 184 490 44 12 31 202 12 31 292 31 292 833
97.58% 99.99% 99.99% 82152 | 97577 | 99840 | 82152 | 97577 | 99.840 [ 97577 | 99.840 | 99.988
(b) Offered-Load Table
)\Al }\Az )\As ))4 )\As )\As }\J }\Aa )"\10
R ) R P R R P R Po S
best | 0.0002 | 3.2507 | 1.1397 | 2.0615 | 2.3653 | 1.3159 | 1.2968 | 2.5453 | 3.4367 | 1.7296 | 13.4129
0.9999 | 0.9999 | 0.9999 | 1.0000 |0.9819 | 1.0000 | 0.9999 | 0.9999 | 0.9999 | 0.9989
worst | 0.0298 [3.2340 | 1.1582 | 2.0825 | 2.3093 | 1.3500 | 1.2961 | 2.5239 | 34291 | 1.7127 | 13.4050
0.9998 | 1.0000 | 0.9998 | 0.9999 |0.9761 | 1.0000 | 0.9997 |0.9999 | 0.9999 | 0.9998 | 99.94%
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(a) Milestone Table

Table A6 — Network 3 witT, = 6, X =4, andQj = 0.001(benchmark throughput: 2.2436)

(c) Stopping-Rule Table

adm thruput | best adm last adm 95.0% 98.0% 99.0% 99.5% 99.9% max it = 300 max it = 600 max it = 1000
ago | 4 first exit | thruput thruput ago 5=01] 001 0.001 0.1 0.01 0.00L || 0.01 0.001 | 0.0001
10 |4 962 998 122 546 502 647 745 10 300 300 300 515 600 600 685 893 1000
74.86% 100.00% | 99.98% 95012 | 95912 | 95912 [/ 96.058 | 99.096 | 99.096 |[ 99.675 | 99.963 | 99.996
11 |6 1000 1000 139 522 569 663 775 11 300 300 300 471 600 600 629 814 1000
86.01% 100.00% | 100.00% 95481 | 95481 | 95481 [/ 96.686 | 99.123 | 99.123 |[99.193 | 99.940 | 99.999
12 |17 1000 1000 17 204 574 654 788 12 13 145 300 13 145 600 145 906 1000
95.42% 99.99% 99.99% 81757 | 97.782 | 98122 |/ 81757 | 97.782 | 99.381 || 97.782 | 99.982 | 99.992
20 |4 946 1000 346 371 464 522 721 20 300 300 300 368 600 600 627 862 1000
74.86% 99.99% 99.97% 03951 | 93951 | 93951 [l 96124 | 99.782 | 99.782 |[ 99.804 | 99.973 | 99.902
21 |6 995 999 117 356 415 508 667 21 112 300 300 112 525 600 525 784 1000
86.01% 100.00% | 100.00% 94.007 | 97.262 | 97.262 || 94.007 | 99.802 | 99.802 |[ 99.802 | 99.965 | 99.998
22 |17 963 1000 17 402 472 517 653 22 13 300 300 13 600 600 622 904 1000
95.42% 100.00% | 99.97% 81757 | 97.782 | 97.782 |/ 81757 | 99.814 | 99.814 |[99.814 | 99.977 | 99.999
23 |8 955 1000 81 410 460 536 662 23 300 300 300 368 600 600 620 866 1000
89.24% 100.00% | 99.97% 97.200 | 97200 | 97.200 || 97.987 | 99.824 | 99.824 |[99.824 | 99.966 | 99.997
24 |17 984 998 17 259 260 494 703 24 13 300 300 13 600 600 639 898 955
95.42% 99.99% 99.98% 81757 | 99.473 | 99.473 || 81757 | 99.720 | 99.720 |[ 99.845 | 99.992 | 99.902
30 |4 947 1000 76 358 395 428 515 30 300 300 300 336 451 600 451 758 1000
74.69% 100.00% | 99.97% 96.071 | 96071 | 96.071 [ 96.071 | 99.735 | 99.958 |[99.735 | 99.990 | 100.00
31 |6 958 1000 140 339 386 407 483 31 179 300 300 179 387 585 387 585 1000
85.70% 100.00% | 99.98% 97612 | 97612 | 97612 | 97612 | 99106 | 99.977 |[99.106 | 99.977 | 99.997
32 |17 994 999 33 126 385 405 502 32 13 185 300 13 185 524 185 524 524
94.23% 100.00% | 99.99% 80.960 | 98351 | 98552 | 80.960 | 98.351 | 99.923 |[ 98.351 | 99.923 | 99.923
33 |8 987 1000 19 181 390 408 514 33 2 300 300 12 440 441 440 441 1000
88.76% 100.00% | 99.97% 88.757 | 98.467 | 98.467 |/ 88.757 | 99.634 | 99.634 |[99.634 | 99.634 | 99.997
34 |17 895 1000 33 126 355 399 483 34 13 185 300 13 185 600 185 710 962
94.23% 100.00% | 100.00% 80.960 | 98351 | 98552 | 80.960 | 98.351 | 99.953 |[ 98.351 | 99.966 | 99.996
40 |4 798 999 117 184 19 246 495 40 165 300 300 165 433 600 433 755 1000
74.86% 100.00% | 99.99% 96.399 | 99673 | 99673 [/ 96.399 | 99.844 | 99.928 |[99.844 | 99.968 | 99.995
41 |6 916 1000 120 154 196 231 546 41 153 242 300 153 242 600 242 624 995
86.01% 100.00% | 99.99% 96.962 | 99544 | 99697 || 96962 | 99544 | 99.932 |[ 99544 | 99.955 | 99.996
42 |17 892 997 17 182 209 224 517 42 13 257 300 13 257 600 257 798 1000
95.42% 100.00% | 99.98% 81757 | 99633 | 99.668 | 81757 | 99.633 | 99.931 |[99.633 | 99.984 | 99.996
43 |8 997 999 81 183 210 255 513 43 164 275 275 164 275 275 275 275 1000
89.24% 100.00% | 99.98% 97154 | 99545 | 99545 || 97.154 | 99545 | 99545 |[ 99.545 | 99.545 | 99.995
44 |17 995 999 17 160 188 201 603 44 13 204 294 13 294 294 204 294 1000
95.42% 100.00% | 99.99% 81757 | 99712 | 99712 [l 81757 | 99712 | 99.712 || 99.712 | 99.712 | 99.998
(b) Offered-Load Table
Ay }\Az )\Aa ))4 )\A5 }\Ae )\J )\AS
R P P P R R P R S
best | 0.2481 |0.2529 | 0.2852 | 0.3242 | 0.2808 | 0.2777 | 0.3122 | 0.2646 | 2.2436
0.9990 |1.0000 | 1.0000 | 1.0000 [ 1.0000 | 1.0000 | 1.0000 | 1.0000
worst | 0.2481 | 0.2529 | 0.2851 | 0.3242 | 0.2808 | 0.2777 | 0.3122 | 0.2646 | 2.2434
0.9990 |1.0000 | 0.9990 | 0.9990 |0.9990 | 1.0000 | 1.0000 | 1.0000 | 99.99%
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(a) Milestone Table

Table A7 — Network 3 witfT, = 6, X =4, ande = 0.3(benchmark throughput: 9.4128)

(c) Stopping-Rule Table

adm thruput | best adm | last adm | 95.0% | 98.0% | 99.0% | 995% | 99.9% max it = 300 max it = 600 max it = 1000
ago | 4 first exit | thruput thruput ago 5=01] 001 0.001 0.1 0.01 0.001 0.01 0.001 | 0.0001
10 |4 997 1000 a7 499 524 596 730 10 12 13 300 12 13 600 13 632 900
92.68% 99.99% 99.99% 92676 | 92.676 | 96.661 || 92676 | 92676 | 99554 | 92.676 | 99.746 | 99.986
11 |8 999 999 8 24 420 570 700 11 72 300 300 72 532 600 532 712 902
96.74% 100.00% | 100.00% 98254 | 98278 | 98.278 | 98.254 | 99.430 | 99.813 [ 99.430 | 99.946 | 99.989
12 |31 987 1000 30 47 50 580 724 12 10 27 300 10 27 600 27 687 917
95.99% 100.00% | 99.99% 67412 | 91.046 [ 99.326 || 67.412 | 91.046 [ 99.603 | 91.046 [ 99.826 | 99.990
20 |4 997 1000 a7 118 361 484 669 20 12 13 300 12 13 600 13 664 935
92.68% 100.00% | 99.99% 92676 | 92.676 | 98697 || 92676 | 92676 [ 99.880 | 92.676 | 99.897 | 99.994
21 |8 989 999 8 24 111 371 624 21 72 300 300 72 372 600 372 616 885
96.74% 100.00% | 100.00% 98.254 | 99260 [ 99.260 [/ 98.254 | 99.801 [ 99.884 | 99.801 | 99.885 | 99.995
22 |31 1000 1000 30 47 50 456 608 22 10 27 300 10 27 600 27 657 918
95.99% 100.00% | 100.00% 67412 | 91.046 | 99128 | 67.412 | 91.046 | 99.832 [ 91.046 | 99.928 | 99.992
23 10 966 999 10 59 342 459 649 23 11 300 300 11 422 600 422 667 848
95.76% 100.00% | 99.99% 95.758 | 98.860 [ 98.860 [l 95.758 | 99.440 [ 99.871 | 99.440 [ 99.929 | 99.984
24 |31 972 1000 30 47 50 251 641 24 10 27 300 10 27 600 27 660 887
95.99% 100.00% | 99.99% 67412 | 91.046 [ 99513 [ 67412 | 91.046 [ 99.833 | 91.046 [ 99.901 | 99.990
30 |4 987 1000 83 256 340 365 454 30 12 13 300 12 13 420 13 420 576
92.60% 99.99% 99.98% 92604 | 92604 [ 98196 || 92604 | 92604 | 99.812 | 92.604 [ 99.812 | 99.962
31 |8 912 1000 8 24 305 375 425 31 33 300 300 33 341 473 341 473 739
96.56% 100.00% | 99.99% 98.035 | 98736 [ 98.736 || 98.035 | 99.147 [ 99.930 | 99.147 | 99.930 | 99.993
32 |37 942 1000 32 69 71 254 484 32 10 52 300 10 52 405 52 405 843
97.50% 99.99% 99.99% 67.155 | 97.498 | 99528 || 67.155 | 97.498 | 99.739 | 97.498 | 99.739 | 99.986
33 10 992 1000 10 67 145 398 445 33 11 300 300 11 367 472 367 472 793
95.49% 100.00% | 99.99% 95487 | 99106 [ 99.106 || 95487 | 99.315 [ 99.934 | 99.315 [ 99.934 | 99.994
34 |37 938 1000 32 69 71 254 408 34 10 52 300 10 52 439 52 439 722
97.50% 100.00% | 100.00% 67.155 | 97.498 | 99528 | 67.155 | 97.498 [ 99.932 | 97.498 [ 99.932 | 99.990
40 |4 962 999 a7 150 170 201 417 40 12 13 300 12 13 456 13 456 576
92.68% 100.00% | 99.99% 92676 | 92.676 | 99.768 || 92.676 | 92676 [ 99.950 | 92.676 | 99.950 | 99.950
41 |8 980 1000 8 24 163 192 340 41 72 184 300 72 184 409 184 409 801
96.74% 100.00% | 99.99% 98254 | 99318 | 99.769 | 98.254 | 99.318 | 99.956 | 99.318 | 99.956 | 99.995
42 |31 993 1000 30 47 50 198 471 42 10 27 300 10 27 478 27 478 601
95.99% 100.00% | 99.99% 67412 | 91.046 [ 99.780 | 67.412 | 91.046 [ 99.927 | 91.046 [ 99.927 | 99.965
43 10 990 1000 10 59 164 210 422 43 11 178 300 11 178 485 178 485 543
95.76% 100.00% | 100.00% 95.758 | 99.230 [ 99.856 || 95.758 | 99.230 [ 99.920 || 99.230 [ 99.920 | 99.945
44 |31 971 1000 30 a7 50 161 349 4.4 10 27 300 10 27 426 27 426 832
95.99% 100.00% | 99.99% 67412 | 91.046 | 99812 [ 67412 | 91.046 [ 99.930 | 91.046 | 99.930 | 99.994
(b) Offered-Load Table
A A As A4 As As A As
R P &) P R R P R S
best | 1.1174 | 1.2697 | 1.5078 | 2.2527 | 1.6666 | 1.7254 | 2.1911 | 1.7158 | 9.4128
1.0000 |0.9998 | 0.9999 | 1.0000 |0.9999 | 1.0000 | 1.0000 | 0.9999
worst | 11127 |1.2428 | 15010 | 2.2480 | 1.6754 | 1.7293 | 2.2056 | 1.7274 | 9.4116
0.9998 |0.9959 | 1.0000 | 0.9999 | 0.9997 | 0.9999 [ 1.0000 [0.9999 | 99.99%
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(a) Milestone Table

Table A8 — Network 3 witfT, = 8, X =6, ande = 0.001(benchmark throughput: 4.3486)

(c) Stopping-Rule Table

adm thruput | best adm last adm 95.0% 98.0% 99.0% 99.5% 99.9% max it = 300 max it = 600 max it = 1000
algo | 4 firgt exit | thruput thruput ago 5=0.1 0.01 0.001 0.1 0.01 0.001 0.01 0.001 | 0.0001
10 4 981 999 1 1 602 650 804 10 300 300 300 484 600 600 669 902 1000
77.25% 99.97% 99.96% 98228 | 98228 | 98228 | 98228 | 99.000 | 99.000 [/ 99.615 [ 99.948 | 99.965
11 8 959 997 60 496 543 608 770 11 56 300 300 56 505 600 505 822 1000
85.26% 100.00% 99.99% 94555 | 97.117 | 97.117 |/ 94555 | 98436 | 99.230 [/ 98436 [ 99.974 | 99.995
12 23 1000 1000 23 78 589 653 821 12 11 300 300 1 600 600 673 908 1000
95.85% 99.97% 99.97% 58046 | 98.660 | 98.660 | 58.046 | 99.132 | 99.132 [/ 99.687 [ 99.946 | 99.968
20 4 985 998 11 11 467 529 7 20 300 300 300 329 600 600 622 872 1000
77.25% 99.98% 99.95% 98228 | 98228 | 98228 |1 98228 | 99.661 | 99.661 || 99.661 [ 99.955 | 99.975
21 8 999 999 60 240 399 489 690 21 56 300 300 56 500 600 500 768 1000
85.26% 100.00% 100.00% 94555 | 98405 | 98405 | 94555 | 99.628 | 99.857 1 99.628 [ 99.961 | 99.999
22 23 983 1000 23 78 463 517 790 22 11 300 300 11 574 600 574 871 1000
95.85% 99.97% 99.95% 58046 | 98284 | 98284 | 58.046 | 99.762 | 99.808 || 99.762 [ 99.951 | 99.971
23 10 982 999 32 419 463 529 763 23 55 300 300 55 577 600 577 874 1000
87.58% 99.97% 99.96% 97560 | 97.560 | 97.560 |/ 97.560 | 99.725 | 99.736 | 99.725 | 99.954 | 99.972
24 23 999 999 23 78 482 538 738 24 11 300 300 11 573 600 573 875 1000
95.85% 99.98% 99.98% 58.046 | 98492 | 98492 | 58.046 | 99.733 | 99.751 1 99.733 [ 99.957 | 99.976
30 4 912 999 9 9 390 421 581 30 300 300 300 316 413 600 413 755 1000
77.07% 99.97% 99.97% 98.117 | 98117 |98.117 | 98.117 | 99.427 | 99.909 [/ 99427 |[99.954 | 99.974
31 8 992 999 27 328 365 375 478 31 28 300 300 28 391 535 391 535 962
84.78% 100.00% 99.99% 96.022 | 97.567 | 97.567 | 96.022 | 99.564 | 99.950 [/ 99.564 [ 99.950 | 99.998
32 23 998 1000 39 90 387 442 563 32 11 300 300 11 462 600 462 736 1000
93.74% 99.99% 99.96% 57481 | 98.863 | 98.863 | 57481 | 99.786 | 99.932 [/ 99.786 [ 99.965 | 99.987
33 10 959 1000 23 171 389 440 553 33 84 300 300 84 447 600 447 780 1000
86.96% 99.98% 99.95% 95371 | 98365 | 98365 | 95371 | 99.738 | 99.934 [ 99.738 [ 99.954 | 99.978
34 23 994 999 39 90 337 384 489 34 11 300 300 11 379 494 379 494 1000
93.74% 99.99% 99.97% 57481 | 98.863 | 98.863 | 57481 | 99480 | 99.933 [/ 99480 [ 99.933 | 99.993
40 4 992 1000 1 11 205 267 604 40 145 300 300 145 332 600 332 802 1000
77.25% 99.98% 99.97% 98228 | 99.656 | 99.656 |1 98.228 | 99.700 | 99.888 | 99.700 [ 99.965 | 99.982
41 8 990 997 60 150 201 201 505 41 56 228 300 56 228 566 228 566 984
85.26% 100.00% 99.99% 94555 | 99591 | 99.776 || 94.555 | 99.591 | 99.964 | 99.591 [ 99.964 | 99.998
4.2 23 990 999 23 78 210 262 627 42 11 300 300 11 342 600 342 789 1000
95.85% 99.98% 99.97% 58.046 | 99.608 | 99.608 | 58.046 | 99.742 | 99.890 [/ 99.742 [ 99.956 | 99.980
43 10 998 1000 32 178 210 256 587 43 55 300 300 55 346 600 346 802 1000
87.58% 99.99% 99.96% 97560 | 99.586 | 99.586 || 97.560 | 99.733 | 99.914 [/ 99.733 [ 99.970 | 99.986
44 23 974 1000 23 78 137 205 611 44 11 300 300 11 343 600 343 800 1000
95.85% 99.99% 99.96% 58.046 | 99.693 | 99.693 | 58.046 | 99.786 | 99.898 || 99.786 [ 99.968 | 99.987
(b) Offered-Load Table
M T % [ A [ A [ [ & [ %
R|1 R | A | R |R|AR|PR]|RI|S
best | 0.4010 (0.4163 | 0.5232 | 0.6949 [0.5303 | 0.5483 | 0.6937 [0.5451 | 4.3486
1.0000 | 1.0000 | 1.0000 | 1.0000 {1.0000 | 1.0000 { 1.0000 | 1.0000
worst | 0.3974 (0.3991 | 0.5180 | 0.6927 | 0.5364 | 0.5508 | 0.7042 | 0.5529 | 4.3471
0.9980 {0.9840 | 0.9980 | 1.0000 | 0.9990 | 0.9990 | 1.0000 | 0.9990 | 99.97%

SjureNsu0D sod Japun uoneziwixe ndybnoiy L

L6



(a) Milestone Table

Table A9 — Network 3 witfT, = 8, X =6, ande = 0.3(benchmark throughput: 13.9482)

(c) Stopping-Rule Table

adm thruput | best adm last adm 95.0% 98.0% 99.0% 99.5% 99.9% max it = 300 max it = 600 max it = 1000
algo | 4 first exit | thruput thruput ago 5=0.1 0.01 0.001 0.1 0.01 0.001 0.01 0.001 | 0.0001
10 4 989 999 4 475 531 590 720 10 12 300 300 12 552 600 552 738 937
96.33% 100.00% 99.99% 96.330 97.626 97.626 96.330 99.325 99.524 99.325 99.907 99.990
11 7 1000 1000 7 200 200 562 702 11 59 155 300 59 155 600 155 666 929
97.01% 100.00% 100.00% 97.828 97.828 99.075 97.828 97.828 99.822 97.828 99.896 99.993
12 24 989 999 21 34 37 579 712 12 10 19 300 10 19 600 19 739 867
97.91% 100.00% 99.99% 81.531 94.559 99.305 81.531 94.559 99.535 94.559 99.939 99.985
20 4 965 999 4 103 351 470 612 20 12 300 300 12 405 600 405 607 910
96.33% 100.00% 100.00% 96.330 98.654 98.654 96.330 99.397 99.893 99.397 99.893 99.993
21 7 995 999 7 107 107 425 615 21 59 300 300 59 367 485 367 485 886
97.01% 100.00% 99.99% 97.828 99.014 99.014 97.828 99.409 99.731 99.409 99.731 99.991
2.2 24 993 999 21 34 37 447 569 2.2 10 19 300 10 19 600 19 606 905
97.91% 100.00% 100.00% 81.531 94.559 99.038 81.531 94.559 99.925 94.559 99.925 99.997
23 10 989 1000 9 42 347 472 599 2.3 9 300 300 9 397 574 397 574 907
97.55% 100.00% 100.00% 95.486 98.503 98.503 95.486 99.214 99.821 99.214 99.821 99.996
24 24 979 1000 21 34 37 470 622 24 10 19 300 10 19 581 19 581 834
97.91% 100.00% 100.00% 81.531 94.559 99.269 81.531 94.559 99.883 94.559 99.883 99.988
30 4 999 999 4 93 308 359 470 30 12 300 300 12 355 463 355 463 692
96.27% 100.00% 100.00% 96.272 98.732 98.732 96.272 99.131 99.883 99.131 99.883 99.987
31 7 896 1000 7 98 198 368 456 31 35 300 300 35 336 449 336 449 671
96.87% 100.00% 100.00% 97.902 99.328 99.328 97.902 99.328 99.895 99.328 99.895 99.988
32 24 962 999 21 38 50 200 456 3.2 10 19 300 10 19 426 19 426 663
97.42% 100.00% 99.99% 81.247 94.142 99.674 81.247 94.142 99.823 94.142 99.823 99.984
33 10 986 1000 9 47 241 358 457 33 9 300 300 9 359 455 359 455 828
97.34% 100.00% 99.98% 95.286 99.385 99.385 95.286 99.552 99.891 99.552 99.891 99.989
34 24 991 1000 21 38 50 200 414 34 10 19 300 10 19 432 19 432 726
97.42% 100.00% 100.00% 81.247 94.142 99.674 81.247 94.142 99.940 94.142 99.940 99.989
40 4 965 1000 4 152 170 182 437 40 12 169 300 12 169 437 169 437 796
96.33% 100.00% 99.99% 96.330 98.889 99.850 96.330 98.889 99.910 98.889 99.910 99.991
41 7 874 999 7 110 143 183 387 41 59 166 300 59 166 399 166 399 789
97.01% 100.00% 100.00% 97.828 99.463 99.846 97.828 99.463 99.945 99.463 99.945 99.996
4.2 24 963 999 21 34 37 195 427 42 10 19 300 10 19 344 19 344 712
97.91% 100.00% 99.99% 81.531 94.559 99.887 81.531 94.559 99.887 94.559 99.887 99.983
4.3 10 990 1000 9 42 169 200 389 43 9 176 300 9 176 470 176 470 840
97.55% 100.00% 99.99% 95.486 99.206 99.785 95.486 99.206 99.947 99.206 99.947 99.995
44 24 998 1000 21 34 37 166 380 44 10 19 300 10 19 323 19 323 857
97.91% 100.00% 99.99% 81.531 94.559 99.830 81.531 94.559 99.830 94.559 99.830 99.995
(b) Offered-Load Table
A Az As A4 As As Az As
R P, Py Py R R Rl R[S
best | 1.7132 [1.8659 | 2.2145 | 3.2701 | 2.4814 | 2.5598 | 3.2469 (2.5737 | 13.9482
1.0000 |0.9999 | 0.9998 | 1.0000 | 1.0000 | 0.9999 | 0.9999 | 1.0000
worst | 1.7123 | 1.8649 | 2.2150 | 3.2691 |2.4813 | 2.5595 | 3.2469 |2.5741 | 13.9476
0.9996 | 0.9997 | 0.9999 | 0.9996 |0.9998 | 0.9998 | 0.9997 | 0.9999 | 100.00%
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APPENDIX B

Tables for Runs withA . >0

This appendix consists of milestone tables, offered-load tables, and stopping-rule tables for three ex-
amples in which each of the circuits is guaranteed an offered-load of at lea$hese tables are discussed
in Section 9.1.
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(a) Milestone Table

Table B1 — Network 1 witff, = 6,)(J =4, andQj =0.3;A

min

(c) Stopping-Rule Table

= 0.5(benchmark throughput: 11.2368)

adm thruput | best adm last adm 95.0% 98.0% | 99.0% 99.5% | 99.9% max it = 300 max it = 600 max it = 1000
ago | 4 first exit | thruput thruput ago 5=01] 001 0.001 0.1 0.01 0.001 0.01 0.001 | 0.0001
10 4 999 999 75 459 595 10 12 300 300 12 567 600 567 739 904
86.55% 99.26% 99.26% 91631 | 96790 | 96.790 [ 91631 | 98.962 | 99.033 [ 98.962 | 99.183 [ 99.256
11 7 990 999 30 480 621 11 9 300 300 9 523 600 523 714 932
91.45% 99.32% 99.31% 91451 | 96.812 | 96.812 [/ 91451 | 98571 | 98878 | 98571 | 99.215 | 99.315
12 19 995 999 17 76 579 641 775 12 10 300 300 10 438 600 438 753 951
97.40% 99.98% 99.98% 87.751 | 98594 | 98594 [ 87.751 | 98.737 | 99412 [ 98737 | 99.874 | 99.972
20 4 939 1000 75 356 482 20 12 146 300 12 146 521 146 521 787
86.55% 99.30% 99.30% 91631 | 96971 | 97.814 [ 91631 | 96.971 | 99.067 | 96.971 | 99.067 [ 99.288
21 7 987 998 30 281 452 21 9 300 300 9 366 600 366 608 872
91.45% 99.44% 99.44% 91451 | 98.075 | 98.075 [ 91451 | 98.482 | 99.326 | 98482 | 99.333 [ 99.433
22 19 964 1000 17 76 362 484 628 22 10 110 300 10 110 600 110 646 827
97.40% 100.00% 100.00% 87.751 | 98.477 | 98477 || 87.751 | 98.477 | 99.898 || 98.477 | 99.911 [ 99.986
23 7 996 998 17 69 457 23 10 181 300 10 181 565 181 565 809
91.13% 99.36% 99.36% 91132 | 98311 | 98311 [/ 91132 | 98311 | 99.234 | 98311 | 99.234 [ 99.342
24 19 999 999 17 76 202 492 659 24 10 188 300 10 188 600 188 689 935
97.40% 99.98% 99.98% 87.751 | 98741 | 99477 (| 87.751 | 98741 | 99.686 [ 98741 | 99.912 | 99.976
30 4 947 999 20 339 385 30 12 300 300 12 368 490 368 490 578
86.48% 99.28% 99.28% 91.668 | 97.436 | 97.436 [ 91.668 | 98.892 | 99.245 || 98.892 | 99.245 [ 99.263
31 7 998 1000 31 326 389 31 9 300 300 9 339 457 339 457 771
91.30% 99.35% 99.34% 91.207 | 97.957 | 97.957 [/ 91297 | 98576 | 99.259 || 98576 | 99.259 | 99.343
32 20 990 999 17 56 408 32 10 109 300 10 109 469 109 469 858
97.74% 99.43% 99.43% 87516 | 98.305 | 98.838 | 87516 | 98.305 | 99.247 | 98305 | 99.247 | 99.426
33 7 967 999 21 51 398 33 10 206 300 10 206 395 206 395 547
90.97% 99.27% 99.27% 90.971 | 98680 | 98.680 [ 90.971 | 98.680 | 98.973 || 98.680 | 98.973 | 99.254
34 20 959 1000 17 56 387 34 10 109 300 10 109 440 109 440 857
97.74% 99.47% 99.46% 87516 | 98.305 | 98.838 [ 87516 | 98.305 | 99.107 [ 98305 | 99.107 [ 99.461
40 4 088 1000 75 171 223 40 12 179 247 12 179 247 179 247 655
86.55% 99.27% 99.26% 91.631 | 98.327 | 99.055 [ 91.631 | 98.327 | 99.055 | 98.327 | 99.055 [ 99.258
41 7 982 1000 30 136 201 41 9 174 300 9 174 399 174 399 842
91.45% 99.29% 99.28% 91451 | 98.393 | 99.124 [/ 91451 | 98.393 | 99.219 | 98.393 | 99.219 | 99.288
42 19 992 1000 17 76 166 324 538 42 10 117 226 10 117 226 117 226 899
97.40% 99.99% 99.99% 87.751 | 98.477 | 99.372 (| 87.751 | 98.477 | 99.372 | 98477 | 99.372 | 99.991
43 7 936 999 17 69 217 43 10 172 208 10 172 208 172 208 911
91.13% 99.28% 99.28% 91132 | 98722 | 98933 [ 91132 | 98722 | 98.933 | 98722 | 98.933 | 99.281
44 19 997 1000 17 76 190 359 762 44 10 158 213 10 158 213 158 213 883
97.40% 99.94% 99.93% 87.751 | 98.704 | 99.144 [ 87.751 | 98.704 | 99.144 [ 98704 | 99.144 | 99.924
(b) Offered-Load Table
Ay )\Az )\3 ))4 As )\As )\J )\Aa )\Am
R P P P R R P R Ro S
best | 3.0490 | 3.3214 | 1.1858 | 0.5003 | 1.4128 | 0.5005 | 3.5801 |0.5002 | 1.1149 | 0.5004 | 11.2368
0.9999 |0.9998 | 0.8298 | 0.9044 |0.7935 | 1.0000 [ 1.0000 [0.9998 | 0.7782 | 0.7734
worst | 1.2679 | 1.3580 | 24087 | 0.7387 | 2.3995 | 0.5001 | 2.7534 | 0.5001 | 2.4312 | 1.0532 | 11.1540
0.7798 | 0.7876 | 0.9998 | 0.7984 |0.8594 | 1.0000 [ 0.9999 [1.0000 | 0.9999 | 0.8422 | 99.26%
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(a) Miletone Table

Table B2 — Network 1 witfl, = 6, X = 4, andQ, = 0.001;A = 0.1(benchmark throughput: 2.6537)

(c) Stopping-Rule Table

adm thruput | best adm | last adm | 95.0% | 98.0% | 99.0% | 995% | 99.9% max it = 300 max it = 600 max it = 1000
ago | 4 first exit | thruput thruput algo 5=01] 001 0.001 0.1 0.01 0.001 0.01 0.001 | 0.0001
10 |6 940 1000 a1 487 501 610 701 10 300 300 300 432 600 600 610 762 948
82.83% 99.98% 99.97% 95254 | 95254 | 95.254 || 95254 | 99.273 | 99.273 |[ 99537 | 99.007 | 99.982
11 |11 971 1000 2 501 513 578 757 11 11 300 300 11 578 600 578 713 969
89.35% 99.99% 99.97% 89.350 | 96.380 | 96.380 | 89.350 [ 99573 | 99573 [ 99573 | 99.885 [ 99.990
12 |24 982 1000 24 98 518 640 815 12 7 300 300 7 600 600 607 815 1000
95.44% 99.98% 99.97% 47876 | 98774 | 98.774 | 47.876 [ 99.434 | 99.434 | 99443 | 99.920 [ 99.977
20 |6 088 1000 108 387 304 500 758 20 80 300 300 80 439 600 439 716 924
82.83% 99.98% 99.97% 94.165 | 96.880 | 96.889 || 94.165 | 99.069 | 99.806 |[ 99.069 | 99.885 | 99.969
21 |11 083 999 42 339 401 442 696 21 1 300 300 11 472 600 472 678 990
89.35% 99.99% 99.99% 89.350 | 97.584 | 97.584 |[89.350 | 99.557 | 99.837 |[ 99557 [ 99.801 | 99.994
22 |24 988 1000 24 98 429 559 737 22 7 300 300 7 461 600 461 760 1000
95.44% 99.98% 99.98% 47.876 | 98588 | 98588 | 47.876 | 99451 | 99.881 |[99.451 | 99.908 | 99.984
23 |12 1000 1000 35 408 420 544 717 23 10 300 300 10 474 600 474 771 950
89.59% 99.99% 99.99% 79661 | 97.886 | 97.886 | 79.661 [ 99.201 | 99.662 [  99.201 | 99.927 [ 99.980
24 |24 972 1000 24 98 424 522 779 24 7 300 300 7 491 600 491 768 1000
95.44% 99.98% 99.97% 47.876 | 98.759 | 98.759 || 47.876 | 99439 | 99.880 |(99.439 | 99.893 | 99.982
30 |6 949 998 31 363 380 383 484 30 69 300 300 69 392 470 392 470 827
82.57% 99.99% 99.98% 97012 | 97012 | 97012 | 97012 [ 99589 | 99.788 [ 99589 | 99.788 [ 99.982
31 |12 991 996 56 288 354 399 457 31 11 300 300 11 355 495 355 495 867
94.34% 99.99% 99.98% 83799 | 98.388 | 98388 |[88.799 | 99.040 | 99.942 |[99.040 [ 99.942 | 99.988
32 |26 916 999 26 98 251 394 478 32 7 145 300 7 145 490 145 490 912
96.88% 99.98% 99.97% 47810 [98612 | 99245 | 47.810 [ 98612 | 99913 | 98612 |99.913 [ 99.981
33 |12 973 1000 35 157 359 386 535 33 10 300 300 10 371 482 371 482 927
88.96% 99.98% 99.97% 79.245 | 98.742 | 98742 || 79.245 | 99.378 | 99.837 |[99.378 [ 99.837 | 99.974
34 |26 971 998 26 98 251 375 470 34 7 145 300 7 145 436 145 436 869
96.88% 99.99% 99.98% 47810 | 98612 | 99.245 || 47810 | 98612 | 99.843 |[ 98612 | 99.843 | 99.981
40 |6 943 1000 116 157 157 238 560 40 80 201 300 80 201 600 201 628 1000
82.83% 99.99% 99.97% 94.165 | 99.137 | 99.682 || 94.165 | 99.137 | 99.935 |[ 99.137 | 99.935 | 99.986
41 |11 894 1000 2 137 175 229 364 41 11 192 300 11 192 335 192 335 947
89.35% 100.00% | 100.00% 89.350 | 99.314 | 99.761 | 89.350 [ 99.314 | 99.761 [ 99.314 | 99.761 [ 100.00
42 |24 980 1000 24 98 208 236 536 42 7 226 300 7 226 504 226 504 993
95.44% 99.99% 99.99% 47.876 | 99.205 | 99.782 || 47.876 | 99.205 | 99.895 |[99.205 | 99.895 | 99.987
43 |12 970 996 35 168 185 253 605 43 10 233 300 10 233 535 233 535 931
89.59% 99.99% 99.99% 79.661 | 99.476 | 99.738 || 79.661 | 99.476 | 99.877 |[ 99.476 | 99.877 | 99.986
44 | 24 995 1000 24 98 173 189 552 44 7 180 300 7 180 449 180 449 832
95.44% 99.98% 99.98% 47876 | 99.243 | 99.713 | 47.876 | 99.243 | 99.791 | 99.243 | 99.791 [ 99.969
(b) Offered-Load Table
)\Al )\Az )\Aa ))4 As )\Ae }\J }\As )\Aw
L S W N S L S S A B Ro | S
best | 0.2376 | 0.3071 | 0.3057 | 0.2147 | 0.3387 | 0.1839 | 0.3925 | 0.1001 | 0.3257 | 0.2505 | 2.6537
1.0000 | 0.9780 | 1.0000 | 0.9960 [1.0000 | 1.0000 | 1.0000 |1.0000 | 0.9990 | 0.9070
worst | 0.2389 | 0.2974 | 0.3055 | 0.2127 | 0.3382 | 0.1847 | 0.3922 | 0.1000 | 0.3258 | 0.2605 | 2.6531
0.9990 | 0.9540 | 1.0000 | 0.9920 [0.9990 | 1.0000 | 1.0000 |1.0000 | 0.9990 | 0.9280 | 99.98%
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(a) Miletone Table

Table B3 — Network 2 witfi, = 6,X =4, ande = 0.3;A;, = 0.5(benchmark throughput: 13.2950)

(c) Stopping-Rule Table

adm thruput | best adm last adm 95.0% 98.0% 99.0% 99.5% 99.9% max it = 300 max it = 600 max it = 1000
algo | 4 first exit | thruput thruput ago 5=01] 001 0.001 0.1 0.01 0.001 0.01 0.001 | 0.0001
10 |4 997 997 46 485 526 562 738 10 12 300 300 12 553 600 553 729 877
86.83% 99.99% 99.99% 90788 | 97545 | 97545 [ 90788 | 99.309 | 99502 [ 99.309 | 99.898 | 99.978
11 |6 966 998 11 98 534 585 696 11 10 300 300 10 528 600 528 692 887
89.23% 100.00% | 100.00% 90174 | 98229 | 98229 [ 90.174 | 98863 | 99593 [ 98.863 | 99.838 | 99.993
12 |32 997 999 26 31 63 566 720 12 10 33 300 10 33 600 33 742 927
98.91% 100.00% | 99.99% 74737 | 98914 | 99500 [ 74737 | 98914 | 99546 [ 98.914 | 99926 | 99.992
20 |4 998 1000 46 135 368 426 658 20 12 300 300 12 398 552 398 552 897
86.83% 99.99% 99.99% 90.788 | 98.865 | 98.865 |[90.788 | 99.114 | 99.765 | 99.114 | 99.765 | 99.985
21 |6 964 1000 11 98 113 429 603 21 10 300 300 10 378 600 378 615 875
89.23% 100.00% | 100.00% 90174 | 99.224 | 99.224 [ 90174 | 99.224 | 99.854 [ 99.224 | 99.909 | 99.994
22 |32 937 998 26 31 63 545 708 22 10 33 300 10 33 600 33 650 897
98.91% 99.99% 99.99% 74737 | 98914 | 99.281 [ 74737 | 98914 | 99.725 [ 98.914 | 99.872 | 99.982
23 |8 988 995 13 121 416 438 648 23 10 279 300 10 279 594 279 504 898
93.94% 100.00% | 99.99% 03.941 | 98802 | 98.802 |( 93941 | 98.802 [ 99.837 | 98.802 | 99.837 | 99.994
24 | 32 992 999 26 31 63 485 634 24 10 33 300 10 33 600 33 613 845
98.91% 100.00% | 100.00% 74737 | 98914 | 99.415 [ 74737 | 98914 | 99.852 [ 98.914 | 99.852 | 99.994
30 |4 985 1000 32 83 351 386 686 30 12 300 300 12 338 468 338 468 799
86.75% 99.94% 99.93% 90.9004 | 98687 | 98687 |[90.904 | 98.687 | 99.795 | 98.687 | 99.795 | 99.921
31 |6 987 994 11 241 350 387 497 31 10 300 300 10 335 445 335 445 532
89.10% 99.98% 99.98% 90253 | 98672 | 98672 [ 90253 | 98672 | 99.844 [ 98672 | 99.844 | 99.921
32 |34 974 1000 27 32 74 74 451 32 10 33 300 10 33 458 33 458 713
98.83% 100.00% | 99.99% 74522 | 98542 | 99578 || 74522 | 98542 | 99.001 [ 98542 | 99.901 | 99.985
33 |8 1000 1000 13 65 269 387 497 33 10 300 300 10 361 423 361 423 567
93.78% 99.98% 99.98% 93776 | 99.263 | 99.263 [ 93776 | 99.308 | 99.729 [ 99.308 | 99.729 | 99.936
34 |34 998 1000 27 32 74 74 514 34 10 33 300 10 33 381 33 381 476
98.83% 99.99% 99.99% 74522 | 98542 | 99578 || 74522 | 98542 | 99.737 [ 98542 | 99.737 | 99.875
a0 |4 928 998 46 147 168 206 398 40 12 168 300 12 168 344 168 344 847
86.83% 100.00% | 100.00% 90788 | 99.150 | 99.816 [ 90.788 | 99.150 | 99.834 [ 99.150 | 99.834 | 99.995
41 |6 959 999 11 98 168 204 410 41 10 161 300 10 161 322 161 322 774
89.23% 100.00% | 100.00% 90174 | 98.750 | 99.789 [ 90174 | 98750 | 99.795 [ 98.750 | 99.795 | 99.902
42 |32 994 999 26 31 63 192 391 42 10 33 300 10 33 408 33 408 848
98.91% 100.00% | 99.99% 74737 | 98914 | 99.714 [ 74737 | 98.914 | 99.005 [ 98914 | 99.905 | 99.986
43 |8 989 1000 13 123 155 228 440 43 10 189 300 10 189 434 189 434 837
93.94% 100.00% | 99.99% 93941 | 99.306 | 99.805 [ 93.941 | 99.306 | 99.899 [ 99.306 | 99.899 | 99.984
44 |32 996 1000 26 31 63 166 441 a4 10 33 188 10 33 188 33 188 732
98.91% 100.00% | 100.00% 74737 | 98914 | 99613 [ 74737 | 98914 | 99613 [ 98.914 | 99613 | 99.985
(b) Offered-Load Table
VR IV I VR I VIR R VN IV I S B VR A VR R
R|1 R | A | R | R|A|R|ARIAR]| RIS
best | 0.5002 | 2.9095 | 1.4482 | 2.4442 | 1.4953 | 1.9257 | 1.3360 | 2.1995 | 3.3015 | 1.3763 | 13.2950
0.9999 |0.9999 | 0.9999 [ 0.9999 | 0.9144 | 0.9999 | 0.9999 |0.9999 | 1.0000 | 0.9981
worst | 05344 | 2.8754 | 1.4530 | 2.4838 | 1.4640 | 1.9876 | 1.3566 | 2.1946 | 3.2834 | 1.2840 | 13.2864
0.9994 | 1.0000 [ 0.9998 | 0.9998 [0.9186 | 0.9999 | 1.0000 |0.9996 | 0.9997 | 0.9828 | 99.94%
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