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**ABSTRACT**

In this final report we summarize our findings on the study of Porous Silicon (PSi). We synthesized a variety of PSi films ranging from mesostructures to arrays of nanoparticles of the order of 2nm. We could prepare on regular basis optical quality flat self-supported highly luminescent PSi films. The materials were characterized and we studied their optical, structural and electrical properties. We obtained a correlation between the photoluminescence (PL) properties and the density of surface states, the decay time distribution of the PL signal, and nonlinear properties of the material. We carried out studies of electropolymerization of conductive polypyrrol inside the pores and electroluminescence using liquid electrolyte contacts. We finally synthesized and study nanocrystalline-Si/SiO$_2$ structures prepared by RF sputtering and start to study the emissions from rear-earth dopands (Er and Eu) and their relation with the nanostructure. We applied our findings to the development of UV-enhanced Si-based photodetectors.
STATEMENT OF THE PROBLEM.

Photoluminescent porous silicon samples were synthesized and their physical properties studied and correlated with their electrical and optical properties. Samples were prepared by electrochemical anodization. Characterization was carried out using SEM, TEM, AFM, Auger, Raman, time resolved spectroscopy and standard optical and electrical characterization techniques. Electronic surface-states densities were determined using a novel electrolyte-semiconductor blocking array. Phototransport properties were measured using the photocarrier grating technique.

The electrode-PSi formation was investigated, for electroluminescence applications, by promoting electropolymerization in the inner walls of the pores. Applications of porous silicon to the silicon-based UV detector technology were explored.

Nanocrystalline silicon/SiO₂ composites were synthesized and their optical properties studied and compared with PSi. The study of the effects of the nanostructure on the rear earths-doped silicon emissions was initiated with Erbium and Europium.

SUMMARY OF THE MOST IMPORTANT RESULTS.

- Luminescent porous silicon films synthesized from crystalline silicon wafers with a large variety of doping levels both, n- and p-type, were obtained. The samples had different pore morphologies ranging from porous sizes of the order of microns in width and columnar orientation to nanosize porous with random orientation. Self-supporting flat nanoporous films with optical quality were prepared and studied.

- Combined studies of the photoluminescent spectrum and the electronic surface-state density and effective surface area if the porous silicon surface prepared from Si p-type wafers shown that intensity and spectral position of the photoluminescence spectrum maximum changes as a function of anodizing time attaining a maximum after ~4min anodization. The effective surface area and the density of surface states, on the other hand increases monotonously, the surface state density attaining a value of ~1013cm⁻² suggesting that the surface states near the valence band are not involved in the luminescence process.

- For samples for which surface photovoltage spectroscopy revealed a band gap of the order of 2.0eV, the bandtails widths were of the order of 0.3eV. The majority carriers in strongly luminescent films were holes, while in the weakly luminescent films they were electrons even though the starting material in both cases was p-type.

- In macroporous Si we measured an electron diffusion length of 2μm and a diffusion length for holes (minority carriers) of 0.1μm.

- Decay time analysis of the photoluminesce of PSi brought to the development of a new approach to extract the decay time distribution. We could obtain the distribution based on the fact that the non-exponential luminescence decay behavior of the sample is multi-exponential.

- Electron Loss Spectroscopy analysis showed that the CO₂ involved in the critical point drying method contaminates the pores' surface with carbon.
The study of the growth process of conducting polypyrrol by electropolymerization inside the pores of PSi showed coverage of the inner surfaces according to the curvature and consistent with the electric fields distribution. PSi samples with reduced size of the pores showed limited filling and coverage.

Optical absorption and Raman measurements of highly porous, optical quality, self supporting films made from p-type Si wafers, permitted us to clarify the characteristics of the nanostructure of the samples. This nanostructure appeared to be an array of spherical nanocrystallites with a lognormal size distribution. The maximum of the distribution is dependent on the preparation parameters but is typically around ~2.5nm for the optical quality films.

The analysis of picosecond nonlinear optical response of PSi samples showed a broad and intense absorption band in the UV-visible region with a cut-off edge at ~400nm. The non-linear optical response consisted of an instantaneous component followed by a long-lived, slowly decaying component. The former is associated with the third-order susceptibility of the material whereas the later originated from the contribution of surface states. The response from surface states was significant and with potential in practical applications.

Silicon Based UV detector prototypes using luminescent PSi were prepared by growing PSi overlayers on top of a n-p junction. The UV photoresponse at 366nm was enhanced as compared with control prototypes.

Photoluminescent nanocrystalline silicon particles embedded in SiO2 were synthesized by RF co-sputtering of Si and SiO2 targets. Stable photoluminescence ranging from green to deep red was obtained from samples exposed to air.

Optical absorption and Raman analysis of Si/SiO2 composites revealed nanoparticles size distributions peaking in the range between 1.1nm to 3.0nm. The measured photoluminescence related with each size distribution was in agreement with the corrected local density approximation calculation.

Si/SiO2 nanocomposites were doped with Erbium and Europium and their photoluminescence properties were analyzed in relation with the nanostructure.

The intensity of the characteristic 1.54μm emission from Er+3 was found to be dependent on the nanoparticles size and density. In particular, we observed that, in the range of the Si-particles sizes we studied, larger particles produced larger IR emission. It was also observed that the use of Er2O3 for the synthesis of the doped composite could introduce large amounts of oxygen and prevent the formation of the silicon nanocrystals.

We were able to incorporate Eu+3 into the composite. We also found that we obtained Eu+2 in the process. The Eu+3 related photoluminescence peaks were only observed where the size distribution maxima of the nanoparticles were lower than 1.3nm.
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Abstract

Measurements of photoluminescence, electronic surface states and effective surface area, at various stages of the anodization process, are presented. The results show a behavior different from that observed on n-type porous Si.

Keywords: Porous silicon; Luminescence; Surface states

1. Introduction

Porous silicon [1] (PS) exhibits high luminescence efficiencies in the visible range. The reasons for the high-efficiency luminescence are still under debate [1,2]. It was suggested that the phenomenon is due to the amorphous or microcrystalline nature of the PS or that the formation of silicon compounds are involved in the luminescence. To gain some insight into this process we employed combined studies of the luminescence spectrum, and the electronic surface-state density and effective surface area of the porous surface.

2. Experimental

The starting material was high-grade p-type silicon wafers of resistivity in the range 30–50 $\Omega$ cm.

A $p^+$ layer was formed by diffusing Al into one of the faces to attain an ohmic contact. The sample was etched in 20% HF and then anodized in a solution of HF, ethanol and water (1:1:2) with a current density of 100 mA/cm$^2$. The PS was studied at different stages of the anodization process. The luminescence was excited by a 10 mW He–Cd laser, $\lambda = 442$ nm. The anodizing solution was replaced after each anodization stage by an indifferent electrolyte, an aqueous solution of KCl. The electronic measurements were based on the 'pulsed capacitance' method at the semiconductor-electrolyte interface and have been described previously [2].

3. Results and discussion

In Fig. 1 we present typical luminescence spectra measured after different anodization times, as marked on the spectra. We notice that both the amplitude and the wavelength of the maxima change as a function of anodizing time. This is
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illustrated in Fig. 2 where we plotted the amplitude and the wavelength of the maxima as a function of anodizing time. As can be seen, the luminescence spectrum attains a maximum after \( \sim 4 \) min anodization, after which it decreases. This is similar to the results found [3] on n-type PS. We measured also the effective surface area and the density of surface states. We found that the effective surface area increases upon anodization fairly monotonously by a factor of 15-40, while the surface-state density increases from \( \sim 2 \times 10^{12} \text{ cm}^{-2} \) for the ‘virgin’ surface to \( \sim 10^{13} \text{ cm}^{-2} \) for the anodized surface. This increase occurs already after 2 min anodization and the density stays fairly constant upon further anodization. This is quite contrary to n-type PS, where we have found [3] that the surface-state density attains a minimum when the luminescence reaches its maximum. The discrepancy between the two results can be easily reconciled once we realize that in both cases the surface states are measured under accumulation condition. The surface states involved are then those near the majority carrier band edge; namely, near the conduction band for n-type and valence band for p-type. Thus our present results suggest that the surface states near the valence-band edge are not involved in the luminescence process.
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Abstract

We present a summary of a comprehensive study of transport, phototransport, surface photovoltage spectroscopy and luminescence of self-standing films of mesoporous and nanoporous silicon. We conclude that the visible luminescence arises from optical bandtail transitions in the silicon crystallites, while the transport is via a disordered silicon shell that wraps the crystallites.
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It has been recently shown that visible photoluminescence (PL) in silicon can result from a quantum confinement (QC) effect. This and the findings in porous silicon (PSi) provide convincing evidence that the strong red PL in PSi is due to QC effects. The next issue that needs to be resolved is the electroluminescence, i.e. the understanding of the transport and the phototransport (PT) in PSi and their relation to the luminescence. Relatively, this issue has not been intensively studied thus far.

Accordingly, we have carried out a comprehensive study of the transport, PT [1, 2], surface photovoltage [3], and PL [4] in 'free-standing' PSi films. In particular, we have studied mesoporous films, where QC effects are negligible, and nanoporous films, where QC effects are dominant. In this paper we summarize our results [1–4] and derive a self-consistent picture that accounts for them.

- All the samples were fabricated from boron-doped c-Si (100) wafers. In order to eliminate the contribution of the c-Si substrate to the surface photovoltage and the electrical conductivity, 'free-standing' films were required. Mesoporous films were prepared from wafers of 0.005 Ω·cm [1]. Using the Raman spectra, the average crystallite size $d$ was established to be 10 nm. This and the weak PL that is peaked at 1.05 eV, as in c-Si, determine the 'mesoporous nature' of these samples.

Three sets of nanoporous samples were prepared from c-Si wafers of higher resistivity by using higher current densities [2–4]. The Raman spectra revealed that $d \approx 3–4$ nm [1], i.e. the 'nanostructure
nature' of the films. The Raman spectra also contain features which indicate the presence of disorder, as in hydrogenated amorphous silicon (a-Si:H). In the surface photovoltage spectroscopy (SPS) measurements, it was found that the films of one set (set A) were of p-type, the second set (set B) of n-type, and the third set (set C) of 'weak' p-type [3].

Our main experimental results were:

1. Efficient (η ~ 1%) PL in films of set A [4]. This PL peaks at a photon energy hν of 1.7 eV. The peak of the emission of sets B and C was at the same hν, but η was ten times smaller for set C, and was hardly detectable in set B. On the other hand, the photocurrent in set B was ten times larger than that of set C and it was undetectable in set A.

2. The dark conductivity in all samples was orders of magnitude smaller than that of the wafer substrates. The dark conductivity activation energy is larger than twice the optical bandgap or half the energy of the PL photons. If we use the 'microscopic prefactor' of a-Si:H, i.e. 150 Ω\(^{-1}\) cm\(^{-1}\), the energy separation between the conduction band edge and the Fermi level is found to be 0.5 eV, in both mesoporous and nanoporous materials. The current–voltage (I–V) characteristics were all linear. It was found that the presence of adsorbed oxygen and/or water vapour reduces the luminescence, enhances the conductivity and the photoconductivity and renders the films n-type.

3. The diffusion length of the electrons in the nanoporous n-type flakes is of the order of 1 μm, while that of the holes is about 0.2 μm. (4)

4. The temperature dependences of the dark and photoconductivities roughly resemble those found in a-Si:H. (5) The width of the photovoltage band-to-band absorption edge is 0.3 eV for both n-type and p-type samples.

In view of the limited scope of this paper we only highlight the conclusions drawn from the above new experimental findings. Based on these results we derive the following self-consistent picture. From the findings (1) and (2) it appears that the conduction is due to transport in a disordered Si network, and is not due to tunneling between crystallites. From finding (3) it appears that the concepts that apply to bulk semiconductors also apply to PSi, in spite of its coral structure. From findings (3) and (4), it appears that the current flows through the a-Si:H-like shell that wraps the crystallites. From findings (1) and (5) it appears that the dominant optical absorption takes place in the crystallites. Hence, there are both conduction and valence bandtails in the crystallites, which are about 0.3 eV wide. The origin of these tails and of the luminescence is mainly due to the relaxation of the lattice momentum selection rules. The PL is due to radiative transitions between the crystallites' bandtails. The high efficiency of the PL is due to the combination of this relaxation and the geometrical-potential confinement of the carriers in the crystallites.
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ABSTRACT

Pulse measurements on the porous-Si/electrolyte system are employed to determine the surface effective area and the surface-state density at various stages of the anodization process used to produce the porous material. Such measurements were combined with studies of the photoluminescence spectra. These spectra were found to shift progressively to the blue as a function of anodization time. The luminescence intensity increases initially with anodization time, reaches a maximum and then decreases with further anodization. The surface state density, on the other hand, increases with anodization time from an initial value of ~2x10^{12} cm^{-2} for the virgin surface to ~10^{13} cm^{-2} for the anodized surface. This value is attained already after ~2 min anodization and upon further anodization remains fairly constant. In parallel, the effective surface area increases by a factor of 10 - 30. This behavior is markedly different from the one observed previously for n-type porous Si.

INTRODUCTION

Porous silicon,1-4 (PS) obtained by electrochemical etching procedures applied to crystalline Si surfaces, exhibits high luminescence efficiencies in the visible range. It is quite clear now that the visible luminescence originates from the band-gap enlargement due to quantum confinement.4 At the same time, the reasons for the high-efficiency luminescence are still somewhat under debate.4,5 It was suggested that it is the amorphous6 or microcrystalline7 nature of the porous Si that is responsible for the phenomenon, or that the formation of silicon compounds such as siloxene (SiO_{2-1/2}H_{2}) or species of Si-H, Si-O and Si-F bonds are involved in the luminescence.8 One way of gaining further insight into the luminescence process is to carry out a variety of measurements on samples of different porosity. To that end we have employed combined studies of the luminescence spectrum, the surface-state density and the effective surface area of the porous surface. Such studies were carried out at different stages of the anodization process and thus for different morphologies of the porous surface. The luminescence spectra were measured by conventional methods. The surface state characteristics and the effective surface area were determined by pulse measurements9 on the PS/electrolyte system. This system is particularly suitable since a capacitative contact to the terrain of the porous surface is best achieved by an electrolyte, and it was successfully used10 to investigate n-type PS. There we found10 a strong correlation between the surface-state density near the conduction band edge and the luminescence intensity. In this paper we present similar measurements on p-type porous Si and we compare the results with those obtained on n-type material.

EXPERIMENTAL

The starting material was high-grade p-type silicon wafers of resistivity in the range 20 - 50 £cm. A p⁺ layer was formed by diffusing metallic Al into one of the faces to obtain an ohmic
$P_{ss}$ of "occupied" surface states. $V_{ss}$ and $P_{ss}$ can be determined quite accurately from measurements in the depletion range. The entire plots of $P_{ss}$ and $P_{ss}$ vs. $V_{ss}$ can then be constructed by using the relations $V_{ss} = V_{ss} + \delta V_{ss}$, $P_{ss} = P_{ss} + \delta P_{ss}$, and $P_{ss} = P_{ss} + \delta P_{ss}$. So much so in the absence of an insulating buffer layer (such as an oxide) at the semiconductor surface. If such a layer is present, the as-measured barrier height, i.e., the measured voltage drop between the Pt electrode and the p$^+$ contact just after the pulse termination, yields $V_{ss} + V_{g}$, where $V_{g}$ is the voltage drop across the insulating layer.

RESULTS AND DISCUSSION

In Fig. 1 we present typical photoluminescence spectra of p-type PS surfaces prepared by anodization. The different anodization times are marked on the spectra. We notice that the luminescence intensity at the beginning increases with anodization time, attains a maximum and then decreases. This behavior is illustrated by the higher curve in Fig. 2 and is quite similar to that observed previously for n-type PS. The lower curve in Fig. 2 shows the appreciable blue shift of the spectra, suggesting that, on the average, the porous structure gets finer with anodization time.

Typical results of the free surface-hole density $P_{ss}$ (diamonds) and the density of occupied surface states $P_{ss}$ (stars) against the as-measured barrier height $V_{ss} + V_{g}$ as obtained for an etched virgin silicon surface, are displayed in the semilog plot of Fig. 3. In the depletion range, $P_{ss}$ is negative but, because of the logarithmic scale used, the plot is that of $P_{ss}$. The light curve, in the accumulation range, labeled $C_g = \infty$, represents the theoretical dependence of $P_{ss}$ on $V_{ss}$ for a buffer-free surface ($C_g = \infty$, $V_{ss} = 0$), as derived from a solution of Poisson's equation for the value of the hole bulk concentration $P_{ss}$ marked in the figure. It is seen that this curve does not account well for the data in the accumulation range. The best fit, represented by the bold curve, labeled $C_g = 4.5 \mu F/cm^2$, was obtained by assuming the presence of an insulating buffer layer of $C_g = 4.5 \mu F/cm^2$, corresponding to a thickness of $\sim 4 A$. Most probably this layer consists of an oxide, but a small contribution of the series Helmholtz layer cannot be ruled out. Again, this behavior is similar to that found on n-type PS. Turning now to the surface-state hole occupancy $P_{ss}$, it is seen to rise slowly from a low value of $\sim 10^{11}$ cm$^{-2}$ at $V_{ss} + V_{g} = -0.5$ V up to $10^{14}$ cm$^{-2}$.
Fig. 3. Free surface hole density $P_s$ (diamonds) and density of occupied surface states $P_{ss}$ (stars) vs. the as-measured barrier height $V_s^+V_g$ for a virgin Si surface. The light and bold curves are theoretical plots of $P_s$ as explained in the text.

Fig. 4. $P_s$ (diamonds) and $P_{ss}$ (stars) vs. $V_s^+V_g$ for four anodized, porous Si surfaces. The light and bold curves are theoretical plots of $P_s$.

at $V_s^+V_g \approx -2$ V. No saturation value for the surface-state density could be reached. This is quite different than the behavior we found$^{10}$ on n-type PS, where the surface-state density saturated at $10^{12}$ cm$^{-2}$. Because of this lack of saturation, we shall use the values of $P_{ss}$ at $V_s^+V_g \approx -1$ V to compare surface state occupancies for different anodization times. For the case of the virgin surface, this value is $\sim 2 \times 10^{12}$ cm$^{-2}$.

Results of $P_s$ and $P_{ss}$ similar to those in Fig. 3, for four porous surfaces are presented in Fig. 4. These results were obtained after the sample of Fig. 3 has been anodized for different times, as marked in the figure. Since our aim is to compare the surface-state densities, we show only the accumulation range here. Because of the increase of the effective surface area, the highest surface potential barriers (for holes) attained were around -1 volt. The curves in the figure are theoretical, calculated for the same $C_g$ values as in Fig. 3. We notice again that for all four porous surfaces, the surface-state density (stars) increases monotonously with the potential barrier through the whole region shown and does not exhibit signs of saturation. As mentioned above, we choose for comparison the values of $P_{ss}$ at $\sim 1$ volt. These values in the figure are scattered around $2 \times 10^{13}$ cm$^{-2}$, about an order of magnitude higher than on the virgin surface. However, the interesting thing is that this surface-state density remains fairly constant with anodization time, very much different from the results found$^{10}$ for n-type PS. A behavior similar to that of the surface states was observed also for the effective surface area. In Fig. 5 the surface area factor, i.e. the ratio of the effective area to the area of the virgin sample, for two typical samples is plotted against the anodization time. The area factors were derived from measurements of the type shown in Figs. 3 and 4 in the strong accumulation range. The results for the two samples are qualitatively the same; the area factor increases with anodization time till it reaches a saturation. The saturation values observed varied from sample to
sample between 10 and 30.

In parallel with the surface-state density, we measured the photoluminescence spectrum for each anodization time. These measurements were performed after the measurements on the PS/electrolyte system. In Fig. 6 the luminescence peak intensity is plotted against the anodization time for the same two samples as in Fig. 5. We notice that the maximum luminescence peak obtains already after 2 min anodization and then the luminescence decreases upon further anodization. In Fig. 7 we plot the value of the luminescence-peak wavelength as a function of anodization time. The peak shifts to the blue upon anodization close to 200 nm from its value at 2 min anodization.

Comparing the results of Figs. 6 and 7 to those in Fig. 2 we notice that they both show comparable blue shifts, but there is a discrepancy in the anodization time needed to attain maximum luminescence. To check the influence of the KCl electrolyte used in the electronic measurements, we measured the spectra on PS samples that after anodization were immersed for 10 min into a KCl electrolyte. The results are shown in Fig. 8 and, for comparison, we also re-plotted the corresponding curve from Fig. 1. We notice that the KCl treatment does not shift the maximum to a different anodization time, however, it does lower the luminescence intensity. This latter is probably due to adsorption of some species from the electrolyte. Thus we ascribe the
shift of the anodization time for maximum luminescence, to possible surface damage due to the application of the voltage pulses.

CONCLUSION

P-type PS behaves quite differently from that of n-type PS. While the photoluminescence intensity exhibits a pronounced maximum with anodization time, the effective surface area and the surface-state density appear to reach a more or less constant value as a function of anodization time. This is in contrast to n-type PS, where a close correlation between the effective surface area, the luminescence intensity and the surface-state density was found. The discrepancy between the two results can be reconciled once we realize that in both cases the surface states are measured under accumulation conditions. The surface states involved are then those near the majority carrier band edge; namely, near the conduction band for the n-type material and near the valence band for the p-type material. Thus our present results suggest that the surface states near the valence-band edge are not involved in the luminescence process.
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ABSTRACT

We have studied the four phototransport properties as a function of temperature in undoped a-Si:H films deposited with different substrate temperatures in the range 150 - 225°C. The analysis of the results indicates how $T_s$ determines the densities of the various defects. The general trend of decrease of both the density of dangling bonds and the Urbach energy is in agreement with the weak bond breaking model. However, we conclude that a slight modification of this model is required.

INTRODUCTION

One of the most important parameters in the deposition of a-Si:H films and devices is the substrate temperature, $T_s$. Previous works have shown that the variation of $T_s$ affects the Urbach energy ($E_u$) and the density of dangling bonds [1], degree of disorder [2], concentration of Hydrogen in the film [3] and the phototransport properties [4]. The latter, and in particular the mobility-lifetime, $\mu t$, product of the minority carriers, are of particular importance for the production of high quality bipolar devices, such as solar cells [5]. Despite that importance and the basic interest in the properties of the material, the understanding of the exact relation between the phototransport properties and the nature and concentration of the various defects is still at a rudimentary stage. It is thus still unclear to which extent the minimization of material properties such as $E_u$ and the density of the dangling bonds really leads to the optimization of the phototransport properties.

Recent works [6-8] have proposed that the recombination processes in a-Si:H are determined by an interplay between the valence band tail states and the dangling bonds. Specifically, it was suggested that at room temperature the phototransport of the majority carriers (i.e. the electrons) is determined by the dangling bonds, while the phototransport of the minority carriers (the holes) is determined by the valence band tail states [7]. In this paper we examine the validity of this suggestion by directly measuring the phototransport properties as a function of the temperature in a series of a-Si:H films. The only difference in the way these films were prepared was the $T_s$, under which the deposition took place. The properties which were measured include the $\mu t$ products of the two carriers and the exponents that characterize their light intensity dependence ($\gamma$ and $S$ for the electrons and the holes, respectively). As we have previously shown, this procedure provides quite a complete characterization of the recombination kinetics [9]. The determination of these four phototransport properties is done through the measurement of the photoconductivity, $\sigma_{ph}$, and ambipolar diffusion length, $L$, and the application of the relations [5]:

$$(\mu t)_e = \sigma_{ph} / qG$$

(1)
\begin{align*}
\langle \mu t \rangle &= qL^2 / 2kT \quad (2) \\
\sigma_m &\propto G^1 \quad (3) \\
L &\propto G^{\alpha} \quad (4)
\end{align*}

Here \( q \) is the electronic charge, \( G \) is the photogeneration rate and \( kT \) is the thermal energy.

As we show below, the results we obtained from the temperature dependence of these quantities confirm the current understanding of the recombination kinetics, yielding an excellent agreement with the conclusions of our recent Raman scattering study [2] of these films. We further show that the results are consistent in their gross features with the weak bonds breaking model [1], although further considerations should be made in order to account for the slight deviations of the experimental results from this theory.

EXPERIMENTAL

The a-Si:H films used in this study were prepared using the rf glow discharge decomposition of silane technique. The substrates were made of Corning 7059 glass. The substrate temperatures during deposition were 150, 175, 200 and 225°C (samples 1 - 4, respectively), and the deposition rate was about 4 A/sec. The thickness of all the films was about 0.8 \( \mu \)m. The a-Si:H films were deposited on top of predeposited NiCr layers, which provided coplanar ohmic contacts, with a 0.4 mm separation.

The phototransport properties were determined using the photocarrier grating (PCG) technique [5,10]. This technique yields the phototransport properties of the two charge carriers by the simultaneous measurement of \( \sigma_m \) and \( L \), followed by the application of equations (1) - (4). The light source in our measurements was a He-Ne laser with a wavelength of 633 nm. The maximum illumination flux used was 10 mW/cm\(^2\), corresponding to a photogeneration rate of \( G = 2 \times 10^{20} \text{ cm}^{-2}\text{sec}^{-1} \). For the determination of the light intensity exponents we have reduced the above photogeneration rate in steps, down to $10^{19}$ \text{cm}^{-2}\text{sec}^{-1}. The samples were placed in a cryostat, which enabled us to carry out the measurements in the temperature range of 180 - 350°K.

EXPERIMENTAL RESULTS

Following the above outlined procedure we have measured the four phototransport properties, for all four samples, as a function of the temperature. All the results are presented in Fig. 1. Starting with the majority carriers we present in Fig. 1(a) the temperature dependence of \( \langle \mu t \rangle \). It can be seen that for sample 1 \( (T_1 = 150°C) \) \( \langle \mu t \rangle \), increases monotonically with temperature, and its values are considerably lower (by more than an order of magnitude) than those obtained for all other samples. The temperature dependence of \( \langle \mu t \rangle \), in the other films is more complicated: At first \( \langle \mu t \rangle \), increases sharply with temperature, and then at a much slower pace. This is a manifestation of the well known thermal quenching (TQ) of \( \sigma_m \) [6,11]. The temperatures at which the TQ occurs \( (T_{\text{TQ}}) \) are about 200, 220 and 250°K for samples 2 - 4, respectively.

It is well known that the TQ is accompanied by a cusp in the temperature dependence of the corresponding exponent, \( \gamma \) [6,8,11]. In Fig. 1(b) it can be seen that indeed such peaks are observed for samples 2 - 4, thus confirming the above explanation of the results of Fig. 1(a). We can also see in Fig. 1(b) that for sample 1 \( \gamma \) is monotonically decreasing. This, and the
Turning to the minority carriers, we present in Fig. 1(c) the temperature dependence of $(\mu T)_h$ for our four samples. We can see that for all the samples $(\mu T)_h$ increases monotonically with $T$. However, the $T$ dependence of $(\mu T)_h$ is not monotonic as that of $(\mu T)_e$. For samples 1 - 3 we observe an increase of $(\mu T)_h$ with $T$, while for sample 4 the $(\mu T)_h$ values are lower than those of sample 3, indicating that $T_1 = 200^\circ C$ is an optimal value for obtaining a high value of $(\mu T)_h$. Finally, we present in Fig. 1(d) the temperature dependence of the light intensity exponent of the minority carriers, $S$. There are two characteristics to be noted in the behavior of $S$: First, $S$ has a non-zero value throughout the temperature range of this study, indicating that at least two different types of defects are involved in the recombination process [9]. Second, for all samples $S$ is monotonically decreasing with temperature.

In order to summarize the influence of $T_e$ on the phototransport properties as described above, we plot the $T_e$ dependence of the two $\mu T$ products (as measured at $250^\circ K$) in Fig. 2(a), and of the $T_{T_0}$ in Fig. 2(b). Since we did not find experimentally the value of $T_{T_0}$ for sample 1 we have plotted an extrapolated dotted line for $T_e$ values below $175^\circ C$.

**DISCUSSION**

For the interpretation of the experimental results, let us first review the recombination model which is commonly used for the analysis of phototransport properties. We consider a recent version of this model which was analyzed in detail by Tran [6]. The model consists of a valence band tail which is roughly twice wider than the conduction band tail, and a single type of dangling bond centers, which are assumed to be neutral in equilibrium. Accordingly, there are a-priori three possible recombination channels. However, since the capture cross sections of the states in the two band tails are assumed to be symmetric, the higher total density of valence band tail states causes the
recombination rate via this tail to dominate the recombination rate via the conduction band tail at all temperatures. The temperature dependence of the phototransport properties is determined then by the recombination interplay between the valence band tail states and the dangling bonds.

Recent publications have shown quite convincingly that at low temperatures the majority carriers lifetime is determined by the valance band tail [6,8]. As the temperature increases, the thermal release of trapped holes causes a decrease of the recombination rate through this channel, and an increase in the recombination rate through the dangling bonds. This process continues until at high enough temperatures the electrons lifetime is determined solely by the dangling bonds. Naturally, there is a temperature at which the recombination rate through the two channels is about equal, and Tran has shown [6] that this is the temperature at which the thermal quenching takes place (i.e. $T_{Q0}$). The TQ is caused then by a transition between temperature regions where different channels dominate the recombination process. For lower light intensity a higher temperature is required for such a transition, leading to the high sensitivity of $\mu t \gamma$ to the light intensity at temperatures around $T_{Q0}$. This is manifested by the cusp in $\gamma(T)$. Furthermore, the existence of two compatible recombination channels enables that cusp to exceed unity, contrary to a situation where only one recombination channel is operative (a situation which leads to $\gamma \leq 1$ [9]).

![Graph](image)

**Fig. 2:** The effect of $T_i$ on (a) the values of the two $\mu t \gamma$ products (taken at 250K) and on (b) the thermal quenching temperature.

Turning to the minority carriers, it is expected that their lifetime will increase monotonically with temperature [6]. Based on the measurement of $\mu t \gamma$ as a function of light soaking time Wang and Schwarz [7] concluded that at room temperature the holes lifetime is determined by the valance band tail states, while the electrons lifetime is determined by the dangling bonds (i.e. that $T_{Q0}$ is lower than room temperature). According to their analysis the dominance of the holes lifetime by the dangling bonds will be achieved only above 350K. Recently we have shown [8] that correspondingly the exponent $S$ should decrease with increasing $T$ from a non-zero value, which is related to the recombination process in the valance band tail, to a value of zero, which is related to the recombination process in the dangling bonds.

With all this in mind, we can now see that all the experimental results in Fig. 1 are in agreement with this model. The TQ of $\sigma_{ph}$ is indeed accompanied by a peak in $\gamma$ with
values higher than unity. The minority carrier μτ product increases and the exponent S decreases with increasing temperature. It should be emphasized, however, that since S does not reach a zero value for any of the samples, we must conclude that there is no range of the temperature interval under study in which the dangling bonds control solely the holes recombination process. Hence, the current results provide further support to Tran's recombination model.

In view of that we can obtain spectroscopic information regarding the influence of T_s on the density of the various defects. We saw in both Fig. 1(a) and Fig. 2(a) that (μτ)_h increases with the increase of T_s. This means, in accordance with previous suggestions [1], that there is a reduction of the total defect density as T_s increases within the T_s interval under study. Furthermore, following the analysis of Tran [5], we conclude that the increase of the T_s with T_s (Fig. 2(b)) indicates that the ratio of the concentrations of dangling bonds to the valence band tail states also decreases with T_s. Hence, the new conclusion of this study is that the most important effect of the increase of T_s is a reduction in the concentration of the dangling bonds. While the electrons recombination is determined by both the dangling bonds and the tail states, the holes recombination, as discussed above, is dominated by the valence band tail in the temperature interval studied here. Hence, the conclusion from Figs. 1(c) and 2(a) is that as T_s increases from 150°C to 200°C the valence band tail becomes narrower, giving rise to the increase of (μτ)_h. However, a further increase of T_s causes a slight decrease in (μτ)_h, which must be attributed then to a widening of the valence band tail. It thus seems that while the reduction of the concentration of the dangling bonds is monotonic with T_s, this is not the case for the valence band tail width, for which a minimal value is obtained for an optimal substrate temperature. Indeed it is possible [1] that the minimum of the E_u found here for T_s = 200°C is only a local minimum, and that a further increase of T_s will result in a further reduction of E_u.

The current results show then that the relation between E_u and the concentration of the dangling bond density is not trivial (see below).

Since this discussion is based only on the analysis of the phototransport data, we now turn to examine previous works in which the effect of T_s was studied by other means. We have recently presented a study of these films by Raman scattering [2], and found that the degree of disorder in our a-Si:H films decreases from sample 1 to 3, and then increases slightly for sample 4. This is true both for the short range disorder (i.e., width of the bond angle distribution) which affects the location and width of the spectral band of the transverse optical (TO) mode, and for the intermediate range disorder (i.e., dihedral angle distribution) which determines the ratio of the intensities of the transverse acoustic, TA, spectral band to the TO spectral band. Since the disorder in the a-Si:H is related to E_u [12] the results of the Raman scattering are consistent with the interpretation given above for the phototransport data. Furthermore, this shows that the decrease of (μτ)_h with the increase of T_s from 200 to 225°C is not an experimental artifact but rather a true property of the material.

The dependencies of the defect density in the tails and in the dangling bonds on T_s have been analyzed in detail by Stutzmann [11]. Correspondingly, he suggested the weak bonds breaking (WBB) model, in which the dangling bonds originate from spontaneous break of weak silicon-silicon bonds whose energy exceeds a certain critical limit. Hence, a higher E_u means more states above this critical energy, and thus a higher density of dangling bonds. Stutzmann has further showed, by examining a collection of experimental results (obtained by different experimental methods), that minimal values for both the density of dangling bonds and the E_u are obtained for T_s of about 300°C. It is obvious then that our finding of decreasing density of dangling bonds is consistent with the collection of experimental data presented by Stutzmann.
We note, however, that the slight increase concluded here for the $E_D$ in sample 4 seems to be in disagreement with the WBB model. It seems then that our results, while generally in agreement with this model, suggest that more refined details which depend on $T_e$ may be important. Examples for such details are the density of states at the mobility edge, the concentration of hydrogen, or the energy of the gap. The effect of these parameters will be considered elsewhere.

In conclusion, we have studied the phototransport properties as a function of temperature for a-Si:H samples deposited under different substrate temperatures. We have shown that the results are consistent with Tran's recombination model, and that the changes with $T_e$ are generally in agreement with the weak bond breaking model. However, a refinement of this model should be considered.
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The effects of a controlled aquarea treatment of indium–tin–oxide (ITO) substrates on the behavior of highly efficient vacuum evaporated double layered 8-tris-hydroxyquinoline Al (Alq3)-based light-emitting diodes are described. It is found that in suitably treated devices, both current injection and the electroluminescence (EL) are significantly enhanced. The enhancement is believed to result from the greater ITO/Alq3 layer contact areas and the contact conditions. The observed dependence of \( I(V) \), the EL output, and the EL efficiency on the ITO surface morphology indicates that space-charge-limited currents dominate the behavior of the devices. © 1997 American Institute of Physics. [S0003-6951(97)04020-5]

Transparent conducting indium tin oxide (ITO) is used widely as the anode material in organic light-emitting diodes (OLEDs) due to its efficient hole injection properties.\(^1\)\(^-\)\(^5\) It is also generally recognized that the cleanliness of the ITO surface is an important factor governing the performance of the devices. Consequently, many cleaning methods such as scrubbing, ultrasonication, chemical washing, vapor degassing, irradiation in a UV-ozone chamber, etc., have been developed to treat its surface.\(^5\)\(^-\)\(^8\) Yet no studies of the effect of the ITO surface morphology on the electroluminescence (EL) of OLEDs have been reported. In order to study this effect, we developed a simple method to treat ITO by etching it with diluted aquarea. This letter describes its effects on double layered OLEDs with an 8-tris-hydroxyquinoline Al (Alq3). We show that their performance is strongly dependent on the ITO surface morphology and that optimized treatment yields highly efficient devices.

Figure 1 shows the structure of the OLEDs, which consist of the aquarea-treated Applied Films Corp. ITO substrate (untreated sheet resistance of \( \sim 20 \, \Omega/\text{sq} \)), a 500 \( \AA \) thick hole transporting layer (HTL), a 500 \( \AA \) thick Alq3 layer, and a 1800 \( \AA \) thick MgAg layer. The HTL was either a "three-armed star" (3-AS) \( 4,4',4''\)-tris[N-(3-methoxyphenyl)-N-phenylamine-triphenylamine] or triphenyl diamine (TPD). The molecular structures of Alq3, 3-AS, and TPD are shown in Fig. 2.

The aquarea was prepared by adding HNO\(_3\) to HCl very slowly, to a ratio of 1:3, and letting the mixture brew for 15 min. The aquarea was then diluted with distilled water to a 1:5 ratio. The extent of the aquarea etching of the ITO was monitored via its sheet resistance \( R \), which increased with etching. After thorough cleaning with an ultrasonic surfactant wash and rinsing with distilled water followed by acetone, the ITO substrate was immersed in the diluted aquarea in an ultrasonic washer. When the substrate's sheet resistance reached the desired value, it was rinsed in distilled water, followed by acetone, isopropanol, and blown dry with pure \( \text{N}_2\).

Both the HTL and Alq3 were deposited by thermal evaporation of the source materials in a vacuum chamber with a base pressure of \( 10^{-6} \) Torr located in a high-purity dry \( \text{N}_2\) glove box, in which water and oxygen levels were typically less than 1 ppm. The deposition rate of the organic layers was \( 3-5 \, \AA/s \). A 1500 \( \AA \) MgAg layer was deposited on the Alq3 from separate sources at a rate of 5 \( \AA/s \) Mg and 0.5 \( \AA/s \) Ag, in a separate vacuum chamber with a base pressure of \( 10^{-6} \) Torr. A 300 \( \AA \) thick Ag layer was deposited on the MgAg layer to inhibit oxidation. The broadband EL intensity \( I_{\text{EL}} \) was measured with a calibrated silicon photodiode. \( I(V) \) and \( I_{\text{EL}}(V) \) measurements were all performed in air.

Figures 3 and 4 display \( I(V) \) and \( I_{\text{EL}}(V) \), respectively, of LEDs with 3-AS and TPD deposited on treated ITO with varying \( R \). To minimize the effects due to variations in the fabrication procedure, the 3-AS and TPD devices were fabricated simultaneously. As clearly seen, at any given bias, all devices with treated ITO had moderately higher \( I \) and much higher \( I_{\text{EL}} \) than those with untreated ITO. Indeed, relative to devices with untreated ITO, optimal treatment enhanced \( I_{\text{EL}} \) more than 100-fold and \( I \) more than tenfold over a broad bias range, which translates into a considerably higher luminescence efficiency \( \eta \). The treated ITO devices also exhibited a lower EL threshold voltage \( V_{\text{th}} \).

We note that the optimal treatment depended on the HTL. For 3-AS, treated ITO with \( R \sim 30 \, \Omega/\text{sq} \) exhibited the lowest \( V_{\text{th}}(\sim 4.2 \, \text{V}) \) and highest \( I \) and \( I_{\text{EL}} \) at all bias. For TPD, however, the devices with \( R \sim 70 \, \Omega/\text{sq} \) exhibited the lowest \( V_{\text{th}}(\sim 5 \, \text{V}) \) and highest \( I \) and \( I_{\text{EL}} \) at all bias voltages.

![FIG. 1. The structure of a typical organic LED described in this work.](image-url)
Note that the ionization potentials of 3-AS and TPD are 4.9 and 5.2 eV, respectively. At high bias, the current injected into 3-AS was much higher than into TPD, but \( I_{EL} \) of the former saturated at lower \( V \) than that of the latter. In the high bias region, it was also observed that the decay rate of \( I_{EL} \) was proportional to the injection current density, consistent with other studies.\(^8\)

Figures 3 and 4 also suggest that in LEDs with treated ITO and two HTLs such as 3-AS/TPD, lower \( V_{th} \), higher \( I_{EL} \), and high \( \eta \) should be observed over a broad bias region, consistent with other observations.\(^9\) We note that in all devices, the \( I(V) \) curves followed a power-law behavior above \( V_{th} \), but below \( V_{th} \) they clearly deviated from such behavior.

In order to understand the behavior of these LEDs, we performed both x-ray photoelectron spectroscopy (XPS) and atomic force microscopy (AFM) measurements on the quatergria-treated ITO. XPS indicated no chemical difference between the treated and untreated ITO. However, the AFM images presented in Fig. 5 show that the surface morphology of the treated ITO is more porous than that of the untreated ITO. In OLEDs, both space-charge-limited (SCL) injection effects and tunneling processes have been used to explain some aspects of the \( I(V) \) and \( I_{EL}(V) \) behaviors.\(^10,11\) It is also generally accepted that tunneling dominates for large barriers while SCL current injection is dominant in smaller barriers. Based on the latter, Burrows and Forrest suggested that in ITO/TPD/Alq/MgAg devices the \( I(V) \) curve is controlled by trapped-charge-limited (TCL) electron transport through...
Yet, the porous surface morphology of aquaregia-treated ITO provides more contact area with the organic layer, which induces greater hole injection into the HTL. This can account for the lower $V_{th}$ in the LEDs with treated ITO: the power-law behavior of $I(V)$ above $V_{th}$ is consistent with the SCL current mechanism. However, the observed dependence of $I(V)$ and $\eta$ on surface morphology of the ITO is equivalent to their dependence on the ITO/HTL. This suggests that the SCL currents are not only controlled by TCL electron transport through Alq₃, but also by hole injection from the ITO to the HTL, as well as hole transport through the HTL and injection from the HTL into the Alq₃.

SCL effects alone, however, cannot completely account for the relative behavior of the LEDs. From Fig. 5, it is clear that the surface of the ~30 $\Omega$/sq treated ITO is not the most porous, yet the LEDs with 3-AS fabricated on such treated ITO exhibited the largest $I$ above $V_{th}$ among all devices with either 3-AS or TPD. These results, and the fact that the voltage drop across the ITO (typically ~1 mA×50 $\Omega$=50 mV) is negligible, indicate that effects other than the ITO/HTL contact area are significant. Although their nature is unclear, our results do show that with the optimized aquaregia treatment enhanced hole injection, EL output, and EL efficiency are achieved.

In summary, we have found that by using aquaregia-treated ITO substrates, both current injection and EL output of double-layered organic LEDs are significantly improved. The improvement is believed to be due to enhanced hole injection current density from the ITO into the hole transporting layer, resulting from the increased contact area as well as the contact conditions between them. The observed dependence of the $I(V)$ characteristics, EL output, and EL efficiency on the ITO surface morphology indicate that space-charge-limited currents, which are determined by the bulk properties of the organic materials, are dominant in double-layered Alq₃-based LEDs.
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FIG. 5. AFM images of (a) untreated ITO (surface sheet resistance ~20 $\Omega$/sq) and aquaregia-treated ITO with surface sheet resistances of (b) ~30 $\Omega$/sq, (c) ~70 $\Omega$/sq, and (d) ~90 $\Omega$/sq.
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Abstract

We recently gave physical arguments that the recombination in a single type of dangling bond centers will yield a zero value for the light intensity exponent of the minority carriers, \( \lambda \). We then concluded that the observed \( \lambda \neq 0 \) value in a-Si:H indicates the presence of other states in its mobility gap. In this paper, we substantiate those arguments by an analytic proof, by computer simulations and by considering our recent experimental findings on the temperature dependence of \( \lambda \). In particular, we show that in an n-type photoreactor the dangling bond acts as a single acceptor-like recombination center. © 1998 Elsevier Science B.V.
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1. Introduction

The ability to measure the ambipolar diffusion length in hydrogenated amorphous silicon, a-Si:H, has provided another source of information regarding the state distribution in this material [1–5]. However, one parameter which can be derived from the corresponding measurements has hardly been discussed [1,2,5]. This is the light intensity exponent, \( \lambda \), which is associated with the minority carrier recombination time, \( \tau_b \), by the definition, \( \tau_b \propto G^\lambda \), where \( G \) is the carrier generation rate. Recently, we have applied [1] a Rose-like [6] argument [7] to find the above-mentioned information from the dependence of \( \lambda \) on various controllable parameters. This application yielded the conclusion that \( \lambda \) is a unique parameter in the sense that it can provide a qualitative test for the presence of recombination centers other than a single type of dangling bonds. In particular, we concluded that \( \lambda \neq 0 \) is an indication that at least one other type of recombination center must be active. Following this conclusion we, suggested that in a-Si:H, one must assume the presence of other types of states. Such states are bandtails [8–10] and/or other types of dangling bonds [2,4]. A priori, the well-known [8–10] existence of bandtails would immediately suggest that we should have \( \lambda \neq 0 \) and thus this test is trivial. However, it is expected [9,10] that above room temperature, the recombination rate in the bandtails is diminished and thus the \( \lambda \neq 0 \) phenomenon is informative, indicating other active recombination processes. This makes the \( \lambda \neq 0 \) test a conclusive tool for state distribution spectroscopy for semiconductors in general and for amorphous semiconductors in particular.
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Following these considerations and since we gave [1] only qualitative arguments in support of this test, it appeared important to substantiate the above argument by an analytical proof and by model simulations. This need was further amplified when the relevance of the test to a-Si:H was questioned. The doubts came following an analytical argument [5] that there is a possible 'curious situation' for which a \( \lambda \neq 0 \) value can be found for a single type of dangling bonds in a-Si:H. In the present paper, we also disprove that claim by analytical, numerical and experimental results.

The structure of this paper is as follows. In Section 2, we derive analytically the expression for the lifetime of both charge carriers in the case of a single acceptor-like level showing that it is the same as the one obtained for the single type of dangling bonds. Then we determine the corresponding values of \( \lambda \). In Section 3, we apply the model to a-Si:H and show that it cannot produce the \( \lambda \neq 0 \) result claimed in Ref. [5]. Finally, in Section 4, we discuss experimental results and present our main conclusion.

2. Analytical derivation of the light intensity exponents

The four parameters which can be derived from phototransport measurements are the electron and hole mobility-lifetime products, \( \mu_e \tau_e, \mu_h \tau_h \), and their corresponding exponents, \( \gamma \) and \( \lambda \) [1–5]. The light intensity exponents, \( \gamma \) and \( \lambda \), are defined by \( \tau_e \propto G^{\gamma-1} \) and \( \tau_h \propto G^{\lambda} \). We note in passing that in other papers the parameter \( \lambda \) was defined as \( 2 \gamma \) [1,3] or \( \phi_h \) [2]. The dependence of these four parameters on \( E_c - E_F \) has been used [2,3,5] for deriving information on the state distribution in a-Si:H. Here, \( E_c \) is the conduction band edge, \( E_F \) is the dark (equilibrium) Fermi level.

We turn then to prove that in an n-type semiconductor, the single dangling bond acts as a single acceptor-like recombination center. For this, we assume that \( n_l/p_l > 1 \), where \( n_l \) and \( p_l \) are the steady state concentrations of free electrons and holes under light excitation. Since the p-type photoconductor yields a symmetric situation, we do not discuss it here.

Let us start our analytic derivation with the simplest version of the Shockley–Read analysis for a deeply lying acceptor-like state [6,7]. For the electrons in this system we assume a capture coefficient, \( \sigma_n^e \), and for the holes a capture coefficient, \( \sigma_h^e \). If the concentration of these states is \( N_a \), a fraction of them, \( f N_a \), is occupied by electrons and a fraction of them, \( 1 - f \) \( N_a \), is occupied by holes. Under steady state conditions the recombination rates for electrons and holes must be equal, so that:

\[
n_l (\sigma_n^e N_a (1-f)) = p_l (\sigma_h^e N_a f).
\]

Using the definition of the 'deep trapping times' [7] \( \tau_n^e = 1/(\sigma_n^e N_a) \) and \( \tau_h^e = 1/(\sigma_h^e N_a) \) we obtain then that the steady state kinetics is governed by the relation:

\[
n_l (1-f) / \tau_n^e = p_l f / \tau_h^e.
\]  (1)

Eq. (1) is exactly the expression obtained in Ref. [5] for the n-type photoconductor (\( n_l > p_l \)) in which the recombination center is the multilevel, occupation-correlated, dangling bond. In particular, it is important to note (see below) that this result is found in Ref. [5] for both the high and low \( n_l/p_l \) cases. This finding and the fact that Eq. (1) was derived here using the single level Shockley–Read model justifies, a posteriori, our argument [1] that the dangling bond acts as a single level-like recombination center. In turn it disproves the claim in Ref. [5] that the low \( n_l/p_l \) case (the 'curious situation') 'does not exist in the classical Shockley–Read recombination scheme'. Hence, to make Eq. (1) pertinent to the case of a single type of dangling bonds, all that has to be done is simply replace \( N_a \) by the concentration of dangling bonds, \( N_{dp} \).

Let us now discuss \( \gamma \) and \( \lambda \) which are relevant to the recombination via acceptor-like states. For this purpose, we repeat briefly the argument given by Rose [6] (for \( \gamma \)) and by Balberg [1] and Balberg and Lubianiker [3] (for \( \lambda \)), but, this time, in relation to Eq. (1).

Consider then two distinct situations under the condition (both assumed in Refs. [1,5]) that \( N_a \gg n_l, p_l \). The first case is when \( f = 1 - f = 0.5 \). In this case [1], the increase of \( G \) and thus the increase of \( n_l \) and \( p_l \) will hardly effect the electron occupation of the recombination centers, and their recombination times. \( \tau_n^e/(1-f) \) and \( \tau_h^e/f \), will be independent of \( G \). We will have then that \( \gamma = 1 \) and \( \lambda = 0 \).

The other extreme case is when \( f \geq 1 \) so that
(1 - f⁻) N₄ ≥ nᵣ. In this case, the charge neutrality restriction will not allow nᵣ to increase with G without a corresponding increase of (1 - f⁻), so that the condition nᵣ = (1 - f⁻) N₄ must be obeyed. If so, since the steady state recombination rate equals G, i.e., (see Eq. (1)) G ∝ nᵣ (1 - f⁻) N₄, we get that G ∝ nᵣ² and thus γ = 1/2. On the other hand, f⁻ N₄ is essentially a constant and since G ∝ pᵣ f⁻ N₄ we get that λ = 0. The transition from the first case to the other can be obtained [1] by moving Eᵢ towards Eₑ. Consequently, the value of γ shifts from 1 to 1/2 with increase of Eᵢ, while λ = 0 is maintained throughout the increase of Eᵢ.

In principle, it is possible (see Section 3) that, even if nᵣ > pᵣ, under an extreme ratio of the recombination capture coefficients, we will still have a situation where f⁻ ≪ 1 so that the charge neutrality condition is pᵣ = f⁻ N₄.

This 'curious situation' is noted in Ref. [5] in which (1 - f⁻) N₄ is practically a constant, and G ∝ pᵣ f⁻ N₄. Hence, under the requirements of charge neutrality we get that G ∝ pᵣ² and that G ∝ nᵣ, yielding λ = −1/2 and γ = 1. It is important to note then, that in general we will never have a situation where γ ≠ 1 and λ ≠ 0 simultaneously, since, mathematically, we cannot have that both f⁻ and (1 - f⁻) much smaller than unity, and, physically, since the charge neutrality condition can affect the concentration of only one of the charge carriers.

3. Application of the analytical derivation to a-Si:H

The central argument of Ref. [5] was that 'in reality' the 'curious situation' described above may account for the observation of a λ ≠ 0 in undoped a-Si:H. We will show now that this is very unlikely for a-Si:H, by using the very recombination parameters suggested in Ref. [5]. We note that these parameters are most favorable (within the range of known [8–10] a-Si:H parameters) for the 'curious situation' for a-Si:H.

In principle, the general 'curious situation' may occur under the special combination of the deep trapping times given by [5]:

\[ \tau_p^0 / \tau_p^0 \ll nᵣ / pᵣ \ll \tau_p^0 / \tau_p^\infty, \]

where \( \tau_p^0 \) is the deep trapping time of holes in the neutral dangling bonds. The right-hand inequality is already the case implied by Eq. (1) for the 'curious' case of f⁻ ≪ 1 - f⁻. As for the left-hand side inequality, it is commonly agreed that in a-Si:H, \( \tau_p^0 / \tau_p^\infty \approx 1 \). Hence, the particular way of writing [5] unity as \( \tau_p^0 / \tau_p^\infty \) does not reflect the multilevel nature of the dangling bond but rather the a priori assumption that we have an n-type photoconductor (nᵣ > pᵣ). Hence, the simple single acceptor level-like nature of the problem is maintained, in the 'curious situation'.

Turning to the numerical evaluation of the right hand side inequality we note that \( \tau_p^0 / \tau_p^\infty \) derived from the experimental data by Ref. [5] (and others [8–10]) is \( \tau_p^0 / \tau_p^\infty \approx 1 \). This means (Eq. (2)) that the 'curious situation' should correspond to \( nᵣ / pᵣ \approx 10 \). Now, for the common \( G = 10^{19} \) cm⁻³ s⁻¹ the authors of Ref. [5] find that the maximum value of \( pᵣ \) is smaller than \( 4 \times 10^{13} \) cm⁻³. Accordingly, \( nᵣ \) must be smaller than \( 10^{13} \) cm⁻³. Since \( N_{db} \) (as given in Refs. [5,8]) is larger than \( 10^{16} \) cm⁻³, we obtain that \( N_{db} / nᵣ, N_{db} / pᵣ > 10^3 \).

Returning to the above analysis of \( γ \) and \( λ \) as given in Section 2, we remember, that in order for the charge neutrality condition to affect the carrier concentration (yielding \( γ ≠ 1 \) or \( λ ≠ 0 \)) we must have that either \( nᵣ = (1 - f⁻) N_{db} \) or \( pᵣ = f⁻ N_{db} \) (the 'curious situation'). In view of those requirements, we conclude from the above discussion that for a-Si:H, \( f⁻/(1 - f⁻) \approx 10^{-3} \). Examining Eq. (1), we see that even if \( nᵣ = pᵣ \) (favorable conditions for the 'curious case') the \( \tau_p^0 / \tau_p^\infty = 100 \) will yield that \( f⁻/(1 - f⁻) \approx 10^{-2} \) rather than the above observed value of \( 10^{-3} \). We saw in Section 2 that as long as \( nᵣ < (1 - f⁻) N_{db} \) or \( pᵣ < f⁻ N_{db} \), the carrier concentrations do not affect the occupation of the recombination centers and the lifetime. Hence, even under the above very favorable parameters for the 'curious case', we get that \( γ = 1 \) and \( λ = 0 \) which in turn, explains why in the numerical simulations of the single type of dangling bonds model [2] one always finds the \( λ = 0 \) result for all reasonable parameters of a-Si:H. The interpretation [5] of the \( λ \) variation as a transition between the 'normal' case of \( λ = 0 \) to...
the 'curious situation' of $\lambda = 1/2$ is therefore unfounded in a-Si:H, and one must resort to a model that has at least one other type of recombination center in addition to the single level dangling bond centers.

To further illustrate the above point, we show in Fig. 1 the results of our own numerical computations of the $E_c - E_F$ dependence of $n_t$, $P_t$, $\gamma$ and $\lambda$, when the parameters mentioned above were utilized. The other parameters, less critical for the present work, were taken from Refs. [2,8] and the numerical calculations were done using the dangling bond statistics of Ref. [8]. We show these results in order to affirm the results of Morgado [2] as well as (unlike Morgado) to present them in terms of $n_t$ and $P_t$. The 'n-type' cases discussed above are given in Fig. 1 for the interval of $E_c - E_F \leq 0.8$ eV. For the larger $E_c - E_F$ values the material is 'p-type' and the behavior is analogous to that of the 'n-type' material. It is clearly seen that for the 'n-type' range the decreasing $n_t/P_t$ ratio does not yield the 'curious situation' ($\lambda \neq 0$) claimed in Ref. [5] and that a rather simple n-type to p-type transition [1] takes place. This $\lambda = 0$ finding proves then that the 'curious situation' is not 'relevant' to a-Si:H and that a single type of dangling bonds cannot account for the experimental $\lambda \neq 0$ observation in undoped a-Si:H.

4. Discussion and conclusions

Following the results of Section 3, it is obvious that our test [1] of $\lambda \neq 0$ is enough to establish the existence of states other than a single type of dangling bonds, but it is not enough for the determination of which of the more complex models is the correct one. On the other hand the dependence of $\lambda$ on 'external' parameters, such as $E_c - E_F$ or the temperature, can yield some new conclusions regarding the state distribution in a-Si:H. For example, we expect [9,10] that the role of the recombination in the bandtails diminishes with increasing temperature. According to our $\lambda \neq 0$ test, we expect then that in this material we will find a $\lambda \to 0$ behavior with increasing $T$. Indeed, we have experimentally found [11] this expected behavior. This finding yields then further support to the applicability of our test for a-Si:H. It also shows that this test can yield information that is otherwise obtained by comparison of the experimental results with detailed numerical computations [9,10].
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We measured the photoluminescence, optical transmission and Raman spectra of free standing, luminescent porous Si films of high optical quality. The optical transmission data were used to derive the size distribution of the nanoparticles in the porous Si films. The procedure is based on the assumption that interband transition is the principal mechanism for the absorption and that quantum confinement in the nanoparticles determines the optical gap. The distribution obtained is centered around 22 Angstroms and is not symmetric, exhibiting a tail towards larger sizes. On the basis of this distribution we predicted a shift of ~20 cm

−1

in the 521 cm

−1

silicon line in the Raman spectrum. This shift was indeed observed in our samples, thus confirming the size distribution obtained from the optical data.

1 Introduction

It is generally accepted that quantum confinement plays a crucial role in the photoluminescence properties of porous silicon (PSi). The structure of the porous system depends on the preparation method but, in general, nanoscale-sized silicon crystallites are required to get visible luminescence. Extensive work has been done during the last seven years to characterize the PSi nanostructure and to correlate it with its optical, photoluminescence and electroluminescence properties. Raman analysis is an important tool to characterize Si nanostructures giving information about size and shape [1]. Raman studies of electrochemically etched PSi report spherical nanostructures in most of the cases [2-4]. Many of the size analyses using the Raman technique yield only the average size of the particles. The particles’ size distribution, F(r), is addressed only in an indirect way through the Fourier coefficients of the confined phonon wavefunctions [5].

In order to study the nanostructure characteristics of high porosity PSi samples, we measured two independent quantities, the optical transmission and the Raman spectrum. High optical quality, free-standing luminescent porous silicon was used. We derived F(r) from the optical transmission data and calculated the Raman spectrum associated with this distribution of particles. The calculated spectrum was compared with the measured Raman data.
2 Experiments and Calculations

PSi samples were prepared by electrochemical anodization of a p-type, 0.5-1.5 Ωcm, (100) silicon wafer using a HF:ethanol:water (1:2:1) solution. The anodization current (200 mA/cm²) was applied in 280 steps of 0.8 sec each and with resting intervals of 1.4 sec between anodizations, in order to ensure a high-optical quality film.

The optical transmission spectrum was measured by a Perkin Elmer Lambda 6 spectrometer. The results are shown in Fig. 1. The Raman spectra of the crystalline silicon wafer and of the free standing sample were taken by a ISA T64000 spectrometer. The results are plotted in Fig. 2. The peak of the spectrum of the crystalline Si is obtained at 521 cm⁻¹ as expected. The peak for the PSi sample occurs at 501 cm⁻¹, a shift of 20 cm⁻¹. The optical transmission spectrum of the sample was used as the starting point to calculate the size distribution of the silicon particles in the PSi sample. This calculation was done by assuming that the porous silicon sample is a collection of spherical crystallites whose sizes are described by a distribution function, \( F(r) \), and also that the absorption is due to the interband transition of the electrons in the individual crystallites.

We assume that each particle is transparent for energies (\( E \)) lesser than its optical gap (\( E_g \)) and its absorbance increases abruptly for \( E > E_g \). The transmission coefficient of a film can be expressed as,

\[
T(\lambda) \approx 1 - C \int_0^\infty F(r) A(r, \lambda) dr
\]
where \( C \) is a constant and \( A(r, \lambda) \) is proportional to the energy absorbed by a particle of radius \( r \). \( A(r, \lambda) \) is approximated by the Heavyside step function,

\[ A(r, \lambda) \propto \Theta(\lambda_{g,r} - \lambda) \]

where \( \lambda_{g,r} = 2\pi hc/E_{g,r} \), and \( E_{g,r} \) is the energy gap for particles of size \( r \). From the above expression, we obtain that the first derivative of the transmission spectrum is proportional to the size distribution density,

\[
\frac{\partial T}{\partial \lambda}|_{\lambda=\lambda_0} \propto -\int F(r)\delta(r-r_0)dr \propto -F(r_0)
\]

where \( r_0 \) is the size which gives an energy gap corresponding to \( \lambda_0 \).

Figure 3 shows the size distribution (solid line) obtained from the transmission spectrum (Fig.1) under the above considerations giving a non-symmetric size distribution peaking at 2.2 nm. To obtain this size distribution, we assumed a spherical particle shape [2-4] and used the relation between the magnitude of the energy gap and the size of the (spherical) particle suggested in reference [6],

\[ E_{g,r} = 1.1 + 3.65r^{-1.3} \]

where \( E_{g,r} \) is in eV and \( r \) in nm.

Using the size distribution given in Fig.3, the Raman spectrum for the sample was calculated as

\[ I_{\text{predicted}}(\omega) = \int_0^\infty F(r)I_{\text{opt}}(r)dr \]

where \( I_{\text{opt}}(r) \) is obtained from the phonon-confinement model [1, 4].

Figure 4 shows a comparison between the calculated Raman intensity and the experimental data. We notice that the calculation reproduces accurately the peak position but is somewhat wider than the experimental curve.
3 Conclusions

Two independent measurements, optical transmission and Raman spectrum, were used to determine the size distribution, $F(r)$, in highly porous luminescent PSi films. $F(r)$ obtained from the transmission spectrum peaks at 2.2 nm and agrees with the Raman observation assuming that the PSi film is composed of spherical particles rather than wires. A wire-like nanostructures would yield a size distribution peaking at smaller sizes and thus would predict a Raman shift larger than the observed 20 cm$^{-1}$. This provides support to the assumption that PSi films of high porosity are composed of particles nearly spherical in shape. The width of the Raman peak, as predicted from $F(r)$, is larger than the observed one. Probably because the size distribution was obtained assuming an abrupt increase of the optical absorption at the gap energy of each nanoparticle. This simplification can be improved by the addition of a parabolic dependence on energy of the absorption coefficient of the nanoparticles. Such a dependence would reduce the width of $F(r)$.
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Abstract

Analysis of the non-exponential luminescence decay and extraction of additional physical information from it are important issues for the spectroscopic study of porous Si. In this work a new approach to extract the decay time distribution function is proposed, based on the fact that the non-exponential luminescence decay of porous Si is a multiple exponential. It was found that the integrated intensities of different exponential components could be fitted by a Gaussian distribution function, characterized by \( \tau_0 \), the decay time with maximum probability, and \( d \), the width of the Gaussian distribution function. The parameters \( \tau_0 \) and \( d \) were found to vary with emission wavelengths. \( \tau_0 \) decreases exponentially with an increase of the emission energy and \( d \) has a smaller value in the middle of the emission wavelengths. © 1999 Elsevier Science B.V. All rights reserved.

Keywords: Porous Si; S-band luminescence decay

1. Introduction

Porous Si has become increasingly attractive since its efficient visible luminescence at room temperature was reported in 1990 [1,22]. The S-band emission (400–800 nm, slow decay) has been studied extensively because of its great potential for applications [1,22]. Much attention has been paid to the study of the temporal behavior of the luminescence, since it is important for understanding the nature of the luminescence mechanism. The luminescence decay of porous Si was found to exhibit a complicated non-exponential behavior. The characterization of the luminescence decay and extraction of physical information from it have been discussed extensively in the literature. Xie has defined the decay time as the time when the luminescence intensity has fallen by a factor of e [2]. However, the fast components characterized by this decay time may not dominate the multi-exponential decay. Vial has defined an “average lifetime” as the integral of the intensity with respect to time, divided by the initial luminescence intensity [3]. But a single parameter cannot fully characterize a non-exponential decay behavior. A number of workers have analyzed the form of the luminescence decay by fitting a stretched exponential or by
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extracting lifetime distributions from the multi-exponential decays [4–10]. However, a deviation of the decay curves from the stretched exponential was observed in the longer time region at low temperature [9]. Some of the proposed lifetime distribution functions seem difficult to understand with clear physical pictures.

In this work, a new method to derive the decay time distribution function is introduced to analyze the luminescence data of our porous Si samples, assuming a decay time distribution originating from isolated (or confined) multiple optical centers in a random system. It is found that the integrated intensities of different exponential components can be fitted by a Gaussian distribution function, which was characterized by $\tau_0$, the decay time of the component with maximum probability, and $d$, the width of the Gaussian function. $\tau_0$ and $d$ for different emission wavelengths were obtained through the fitting procedure. $\tau_0$ was found to decrease exponentially with an increase of the emission energy and the smallest $d$ (the narrowest distribution) was found to be at the middle wavelength region of the emission.

2. Samples and experiments

The samples were prepared by the conventional electrochemical anodization method [11,12,23]. The electrolytic solution for the anodic etching was 1:2:1 (HF:ethanol:water). The cell included a standard Platinum electrode as the cathode and a Boron-doped crystalline silicon wafer with a resistivity in the range 0.5–1.5 $\Omega$ cm as the anode. The aluminum ohmic contact at the bottom of the wafer was made by sputtering deposition and annealing. Previous to the anodization, the silicon surface of the wafer was cleaned with 20% HF-aqueous solution for 5 min. Samples were anodized with a current density of 100 mA/cm² for 600 s and finally dried using the critical point method [13].

A Nd : YAG laser with a pulse width of 35 ps and an optical parametric generator were employed as a tunable pulse excitation source. A double Spex 1403 spectrometer was used to analyze luminescence signals. Time-resolved emission spectra were measured using a SR250 boxcar averager with time resolution of 0.05 $\mu$s. Luminescence decay was measured by a SR430 multi-channel transient scaler. The temperature of the samples was controlled by a helium-close-cycle refrigerator from 10 K to room temperature.

3. Experimental results and discussion

Luminescence decay curves of different wavelengths at 11 K and time-resolved emission spectra at room temperature were measured under excitation with 532 nm laser pulses. Typical results are shown in Figs. 1 and 2, respectively, and are similar to those reported in literature [2–10]. The decay curves are not exponential. In Table 1, the values of $\tau_0$ and $\tau_e$ are listed for different emission wavelengths. $\tau_e$ is the time when the fluorescence intensity falls to $1/e$ of the initial value. $\tau_0$ is the decay time of the component with maximum probability, derived using the new approach introduced.

![Fig. 1. Luminescence decay of different wavelengths under excitation with 532 nm at 11 K. (1) 700 nm; (2) 640 nm; (3) 600 nm; (4) 540 nm.](image-url)
in this work. The luminescence decay becomes slower at longer emission wavelengths. $\tau_0$ increases from 30.8 $\mu$s at 540 nm to 432.6 $\mu$s at 750 nm.

It is generally believed that the blue-shifted visible emission from porous Si samples is the result of quantum confinement [1–3, 14, 15]. Structure studies revealed that porous Si has a wire-like microstructure with wire-width randomly distributed [14, 15]. Electrons participating in the visible luminescence are those excited in those highly confined regions.

For the time-resolved emission spectra, the peak position shifts from 640 to 690 nm with an increase of the delay time. The bandwidth was found to have no significant broadening with increasing temperature from 10 to 300 K. All the results imply that the emission spectra are inhomogeneously broadened and are an overlap of the emission bands from different confined regions, each having an exponential decay with its own characteristic decay time.

The questions raised are how the exponential components distribute (intensity versus lifetime) and which component dominates.

It is assumed that, due to strong quantum confinement, the excited electron-hole pairs are localized and spatial energy transfer is negligible. The emission of each confined region has an exponential decay. The measured luminescence decay at certain wavelength can then be expressed as

$$I = \sum_i I_i \exp(-\frac{t}{\tau_i}) = \sum_j \frac{Q_j}{\tau_j} \exp(-\frac{t}{\tau_j}),$$  

(1)

where $Q_i = I_i \tau_i$, it is the integrated intensity of $i$th exponential component. After careful study of the decomposition of decay curves of different emission wavelengths, it was found that $Q_i = I_i \tau_i$ can be fitted by a Gaussian function of $\ln \tau_i$.

$$Q_i(\tau_i) = A \cdot \exp(-4 \ln 2((\ln \tau_i - \ln \tau_0)/d)^2),$$  

(2)

where $\tau_0$ and $d$ are the fitting parameters, $\tau_0$ is the decay time of the exponential component which has maximum distribution probability, $d$ is the full-width at the half-height and $A$ is a constant.

![Graph showing time-resolved emission spectra of a porous Si sample at room temperature, excited at 532 nm.](image)

Fig. 2. Time-resolved emission spectra of a porous Si sample at room temperature, excited at 532 nm. (1) 4 $\mu$s; (2) 14 $\mu$s; (3) 24 $\mu$s; (4) 44 $\mu$s; (5) 64 $\mu$s; (6) 84 $\mu$s.

<table>
<thead>
<tr>
<th>$\lambda$ (nm)</th>
<th>540</th>
<th>565</th>
<th>600</th>
<th>630</th>
<th>660</th>
<th>720</th>
<th>750</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\tau_0$ ($\mu$s)</td>
<td>30.8</td>
<td>48.4</td>
<td>80.0</td>
<td>117.7</td>
<td>162.7</td>
<td>278.0</td>
<td>432.6</td>
</tr>
<tr>
<td>$d$</td>
<td>2.78</td>
<td>2.61</td>
<td>2.41</td>
<td>2.15</td>
<td>2.09</td>
<td>2.60</td>
<td>2.96</td>
</tr>
<tr>
<td>$\tau_e$ ($\mu$s)</td>
<td>9.4</td>
<td>18.2</td>
<td>33.6</td>
<td>58.2</td>
<td>82.2</td>
<td>102.5</td>
<td>116.7</td>
</tr>
<tr>
<td>$\pm 0.1$</td>
<td>$\pm 0.2$</td>
<td>$\pm 0.3$</td>
<td>$\pm 0.6$</td>
<td>$\pm 0.8$</td>
<td>$\pm 1.0$</td>
<td>$\pm 1.2$</td>
<td></td>
</tr>
</tbody>
</table>
determined by the initial intensity of the fitted decay curve.

The Gaussian distribution function (2) was used to fit the decay curves of different emission wavelengths at different temperatures. All decay curves were fitted quite well.

The following equation was used for routine fitting procedure:

\[ I(t) = A \sum_{i=m}^{1} \exp \left( -4 \ln 2 \left( \frac{\ln \tau_i - \ln \tau_0}{d} \right)^2 \right) \times \exp \left( -\frac{t}{\tau_i} \right) \]

\[ = A \sum_{i=-m}^{m} \frac{1}{(\tau_0 n^i)} \exp \left( -4 \ln 2 \right) \times \left( \frac{\ln(n^i \tau_0) - \ln \tau_0}{d} \right)^2 \times \exp \left( -\frac{t}{\tau_0 n^i} \right), \] (3)

where \( \tau_i = n^i \tau_0 \). The parameter \( A \) can be determined by the initial intensity \( I(0) \)

\[ A = I(0) \tau_0 / \sum_{i=-m}^{m} n^{-i} \exp \left( -4 \ln 2 \left( \frac{\ln(n^i)}{d} \right)^2 \right). \] (4)

Therefore,

\[ I(t) = I(0) \left[ \sum_{i=-m}^{m} n^{-i} \ln \left( -4 \ln 2 \left( \frac{i \ln n}{d} \right)^2 \right) \right] \times \exp \left( -\frac{t}{\tau_0 n^i} \right) / \left[ \sum_{i=-m}^{m} n^{-i} \right] \times \exp \left( -4 \ln 2 \left( \frac{i \ln n}{d} \right)^2 \right). \] (5)

The number of terms in the sum is \( 2m + 1 \), as an appropriate integer number, is chosen to be 3 or larger. The ratio \( n \) will be automatically optimized during the fitting procedure. Two fitting parameters \( \tau_0 \) and \( d \) in Eq. (5) can be easily obtained by a simple fitting program. The fitting parameters are not sensitive to the initialization values. There are a unique set of fitting parameters for a given decay curve. User’s function in Microcal Origin was used in this work as a routine fitting procedure to analyze the decay curves of the porous Si samples. As an example, the fitting of the decay curve and the distribution \( Q_i \) versus \( \ln \tau_i \) with \( m = 3 \) for the 660 nm emission at 290 K are shown in Fig. 3a, b.

![Fig. 3. (a) A decay curve fitted by a multi-exponential function. (b) \( Q_i \) versus \( \ln \tau \) of the fitting function.](image-url)
respectively. Only a small number of the experimental points in Fig. 3a were used for clarity.

The suitability of the fitting function was checked using data published by other authors. For example, Ookubo found that decay curves of their samples fit a stretched exponential function at temperatures above 20 K, and deviated in the long time region at 20 K [9]. We reproduced some of their data from the parameters in the paper and fit decay curves for \( T \geq 20 \) K satisfactorily in whole time region with our fitting function.

The fitting parameters \( \tau_0 \) and \( d \) of a sample for different emission wavelengths at 11 K are listed in Table 1. Values of \( \tau_e \) were included in the table for comparison. The decay time \( \tau_0 \) increases with an increase of the emission wavelength and varies from 30.75 \( \mu s \) for 540 nm to 432.6 \( \mu s \) for 750 nm. The values of \( \tau_0 \) and \( \tau_e \) are quite different. The width \( d \) of the Gaussian distribution is smaller near the center of the emission band and larger at the extreme wavelengths. For 660 nm, \( d \) is 2.09, and the ratio of the decay time of the half height at the longer side to that of the shorter side was found to be about 8, while at 750 nm the width \( d \) is 2.96 and the ratio is about 19. The decay time distribution functions \( Q \) against \( \ln \tau \) for different emission wavelengths are shown in Fig. 4a. Redrawing the distribution functions \( Q \) in the abscissa of \( \tau \) as shown in Fig. 4b, it is clearly seen that \( Q \) has a long tail in the longer decay side. This is similar to what was expected for disordered systems as discussed by Scher and others [16].

It is interesting to note that \( \tau_0 \) and the emission photon energy \( w \) satisfy the following exponential relation:

\[
\tau_0 = \tau_e \exp(-w/w_e),
\]

where \( \tau_e \) and \( w_e \) are constants. A typical result for the emission of a sample excited at 532 nm and 11 K is shown in Fig. 5 with the fitting parameters \( \tau_e = 2.77 \times 10^4 \mu s \) and \( w_e = 0.25 \) eV. \( \tau_e \) is also plotted in the figure for comparison.

The decrease in the decay time with increasing emission energy has been ascribed to the increases of the oscillator strength of the radiative transition at the high-energy side resulting from stronger quantum confinement [17–19]. It was found that the Si conduction band edge shifted to higher energy and the oscillator strength of the radiative transitions increased with a decrease of particle sizes [20,21]. The variation of the decay time with temperature in the high-temperature region has been reported by Vial et al. [3]. They found that the decay rate increased exponentially with the luminescence energy up-shift. This observation is consistent with our result described by Eq. (6).
Fig. 5. $\ln \tau_0$ versus emission energy $W$, under excitation at 532 nm at 11 K.

4. Summary

A new method to analyze the multi-exponential decay of fluorescence of porous Si is proposed. It was found that the integrated intensities of different exponential components could be fit by Gaussian distribution functions which were characterized by $\tau_0$, the decay time with maximum probability, and $d$, the width of the Gaussian function. The decay time $\tau_0$ was found to decrease exponentially with an increase of the emission energy and the distribution width $d$ had a smaller value at the middle wavelength of the emission. The parameters $\tau_0$ and $d$ introduced in this work might be useful to characterize multiple exponential decay for system with random isolated optical centers, each of which have an exponential decay.
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ABSTRACT

In a recent letter we have reported the first observation of the phenomenon of minority carrier-lifetime sensitization in hydrogenated amorphous silicon (a-Si:H). We find now that combining the study of this phenomenon with the study of the well-known phenomenon of majority carrier lifetime sensitization, in this material, can provide direct information on its density of states (DOS) distribution. This finding is important in view of the limitations associated with other methods designed for the same purpose. We have carried out then an experimental study of the effect of light soaking on the phototransport in a-Si:H. We found that the increase of the dangling bond concentration with light soaking affects the sensitization and thermal quenching of the majority carriers lifetime. Using computer simulations, we further show that the details of the observations associated with the sensitization effect yield semiquantitative information on the concentration and character of the recombination centers in a-Si:H.

INTRODUCTION

The phenomenon of thermal quenching of the photoconductivity in intrinsic a-Si:H is known for many years [1]. The interpretation of this phenomenon is two-fold. First, it requires that the capture coefficients of the electrons is much smaller for the bandtail states (BTS) than for the dangling bonds (DB), and second, it requires that with increasing temperature (T) the number of BTS available for recombination, Pn, decreases until at some T it equals the concentration of the dangling bonds Np. While this basic picture is in accord with the results of numerical simulations [2,3], we do not know of a direct experimental proof that establishes this model and that ties this phenomenon with the phenomenon of sensitization. The latter phenomenon is that the addition of excess recombination centers can prolong the lifetime of the charge carriers in a given photoconductor [4]. In this paper we study this effect by applying the tool of light soaking (LS) in order to change the concentration of desensitizing recombination centers in a-Si:H. We do that here in the "reverse mode" to the one used classically [4], i.e. by keeping the total concentration of the sensitizing centers nearly constant and changing the concentration of the desensitizing recombination centers.

After establishing experimentally the above basic picture of the sensitization, we have turned to numerical simulations that enabled us to evaluate the relation between the manifestations of the phenomenon of the sensitization and various parameters of the concentration and capture coefficients of the recombination centers in the mobility gap of a-Si:H. As we show below, these features give further semiquantitative spectroscopic information on the concentration and character of the recombination centers in the material.
EXPERIMENTAL STUDIES

The samples used in the present experimental study were device quality a-Si:H films which were deposited [5] on a Corning 7059 glass and had a thickness of 1.35μm. The temperature of the substrate at deposition was 250°C. Two planar contacts of NiCr were predeposited on the substrate in a configuration that we have described previously [6]. The photoconductivity $\sigma_{ph}$ was measured as a function of the (HeNe laser) illumination intensity and $T$, in the $T$ range of 80 $\leq T \leq$ 300K. The latter yielded a carrier generation rate, $G$, of $5 \times 10^{18} \leq G \leq 5 \times 10^{20}$cm$^{-2}$s$^{-1}$. The value of the mobility-lifetime product $(\mu\tau)_n$ of the electrons (the majority carriers) was derived from the relation $(\mu\tau)_n = \sigma_{ph}qG$ where $q$ is the electronic charge. It was thus implicitly assumed that the carrier generation quantum efficiency is unity and the absorption of the light is uniform.

To find the light intensity exponent, $\gamma_e$, at a given $T$, the best fit of the data to a linear relation between log $\sigma_{ph}$ and log $G$ has been used. The importance of the value of $\gamma_e$ is, as will be discussed below, that it reflects semiquantitatively some basic features of the recombination centers [4]. In particular, when $\gamma_e > 1$, the $T$ dependence of $\gamma_e$ yields information on their energy position, their concentration and their capture coefficient. In the present study we have measured the $T$ dependence of $(\mu\tau)_n$ and $\gamma_e$ before and after LS of the a-Si:H film. This was done in order to find out what spectroscopic information can be derived from these dependences. In the present study the light soaking was carried out under a HeNe illumination of 100 mW/cm$^2$ for 10 hours.

The results of our measurements are presented in Fig. 1. In this figure we show the $T$ dependence of $(\mu\tau)_n$ before and after LS. It is clearly seen that before LS there is a clear change in the sign of the slope of the $\sigma_{ph}(T)$ dependence around 150°K. We call the temperature of this change the $T$ of thermal quenching, $T_{eq}$. After LS the $(\mu\tau)_n$ drops, as expected, and the $T_{eq}$ shifts to a somewhat lower $T$. This is in agreement with previous experimental results and numerical simulations [2] of the effect of the increase of the DB concentration on the $(\mu\tau)_n$ dependence on $T$. The sensitization, as mentioned above, is manifested by a $\gamma_e > 1$ value [4]. In the present case we find that, by comparison of the above behavior with the $\gamma_e(T)$ dependence given in the inset of Fig. 1, the sensitization and the thermal quenching are two aspects of the same phenomenon. This is since we see that there is a clear downward shift in the $\gamma_e(T)$ peak as well as a decrease in its amplitude around $T_{eq}$ with the increase of LS.

The above features of the $(\mu\tau)_n$ and $\gamma_e$ dependences on $T$ are simply explained along the lines of the

![Figure 1](image_url). The measured $T$ dependence of the mobility-lifetime product and the corresponding light intensity exponent for a typical sample of intrinsic a-Si:H.
general Rose model [4] as follows. The fact that the (μT) values, before LS, are much closer to each other at low T indicates that the recombination is not dominated there by the recombination centers that are induced by the LS. This is in contrast with the situation at the higher T. Following the well-known observation that LS increases the concentration of the dangling bonds Nb but does not cause an increase in the concentration of the valence band tail (VBT) states [7,8] it is expected that the latter states are responsible for the recombination at low temperatures. It thus appears that at the higher T the recombination is controlled by the dangling bonds (DB), while at the lower T it is controlled by the VBT states. We consider the VBT states rather than the conduction band tail (CBT) states since the lowering of T causes the shift of the quasi-Fermi level for holes towards the valence band edge thus increasing the concentration of centers available for electron recombination. The analysis of the above data in view of the classical picture of sensitization suggests then that as T is lowered there is a sensitization of the DB states by the VBT states, and that around Tw the conditions for sensitization [4] are fulfilled. As (following the LS) there are more desensitizing DB the conditions for sensitization require more sensitization centers i.e., in our case, the decrease of T. In all of this we must assume that the electron capture coefficient of the BT states is considerably smaller than that of all relevant (known as the D' and D'') DB. Hence, all the above results are consistent with our suggested explanation of the Tw and with the observed γe > 1 values. The question arises then whether the data shown in Fig. 1 can yield information beyond the above general picture. To consider this question we will discuss, in the next section, the T dependence of γe. This dependence is used since, as can be appreciated from Fig. 1, γe(T) has more conspicuous features than the (μT) dependence. For example, as far as we know the shape of γe has not been considered before. We will find out then the significance of the features in the of γe(T) dependence by using numerical simulations.

**NUMERICAL SIMULATIONS**

Let us start by establishing the basic sensitization and thermal quenching picture described above. In Fig. 2(a) we show the T dependence of (μT) for the standard model of a-Si:H with parameters similar [9,10] to those used previously by Tran [2], in his “B1” model, but with four values of N0. For the highest N0, we have, below room temperature (RT), almost a T independent (μT), while for the lowest N0 we have a strongly dependent (μT). (The behavior above RT has to do with the thermal excitation of the carriers and will be discussed elsewhere.) The above results can be simply interpreted by the fact that the quasi-Fermi levels for electrons and holes Ee and Ep embrace all the DB levels in the entire T range so that the concentration of DB centers available for electrons recombination, N0, does not change in the T range under study. In contrast, the concentration of the VBT states available for electron recombination, P(T), is sensitive to the shift of Ep because of its “movement” through the exponential distribution of the density of states (DOS) in this tail. Hence, when we eliminate the DB (smallest N0) we get (considering the power-law T-dependence of P(T) in an exponential tail [4]) that the recombination is dominated by P(T). This interpretation leads naturally to the expected behavior of (μT) for the intermediate values of N0. For these values there is a T (=Tw) below which the recombination via the available DB states N0' = C0' equals the recombination via the VBT states P'Cm. Here N0' is the concentration of “hole” occupied DB, C0' is their capture coefficient, P'(T) is the available concentration of holes in the VBT states and Cm is their capture coefficient. When T is lowered so that P'Cm > N0'C0, the sensitization is completed. The latter is of course true only if Cm << C0, as discussed by Rose [4]. Correspondingly, we expect the transition from a recombination via the DB to a recombination via the VBT yielding
the effect of the thermal quenching, as is clearly confirmed by the numerical results seen for the intermediate \(N_0\) values. We further see that \(T_m\) shifts towards low \(T\) with increasing \(N_0\). Again, this is in complete agreement with the above picture since the above condition will be fulfilled then for larger \(P_s(T)\) values, i.e. at lower \(T\). Hence, the above picture is consistent with both the experimental results and the numerical simulations.

All the above becomes even much more conspicuous when we consider the \(T\) dependence of \(\gamma_s\). This dependence is shown in Fig. 2(b). When there is no thermal quenching the \(\gamma_s\) values are smaller than unity while when thermal quenching is present a very distinct peak with a \(\gamma_s > 1\) value is observed around \(T_m\). This is the well-known manifestation of the sensitization effect [4]. The clear shift of the position of the \(\gamma_s\) peak with increasing \(N_0\) to a lower \(T\), as in Fig. 1 establishes the association of this effect with the thermal quenching. We further see that with the increase of \(N_0\) the value of \(\gamma_s\) decreases and its width, at its peak, increases. Again, this is consistent with the experimental observation shown in Fig. 1, and the above interpretation, since a “wider” section of the VBT (and thus a wider \(T\)-range) is required in order to dominate the recombination process. Hence, the basic picture described in the context of Fig. 1 is confirmed by the simulations. On the other hand, the details of the \(T\) dependences of \((\mu T)\) and \(\gamma_s\) can convey many more details regarding the recombination centers in a-Si:H. In the present case the lower and wider the \(\gamma_s(T)\) peak the larger the ratio between \(N_0\) and the concentration of the VBT states. In the rest of this section we will derive such semi-quantitative information from the \(\gamma_s(T)\) dependences around \(T_m\) showing that one can follow the changes in the electronic structure in a series of samples by just measuring the above easily measured phototransport properties.

Our first check was then to find out the behavior, when the bandtails are eliminated, in order to evaluate the role of the bandtails. We see in Fig. 3 that this elimination causes the absence of sensitization and that above about \(RT\) \(\gamma_s(T)\) is determined by the thermal excitation of carriers from the DB. The fact that we have found a similar result in the presence of the CBT without the presence of the VBT establishes the conclusion discussed above that the VBT states are the sensitizing centers of the DB. Hence, for reasonable parameters which are consistent with all we know about the CBT states, these states are not the sensitizing centers of the DB. We also conclude from the simulations that an increase in the peak value (to \(\gamma_s \geq 1\)) without a significant shift in \(T_m\) indicates a change in \(P_s(T)\) without a change in \(N_0\).
To check the effect of the first condition for sensitization, i.e., that $C_{Dm}/C_{m}$ will be large, we carried out a simulation with two values of this ratio. Indeed, as shown in Fig. 4, if this ratio is 3 the value of $\gamma_e$ does not exceed 1 while if this ratio is 30 it does exceed the value of 1. We note then that since the capture coefficients are not expected to change significantly with preparation conditions, the above interpretation of the variation in $\gamma_e$ values when a series of samples is studied, is valid.

The value of $P_e(T)$ is also determined by the energy separation of the dark Fermi level $E_F$ and the valence band edge $E_v$. As to be expected, the smaller the $E_F-E_v$, the deeper the $E_F$ for a given illumination intensity and $T$, and thus the larger the $P_e(T)$. Indeed, the comparison made in Fig. 5 of the $\gamma_e$ values for $E_F-E_v = 0.9$ eV and $E_F-E_v = 1.3$ eV reveals this point. In the former we can get sensitization with $\gamma_e > 1$ while in the latter $\gamma_e < 1$. This is important since it indicates, as was found in many experimental studies [11-13], that in doped (n-type) samples no sensitization or thermal quenching will be observed. Since, most of the recombination center parameters are fixed in a-Si:H, we can conclude that the absence of sensitization and thermal quenching is usually a signature of a large $E_F-E_v$, i.e., of a doped or contaminated sample. Whether this is the reason for the absence of sensitization can be distinguished from the reasons mentioned above, by finding (from the $T$ dependence of the dark conductivity in a corresponding set of samples) whether a change in $E_F-E_v$ took place.

From all the above we can further conclude that the appearance of $\gamma_e > 1$ limits the parameter space to an $E_F$ located just above the midgap, to an $N_D$ concentration of about $10^{16} \text{cm}^{-3}$ and to a VBT, of a width of about 0.05 eV and a DOS at the valence band edge of about $10^{12} \text{eV}^{-1}$.

Figure 3. The computed $T$-dependence of the $\gamma_e$ for dangling bonds in the case of negligible concentration of bandtail states.

Figure 4. The computed temperature dependence of the light intensity exponent for two values of the $C_{Dm}/C_{m}$.

Figure 5. The computed $T$-dependence of the light intensity exponent for two positions of the Fermi level.
These values are consistent with results derived from very different measurements [2] and thus shows that combining the computer simulation with the experimental features associated with the sensitization can indeed narrow the parameter space of the recombination centers, thus yielding quantitative spectroscopic information on these parameters.

CONCLUSIONS

We have shown that the thermal quenching and sensitization of the electrons' lifetime in a-Si:H follows the Rose model of two types of recombination centers. The VBT states are the sensitizing centers of the DB. The examination of the T dependence of the light intensity exponent in the vicinity of the thermal quenching T reveals then non-trivial information on the recombination centers. This is useful in particular when a series of materials is considered as follows: A shift of the $\gamma_r$ peak towards low T indicates an increase of the concentration of the DB. A decrease and broadening of the $\gamma_r$ peak without a T shift indicates a reduction in the concentration of the VBT states, provided there is no significant change in the (easily measured) activation energy of the dark conductivity. Hence, given a series of samples, the simple measurements of the T dependence of the conductivity and photoconductivity can yield semiquantitative information on the recombination centers in a-Si:H. It will be also shown that combining such data with that of the ambipolar diffusion length can yield a more quantitative information.
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ABSTRACT

We investigated the plasmon characteristics on luminescent porous silicon using electron energy loss spectroscopy. The samples were prepared from p-type crystalline silicon, (100) face, using the conventional electrochemical etching technique with the usual solution of HF, ethanol and water, followed by a critical point drying process. The energy of the bulk plasmon was measured both before and after sputter cleaning the sample with argon-ion bombardment. We found that initially the plasmon energy was slightly higher, ~18 eV, than the plasmon energy of crystalline silicon. After sputter cleaning the sample with 5 keV Ar ions, the plasmon energy increased to ~20 eV. Exposure to the electron beam used for the measurements caused a slow upward shift of the plasmon energy as a function of time, toward a saturation energy of 22-23 eV, an energy close to the plasmon energy of SiC. Auger spectroscopy performed in parallel showed an increasing carbon coverage. We prepared also samples without ethanol in the etching solution and/or with no critical point drying. Samples that did not undergo the critical point drying process showed consistently a practically constant plasmon energy, with almost no change upon sputtering and/or exposure to the electron beam. On the other hand, samples that were prepared with or without ethanol but using the critical point drying process, showed an appreciable increase in the plasmon energy upon exposure to the electron beam.

We conclude that traces of CO2, used in the critical point drying process, are stored in the pores of the porous silicon surface and serve as a source of carbon. Apparently, upon activation by argon bombardment or by the electron beam, the carbon interacts with the porous Si surface forming a carbon-silicon compound, most probably SiC.

INTRODUCTION

Porous silicon [1-4] (PSi), obtained by electrochemical etching procedures applied to crystalline Si surfaces, exhibits high luminescence efficiencies in the visible range. It is quite clear now that the visible luminescence originates from the band-gap enlargement due to quantum confinement [3,4]. At the same time, the reasons for the high-efficiency luminescence are still somewhat under debate [3-5]. It was suggested that it is the amorphous or microcrystalline nature of the porous Si that is responsible for the phenomenon, or that the formation of silicon compounds such as siloxene (SiO2H2) or species of Si-H, Si-O and Si-F bonds are involved in the luminescence [3,4]. The study of the plasmon energies on luminescent PSi is of interest for two main reasons. The nanostructure of PSi was shown [4,5] to have a coral-like structure consisting of a continuous hierarchy of columns and pores. Typical lengths of the columns are a few tens of nanometers, while their average radius is a few nanometers. As
such, one may expect that the energy of the surface plasmon will be downshifted with respect to its value on crystalline silicon. This has indeed been found to be the case by Sasaki et al. [6].

Another reason is that the plasmon structure is very sensitive to even minute quantities of adsorbates on the surface [7]. Thus a study of the plasmon structure may possibly detect and lead to the identification of surface species that may be involved in the luminescence process in PSI. Berbezier et al. [8] concluded from their investigation of the plasmon structure of PSI that the nanocrystalline PSI clusters are surrounded by an amorphous Si surface layer passivated by hydrogen.

In our study of the PSI plasmon structure we too observed the surface plasmon at a reduced energy due to the nanocrystalline structure of PSI [6] and also the plasmon attributed [8] to the collective oscillations of the interface between an amorphous Si-H cap layer and the Si crystallites. However, during our studies we encountered a strange phenomenon, namely we found that the energy of the silicon volume plasmon was shifting during the measurements to higher energies. We decided to investigate this effect and we present here the results and the probable reason for this effect.

RESULTS AND DISCUSSION

The starting material was high-grade p-type silicon of resistivity in the range 0.5 - 1.5 $\Omega$ cm. A $p^+$ layer was formed by diffusing metallic Al into the back faces of the silicon wafers to obtain an ohmic contact. The sample was attached to a cylindrical Teflon cell via a Kalrez O-ring, the sample constituting the bottom of the cell, with its front surface, the (100) face, facing upwards. Before anodization, the samples were etched in 20% HF. To prepare the porous surface [4], a solution of HCl, ethanol and water (1:2:1) was poured into the cell. A platinum electrode was immersed in the solution and a spring contact was attached to the $p^+$ contact. The anodization of the Si surface was carried out with a current density of 100 mA/cm². After anodization, the samples were removed from the cell. Some of the samples underwent a critical point drying [9] sequence while others were simply rinsed by de-ionized water and dried with N₂ gas.

The photoluminescence of the PSI was excited by a 10 mW He-Cd laser beam ($\lambda = 442$ nm). The spectra were measured by an ISA-320 Triax UV-visible spectrometer. Figure 1 shows a typical photoluminescence spectrum measured on one of our PSI samples. The maximum of the spectrum obtains at around 640 nm.

The samples studied were mounted in the vacuum chamber of a Physical Electronics model 560 Auger microprobe. An electron beam of ~100 nA intensity on a ~50x50 $\mu$m² area was used to excite the plasmons and the scattered electrons were energy analyzed with a cylindrical mirror analyzer. The plasmons were measured mostly using a retarding field applied to the electrons so that they enter the photon analyzer at a low (constant) energy. The resolution attained in this mode was better than 600 meV. The measurements were done both before and after a bombardment cleaning with Ar ions at 5 keV and at a current intensity of ~200 nA on an area of ~2x2 mm². For comparison purposes we performed measurements on crystalline silicon as well.

Figure 2 shows the plasmon peak (and its satellites) measured on crystalline silicon both before and after argon ion bombardment. The electron beam energy in this measurement was 442.2 eV, as marked in the figure. The plasmon peak energies are also marked. We see that the plasmon energy after the bombardment is 16.3 eV, about what is expected for the bulk plasmon of silicon [6,8]. We see also the peaks due to multiple plasmon losses, and their energies scale with the single-plasmon loss. The plasmon energy before the bombardment is somewhat larger, 17.5 eV. Here we see also a shoulder at 9.2 eV due perhaps to some Si-H compounds as suggested in ref. 8. In Fig. 3 we show typical electron loss results from a PSI sample that underwent the critical point drying (CPD) procedure and was not ion bombarded. (The upper curve in the figure is a blow-up by a factor of 5 of the lower curve.) The e-beam energy for this measurement was 298.8 eV, as marked. The energy of the plasmon peak (280.8 eV) is also marked in the figure. We see that the plasmon energy here has already increased to 18.0 eV and similarly the energies of the multiple plasmon losses. There appears also a shoulder at ~7.2 eV, probably due to the surface plasmon, its energy reduced because of the PSI nanostructure [6].

When we ion bombarded the PSI sample, we noticed that the plasmon loss peak shifted to higher energies, to about 20 eV. In addition, we also observed a shift to higher energies just by exposing the PSI samples to the electron beam used to excite the plasmon losses. This is illustrated in Fig. 4 which shows the dependence of the plasmon energy on the exposure time to the electron beam for a PSI sample that had undergone critical point drying, before (triangles) and after (circles) argon ion bombardment. As we can see, before the bombardment the plasmon energy increases with exposure time from a starting value of ~18.3 eV up to ~19.3 eV. After bombardment, the initial plasmon energy is already ~20 eV and with exposure time it continues
to increase until it saturates at ~23 eV.

The saturation plasmon energy is close to the plasmon energy of SiC [10]. This prompted the idea that the Ar bombardment and/or electron-beam irradiation promote the formation of SiC on the surface of the PSi. This may be somewhat similar to the phenomenon reported by Heera et al. [11] who found that bombardment by Ge ions caused a crystallization of amorphous SiC.

We performed Auger surveys to check for possible carbon increase on the PSi surface due to e-beam irradiation. Figure 5 shows two such surveys, the first, curve (a), was taken 17 min. after turning on the e-beam and the second, curve (b), after an additional interval of 7 min. The positions of the Si, C and O peaks are marked in the figure. We see that both the C and O peaks in curve (b) show a marked increase. No similar increase was detected on the crystalline-Si part of the sample.

The preparation of the porous samples involves carbon both in the anodization process, via ethanol, and in the critical point drying process, via liquid CO₂. In order to eliminate these sources of carbon, we prepared a sample without ethanol in the anodizing solution, and cleaned it only by rinsing with de-ionized water and drying with N₂ gas. We measured the plasmon energy for this sample before and after argon-ion bombardment as a function of the exposure time to the electron beam. In both cases the plasmon energy was found to be practically constant, around 17.5 eV, and did not change with exposure time and argon bombardment.

In order to identify which of the forms of carbon, ethanol or CO₂, is responsible for the carbon contamination of the PSi surface, we prepared two types of samples: samples that were anodized without ethanol in the anodizing solution and then went through the critical point drying process, and samples that were anodized with ethanol but did not go through the CPD process. We measured the plasmon energy as a function of exposure time to the e-beam, and the results are shown in Figs. 6 and 7. In Fig. 6 we plot the plasmon energy measured on the PSi sample that was prepared without ethanol but underwent the CPD process as a function of exposure time (triangles) and after argon bombardment (circles) as a function of exposure time.

Fig. 4. Plasmon energy as function of exposure time to e-beam for a PSi sample prepared with ethanol and CPD, before (triangles) and after (circles) Ar bombardment.

Fig. 6. Plasmon energy as function of exposure time to e-beam for a PSi sample anodized without ethanol and dried by CPD, before and after argon bombardment.

CPD process. As we can see, the plasmon energy before the bombardment (triangles) starts close to 19 eV and increases with exposure time, even above the plasmon energy for samples prepared with ethanol and CPD (see Fig 4). The plasmon energy saturates around 22.2 eV. We also measured, in parallel, by Auger electron spectroscopy, the surface carbon concentration and found that it increased by ~40% compared to its value before turning on the e-beam. The plasmon energy after the bombardment (circles) starts at a little above 18 eV and changes only slightly and, in parallel, the surface carbon concentration remains practically constant.

Fig. 7. Plasmon energy as function of exposure time to e-beam for a PSi sample anodized with ethanol but without CPD, before and after argon bombardment.

Fig. 8. Plasmon energy as function of exposure time to e-beam for a PSi sample prepared without ethanol and without CPD and aged for 4 months, before (triangles) and after (circles) argon bombardment.
plasmons affected by CO₂ and/or CO adsorbed from the atmosphere. After sputtering (circles), the plasmon energy starts at a lower energy (~19 eV) but again increases upon exposure to the e-beam. Our interpretation is that the bombardment removed some of the carbon from the surface but there is still carbon stored in the pores.

CONCLUSIONS

We found that the plasmon energy, measured on porous silicon surfaces prepared with critical point drying, drifts to higher energies upon electron beam irradiation and/or ion bombardment of the surface. The saturation energy of the plasmon is close to the plasmon energy of SiC. Apparently, due to the critical point drying process, CO₂ accumulates in the pores and the electron beam irradiation and/or ion bombardment decompose the CO₂ and promote the formation on the porous surface of a silicon-carbon compound, most probably SiC. Aging the PSI surface in room air causes a similar drift of the plasmon energy, due apparently to adsorbed CO₂.
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ABSTRACT

The luminescent properties of porous silicon (PSi) films in the visible region were used to
improve the photosponse of PSi/Si-wafer and PSi/Si p-n junctions UV detector prototypes in
the region below 500nm. A luminescent PSi overlayer was formed on top of the Si wafers and p-n
junctions by electrochemical anodization. These overlayers have emission spectra peaking close
to 690nm. In the case of the PSi/Si wafer, the PSi film was produced with a high optical
transparency above 600nm and highly absorbent below this value. With such characteristics, the
incident UV radiation is partially absorbed and converted into visible radiation that can be highly
transmitted through the PSi film and efficiently absorbed by the wafer or the junction. The UV
measurements show enhancement of the photosresponse at 366nm as compared with control
prototypes without PSi. Details about the enhancement process are discussed.

INTRODUCTION

The use of silicon for UV-photodetector applications faces the problem of the silicon
surface UV response that reduces significantly the interband light absorption in this region of the
EM spectrum. In a typical commercial Si-based detector, the photosensitivity at 400nm is of the
order of 5 times smaller than at 800nm around which the detector has its maximum sensitivity.
Methods have been developed to overcome such difficulty and produce the so-called UV-
enhanced silicon detectors. Today, a new possibility to enhance the UV-photosresponse of silicon-
based detectors is the inclusion of photoluminescent PSi layers into the design of the device.

After the report of efficient photoluminescence from electrochemically etched silicon wafers
[1], considerable effort has been done on the study and the development of electrooptical
applications of PSi [2,3]. The maximum of the photoluminescence emission of PSi changes with
the characteristics of the silicon wafer and the preparation method but it is in the range between
800nm and 650nm for a typical freshly dried and exposed to air sample. These emission spectra
have broad bands. The main idea to improve the sensitivity of a silicon-based UV detector using
PSi is to exploit the efficient UV-to-visible conversion mechanism of PSi layers. A prototype of
such a PSi-based new detector will operate under the assumption that UV incoming radiation
is absorbed by the PSi layer and re-emitted as visible radiation according to the above discussed
photoluminescence properties of the PSi layer. The converted energy then is in the frequency
range of maximum photosensitivity of the bottom part of the device. Several prototypes have
been developed in recent years using PSi to improve the photosensitivity of the Si-based UV
detectors. Some of the studied photodiode structures are: metal/PSi/c-Si, and n-PSi/p-PSi/c-Si [4-
7]. The performance of those structures is based on the I-V response for electric charge transport
along the direction perpendicular to the layers. Characteristic band bending and an increasing
photosensitivity with strong dependence on the reverse bias voltage were found at the PSi/c-Si
interface[8].

We studied the photosresponse of two types of structures under UV illumination: PSi/p-Si/Al
and PSi/n-Si/p-Si/Al. The first structure was studied by measuring the change in the voltage drop,
with and without illumination, for an electric current passing through the p-Si layer. In this case
PSi overlayer was used as a UV-to-visible conversion interface. The second heterostructure was studied by measuring the photovoltage across the p-n junction/PSi structure.

EXPERIMENT AND RESULTS

We prepare PSi by electrochemical anodization of crystalline Si using an acid solution containing HF, water, and ethanol. The Si wafer, as well as the p-n structure, are previously prepared to have an aluminum ohmic contact at the bottom (at the p-Si side) deposited by sputtering and annealed at 440 °C during 10min. The wafer is then mounted at the bottom of a teflon electrolytic cell with the crystalline Si surface facing towards the cell where the acid solution is poured once the surface is cleaned with 20%HF-water solution during 20min. A platinum cathode in contact with the acid solution and a computer controlled constant current source complete the circuit. With this procedure, the PSi layer grows from the top towards the bottom of the wafer as the electric current is applied.

It is generally accepted that the visible photoluminescence of PSi is related to the quantum confinement of the free carriers in nanocrystalline Si-structures formed by the electrochemical etching process [1,2]. Depending on the resistivity of the silicon wafer and the anodization parameters, one can get luminescent PSi with quite different microstructures. SEM and TEM of PSi samples show that it can indeed be prepared to yield nanoporous or microporous films. Samples in which a columnar or coral-like structure of pores with diameters of the order of microns also exhibit PL indicating the existence of nanoporous structure on the pore-walls but this kind of microstructure produces large light scattering at the visible wavelengths. Optically, nanoporous-Si behaves as a homogenous material in the visible and longer wavelength regions, as shown by ellipsometry, reflectivity, and transmittance measurements, and effective medium calculations for the dielectric function of such samples. Considering that our application requires high transparency above 600nm, the formation parameters were set to produce nanoporous PSi layers.

A prototype was prepared from a 250μm-thick p-type Si wafer with 20Ωcm resistivity and (100) surface orientation. After the corresponding sputtering and annealing processes that produces the bottom aluminum ohmic contact, the disk was mounted on the electrolytic cell and a central circular area of 0.5cm² was reduced in thickness to 60μm by dissolving the wafer during 105s by pouring a mixture of hydrofluoric, nitric and acetic acids (CP-4) in proportions 3:3:3 into the cell. After this step, the cell and the wafer were washed with deionized water and the cell filled up with a 1:1:2 (HF:water:ethanol) electrolytic solution. The exposed area was then anodized for 120s by passing a current density of 100mA/cm² between the aluminum contact and the platinum cathode. With this current density, a PSi film of 10μm was formed. After anodization, the wafer was washed with ethanol and left under ethanol during 3 hours. Finally, the prototype was dried using the supercritical point drying method [9]. After the drying process, two bottom ohmic contacts were prepared by partially dissolving the aluminum bottom layer with HCl. Figure 1 shows the schematic configuration of the prototype.

Figure 2 shows the photoluminescence spectrum of the PSi overlayer. The spectrum was obtained by exciting the layer with a 442nm defocused laser beam. The figure shows a broad band emission peaking at 670nm which is within the radiation energy range of high sensitivity for Si-based photodetection. Figure 3 shows the transmission spectrum of a free standing PSi film prepared from a p-type Si wafer and with similar characteristics to the one used in the prototype. The figure shows high transparency above 600nm. The significant reduction of the transmission coefficient below 500nm is associated with a large absorption of the incident radiation at this frequency range. This absorption is related with the conversion of the UV incoming radiation to visible as is shown in the photoluminescence response of the PSi film (figure 2).

The UV photosponse of the prototype was determined and compared with a control device similarly prepared but without the PSi cover layer. We studied the photosresponse by passing a lateral current through the e-Si layer between the two aluminum ohmic contacts. The change in the voltage drop across the devices (AV) with and without UV illumination, as a function of the lateral current was measured using an exciting 360nm UV radiation with an intensity of 7μW/cm². Figure 4 shows the photosresponse of the prototype as compared with the control.

The second studied prototype was prepared from a 250μm p-type Si wafer of ~1Ωcm resistivity and with a 20μm thick n-type Si overlayer, epitaxially grown on top forming a p-n junction. The resistivity of the epitaxial n-type layer was ~4 6Ωcm. This wafer was treated in similar way as the previous one. First, the aluminum ohmic contact was formed at the bottom side, after that, the n-type epitaxial layer was cleaned with 20% HF solution and exposed to 1:1:2 electrolytic solution and anodized during 40s using a current density of 100mA/cm². Because of the hole-deficiency of the n-type layer, the surface was illuminated during anodization with a quartz white lamp and an intensity of 100mW/cm². The process, as described above, results in the formation of a PSi layer of ~3μm. After the anodization, the prototype was dried using the same procedure as explained for the first prototype. In this case the photosresponse was tested on the photovoltage across the p-Si/n-Si/PSi structure. For such measurements, the contacts were the

![Figure 1. Schematic configuration of the first prototype.](image1)

![Figure 2. Photoluminescence spectrum of the PSi overlayer.](image2)
Figure 3. The transmission spectrum of a PSi free standing film.

aluminum bottom contact deposited at the p-side and a sputtered gold thick film of 1mm in diameter deposited on top of the PSi overlayer and close to the border of the anodized region, as shown in figure 5. To determine the UV photosresponse of this prototype, we measured the voltage between the gold and the aluminum contacts when the PSi layer was illuminated with the exciting 360nm UV radiation with an intensity of 7μW/cm². The measured voltage was 12.3mV. The measured voltage for a control prototype prepared in similar way but without the PSi layer was 1.2mV under similar conditions.

Figure 4. Photosresponse of the first prototype (circles) as compared with the control (diamonds).

CONCLUSIONS

Two Si-based light detector prototypes using PSi and with enhanced UV response were prepared and studied. The supporting idea for using PSi to produce such enhancement rests on the fact that Si have reduced UV photosensitivity and PSi can be used as an interface that converts UV radiation into visible radiation which is efficiently used by Si for the photogeneration of free carriers. The application of such procedure requires the preparation of a PSi overlayer with enough optical quality that will allow the transmission of the re-emitted visible photons to the crystalline Si region. We succeeded on the preparation of high optical quality PSi films, as is evident from figure 3. The enhancement of the photosresponse of the first prototype, measured as the increasing of the slope of the (ΔV)-I curve, was confirmed from the graph of figure 4 which shows an increasing of 354% as compared with the corresponding slope for the control. It is worth noting that, in the case of the first prototype, the electric current flows in a lateral configuration instead of along the different layers. In that case, it is reasonable to assume that the electric current is passing mainly through the c-Si layer that has less resistance than the PSi layer which acts as a visible photons provider.

The second prototype based on a p-n junction structure also showed a significant enhancement of the UV photosresponse in the near UV region. The electric charge transport in this case transverses through the different layers, including the PSi region. It is worth mentioning that the SEM image of the PSi structure for the case of the p-n junction points to the existence of porous structures with diameters of the order of 4μm. The size of these pores are large enough that scattering of visible light is expected. However, for that kind of prototype, the thickness of the PSi film is small, as compared with the first prototype, to reduce the scattering losses.

Both prototypes have shown that PSi can be used to increase the photosensitivity of Si-based detectors in the UV spectral region. The operational principle is based on the ability of PSi to absorb UV photons and reemit in the visible region where the Si shows better photosensitivity. The expected enhancement will depend on the efficiency of the energy conversion process related with the fraction of visible photons that are re-emitted from the total absorbed UV photons. From the presented results, one can conclude that the re-emission efficiency is large enough to overshadow the small fraction of UV photons that causes direct free carriers photogeneration in c-Si. As a final remark, due to the geometry of our prototypes, there is a possibility that free carriers generated at the PSi layer can diffuse into the active region. This other mechanism will also contribute to the enhanced photosresponse of the detector.
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ABSTRACT

Luminescent porous silicon films were created by electrochemical anodization of n-type substrate under light illumination. Semi-transparent conducting polypyrrole films were deposited by electrochemical polymerization at a low current density. The SEM micrographs showed that the polymer film impregnates into the wide vertical pores of 1-5 μm and grows sideways suggesting strong current distribution on the walls. The AFM images of polymer surface reveal nanometer size polymer aggregates on the porous layer. The impregnation of the polymer film due to sideways growth provides a useful mean to fabricate stable contact for light emitting diodes from porous silicon.

INTRODUCTION

Efficient visible photoluminescence (PL) from porous silicon has resulted in enormous interest in the optoelectronic properties of the material with an eye on silicon based light emitting devices. While stable and highly efficient PL, originating from radiative recombination of carriers in nanocrystalline silicon, is obtained routinely, the electroluminescence (EL) efficiency is rather low and unstable [1]. Early attempts with aqueous electrolytic contact showed high EL efficiency and an ideal rectifying characteristic but poor stability caused by surface oxidation of the top porous layer [2]. Efforts with all solid contacts, such as semitransparent gold, indium tin oxide, have not met with desired efficiency and stability due, partly, to local injection of carriers at the interface between electrode-porous layer [3-4]. For better electrical contacts and uniform carrier injection, it is desirable to completely fill the pores of highly disordered surface of the porous silicon layer with a transparent and conducting polymer. Conducting polymers, such as polypyrrole [5-7] or polyaniline [8], have shown promising results in the formation of rectifying junction with porous silicon film.

Polypyrrole (PPy) is one of the most stable conducting polymer known [9] and can be easily synthesized by electro-chemical oxidation. One of the key advantage of electro-chemical method is that the thickness of the polymer film is proportional to the time integral of the anodic current pulse, thus by controlling either the current or the time of oxidation, polymer film of desired thickness can be grown. Physical properties of PPy are, however, influenced by growth conditions such as monomer concentration, electrolyte concentration, solvent composition, and preparation temperature. Furthermore, during polymerization the PPy is simultaneously oxidized owing to the lower oxidation potential compared to that of monomer and this causes incorporation of counter-anion from the electrolyte during the growth process to maintain electrical neutrality. It is therefore expected that the electrical properties of PPy will be sensitive to the nature of the counter-anion present in the grown film. We report here the growth of semitransparent conducting polypyrrole film on the n-porous silicon layers with varying surface morphology and formation of a rectifying junction between conducting pyrrole and porous silicon.
EXPERIMENT

Porous silicon layers were created by usual anodic oxidation in a solution of 25% HF in ethanol from n-type silicon wafers of (100) under light illumination of 100 mW/cm². The sample was etched with a solution of 20% HF in ethanol for 10 minutes before the anodization and rinsed with ethanol and deionised (DI) water after the completion of the anodization process. Drying was avoided to prevent cracking of the grown porous film. Each sample was checked for PL by exciting with the 442 nm line of a He-Cd laser. The film thickness and pore size was determined from cross-sectional SEM micrographs. Table I lists the growth parameters of porous films.

<table>
<thead>
<tr>
<th>Sample</th>
<th>Substrate</th>
<th>Resistivity ρ (ohm-cm)</th>
<th>Current density J (mA/cm²)</th>
<th>Anodization time (sec.)</th>
<th>Film thickness μm</th>
<th>Pore size μm</th>
</tr>
</thead>
<tbody>
<tr>
<td>A</td>
<td>n-p junction</td>
<td>4.6</td>
<td>50</td>
<td>600</td>
<td>12</td>
<td>2-6</td>
</tr>
<tr>
<td>B</td>
<td>n-type</td>
<td>0.4-1.6</td>
<td>100</td>
<td>120</td>
<td>11</td>
<td>1-2</td>
</tr>
</tbody>
</table>

Polymer film was deposited at low temperature (0 °C) immediately after the porous silicon film was created by applying a controlled current pulse to the cell containing solution of 0.5 M vacuum freshly distilled pyrrole monomer, solvent and 0.5 M HClO₄ as the supporting electrolyte. The solvent was either acetone or DI water, we observed that acetone quenches PL from the porous layer, therefore DI water was preferred as solvent as well as for final rinsing.

RESULTS

On a bulk silicon substrate the PPy film grows linearly with time at low current density J = 2 mA/cm². The grown film appears black in color and inhomogeneous. The extent of oxidation in PPy increases its room temperature conductivity, which is comparable to that of silicon, but also enhances absorption in the visible region of spectrum. In order to study the growth of PPy on highly disordered porous layers, we synthesized porous layers with variety of surface morphology by varying anodization conditions as well as the substrate.

Figure 1 (a) shows cross-sectional SEM micrograph of porous silicon layer (sample A) prepared on an epitaxial layer. A large minority carrier injection in the 20 μm n-type epitaxial layer causes strong anodic reaction and results in a highly disordered comb like structure with 2-5 μm wide vertical pores. The polymeric film synthesized on a freshly prepared sample A at current density 2 mA/cm² in a solution containing monomer in acetone with 0.5 M HClO₄. The conducting polymer penetrates into the large-scale pore structure of the material and grows on the pore walls, Fig. 1 (b). With increasing pulse duration, the film grows side ways suggesting strong and even distribution of current on the pore walls. The SEM micrograph provides a direct evidence of the extent of PPy incorporation inside the pores. Earlier evidences of polymer incorporation were estimated either by polymer film thickness measurement [6,7] or by micro Raman [5] detection of polymer on porous layer. It appears that the pore filling is mainly through side way growth of polymer rather than from bottom to top [5-7]. When the current is high, voids are observed inside the pore, effective filling of the pores is possible when charge transfer process across the polymer/porous silicon interface is slow.

The porous film emits strong orange-red PL before the polymerization with a peak at 670 nm and after the polymerization there is an expected decrease in PL intensity of about 60% accompanied by a small shift of peak towards lower wavelength, indicating a good transmission for the visible light. The electrical transport property of the sample was investigated by depositing semitransparent gold film on the polymerized porous silicon layer. In the forward bias condition, gold film connected to the positive electrode, the device shows weak conductivity with rectification ratio of 80 at 20 volts.

Sample B is prepared by anodic reaction with 25% non-ethionic HF solution The porous layer, consists of a large density of ~1 μm wide vertical pores, emits strong orange-red PL when
excited with 442 nm laser line as well as strong red EL with 5% solution of NaCl. At low current density, the polymer film grows on the surface as well as with in the pore through sidewalls. With increasing current density or time, the polymer film deposits preferentially on the surface so much so that a large number of pores remain unfilled suggesting large charge carrier injection at the surface. Figure 2 shows SEM micrograph of 1 μm pyrrole film deposited on sample B at the current density J = 2 mA/cm² for 180 sec. An Atomic Force Microscope (AFM) is utilized to reveal morphology of polymer surface. Figure 3 shows an AFM image of sample B surface. The surface is flat and reveals nanometer size (50-70 nm) polymer aggregates on nanocrystalline silicon surrounding the pore.

Fig. 3 Atomic force microscopy image of conducting polypyrrole film grown on n-type porous layer.

The current-voltage characteristic of gold/pyrrole/n-porous silicon diode exhibits, Fig. 4, a typical rectifying junction with a marked improvement in the conductivity compared to diode fabricated without pyrrole film. We believe that the large potential drop in the porous layer is a consequence of low carrier mobility across the highly structured interface between polymer aggregates and nanostructured silicon.

CONCLUSIONS

We have shown that it is possible to fill the pores in a porous silicon layer with conducting pyrrole by slow electro-polymerization at very low current density. The polymer grows preferentially on the pore walls, not from the bottom as generally believed, due to large charge injection from the walls. Though SEM micrograph provides a direct evidence of the extent of polymer incorporation inside the pores, further microscopic experiments are required to study the pore filling under various growth conditions. A thin (<1 μm) and homogeneous layer of the polymer can be grown on the porous silicon surface under suitable growth conditions. AFM images reveal nanometer size polymer aggregates and micro holes at the surface of the polymer. The electrical transport in a diode structure is enhanced by impregnation of conducting polymer, the conductivity is inferior compared to liquid contacts due to highly disorder nature of the polymer surface and polymer/porous silicon interface.
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Previous Raman scattering studies of the effect of hydrogen on the atomic network disorder in various hydrogenated amorphous silicon (a-Si:H) materials resulted in contradicting conclusions. We resolve these contradictions by showing that the surface and the bulk of a-Si:H films can behave differently due to their different hydrogen contents. In particular, we establish that hydrogen has a relatively moderate effect in improving the short-range order but a profound effect in improving the intermediate-range order of the atomic network. © 1999 American Institute of Physics.

[S0003-6951(99)05244-4]

The effect of the disorder in the atomic network on the electronic properties of amorphous semiconductors has been discussed extensively in the literature.\textsuperscript{1,2} In particular, for hydrogenated amorphous silicon (a-Si:H) an obvious issue is the role of hydrogen in the network disorder. While this issue has been considered already a decade ago,\textsuperscript{3,4} it has regained recent interest\textsuperscript{5} in relation to the Staebler–Wronski (SW) effect.\textsuperscript{5} This relation is \textit{a priori} not expected since the SW effect has been attributed\textsuperscript{5–7} previously to the local breaking of "weak" Si–Si bonds. Following recent experimental findings, suggestions were made that the SW effect yields changes beyond the short-range (nearest-neighbor) order (SRO) of the atomic network.\textsuperscript{7–9} While experiments\textsuperscript{9} have not shown that such a change takes place in a-Si, they have shown that a significant change takes place in a-Si:H. Thus, the question of the importance of hydrogen in the determination of network order, in particular, intermediate-range (beyond nearest-neighbor) order (IRO) in a-Si:H became of wide interest.

The main tool for the characterization of the degree of order of the atomic structure in a-Si:H has been Raman scattering spectroscopy. It is quite generally accepted\textsuperscript{1,3,10–14} that in a-Si and a-Si:H the features of the Raman spectrum that are associated with the crystalline silicon transverse-optical (TO) vibration mode reflect the degree of the SRO.\textsuperscript{10,11} The lower the peak position of this spectral band, \(\omega_{\text{TO}}\), and the larger its width, \(\Gamma_{\text{TO}}\), the lower the SRO. On the other hand, the transverse acoustic (TA) mode that involves triads of atoms is associated with bond bending.\textsuperscript{3,14} Correspondingly, the area under the TA spectral band \(I_{\text{TA}}\), is considered to be proportional to the density of dihedral angle fluctuations,\textsuperscript{3,12,13} i.e., to the IRO in the silicon network.\textsuperscript{11,13,14} For the experimental normalization of the latter quantity, one uses\textsuperscript{3,12,13} the area of the TO spectral band \(I_{\text{TO}}\), which represents the density of the nearest-neighbor bond-angle fluctuations.\textsuperscript{10,11,14}

Turning to the effect of hydrogen on the above three features, one would expect that the higher the deposition temperature \(T_S\), the higher the degree of order in the network. This is because the system can relax from its metastable state to a lower-energy state that is closer to the ordered crystalline-like state. Indeed, for a-Si films, it has been found\textsuperscript{12,15} that both \(\Gamma_{\text{TO}}\) and \(I_{\text{TA}}/I_{\text{TO}}\) decrease with increasing \(T_S\). In a-Si:H we have, however, in addition, the effect of the hydrogen content \(C_H\), which decreases with the increase of \(T_S\). Maley and Lannin\textsuperscript{3} found that both the \(\Gamma_{\text{TO}}\) and \(I_{\text{TA}}/I_{\text{TO}}\) features decrease with \(C_H\). They suggested that the decrease in atomic network order with decreasing \(C_H\) (which follows the increase of \(T_S\), hereafter, the "H role") offsets the increase of this order due to the above thermal relaxation effect (hereafter the "T role"). While the same behavior was found in some studies,\textsuperscript{9,12} the reverse behavior has been found in others.\textsuperscript{15,16} Our own comprehensive study\textsuperscript{17} on samples deposited by glow-discharge and sputtering techniques has shown a very small effect of \(T_S\) on both the SRO and the IRO. These results could be interpreted as caused by a delicate balance between the above two "roles."

The above interpretation appears, however, very unsatisfactory when one considers the results reported\textsuperscript{18} for materials prepared by the "hot-wire" technique.\textsuperscript{19,20} In these materials, \(C_H\) varies by about two orders of magnitude (20–0.2 at. \% of hydrogen) when \(T_S\) is raised from 50 to 550 °C. This makes these materials excellent candidates for the study of the H role in the atomic network order. In sharp contrast with indications from transport measurements,\textsuperscript{21} the earlier conclusion\textsuperscript{9} and the theoretical expectations,\textsuperscript{22} the Raman spectra\textsuperscript{18} reported for these materials have hardly shown any change in \(\Gamma_{\text{TO}}\), as a function of \(T_S\), in spite of the large change in \(C_H\). (The \(\omega_{\text{TO}}\) and the \(I_{\text{TA}}/I_{\text{TO}}\) features have not been reported.) Moreover, results of x-ray diffraction measurements have been interpreted\textsuperscript{18} to indicate the increase of IRO with \(T_S\) in the "hot-wire" materials (see below).

Following this rather puzzling behavior, we have carried out a comprehensive Raman scattering study of the "hot-wire" materials. These materials that are very interesting in their own right,\textsuperscript{19,21,23} exhibit a "weaker" SW degradation than the conventional "glow-discharge materials."
The series of "hot-wire" films used here was deposited and characterized (especially for their hydrogen content) in the same laboratory at which the previous Raman scattering studies were carried out. Applying the micro-Raman technique and data analysis of our previous studies of a-Si:H, we repeated first the previous measurements using the standard 514.5-nm-wavelength illumination of an Ar+-ion laser as the excitation source.

The spectra obtained are shown in Fig. 1. In these spectra the "TO band" (around 480 cm\(^{-1}\)) and the "TA band" (around 160 cm\(^{-1}\)) are the conspicuous features of the data. The results of the analysis of the spectra shown in Fig. 1 are presented in Fig. 2. It is seen that there is a slight decrease of \(\Gamma_{TO}\) [Fig. 2(a)], an increase in \(\omega_{TO}\) [Fig. 2(b)], and a decrease of \(I_{TA}/I_{TO}\) [Fig. 2(c)] with \(T_s\). In order to emphasize the relation between \(\Gamma_{TO}\) and the SRO, we have added in Fig. 2(a) the rms bond-angle deviations as suggested in Refs. 10 and 11. All these data indicate the dominance of the "T role" over the "H role," confirming the previous data and leaving us with the above "puzzle" of the minute "H role" in spite of the large change in \(C_H\).

We found a plausible clue to this puzzle noting that \(C_H\) near the surface of "hot-wire films" is higher than in the bulk, and that the surface is weakly effected by the outdiffusion of the hydrogen during the deposition process. Since the 514.5 nm radiation is absorbed within 50 nm, it seemed to us reasonable to explain all the above results as reflecting the network disorder at the films' surface, where the \(C_H\) is varied only by a factor of 2 (Ref. 20) throughout the wide \(T_s\) range employed in this study. Hence, we conjectured that the large \(C_H\) variation with \(T_s\) is a bulk effect that could not have been probed by the present and previous Raman studies, which utilized the 514.5 nm laser light.

To test this conjecture we have repeated our measurements but with a laser light of a wavelength of 583.2 nm. At this wavelength the absorption depth is 300 nm. Noting that the samples' thickness is of the order of 1 \(\mu m\), the observed behavior can be considered to be associated with the bulk of the film. Furthermore, we note that this depth is much beyond the range where the \(C_H\) gradient takes place.

For obtaining the 583.2 nm radiation, we have employed a dye laser (CR-599, rhodamine 6G) pumped by an Ar+-ion laser. The spectra obtained with this "bulk probe" are shown in Fig. 3, and the analyzed \(T_s\) dependence of the main spectral features is presented in Fig. 4. Considering the above discussion, both Figs. 4(a) and 4(b) indicate an overall decrease in the SRO with increasing \(T_s\). Similarly, Fig. 4(c) indicates a decrease of the IRO with increasing \(T_s\) (decreasing \(C_H\)). The latter effect is significantly stronger in comparison with the one found in a-Si:H materials, which were deposited by other techniques. Furthermore, the \(I_{TA}/I_{TO}\) ratios observed for the higher \(T_s\) (smaller \(C_H\)) values are larger than any ratio ever encountered before in a-Si and a-Si:H. All the above results show then a clear domination of the "H role" over the "T role" when the variation in \(C_H\) is large. We can reconcile our conclusion with the x-ray diffraction results (see above), that also sample the bulk of the material, by noting that such results have been attributed previously to the SRO parameter that is manifested in the Raman spectrum by \(\Gamma_{TO}\). If we adopt the latter interpreta-
tion, we get a consistent picture of the x-ray data and our data as shown in Fig. 4(a), i.e., that for the same $T_S$ range (200–400°C) the SRO is slightly increasing with $T_S$.

The above solution of the "hot-wire" puzzle justifies then the physical interpretation of Maley and Lannin showing that the effect of hydrogen is much stronger on the number of bond-bending mode fluctuations than on the number of bond-angle mode fluctuations. In addition, the present study solves the problem of the contradicting reports in the literature since it shows that all the previously reported results obtained by using the common 514.5 nm laser line are associated with the "surface" of a-Si:H, and that the attempts to correlate them with defect concentration and transport in the bulk should be examined with care.

Our results are also a further confirmation of our general conclusion that in a-Si:H there is always a "surface" (a few tens of nm thick) layer, which has a lower SRO and IRO than the "bulk." However, we can add now that once $C_H$ is significantly different in them, as in the "hot-wire" materials, the reverse may occur.

In summary, we have established experimentally that hydrogen causes a relaxation of the atomic network in a-Si:H and that this effect is much more apparent for the intermediate-range order than for the short-range order. This reconfirmation resolves the seemingly contradicting available data as follows. It appears that, quite generally, the surface has a near-constant $C_H$, and thus, the degree of its order is determined by the temperature-induced network relaxation. Since in the bulk the value of $C_H$ depends strongly on the deposition conditions, the role of hydrogen on the network disorder is much more pronounced. It is expected then, that intermediate-range-order effects in the network (as has been suggested for the SW effect) are associated with the presence of hydrogen.

The authors are indebted to A. H. Mahan for the samples used in this study. This work was supported by the Enrique Berman, Solar Energy Fund, by U.S.-NSF Grant No. NSF-OSR 9452893 and by Army Research Office Grant No. DAAA04-96-1-0405.
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Abstract

Following conflicting reports concerning the effect of light soaking (LS) on the structure of hydrogenated amorphous silicon (a-Si:H) we have carried out a comprehensive Raman scattering study of this effect on a-Si:H films prepared by different deposition techniques. We have found that first, the LS causes a major rearrangement of atoms as suggested by recent theoretical models. Second, the short-range order decreases upon LS as we expect from the breaking of Si-Si bonds. Third and counterintuitive, the intermediate range order may increase upon LS. © 2000 Elsevier Science B.V.

1. Introduction

The effect of illumination induced degradation on the electronic properties of amorphous semiconductors, known as the Staebler-Wronski (SW) effect, has been a subject of study in the last 20 years [1,2]. In spite of its importance for understanding the covalent-amorphous system and in spite of its relevance to opto-electronic applications, it is still poorly understood and hardly controlled. While the recovery of the SW effect by annealing indicates that the effect is associated with a modification of the covalent amorphous network, the consideration of the structural mechanism underlying the SW effect has become a subject of interest only in the last few years [3]. In contrast with the traditional models of the SW effect that were concerned with the single dangling bond and its nearest neighbors, there is now experimental evidence [4-12], supported by theoretical calculations [13,14], that indicates that the SW effect is a global effect. This effect is a result of a reorganization of the network, which follows the carrier excitation and/or recombination.

While the very fact that this reorganization of the atomic network appears now to be a fundamental property of the SW effect, its description is still at a rudimentary level in our opinion. In fact while the theoretical predications for both unhydrogenated amorphous silicon (a-Si) and hydrogenated amorphous silicon (a-Si:H) have dealt with this reorganization, they did not address explicitly the question of the order. We note however that recent theoretical calculations [4,5,14] of the SW effect have implied the (intuitively expected) increase of the root mean square (rms) of the bond angle distribution, i.e., a decrease of the short-range order (SRO) upon light soaking (LS) in a-Si:H. Experimental data and variable coherence transmission electron microscopy (VC-TEM) results [15] (which do not monitor the SRO) suggested that the LS causes a decrease in the intermediate range order (IRO), i.e., the order
beyond the nearest neighbor, upon the LS of a-Si:H. On the other hand, the results of the most common method to follow the degree of both SRO and IRO, i.e., the Raman scattering technique, are not conclusive. Considering that the effect of LS in one work [16] did not show a change in the features (see below) that account for the SRO and IRO, in another work [17], a decrease in the SRO (in agreement with the theoretical expectations [4,5,14]) and an increase in the IRO (in contrast with the VC-TEM data [15] and these expectations [4,5]) was found. In particular we note that different samples and different techniques have been used for the evaluation of this effect so that all these findings do not sum to consistent experimental results as to the effect of light soaking on the network disorder in a-Si:H. In the present work we intended to resolve this problem and to provide a consistent experimental analysis of the evolution of the disorder upon LS, by using the same technique on different a-Si:H materials.

2. Experimental

We have carried out our study on samples prepared by different deposition techniques and different laboratories. The first set of samples used in our study were 1 μm thick, device quality, a-Si:H films, whose deposition has been described previously [18,19]. The substrate used for the samples was a 7059 Corning glass and the deposition technique was the dc glow discharge (GD) decomposition of silane with a substrate temperature, $T_S$, of 260°C. We have also reported previously [18,19] the effects of light soaking on the electronic properties of these films. These effects are similar to those well documented in the literature [1,2]. The second set of samples were prepared by the hot wire (HW) technique with thickness and substrate similar to the GD samples. For this set we have examined samples prepared with varying substrate temperatures, $T_S$. Again, we have reported the deposition, the electronic properties and the effect of LS on these properties previously [20,21].

The micro-Raman set-up and the measurement procedure and data analysis used in the present study have been described [22,23]. The 514.5 nm laser illumination was obtained from an Ar-ion laser. For the present measurements, however, the power of the incident radiation was 7.5 mW, the beam diameter was 5 μm and the measurement was carried out for 300 s to avoid, as much as possible, the light soaking by the ‘Raman-probe’ beam. The controlled light soaking was carried out using a (100 W Oriel Q) lamp with a broad band quartz fiber optics under a power of 400 mW/cm². This illumination was applied for 2 h. The measurements and light soaking were carried out at room temperature (300 K) and at liquid nitrogen temperature (70 K). The properties found were much the same at both temperatures.

3. Experimental results

Turning to the results of our measurements we show in Fig. 1 the Raman spectra obtained before and after light soaking at 70 K for a GD sample. Similar data were obtained at 300 K and for the HW samples. We note, as is common in the

![Fig. 1. The Raman spectra of a sample of the GD set before (a) and after (b) light soaking.](image-url)
Raman spectrum [22–24] of a-Si:H and a-Si, two features, the one around 480 cm\(^{-1}\) which is known as the TO band and is associated with the c-Si transverse optical (TO) mode and a band around about 150 cm\(^{-1}\), known as the TA band which is associated with c-Si transverse acoustic (TA) mode [22–24]. Due to the illumination intensity used, the spectra are noisier than usual and the Ar laser plasma lines are detected sometimes. For the present study the important observations are, however, the changes that take place in these spectral bands upon light soaking. We note that the broadening of the above spectral bands takes place when exposed to light. On the other hand, the fact that the integrated intensity of the TA spectral band (\(I_{TA}\)) increases with respect to the integrated intensity of the TO spectral band (\(I_{TO}\)), upon light soaking, is more subtle (and as in Ref. [16] hardly observable). This ratio requires then the more quantitative analysis to be presented below.

Based on the above-mentioned spectral bands, it is very well established that the linewidth of the TO band, \(I_{TO}\), is representative of the rms of the bond-angle distribution of the network [16,17,22–24]. Similarly, the shift of the peak position of the TO spectral band, \(\omega_{TO}\), to lower frequencies is associated with the increase in the average bond-length compared to that of crystalline silicon [22–24]. Hence, the larger the \(I_{TO}\) and the smaller the \(\omega_{TO}\), (with respect to the c-Si, 521 cm\(^{-1}\), band), the smaller the SRO, i.e., the larger the departure of the nearest neighbor arrangement from that of the ideal (c-Si) tetrahedron. Based on the acoustic properties of the TA (bond bending) mode, it is associated with a vibration that extends further than the nearest neighbor. Indeed, it is quite well established [22–24] that the \(I_{TA}\) is affected by the concentration of the dihedral angle (between adjacent silicon tetrahedrons) bending fluctuations and thus it is a measure of the IRO. Since the \(I_{TO}\) is affected by the concentration of the fluctuations of the stretching mode, it became customary [16,17,22–24] to use the \(I_{TA}/I_{TO}\) ratio as a normalized measure of the development of the IRO with respect to the SRO in a-Si and a-Si:H.

Following the above considerations we have determined (as described above) the \(I_{TOs}\), \(\omega_{TOs}\) and \(I_{TA}/I_{TOs}\) of the spectra in Fig. 1 by applying our analysis to the data [22,23]. In particular for the data in Fig. 1 we found before light soaking (at 70 K) that \(I_{TO} = 41.2 \pm 3.0\) cm\(^{-1}\), \(\omega_{TO} = 488.4 \pm 1.6\) cm\(^{-1}\) and \(I_{TA}/I_{TO} = 1.56 \pm 0.02\). After light soaking we found that \(I_{TO} = 57.5 \pm 3.0\), \(\omega_{TO} = 489.7 \pm 2.3\) cm\(^{-1}\) and \(I_{TA}/I_{TO} = 1.99 \pm 0.02\). Similar results have been obtained for the other samples and at room temperature. Hence, the data are consistent with the hypothesis that both SRO and IRO decrease upon light soaking.

Our results for the SRO are consistent then with previous Raman scattering data [16,17]. On the other hand, based on the fact that an increase of \(I_{TA}/I_{TO}\) occurs with LS, we suggest that the IRO decreases due to the SW effect. This suggestion is in agreement with the results of the independent measurement of the VC-TEM [15] on other a-Si:H materials but, as mentioned above, in disagreement with the only previous results that were derived by Raman scattering measurements (again, on other a-Si:H materials [17]).

Following these results we have applied our Raman scattering measurements to a different type of sample, i.e., films prepared by the HW technique. By using the same technique and the same method of analysis we hoped to resolve the sample vs. technique question and to evaluate the effects of LS on the structural order, in particular to resolve the issue for which the contradiction is apparent, i.e., the effect of LS on the IRO. The spectra we found on the HW materials were much the same as shown in Fig. 1. The analysis of the data for the features associated with SRO (as explained above) has indicated a decrease in the SRO.

\[ \text{Fig. 2. The values of the Raman spectrum feature which are associated with the IRO for a few HW samples that were de} \]

\[ \text{posited under different substrate temperatures. These ratios are for measurements (a) before and (b) after light soaking.} \]
upon LS in accordance with the above and the previous results [17]. This conclusion applies to all the samples (50 \( \leq T_S \leq 520^\circ\text{C} \)) used. On the other hand, the results associated with the IRO were the opposite of those given above for the GD material. This difference is shown by the summary of the corresponding results which are presented in Fig. 2. In this figure we see a decrease of the \( I_{\text{T}A_{1}}/I_{\text{T}O} \) feature upon LS. This change as explained above, indicates the increase of the IRO with LS. We see then that in agreement with Ref. [17] the LS causes an increase in the IRO in spite of the fact that there is a decrease in the SRO.

4. Discussion and conclusions

From our results we can conclude that the reorganization of the atomic network in a-Si:H, due to the SW effect, is accompanied by the decrease in the SRO and a change in the IRO. The observed opposite directions of this change have to do with the more subtle properties of the material under study. This conclusion explains then that the differences between previous results are due to the differences in the materials and not to the difference in the experimental techniques and their interpretation.

The above conclusion on the two possible properties of the IRO in a-Si:H has to be considered when models of the SW effect are proposed. In particular, the simultaneous decrease of the SRO, with the possible increase or decrease of the IRO, has to be accounted for in any future model of the SW effect. The changes in SRO are expected due to the fact that the weak Si–Si bond, or the Si–H bond, retain the similarity to the c-Si tetrahedral configuration better than a Si atom with a dangling bond. On the other hand, the fact that the IRO change does not follow the SRO change indicates that the atomic network rearrangement that follows is not trivial. Tentatively, we explain these changes by a competition of two effects. The first is that the breaking of bonds is also the breaking of dihedral bonds. This effect will decrease the correlation between adjacent tetrahedra and thus produce a decrease of the IRO. On the other hand, the breaking of the weaker bonds can be followed by a relaxation of the network in the environment of the broken bond. If the network is not relaxed the breaking of bonds by the LS, which is manifested by the decrease of the SRO, may lead to a more relaxed network. If this effect overcomes the decrease in the correlation, the end result will be an increase in the IRO. On the other hand, if the network is a priori more relaxed, the decrease in the correlation will dominate and an overall decrease of the IRO will follow. An independent check of this suggestion can be made by various studies. For example a study of the valence-band tail width in materials that show different effects of LS on the IRO is called for since it is expected that a wider tail is associated with a less relaxed network.
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Abstract

We have synthesized green and red luminescent silicon nanocrystals in a SiO₂ matrix by RF co-sputtering on a quartz substrate. The transmission coefficient measurements were used to estimate the nanocrystal size distribution. The size distribution reveals peaks in the range 1.1–2.6 nm with a long tail towards the larger size. As the nanocrystal size reduces photoluminescence spectrum shifts from red to green wavelengths. The measured PL emission energy is in agreement with the corrected LDA calculations. With decreasing nanocrystal size, the phonon Raman spectra exhibit softening accompanied with increasing asymmetrical broadening. The observed line shape is explained by considering phonon confinement in a spherical nanocrystal. The major contribution to the phonon line shape comes from those nanocrystals that favor resonance interaction with either incoming or outgoing photon. © 1999 Elsevier Science B.V. All rights reserved.
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1. Introduction

Nanometer size silicon crystals show marked improvement in photoluminescence (PL) quantum efficiency compared to bulk silicon and are, therefore, attractive for silicon based optoelectronic applications [1]. The PL observed from Si nanocrystals is attributed to quantum size effects. The effect of carrier confinement and band gap upshift in silicon nanocrystals has been discussed intensively in the literature [1]. The photoluminescence energy for silicon nanocrystals have been calculated by using the empirical pseudopotentials (EPS) [2], the third-nearest-neighbor tight binding [3] and time-dependent tight binding techniques [4]. Despite the apparent disagreement in predicting the PL emission energies, these calculations demonstrate that the PL energy increases as the nanocrystal size decreases and the dominant contribution to the visible light emission comes from nanocrystals smaller than 2 nm. The resonantly excite PL spectrum has shown long radiative lifetime in the Si nanocrystals and provides an important evidence that the phonons are directly involved in the radiative recombination process [5]. Clearly, this suggests that the Si nanocrystal electronic band structure remains indirect type. Theoretical calculations, however, indicate that quasi-direct gap in nanocrystal silicon is possible for sizes 1.0–1.5 nm in diameter [3].

Raman scattering technique is commonly used for semiquantitative determination of size effects on vibrational modes, such as confined optical phonon, surface phonon and confined acoustic...
phonon, in nanocrystals [6-9]. An adequate knowledge of the bulk phonon dispersion is a prerequisite for understanding lattice dynamical properties and electron-phonon interactions in nanocrystals. The effect of carrier confinement on optical phonons in silicon nanoparticles has been widely studied by Raman scattering [6-8]. The size effect is reflected in a finite wave vector of nanocrystal and corresponding lowering of phonon frequency from those of the bulk. A quantum confinement model that takes into account the finite phonon wave vector and Gaussian size distribution for spherical nanocrystals is generally invoked to explain the observed Raman line shape. Here, we investigate the size-dependent photoluminescence and Raman scattering from silicon nanocrystals dispersed in a SiO$_2$ matrix grown on a quartz substrate. We emphasize the role of nanocrystals that favor the resonant interaction with incoming or outgoing photon.

2. Experiment

The Si-SiO$_2$ film was synthesized on the quartz substrate by RF co-sputtering. The substrate was a 6-in long quartz strip. The chamber was first evacuated down to $1.0 \times 10^{-7}$ Torr and the deposition was performed under an argon pressure of $2.0 \times 10^{-2}$ Torr at deposition temperature of 115°C. On a SiO$_2$ target (6 in in diameter) small pieces of Si tips (area ~ 0.1 in$^2$) were placed and they were co-sputtered for 3 h. The number of Si tips and their position on the SiO$_2$ were used to control the size of silicon nanoparticles. The film was subsequently annealed in nitrogen ambient at 1100°C for 30 min. The deposited film has an area of 5 x 0.2 in and thickness of the order of 1.7 μm. Both the size and density of silicon nanocrystals vary continuously along the length of the film. The transmission measurements were made in the range 190-820 nm using a HP-8452A spectrophotometer. The photoluminescence and Raman measurements were performed in a quasi back-scattering geometry at room temperature using the 514.5 nm line of an Ar$^+$ laser. The spectra were dispersed by a TRIAX 320 spectrometer and detected by a cooled photomultiplier with GaAs photocathode.

3. Results

Fig. 1 shows typical transmission spectra taken from different positions on the Si-SiO$_2$ film. The deposited film is divided in 50 equal segments and designated a number, number 1 is assigned to SiO$_2$ rich end and 50 to the Si rich end of the film. Each of these segments has different nanocrystal density and size. In order to study the size dependence of optical properties, we measured the transmission spectrum from each one of these segments. The optical absorption edge shifts to higher energy as one moves from silicon rich side (position 50) to SiO$_2$ rich side (position 1) of the sample due to nanocrystal size reduction. The transmission coefficient of the film is related to the energy absorbed by the Si nanocrystal of size $R$ imbedded in the SiO$_2$ matrix. Assuming that the energy upshift is given by $A/R^{1.3}$ ($A$ is a constant), and the absorption is primarily due to interband transitions between the quantum confined states of spherical Si nanocrystals, the size distribution can be.

![Transmission spectra from different positions of a Si-SiO$_2$ film annealed at 1100°C. The film is divided in 50 equal segments; the number on each spectrum designates the segment number. The number 1 and 50 are assigned to the SiO$_2$ rich and Si rich end of the film, respectively. The absorption edge shifts to lower wavelengths with decreasing silicon nanocrystal size and density.](image-url)
approximated with the first derivative of the transmission spectrum [10]. We have used the transmission measurements to estimate the nanocrystal size distribution in the film, the estimated size distribution is asymmetric with a long tail towards the larger size and centered around 1.1–2.6 nm as shown in Fig. 2.

Fig. 3 shows the PL emission spectra from Si–SiO₂ film excited with the green 514.5 nm (2.412 eV) line of an argon ion laser. The PL spectrum is broad and shifts to higher energy with decreasing size. In addition, there is a large reduction in integrated PL intensity for smaller sizes due to lower density. The peaks are observed at 782 nm (1.59 eV) and 601 nm (2.06 eV) for dot sizes of 2.6 and 1.4 nm, respectively. According to Delerue et al. [11], EPS or tight binding as well as corrected ab initio local density approximation (LDA) techniques give reliable predictions for Si nanocrystal band gap. It has also been pointed out that the quasi particle gaps and exciton coulomb energies of Si nanocrystals require a large correction to the band gap which are not included in the one electron theory. The exciton gap is defined as

\[ E_{x} = E_{g}^{QP} - E_{coul} \]

where the quasi-particle gap \( E_{g}^{QP} \) is the difference in energies resulting from the separate addition of an electron and hole to the system while the correction \( E_{coul} \) results from the corresponding attraction between these two quasiparticles. Our PL results are in agreement with corrected LDA calculation [11]. We attribute the featureless broad PL spectrum to band-to-band recombination in Si nanocrystal and fluctuation in their sizes. For the 1.4 nm nanocrystal, we also see structure towards the high energy (2.2 eV) due to resonant excitation with laser line. It should be noted that PL energy is lower than the absorption edge at each segment of the film, and this difference is appreciably large towards the SiO₂ side of the film where the nanoparticle sizes are smaller. Self-trapped exciton at the interface between Si and SiO₂ or a defect state is considered to be responsible for the observed Stokes shift of PL emission energy [11].

The Raman spectra from Si–SiO₂ film were excited with 514.5 nm (2.41 eV) laser line of an argon ion laser from the region that emits green-orange luminescence. Fig. 4 shows representative spectra from three different positions of the sample characterized by the average nanocrystal diameter. The
observed spectra show phonon softening and line shape broadening with decreasing size. As the size decreases from 2.2 to 1.4 nm, the Raman peak shifts from 511 to 502 cm\(^{-1}\). The Raman lines are asymmetrically broadened with a tail towards the low-energy side. In the uncorrected data, the integrated intensity remains fairly constant. The broad line shape arises from size distribution in an ensemble of nanocrystals, which leads to a large fluctuation in wave vectors, particularly for size smaller than 2 nm.

In order to explain the observed resonance line shape, we assume that the optical vibrations are confined to the spherical nanocrystal with effective wave vector,

\[
\mathbf{q}_n = \frac{\mu_n}{R}
\]

where \(\mu_n\) is \(n\)th node of the spherical Bessel function \(j_1\), and \(R\) is the nanocrystal radius. A quadratic bulk Si dispersion gives the eigen frequencies,

\[
\omega^2_{\mu}(R) = \omega_0^2 - \beta^2 q^2_{\mu}(R),
\]

where \(\omega_0\) is the bulk silicon optical phonon frequency (520.5 cm\(^{-1}\)) and \(\beta\) is a parameter \(6.977 \times 10^{12} \text{ s}^{-1}\) describing the dispersion of the optical phonon in the bulk silicon. The observed Raman frequencies are in agreement with the calculated eigenfrequencies of optical vibrations of zero angular momentum \((l = 0)\) mode as a function of \(R\) in a spherical Si nanocrystal embedded in the SiO\(_2\). It should be pointed out that a precise determination of nanocrystal size, particularly for \(R < 1\) nm, is necessary for the estimation of equivalent wave vectors and corresponding eigenfrequencies. The Raman line shape can be written as \(I(\omega, R)\) [9],

\[
I(\omega_s, R) = I_0
\]

\[
\times \sum_n \frac{\Gamma_n}{\Gamma} \frac{1}{[\hbar \omega_s - \hbar \omega_{\mu_1} - \hbar \omega_{\mu_2}]^2 + \Gamma^2},
\]

where \(I_0\) is the product of scattering efficiency and eigenvalues of the appropriate scattering matrix elements over all the intermediate states, \(R\) is the mean nanocrystal radius, \(E_{\mu_1}(R)\) and \(E_{\mu_2}(R)\) are the eigenenergy for \(R\) in the \(\mu_1\) and \(\mu_2\) intermediate states, respectively, \(\Gamma_n(\Gamma)\) is the intermediate state (phonon) lifetime broadening, \(\omega_s\) and \(\omega_{\mu}\) are the excited laser energy and scattered photon energy, respectively. In the incoming resonance process, \(\omega_s\) coincides with one of the electronic states \(E_{\mu_1}(R)\) while outgoing resonance occurs when \(\omega_s\) approaches \(E_{\mu_2}\). The resonance conditions is described as \(\hbar \omega_s = E_{\mu_1}(R)\) for incoming resonance,

\[
\text{and } \hbar \omega_s - h \omega_{\mu_1}(R) = E_{\mu_2}(R)\text{ for outgoing resonance. We assume that the intermediate electronic state is an electron–hole pair state and the electron–phonon couple via deformation potential}
\]
interaction. The resonant nanocrystals at the laser photons at 2.412 eV have diameters in the range 1.3–1.4 nm. Fig. 5 shows the calculated line shape for 1.4 nm nanocrystal. It is evident form the figure that the main contribution to the Raman line shape comes from the resonant radii, though non-resonant nanocrystals provide broad constant background to the Raman spectrum.

4. Conclusions

We have synthesized Si nanocrystals in a SiO₂ matrix on quartz strip by RF co-sputtering. The silicon nanocrystals are dispersed in size along the length of the strip. Optical transmission measurements were employed to estimate the nanocrystal size distribution which shows peaks in the range 1.1–2.6 nm with an asymmetrical tail towards the large particle size. The PL emission from the Si–SiO₂ film exhibits broadband in the red and green region, and their energies are in agreement with corrected LDA calculation of Si nanocrystals.

Size dependence of the Raman scattering was performed on Si nanocrystals, the results show phonon softening and large asymmetrical broadening. With decreasing nanocrystals size, broadening increases further due to fluctuation in effective wave vector associated with size distribution. The observed Raman frequency and asymmetry was calculated by considering phonon confinement in a spherical nanocrystal. For small size, the line shape is dominated by the resonant nanocrystals that favor incoming or outgoing resonance. The electronic state responsible for the resonant interaction with nanocrystal has a large lifetime broadening of the order of 25 meV. The weak resonance enhancement seen under the resonant condition is indicative of band-to-band transitions in the Raman process.
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Abstract

Optical quality, free standing and highly photoluminescent PSi was prepared from both, p- and n-type Si wafers using electrochemical anodization of c-Si. A broad and intense absorption band is in the UV–Visible region with a cut-off edge at ~ 400 nm. A strong emission was found in the red region. At 8 K the broadband luminescence is peaked at ~ 670 nm. The band maximum shifts toward low-energy side while excitation wavelength increases. The size distribution of the nanoparticles was obtained from the optical transmission data and the theoretical relation between the size of the particles and the energy gap. Nonlinear optical response measurement was also performed using degenerate four-wave-mixing (DFWM) in a backward configuration with all waves in s-polarization. The response signal consists of an instantaneous component followed by a long lived, slowly decaying component. The former is associated with the third-order susceptibility of the material whereas the latter originates from the contribution of surface states created by laser excitation. The response due to the surface state is significant, which has potential in practical applications. © 1999 Elsevier Science B.V. All rights reserved.
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1. Introduction

It is well known [1] that the small and indirect band gap of crystalline silicon (c-Si) is characterized by an extremely low quantum efficiency of luminescence while porous silicon (PSi), obtained by electrochemical etching of c-Si surfaces, yields extremely high photoluminescence (PL) efficiencies up to $10^{-1}$ in the visible range [2–5]. The origin of the PL has been the subject of many studies. We have studied the photodynamical process and Raman spectra of PSi [4,6]. It was found that S-band luminescence comes from highly confined regions with a distribution of size. Quantum confinement increases the emission energy and the oscillator strength of the radiative transition, decreasing the radiative lifetime. Therefore, the most accepted luminescence mechanism at this time is associated with quantum confinement in the nc-Si formed in the PSi by the anodization process [5]. The presence of ~ 3 nm size nanocrystallites is the size required by the confinement mechanisms to enlarge the band gap. On the other hand,
in nonlinear optical experiments a key parameter to be measured is the nonlinear refractive index which is related to a variety of other NLO effects through the formalism of NLO susceptibilities. To study ultrafast nonlinear optical response on the picosecond time scale plays an important role for practical NLO applications such as switching and modulation. However no study on PSi has been reported to our knowledge. In this paper we demonstrate the size-related emission property and show that the excitation is mainly localized. The localized surface state is responsible for the post-instantaneous signal.

2. Sample preparation

The optical quality, free standing and highly photoluminescent PSi was obtained from both, p- and n-type Si wafers using electrochemical anodization of c-Si. The key role of the holes in the etching process requires that n-type samples be illuminated during the anodization. The porosity and the final structural and optical properties of the samples can be varied by changing the acid concentration, current density, anodization time as well as the characteristics of the Si-wafer as resistivity and crystalline orientation. We prepared a Si wafer with (100) crystalline orientation and 0.5–1.5 Ω cm resistivity. Using a HF : ethanol : water (1 : 2 : 1) solution, the anodization current (200 mA/cm²) was applied in 280 steps of 0.8 s each and with resting intervals of 1.4 s between anodizations, such that a high-optical quality, free-standing porous films were obtained. The preliminary studies we have made including the determination of electronic surface states densities, electrical transport properties, optical and morphological properties as well as surface properties show that the material prepared is homogeneous with high porosity. The passivation of the nanostructure of PSi for increasing stability, such as post-oxidation of the samples was also proceeded and tested.

The obtained free-standing sample is transparent, brownish. The optical absorption measurement was taken using a Hitachi U-2001 spectrophotometer at room temperature. A sharp cut-off absorption edge is located at 410 nm. The absorption wing extends to 600 nm.

3. Crystallite size variation

In emission measurement, a broad-band red luminescence can generally be observed by illumination of the sample at wavelength shorter than 600 nm. Fig. 1 stands for typical luminescence spectrum of PSi at room and low temperature at 8 K using Ar⁺ laser as a light source. At room temperature, the position of emission band maximum is insensitive to the excitation wavelength whereas at low temperature of 8 K the peak shifts toward low energy in parallel to the excitation photon energy. Comparing the spectra obtained at different temperatures, no distinct correlation between peak position and temperature, or between emission bandwidth and temperature was observed. It suggests that all excitations are highly localized. For excitation at 458 nm, the electrons in conduction band with energy well above the band gap could undergo a direct radiative transition in the area where they were excited while the others could migrate away. The excitation migration would then

Fig. 1. Emission spectra of PSi by excitation of an Ar⁺ laser at three different wave lengths. The upper graph stands for low temperature at 8 K, while the lower one for room temperature. The upper inset is the absorption spectrum, the lower inset represents the size distribution of particles.
be trapped in some different confined region, and emit from that region. If the latter were the case the entire emission would be an overlap of emission from different regions, resulting in a much broader and diffusive feature with an obvious wavelength dependence. In fact, in our sample the 633 nm excitation which provides energy well below the band gap also exhibits similar emission and bandwidth as well.

Based on optical absorbance data obtained the size distribution of the silicon particles in the P-Si sample was calculated. The method is as follows. We assume that the sample is a collection of spherical crystallites whose sizes are described by a distribution function, $F(r)$, and also that the absorption is due to the interband transition of the electrons in the individual crystallites.

Due to the quantum confinement of the free carriers in the nanocrystallites it is expected that each particle is transparent for energies $(E)$ less than its optical gap $(E_g)$ and its absorbance increases abruptly for $E > E_g$. The transmission coefficient of the P-Si film can be expressed as

$$T(\lambda) \propto 1 - C \int_0^\infty F(r)A(r, \lambda) \, dr,$$

where $C$ is a constant and $A(r, \lambda)$ is proportional to the energy absorbed by a particle of radius $r$. $A(r, \lambda)$ is approximated by the Heavy-side step function, $A(r, \lambda) \propto \Theta(\lambda_{g,T} - \lambda)$ where $\lambda_{g,T} = 2\pi hc/E_{g,T}$ and $E_{g,T}$ is the energy gap for particles of size $r$. From the above expression, we obtain that the first derivative of the transmission spectrum is proportional to the size distribution density,

$$\frac{\delta T}{\delta \lambda} \bigg|_{\lambda_0} \propto - \int_0^\infty F(r)\delta(r - r_0) \, dr \propto - F(r_0),$$

where $r_0$ is the size which gives an energy gap corresponding to $\lambda_0$. To obtain this size distribution we used the relation between the magnitude of the energy gap and the size of the (spherical) particle suggested in Ref. [7], $E_{g,T} = 1.1 + 3.65 r^{-1.3}$ where $E_{g,T}$ is in eV and $r$ in nm. As shown in Fig. 1 (lower inset) this calculation shows a nonsymmetric size distribution peaking at $\sim 1.65$ nm in our P-Si film.

4. Picosecond nonlinear optical response

The nonlinear optical response measurement in P-Si is difficult in visible to UV region because of higher absorption that the free-standing sample is used to be burned out before getting signal. In this experiment we use a frequency-tripled $Y_3Al_5O_{12}$ Nd laser operated at 355 nm with pulse width of 45 ps as a pump source for ps optical parametric generation (OPG). The OPG output wavelength can be continuously tuned from 400 to 700 nm. It was found that significant absorption by P-Si free standing film in the region of 550-590 nm would cause a damage of sample. In the region of 590-600 nm the obtained response signal is dominant by the slow-response component which originates from the excited state population grating formed by the two pump-pulses across inside the sample. Tuning the wavelength beyond 610 nm caused the DFWM signal too weak to record in transverse geometry. The final measurement was therefore, conducted at 604 nm. In the experiment the laser beam was split into two pump beams and a probe beam as shown in Fig. 2. The latter carried

![Fig. 2. Experimental setup of picosecond DFWM.](image-url)
10% of the total laser power. The probe went through an optical delay line, and was then incident on the sample from the substrate side. The two pump beams were crossed on the film at an angle, interfering to form a transient grating in the film. The delay line in one of the pump beam paths was used to ensure simultaneity of the pulses at the sample. The beam size of the probe was about 50% that of the pump. Thus, the probe could uniformly sense the susceptibility within the interference region of the two pump pulses. DFWM methods for thin films have been amply discussed in the literature [8,9]. All the beams in our experiment were in backward phase conjugation configuration, which can allow higher signal-to-noise ratio. The pump-pulse intensity was typically 10-20 mJ/cm². The polarization for all measurements was perpendicular to the incidence plane for all four beams, expressed as $\langle \text{ssss} \rangle$. In this configuration, the time-resolved NLO spectrum can adequately be used to characterize the amorphous PSI's NLO properties.

Fig. 3 shows the DFWM signal of free standing PSI wafer compared with CS$_2$ reference. For CS$_2$ reference, the intense coherent response signal with a half-width of about 55 ps located at zero delay of the probe pulse is associated with the third-order nonlinearity of the CS$_2$ material. It is an instantaneous response. It comes from the change in polarizability of grating peak versus grating valley when two pump pulses are cross inside the sample writing a periodic bright-dark interference pattern. For CS$_2$ reference, the fast response is well known as due to the vibrational character of the intermolecular motion in liquid. The signal width is consistent with the intensity autocorrelation of the three laser pulses. For PSI sample, however, the signal consists of two components. One is similar to CS$_2$, with the peak located at zero delay of the probe pulse. The other is a slow response signal, can be identified as to start at $\sim 30$ ps of the probe pulse delay. The signal intensity of the slow response (SR) is almost a half of the instantaneous response signal, but it lives for much longer. By estimation it can enter into microseconds region.

The first component at zero delay is a direct measure of $\chi^{(3)}$ of the PSI material. It has two distinct features. Firstly, the ratio of peak intensity to sample thickness is extremely large compared to most bulk crystals. In solid-state materials the contribution to the instantaneous signal component may come from electronic cloud deformation as well as the nucleus reorientation. The latter contribution in solids is usually smaller. The second feature of the coherent response component is the squeezed nature in time domain.

When the two pump pulses are polarized in the same direction, the coherent signal component is directly related to the third-order susceptibility by $\eta = \exp(-ad/cos \theta)\sin^2(dn\Delta n/\lambda \cos \theta)$, where $\Delta n = \frac{12\pi\chi^{(3)}}{n_0\langle E^2 \rangle}$. $E$ is optical electric field, $d$ is the grating thickness, and $2\theta$ is the crossing angle of the two pump pulses. The intrinsic nonlinear optical response signal generated in this circumstance can be analyzed as the probe beam diffracted by the grating formed by the two pump pulses A and B, which intersect at an angle of $2\theta$ inside the thin film. The grating vector is $q = \pm (k_A - k_B)$, confined in
the film along the x direction. The electric field amplitude is \( A = A_A e^{-i k x} + A_B e^{-i k x} \), where \( k \) represents the wave vector. The light intensity is then modulated as \( I = I_A + I_B + 2 \Delta I \cos(2kx) \), where \( \Delta I = 1/2n_0 A_A A_B \). In our experiment, \( I_A = I_B \), so \( I = 2I_A(1 + \cos(qx)) \) for identical polarizations (ss) of \( A_A \) and \( A_B \). The diffracted signal intensity is directly related to the third-order susceptibility as expressed by Eq. (1). Compare the FWHM of Psi sample to CS, the former is about 70% of the latter compared to the electronic part. For isotropic sample \( \chi^{(3)}_{xxx} = 3\chi^{(3)}_{xxyy} = 3\chi^{(3)}_{xxzz} \), [14]. We obtained \( \chi^{(3)}_{xxyy} = \chi^{(3)}_{xxzz} = 0.12 \times 10^{-11} \text{cm}^3 \text{erg} \), which is significantly large compared to many bulk crystals.

The "squeezing" feature observed in the Psi wafer is quite interesting. We previously reported a compression effect of the DFWM signal in bulk KNbO\(_3\) crystal. It was due to TPA interaction [10] between the pump and probe pulses when the laser fluence was greater than 280 mJ/cm\(^2\). The narrowed signal was shifted towards negative delay. In the present case, however, the laser fluence was lower and the peak does not shift. Further increasing the laser power would, unfortunately, cause the sample to be damaged. For other thin amorphous samples such as amorphous quartz wafer, no squeezing effect could be observed. The reason for this is not completely understood yet. In four-wave-mixing, squeezed light was first observed by Slusher et al. [11] in an optical cavity (atomic vapor). It was due to the generation of "squeezed states". In this phenomenon the statistical variance in one of the two in-quadrature components of the coherent electric field is reduced below the shot noise value, while variance of the other component is increased so that the uncertainty principle is satisfied. The squeezing, which could have applications in communications, has also been observed in semiconductors, optical fibers, as well as in waveguides. It is due in these cases to a nonlinear mechanism through the third-order nonlinear susceptibility, including Kerr effect, which can affect the transverse spatial profile of the generated light [12,13]. In our case it possibly relates to a similar mechanism, except for the small optical interaction length in the film.

The second component in Fig. 3 is a SR signal. This signal component is attributed to the population grating produced by the interference of the two crossed laser pulses. In the bright region of the grating, the intrinsic interband transition occurs, forming highly localized surface state as discussed in the above section. It in turn alters the polarizability. In many crystal samples, the SR signal, following the coherent component, used to be built up for a risetime of up to 10 ps [10], which corresponds to relaxation process of the excited state dynamics. In PSI sample, however, no risetime was observed, which further proves that the excitation at 604 nm was highly localized without further migration or other dynamical processes.
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Abstract. Optical quality, free standing and highly photoluminescent PSi was prepared from both, p- and n-type Si wafers using electrochemical anodization of c-Si. The porosity and the final structural and optical properties of the samples were found to be altered drastically by changing the acid concentration, current density, anodization time as well as the characteristics of the Si-wafer. In optical measurement, a broad and intense absorption band is in the UV-Visible region with a cut-off edge at ~400 nm. A strong red emission was found to be at ~670 nm. It is extremely broad even at 8 K. The experimental results show that a group of sites can be simultaneously excited by pump laser due to excitation energy coincidence. In nonlinear optical measurement the optical response was characterized using degenerate four-wave-mixing (DFWM) in a backward configuration. The response signal consists of an instantaneous component followed by a long lived, slowly decaying component. They are associated with the third-order susceptibility of PSi and the surface states. The response due to the surface state is significant.

INTRODUCTION

It is well known that the small and indirect band gap of crystalline silicon (c-Si) is characterized by an extremely low quantum efficiency of luminescence while porous silicon (PSi), obtained by electrochemical etching of c-Si surfaces, yields extremely high photoluminescence (PL) efficiencies up to 10^4 in the visible range (2). The origin of the PL has been the subject of many studies. We have studied the photodynamical process and Raman spectra of PSi (3,4). It was found that S-band luminescence comes from highly confined regions with a distribution of wire widths. Quantum confinement increases the emission energy and the oscillator strength of the radiative transition, decreasing the radiative lifetime. Therefore the most accepted luminescence mechanism at this time is associated with quantum confinement in the nc-Si formed in the PSi by the anodization process. The presence of ~3 nm size nanocrystallites is the size required by the confinement mechanisms to enlarge the band gap. On the other hand, there is interest in the changes of the size-sensitive optical properties due to the quantum confinement. The microstructure of the vitreous state exhibits short-range order within a c-Si core but long-range disorder. The wave vector and eigenfunction associated with an optical process are thus no longer valid due to the lack of periodicity of the structure. In PSi the network can be tailored within one size-category by using size-sensitive, fast selective excitation. This will reveal the associated optical properties of the material, such as photorefractive sensitivity, FWM signal polarization, appearance of ultrafast NLO responses, optical activity, etc.
In nonlinear optical experiments a key parameter to be measured is the nonlinear refractive index which is related to a variety of other NLO effects through the formalism of NLO susceptibilities. It is through these related effects (polarization rotation, optical Kerr effect, self-phase modulation, optical mixing, etc.) that much of the available data on nonlinear refraction as well as the fast third-order nonlinear properties of the material can be obtained. The ultrafast response time on the picosecond time scale is in fact a key point for practical NLO applications such as switching and modulation. However no study on the NLO response from PSi has been reported to our knowledge. In this paper we present the experimental results on degenerate-four-wave-mixing (DFWM) measurement as well as the conventional optical spectral.

EXPERIMENTAL

The optical quality, free standing and highly photoluminescent PSi was obtained from both, p- and n-type Si wafers using electrochemical anodization of c-Si. The acid solution for the anodic etching was 1:2:1 (HF:ethanol:water). The electrolytic cell included a standard Platinum electrode as a cathode and the crystalline silicon wafer as an anode. The aluminum ohmic contact at the bottom of the wafers were made by sputtering deposition and annealing. Prior to the anodization, the silicon surface of the wafers were cleaned with 20% HF-aqueous solution for 5 minutes. Samples were anodized and finally dried using the critical point method. Free standing samples were also prepared by applying a high electropolishing pulse at the end of the anodizing process. Such a pulse disengages the porous layer from the underlying crystalline silicon. The key role of the holes in the etching process requires the illumination of the n-type samples during the anodization. The porosity and the final structural and optical properties of the samples can be varied by changing the acid concentration, current density, anodization time as well as the characteristics of the Si-wafer (resistivity and crystalline orientation). The preliminary studies we have made including the determination of electronic surface states densities, electrical transport properties, and optical and morphological properties and surface properties show that the material prepared is homogeneous with high porosity. The passivation of the nanostructure of PSi for increasing stability, such as post-oxidation of the samples was also proceeded and tested. Optically, nanoporous-Si behaves as a homogenous material in the visible and longer wavelength regions, as tested by ellipsometry, reflectivity measurements and by transmittance as well. The sample studied here was prepared from a boron doped Si wafer with (100) crystalline orientation and 0.5-1.5 Ωcm resistivity. The anodization current (200mA/cm²) was applied in 280 steps of 0.8sec each and with resting intervals of 1.4 sec between anodizations, such that a high-optical quality, free-standing porous film was obtained.
Absorption and emission

The absorption measurement was conducted using a Hitachi spectrophotometer at room temperature. A sharp cut-off absorption edge at the high energy side is located at ~410 nm and the low energy side is at ~510 nm (shown in the inset of Figure 1) with a tail extended to 600 nm. At the wavelength greater than 510 nm the absorption becomes very weak, and at 633 nm the absorption is negligible.

The emission measurements were conducted using lasers setting at different wavelengths covering 458 - 633 nm region in purpose to provide different excitation photon energy. Nevertheless, in all cases a broad band red luminescence can generally be observed. Fig. 1 stands for a typical luminescence spectra of PSi at room and low temperature 8 K. Three lines from an Ar+ laser at 458, 488 and 514 nm were used for excitation. At room temperature, the emission band maximum does not shift markedly with changing excitation wavelength, but emission intensity varies significantly because absorption changes from 458 nm to 514 nm. At low temperature 8 K however, the emission peak obviously shifts toward longer wavelengths while the excitation tuned to longer wavelength. But the emission intensity does not change so much as what observed at room temperature. It is presumably due to a flat plateau in this absorption region at low temperature. On the other hand, to compare the spectra obtained at different temperature no distinct correlation between peak position and temperature, or between emission bandwidth and temperature was observed. Furthermore, emission spectra excited at 633 nm were also obtained, and used to compare with those excited at shorter wavelengths. The photon energy of 633 nm excitation is
lower than the absorption edge 510 nm. However, the luminescence can still be observed. In all cases the common feature for all emission spectra is the large bandwidth. From excitation at 458 nm to 633 nm, the difference of band width was found to be less than 10%. Therefore, it is suggested that all excitations are highly localized. Fig.2 shows the time-resolved emission spectra at room temperature. The excitation was at 532 nm with the delay time from 4 to 84 μs. It features a typically glassy-like profile. As the delay time increases shorter-lived emitter dies out leaving luminescence due to longer-lived emitter dominant. As shown in the figure there is no interaction evidence in any emission profile. The contribution of phonon-assisted transition is less important here, compared to the case of 3d or 4f ions-doped materials. The reason is two-fold, as discussed in the following. From general understanding we may assume two possible recombination processes. For those electrons excited from valence band to conduction band by excitation at 458 nm, they possess excitation energy well above the bandgap. A part of them could undergo a direct radiative transition in the area where they were excited while the others could migrate away. The excitation migration would then be trapped in some different confined region, and emit from that region. If this latter case were true the entire emission would be an overlap of entire emission from different regions, resulting in a much broader and diffusive feature with an obvious wavelength dependence. On the other hand, for those electrons excited by 633 nm excitation they possess energy well below the bandgap. These electrons cannot undergo a migration process. They must immediately be localized and/or emit light from the excited region. In this case the emission profile is supposed to be not as broader as that in the former case. Therefore, because all emissions excited at different wavelengths exhibit similar breadth it implies that the confined regions giving light emission are mainly isolated and scattered in porous Si samples. This is in consistence with conclusions of other studies. For instance, the studies on the polarization of the luminescence of porous Si have supported the model that only limited migration of carriers to neighboring regions may occur (5–7). The second-fold consideration is that in nanocrystals, the phonon spectra are modified due to the break-down of the lattice periodicity. Anharmonic effects of lattice vibration may also become important. A large number of activators are expected to be located in a distorted lattice environment near the surface. The radiative recombination in the localized state on the nanocrystalline surface causes the strong visible photoluminescence. This kind of PL is sensitive to the nanocrystallite size, and insensitive to the temperature.

**Transient optical response from PSi**

Study on nonlinear optical property of porous Si, particularly the transient optical response measurement has not yet reported to our knowledge. It is due mainly to the technical difficulty in performing such kind of measurements. With a green light source (available for most commercial pulsed lasers) the absorption by PSi film is too strong for the material to sustain. We are able to perform this kind of measurement by turning the picosecond light source into the yellow - orange region, using technique of picosecond optical parametric generation. A frequency-tripled Y2Al5O12:Nd laser operated at 355 nm
with pulse width of 45 ps was used for optical parametric generation. The output wavelength can be continuously tuned from 400 to 700 nm. In order to determine which wavelength can be best used for characterization, the measurement was checked by turning laser was within 550 - 650 nm. Significant absorption by Psi free standing film in the region of 550 - 590 nm would cause a damage of sample. In the region of 590 - 600 nm the obtained response signal is dominant by the slow-response component which originates from the excited state population grating formed by the two pump-pulses across inside the sample. Tuning the wavelength beyond 610 nm caused the DFWM signal too weak to record in transverse geometry. The final measurement was therefore conducted at 604 nm. In the experiment the laser beam was split into two pump beams and a probe beam. The latter carried 10% of the total laser power. The probe went through an optical delay line, and was then incident on the sample from the substrate side. The two pump beams were crossed on the film at an angle, interfering to form a transient grating in the film. The delay line in one of the pump beam paths was used to ensure simultaneity of the pulses at the sample. The beam size of the probe was about 50% that of the pump. Thus, the probe could uniformly sense the susceptibility within the interference region of the two pump pulses. DFWM methods for thin films have been amply discussed in the literature (8,9). All the beams in our experiment were in backward phase conjugation configuration, which can allow higher signal-to-noise ratio. The pump-pulse intensity was typically 10 - 20 mJ/cm². The polarization for all measurements was perpendicular to the incidence plane for all 4 beams, expressed as <s>s<s>. In this configuration, the time-resolved NLO spectrum can adequately be used to characterize the amorphous Psi's NLO properties.

Fig. 3 shows the DFWM signal of free standing Psi wafer compared with CS₂ reference. For CS₂ reference, the intense coherent response signal with a half-width of about 55 psec located at zero delay of the probe pulse is associated with the third-order nonlinearity of the CS₂ material. It is an instantaneous response. It comes from the change in polarizability of grating peak versus grating valley when 2 pump pulses are cross inside the sample writing a periodic bright-dark interference pattern. For CS₂ reference, the fast response is well known as due to the vibrational character of the intermolecular motion in liquid. The signal width is consistent with the intensity autocorrelation of the three laser pulses. For PSI sample, however, the signal consists of 2 components. The one is similar to CS₂ with the peak located at zero delay of the probe pulse. The other one is a slow response signal,
can be identified as to start at $\sim +30$ ps of the probe pulse delay. The signal intensity of the slow response (SR) is almost a half of the instantaneous response signal, but it lives for much longer. By estimation it can enter into microseconds region.

The first component at zero delay is a direct measure of $\chi^{(3)}$ of the PSi material. It has two distinct features. Firstly, the ratio of peak intensity to sample thickness is extremely large compared to most bulk crystals. In solid state materials the contribution to the instantaneous signal component may come from electronic cloud deformation as well as the nucleus reorientation. The latter contribution in solids is usually smaller. The second feature of the coherent response component is the squeezed nature in time domain.

When the two pump pulses are polarized in the same direction, the coherent signal component is directly related to the third-order susceptibility by

$$
\eta = \exp(-ad/cos \theta) \sin^2(d\pi \Delta n/\lambda cos \theta),
$$

where

$$
\Delta n = \frac{12\pi}{n_0^s E^0} \chi^{(3)},
$$

here, $E$ is optical electric field, $d$ is the grating thickness, and $2\theta$ is the crossing angle of the two pump pulses. The intrinsic nonlinear optical response signal generated in this circumstance can be analyzed as the probe beam diffracted by the grating formed by the two pump pulses A and B, which intersect at an angle of $2\theta$ inside the thin film. The grating vector is $q = \pm (k_A - k_B)$, confined in the film along the x direction. The electric field amplitude $A$ is

$$
A = A_A e^{ikx} + A_B e^{-ikx},
$$

where $k$ represents the wavevector. The light intensity is then modulated as

$$
I = I_A + I_B + 2I \cos(2kx),
$$

here $\Delta I = 1/2\epsilon_0 A_A A_B$. In our experiment, $I_A = I_B$, so $I = 2I \cos(qx)$ for identical polarizations (ss) of $A_A$ and $A_B$. The diffracted signal intensity is directly related to the third-order susceptibility as expressed by Eq. (1). Compare the FWHM of PSi sample to CS $\chi$, the former is about 70% of the latter compared to the electronic part. For isotropic sample $\chi^{(3)} \approx 3 \chi^{(3)} = 3 \chi^{(3)}_{xyy}$ (10). We obtained $\chi^{(3)}_{xzx} = \chi^{(3)}_{yyy} = \chi^{(3)}_{zzz} = 0.12 \times 10^{-11}$ cm$^3$ erg, which is significantly large compared to many bulk crystals.

The “squeezing” feature observed in the PSi wafer is quite interesting. We previously reported a compression effect of the DFWM signal in bulk KnBO$_3$ crystal. It was due to TPA interaction (11) between the pump and probe pulses when the laser fluence was greater than 280 mJ/cm$^2$. The narrowed signal was shifted towards negative delay. In the present case, however, the laser fluence was lower and the peak does not shift. Further increasing the laser power would, unfortunately, cause the sample to be damaged. For other thin amorphous samples such as amorphous quartz wafer, no squeezing effect could be observed. The reason for this is not completely understood yet. In four-wave-mixing,
squeezed light was first observed by R.E. Slusher et al. (12) in an optical cavity (atomic vapor). It was due to the generation of "squeezed states". In this phenomenon the statistical variance in one of the two in-quadrature components of the coherent electric field is reduced below the shot noise value, while variance of the other component is increased so that the uncertainty principle is satisfied. The squeezing, which could have applications in communications, has also been observed in semiconductors, optical fibers, as well as in waveguides. It is due in these cases to a nonlinear mechanism through the third-order nonlinear susceptibility, including Kerr effect, which can affect the transverse spatial profile of the generated light (13,14). In our case it possibly relates to a similar mechanism, except for the small optical interaction length in the film.

The second component in Fig. 3 is a SR signal. This signal component is attributed to the population grating produced by the interference of the two crossed laser pulses. In the bright region of the grating, the intrinsic interband transition occurs, forming highly localized surface state as discussed in the above section. It in turn alters the polarizability. In many crystal samples, the SR signal, following the coherent component, used to be built up for a risetime of up to tens picoseconds (14), which corresponds to relaxation process of the excited state dynamics. In PSi sample, however, no risetime was observed, which further proves that the excitation at 604 nm was highly localized without further migration or other dynamical processes.
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ABSTRACT

We have carried out a resonance Raman study of line-shape in silicon quantum dots synthesized on a quartz substrate by co-sputtering bulk Si and SiO₂. Optical transmission measurements are used to evaluate dot size distribution. The size distribution shows peaks around 1.0 and 1.4 nm. The Si dots exhibit photoluminescence in the visible region, which shifts to higher energy with decreasing size. The size dependence of Raman scattering shows phonon softening and increasing asymmetrical broadening for small dots (< 2nm). The observed spectra are compared with calculations considering electron-hole interactions at a quasi-direct gap of a spherical quantum dot.

INTRODUCTION

Nanometer size Si crystals show marked improvement in photoluminescence (PL) quantum efficiency compared to bulk silicon and are, therefore, attractive for silicon based optoelectronic applications [1]. The PL observed from Si nanocrystals is attributed to quantum size effects. The effect of carrier confinement and band gap upshift in Si nanocrystals has been discussed intensively in the literature [1]. The photoluminescence energy for Si nanocrystals have been calculated by using the empirical pseudopotentials [2], the third nearest neighbor tight binding [3] and time dependent tight binding techniques [4]. Despite the apparent disagreement in predicting the peak PL energy, these calculations demonstrate that the PL energy increases as the nanocrystal size decreases and the dominant contribution to the visible light emission comes from nanocrystals smaller than 2 nm.

The resonantly excited PL spectrum has shown long radiative lifetimes in Si nanocrystals and provides important evidence that phonons are directly involved in the radiative recombination process [5]. Clearly, this suggests that the Si nanocrystal energy band remains indirect type. Theoretical calculations, however, indicate that a quasi-direct gap in nanocrystal Si is possible for sizes 1.0-1.5 nm in diameter [3].

Raman scattering techniques are commonly used for semiquantitative determination of size effects on vibrational modes, such as confined optical phonon, surface phonon and confined acoustic phonon, in nanocrystal or quantum dots (QD) [6-11]. An adequate knowledge of the bulk phonon dispersion is a prerequisite for understanding lattice dynamical properties and electron-phonon interactions in QD. The first-order resonant Raman scattering via the Fröhlich interaction has been investigated for spherical QD [9]. The electronic intermediate state was considered as uncorrelated electron-hole pairs. Electron-hole correlation effects via Coulomb interaction on Raman amplitude for spherical QD has also been reported [10,11]. It was shown that the resonant scattering efficiencies depend strongly on the Coulomb correlation and only excitonic states and vibrational modes with zero angular momentum were allowed in the Raman process.

The effect of carrier confinement on optical phonons in Si QD has been widely studied by Raman scattering [6-8]. The size effect is reflected in a finite wave vector of QD and
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corresponding lowering of phonon frequency from bulk. A quantum confinement model that takes into account the finite phonon wave vector and gaussian size distribution for spherical quantum dots is generally invoked to explain the observed Raman line shape. In this report, we investigate the Raman line shape from Si dots dispersed in a SiO₂ matrix grown on a quartz substrate. We emphasize the role of Si dots that favor the resonant interaction with incoming or outgoing photon in the Raman process.

EXPERIMENTAL

The Si-SiO₂ film was grown on the quartz substrate by rf co-sputtering. The substrate was a 6-inch long quartz plate. On a SiO₂ target (6 inch in diameter) small pieces of Si tips (area ~ 0.1 in²) were placed and they were co-sputtered for 3 hours. The number of Si tips and their position on the SiO₂ were used to control the size of silicon dots. The film was subsequently annealed in nitrogen ambient at 1100°C for 30 minutes. The deposited film has an area of 5in²x0.2in and thickness of the order of 1.7 μm. Dot size and silicon concentration vary monotonically along the length of the film. The estimated Si dot density varies from 1.5x10²⁷/m³ at SiO₂-rich end to 3.5x10²⁷/m³ at Si-rich end of the film. The transmission measurements were made in the range 190-820 nm using a HP-8452A spectrophotometer. The photoluminescence and Raman measurements were performed in a quasi back-scattering geometry at room temperature using the 514.5 nm line of an Ar⁺ laser. The laser power was kept low (20 mW) and the laser beam was focussed to a spot of 25 μm size on the film. The spectra were dispersed by a TRIAX 320 spectrometer and detected by a cooled photomultiplier with GaAs photocathode.

![Graph 1](image1.png)

**Fig.1(a).** Transmission spectra from two regions (A and B) of Si-SiO₂ film.

![Graph 2](image2.png)

**Fig.1(b).** Size distribution at the region A and B of the film calculated from transmission spectra.

RESULTS

Figure 1(a) shows typical transmission spectra taken from two regions of Si-SiO₂ film. In our case the Si dot size is dispersed along the length of the film on the quartz plate. The transmission coefficient of the film is related to the energy absorbed by the Si quantum dot of size R imbedded in the SiO₂ matrix. From the optical transmission we calculated the dot size.
distribution by assuming that the absorption is primarily due to interband transitions between the quantum confined states of a spherical Si dot. Furthermore, it is assumed that at the enlarged gap of the quantum dot the absorption coefficient changes abruptly from zero to a finite value. By taking the dependence of energy gap on the size of spherical dot as $1.1+3.65 R^{-1.2}$ [12], size distribution can be approximated with the first derivative of the transmission spectrum [13]. The estimated size distribution is asymmetric with long tail towards the larger size and centered around 1.0 nm and 1.4 nm as shown in Figure 1(b). With increasing size, the distribution becomes broader.
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Fig. 2. Normalized PL spectra from (a) 1.4 nm, and (b) 2.2 nm diameter Si dots excited with 514.5 nm laser line.
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Fig. 3. Size dependence Raman spectra from Si dots excited with 514.5 nm laser line.

Figure 2 shows the PL emission spectra from Si QD excited with the green line (2.412 eV) of an argon ion laser. The PL spectrum is broad and shifts to higher energy with decreasing dot size. The peaks are observed at 1.69 eV and 2.06 eV for dot sizes of 2.2 nm and 1.4 nm, respectively. The average dot sizes were obtained from the transmission data with an error of ±0.2 nm. We attribute the featureless broad PL spectrum to band-to-band recombination in Si QD and fluctuation in QD sizes. For the 1.4 nm dot size, we also see structure towards the high energy (2.2 eV) due to resonant excitation with laser line. According to Delerue et al. [14], EPS or tight binding as well as corrected ab initio local density approximation (LDA) techniques give reliable predictions for Si nanocrystal band gap. It has been pointed out that the quasi particle gaps and exciton coulomb energies of Si nanocrystals require a large correction to the band gap which are not included in the one electron theory. The optical gap is defined as $E_{\text{opt}} = E_{\text{opt}}^{\text{band}} - \Sigma_{\text{LDA}} - \Sigma_{\text{C}}$, where the quasi
particle gap $E_{cO}^p$ is the difference in energies resulting from the separate addition of an electron and hole to the system, $E_{cO}^p$ is the self energy corrections and $E_{cO}^p$ is due to exchange correlation effects. The $E_{SDD}$ practically compensates for the screened electron-hole interaction $E_{el}^p$ with the dielectric constant. Though our PL results are in qualitative agreement, they fall below the calculated values of optical band gap of silicon nanocrystals with the excitonic correction [14]. It should be emphasized that PL energy is lower than the absorption edge for a given dot size, and this difference is considerably large for smaller size dots. Self trapped exciton at the interface between Si and SiO$_2$ or a defect state is considered to be responsible for the observed Stokes shift of PL emission energy [14].

The Raman spectra from Si-SiO$_2$ film were excited with the 514.5 nm (2.41 eV) laser line of an argon ion laser from the region that emits green-red luminescence. Figure 3 shows representative spectra from three different positions of the sample characterized by the average Si dot diameter. The observed spectra show phonon softening and line shape broadening with decreasing dot size. As the average dot size decreases from 2.2 nm to 1.4 nm, the Raman peak shifts from 511 cm$^{-1}$ to 502 cm$^{-1}$. The Raman lines are asymmetrically broadened with a tail towards the low energy side. In the uncorrected data, the integrated intensity remains unchanged. The broad line shape arises from size distribution in an ensemble of dots, which leads to a large fluctuation in wave vectors, particularly for dot sizes smaller than 2 nm.

Fig. 4. The radial dependence of $l = 0$ optical phonon mode for a Si quantum dot embedded in a SiO$_2$ matrix.

In order to explain the observed resonance line shape, we assume that the optical vibrations are confined to the spherical dot with effective wave vector $q_\theta = \mu_\theta / R$, where $\mu_\theta$ is the $n^{th}$ mode of the spherical Bessel function $j_1$, and $R$ is the dot radius. A quadratic bulk Si dispersion gives the eigen frequencies $\omega_\theta(R)$. The eigen-frequencies of optical vibrations of zero angular momentum ($l = 0$) mode as a function of $R$ in a spherical Si dot embedded in SiO$_2$ are shown in Fig. 4. It should be pointed out that a precise determination of dot size,
particularly for R < 1 nm, is necessary for the estimation of equivalent wave vectors and corresponding eigen-frequencies.

The Raman line shape can be written as \( I(\omega, R) \) [11],

\[
I(\omega, R) = I_0 \frac{1}{\pi \Gamma} \frac{\sqrt{\Gamma^2 - (\omega_0 - \omega)^2}}{\left[ (h\omega_0 - E_{\mu 1}(R))(h\omega_0 - E_{\mu 2}(R)) + \Gamma^2 \right]^2 + \left[ \Gamma^2 (h\omega_0 - E_{\mu 1}(R)) + \Gamma^2 (h\omega_0 - E_{\mu 2}(R)) \right]^2}
\]

(1)

where \( I_0 \) is the product of scattering efficiency and eigen-values of the appropriate scattering matrix elements over all the intermediate states, \( R \) is the mean QD radius, \( E_{\mu 1}(R) \) and \( E_{\mu 2}(R) \) are the eigen energy for \( R \) in the \( \mu_1 \) and \( \mu_2 \) intermediate states, respectively, \( \Gamma \) is the intermediate state (phonon) life time broadening, \( \omega_0 \) and \( \omega \) are the excited laser energy and scattered photon energy, respectively. In the incoming resonance process, \( \omega \) coincides with one of the electronic states \( E_{\mu 0}(R) \) while outgoing resonance occurs when \( \omega \) approaches \( E_{\mu 2} \). The resonance conditions are described as \( h\omega = E_{\mu 0}(R) \) for incoming resonance, and \( h\omega - h\omega_0(R) = E_{\mu 2}(R) \) for outgoing resonance. We assume that the intermediate electronic state is an electron hole pair state and the electron phonon coupling is via deformation potential interaction. The energy of the QD band edge as a function of dot size is estimated from the two-particle exciton calculation [4]. The resonant dots at the laser photons at 2.412 eV have diameter 1.3 - 1.4 nm. Figure 5 shows the calculated line shape for 1.4 nm dot. It is evident that the main contribution to the line shape comes from the resonant radii, though non-resonant dots give broad constant background.

The Raman line shape in QD is indeed a convolution of dot size distribution, size selected vibrational modes in resonance with incoming photon or scattered photon. The resonant radii correspond to the resonant dots and give the main contribution to the line shape. Phonons in different quantum confinement dots are also expected to play a significant role in the scattering process, especially when the resonance condition favors smaller radii. The broadening and asymmetry of the Raman spectrum follows from the contribution of several phonon modes of dots with different radii in the resonance region. Appreciable contribution comes from \( |R_0 - R| < \delta R \), where, \( R_0 \) = radius for which either incoming or outgoing resonance is reached. In our case \( \delta R = 0.04 \) nm. The behavior of \( E_{\mu 2}(R) \) as a function of \( R \) is taken from the calculations of Ref. 4. A lifetime broadening of 25 meV for all intermediate electronic states involved and phonon half width of 9 cm\(^{-1}\) was used in the calculation.

CONCLUSIONS

We have synthesized Si nanocrystals in a SiO\(_2\) matrix on quartz plate by rf co-sputtering. The Si dots are dispersed in size along the length of the plate. Optical transmission measurements were used to estimate the dot size distribution which shows peaks around 1.0 \( \pm 0.2 \) nm and 1.4 \( \pm 0.2 \) nm with an asymmetrical tail towards the large particle size. The PL emission from the dots exhibits broadband in the red and green region, and their peak
energies are smaller compared to the calculated values of the optical gap with the excitonic correction. Size dependence of the Raman scattering was performed on Si dots, the results show phonon softening and large asymmetrical broadening. With decreasing dot size broadening increases further due to fluctuation in effective wave vector associated with size distribution. The observed asymmetry was calculated by considering phonon confinement in a spherical dot. For small dot size, the line shape is dominated by the resonant dots that favor incoming or outgoing resonance.

The electronic state responsible for the resonant interaction with the dot has a large lifetime broadening of the order of 25 meV. The weak resonance enhancement seen under the resonant condition is indicative of band-to-band transitions in the Raman process. The size distribution in our sample does not allow a quantitative determination of relative contribution of vibrational and electronic states to the Raman line shape as has been done for CdSe [11].

We have assumed a quasi-direct gap for Si dots in this calculation, and it should be emphasized that the distinction between resonance near a direct gap or an indirect gap of Si QD can be seen only in a two-phonon scattering process. The two-phonon scattering usually consists of contribution from several zone-edge regions and involves phonons of particular symmetry. The resonance near a direct gap shows enhanced amplitude for phonons of all symmetries whereas near an indirect gap, phonons of particular symmetry show selective resonance enhancement due to iterative electron-one phonon process.
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Abstract

We present combined measurements of electroluminescence (EL) and photoluminescence (PL) in p-type porous silicon. The EL spectra were measured using an electrolyte contact for electron injection into the porous face of the sample. Upon applying the current, the EL intensity first rises with time, reaches a maximum, and then decays to zero. (The whole process takes about half an hour.) At the same time, the peak of the EL spectrum shifts from ~850 nm in the beginning to ~600 nm at the end of the process. The PL, which was measured simultaneously, peaked at ~750 nm in the beginning and was much wider than all of the EL spectra. Towards the end of the EL process, the red part of the PL spectrum practically disappears. This shifts the PL peak towards the blue, to about the same wavelength as the EL peak (~600 nm) and the spectrum becomes much narrower, comparable to the EL spectrum. The voltage across the sample during the EL process shows a moderate increase up to the point where the EL disappears, and then the voltage rises steeply. This behavior is associated with the build-up of a thin oxide layer on the porous surface. The combined results of EL and PL, and especially the disappearance of the red part in the photoluminescence spectrum at the end of the EL process, suggest that in addition to quantum confinement, localized surface states play an important role in the luminescence process, at least in the red part of the spectrum. Such states may be associated with adsorbed species and disappear upon oxidation. © 2000 Elsevier Science S.A. All rights reserved.
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1. Introduction

Porous silicon [1–4], obtained by electrochemical etching procedures applied to crystalline silicon surfaces, exhibits high luminescence efficiencies in the visible range. It is generally accepted that the visible luminescence originates from the band-gap enlargement due to quantum confinement in the porous silicon nanocrystallites [3,4]. At the same time, the reasons for the high-efficiency luminescence are still somewhat under debate [3–5]. It was suggested that it is the amorphous or microcrystalline nature of the porous silicon that is responsible for the phenomenon, or that the formation of silicon compounds such as siloxene (Si₅O₇H₈) or Si–H, Si–O and Si–F bonds are involved in the luminescence [3,4].

In this paper we present combined measurements of electroluminescence (EL) and photoluminescence (PL) in p-type porous silicon. It is shown that our combined results of EL and PL point to the important conclusion that in addition to quantum confinement, localized surface states play an important role in the luminescence process at the red part of the spectrum. Such states may be associated with adsorbed species and disappear upon oxidation.

2. Experimental

The starting material was high-grade p-type (100) silicon of resistivity in the range 0.5–1.5 Ωcm. A p + layer was formed by diffusing metallic Al into the back faces of the silicon wafers to obtain an ohmic contact. The sample was attached to a cylindrical Teflon cell via a Kalrez O-ring. The sample constituted the bottom of
the cell, with its front surface facing upwards. Before anodization, the samples were etched in 20% HF. In order to prepare the porous surface [4], a solution of HF, ethanol and water (1:2:1) was poured into the cell. A platinum electrode was immersed in the solution and a spring contact was attached to the bottom p+ contact. The anodization of the Si surface was carried out with a current density of 15–50 mA cm\(^{-2}\).

The EL and PL were measured in the same cell using a CCD-based computer board spectrometer. In the former case the cell was filled with an electrolyte consisting of an aqueous solution of NaCl. The EL was obtained under constant current conditions, the current densities ranging from 1–3 mA cm\(^{-2}\). The PL was excited by a 45-mW argon laser beam of 488 nm wavelength.

3. Results

In order to determine the EL characteristics we applied to the cell a constant current (the electrolyte negative) and continuously measured the EL spectra. In Fig. 1 we show some of these spectra (assorted symbols) obtained at different times of the EL current flow as marked on the curves. We see that upon applying the current the EL intensity first rises with time, reaches a maximum, and then decays to zero. The whole process usually takes about half an hour. At the same time, the peak of the EL spectrum shifts from \(\approx 850\) nm in the beginning to \(\approx 600\) nm towards the end of the process.

The solid curve represents the total luminescence power as a function of wavelength, obtained by integrating the EL emission intensity. It is seen that this curve forms an envelope of the EL spectra at the different stages of the current flow, as expected.

The width of the different EL spectra was found to be about 120 nm and is essentially the same for all samples studied. This is illustrated also by the data in Fig. 2. Here we plot the EL peak amplitude as a function of the area of the spectrum. The various symbols (nine altogether) correspond to samples prepared under different anodization conditions, while the recurrence of the same symbol represents measurements at different times of the EL current flow. We note that all data lie on a straight line, showing the proportionality between the emitted EL power (area) at any time and the peak amplitude. This indicates that both the shape and the width of the various spectra are constant. Accordingly we used the peak amplitude to represent the emitted EL power.

The main conclusions from Fig. 1 are summarized in Fig. 3. Here we plot the emitted EL power and the wavelength of the spectral peak as functions of time. Also plotted is the time variation of the voltage across the sample. Note that during the time that the EL persists, the voltage rises moderately, but shortly after the disappearance of the EL, it rises steeply. This behavior is associated with the buildup during the EL current flow of an insulating layer, most probably an oxide, on the porous surface. In fact we have measured the buildup process of such an oxide layer on crys-

![Image of EL spectra](image-url)
Fig. 2. EL peak amplitude as a function of the area of the spectrum. The various symbols (nine altogether) correspond to samples prepared under different anodization conditions, while the recurrence of the same symbol represents measurements at different times of the EL current flow.

talline silicon during current flow under similar conditions to those used for EL in porous silicon. Use was made of the space charge capacitance technique of the silicon–electrolyte interface [5]. Fig. 4 shows the growth of the oxide thickness with the time of the applied current. We see that the current flow causes an appreciable enhancement in the oxide thickness. It is only to be expected that the EL current induces an oxide growth in porous silicon as well.

Fig. 5 displays the PL spectra (solid curves) at the onset of the EL (curve 1) and after the EL disappears (curve 2). We see that due to the EL current flow, the red part of the PL practically disappears. As a result, the PL spectrum is appreciably narrower and blue shifted. For comparison purposes we replotted from Fig. 1 (dotted curves) the total EL emitted power (curve 3) and one of the last measured EL spectra (curve 4). The two curves were normalized to the respective PL curves. It is seen that each pair of curves coincide quite closely.

Fig. 3. Emitted EL power and wavelength of the spectral peak as functions of time. Also plotted is the time variation of the voltage across the sample.
4. Discussion

The blue shift of the EL peak with the EL time and the accompanying moderate increase of the voltage across the sample are somewhat similar to results obtained by Biesey and Vial [6] and are probably due to the same mechanism. Because of quantum confinement, the energy gap associated with the nanocrystallites is higher, the smaller the size of the crystallite. At the beginning, the contribution to the EL is mainly from the larger nanocrystallites. This is because such particles are associated with smaller energy gaps so that electron injection from the electrolyte requires less energy (lower voltage). With time, these nanocrystallites become covered with an oxide due to the EL current flow. At this point the current is diverted to smaller nanocrystallites and electron injection into such crystallites requires a higher voltage. As pointed out above, the measurements were performed under constant current conditions and we see indeed from Fig. 3 that the voltage across the cell rises with the time of the EL current flow. The EL disappears when all of the nanocrystallites, large and small, become covered with an oxide. One might conceivably assume that the EL originates from band-to-band transitions and thus account for the blue shift as the EL current switches from larger to smaller nanocrystallites. Such a model, however, is inconsistent with some PL data. In the first place we reported previously [7] that the excitation of the PL is practically nonexistent in the range of wavelengths encompassed by the PL spectrum (above 600 nm). This suggests that the PL involves some intermedi-
ate localized states, and that the luminescence results from transitions between such states and either energy band. As the gap of the nanocrystallites involved increases, so does the energy separation between the states and the relevant band. Further information about the nature of the localized states is provided by the observation that the red part of the PL spectrum disappears at the end of the EL process (Fig. 3). This suggests that at least the localized states responsible for the red part of the spectrum reside at the surface of the nanocrystallites. Such states may be associated with adsorbed species and disappear upon oxidation.

In conclusion, it appears that in addition to quantum confinement, localized states play an important role in the luminescence process in porous silicon. Our combined results of EL and PL suggest that the states responsible for the red part of the spectrum reside at the surface.
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Abstract

Er³⁺-doped nanocrystalline-Si/SiO₂ composite films were synthesized by RF co-sputtering of bulk-Si, SiO₂, and Er₂O₃ targets. The visible and 1.54 µm emission bands of the samples were measured, as well as their optical transmission. We varied the relative concentrations of Si, Er, and the annealing temperature. The nanoparticles size distributions of the samples were obtained from their optical transmission spectra. We analyzed the dependence of the characteristic 1.54 µm Er-emission intensity on the size and concentration of the nanocrystalline particles and the dependence of the emission on the preparation conditions. © 2000 Elsevier Science S.A. All rights reserved.
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1. Introduction

Recently, efficient light emission has been demonstrated by erbium (Er) incorporation into silicon [1]. The erbium ion, in its 3⁺ state, emits photon in the infrared (IR) region at 1.54 µm resulting from an intra 4f transition between the ⁴I₁₃/₂ state to the ⁴I₁₅/₂ state. This emission is particularly suitable for the low loss transmission through silica based optical fiber. The strong quenching of luminescence at room temperature (RT), through nonradiative decay channels, is considered to be a principal limitation for the development of Er-doped silicon devices. It has been shown that in the presence of impurities such as O and F, the reduction in the quenching as well as higher erbium solubility can be achieved [2,3].

Er-doped porous silicon, on the other hand, shows strong 1.54 µm emission even at RT and a considerable weak thermal quenching [4]. It is argued that in the porous silicon, the Er³⁺ excitation results from the recombination of the photoexcited carriers in the silicon nanocrystallites and subsequent energy transfer to Er³⁺. The modification in the band structure properties of nanocrystalline silicon due to carrier confinement appears to favor energy transfer to Er³⁺. Indeed, in SiO₂ films containing nanocrystalline silicon and Er, a correlation between visible emission from the nanocrystallites and IR emission from Er³⁺ was observed [5], which further corroborate that the IR emission of Er³⁺ is mediated by the nanocrystallites.

In this paper we investigate the dependence of the 1.54 µm emission intensity on the nanocrystal size and concentration in Er³⁺ doped nanocrystalline Si/SiO₂ composite films. The films were prepared by varying the relative concentration of Si, Er, and the annealing temperature.

2. Results and discussion

The material was synthesized by RF co-sputtering. The sputtering setup that was used to prepare the samples included a Varian system in a target downside — substrate upside vertical configuration. The chamber had 62-l volume connected to a 2500 l s⁻¹ diffusion pump. A SiO₂ disk with 13.2 cm in diameter was used in the target configuration. The substrates were quartz plates with dimensions 12.6 × 1.1 × 0.09 cm². A piece of crystalline silicon wafer with 7 cm² of area was
mounted on top of the SiO₂ target disk just below one end of the substrate deposition area. With such a configuration a density gradient of silicon along the sputtered film can be obtained in one sputtering session. The ErₓOᵧ material was obtained as a powder and then pressed and prepared as pellets.

The deposited films had an area of 11 × 0.44 cm² and the thickness was in the order of ~ 3.5 μm after 6 h of deposition. The sputtering was made with a residual gas pressure ~ 5 × 10⁻⁷ Torr, Argon (99.9995%) pressure of 19 mTorr, 1100 V substrate-to-target voltage, 180 W forward power, and 2.5 W reflected power. The substrate-to-target distance was 5 cm. The substrate temperature raised up to ~ 130°C during the sputtering period. Previously to the deposition, the quartz substrates were cleaned by immersion in a HF (20%) water solution for 30 min and then washed with deionized water and dried with a nitrogen flux. After sputtering, the samples were annealed in a N₂-rich atmosphere using a Lindberg Heavy Duty oven. The samples were kept in the oven during the heating-up and cooling-down periods.

Er-doped samples were synthesized by adding to the sputtering target configuration a line of small (~ 4 × 9 mm²) ErₓOᵧ pellets oriented along the substrate. The distance between each pellet and the next was ~ 7 mm and they were located just on top of the Si and SiO₂ targets. With this target configuration a quasi-uniform erbium concentration was sputtered along the film. The samples were annealed at different temperatures from 1200 to 700°C. Auger Electron Spectroscopy (AES) gave an erbium concentration of 3.9% along the film. In order to correlate the optical properties of the material with different density of the constituents, each film was divided in 50 segments (0.22 cm. in length) and labeled successively with the SiO₂-rich end as the No. 1 and the other end as No. 50. We measured the optical transmission and the photoluminescence properties of each segment of the films in both the visible and the IR (near 1.54 μm) regions. The transmission spectra were obtained using a HP-8452A spectrophotometer and the photoluminescence was measured with an ISA-TRIAX 320 spectrometer.

Fig. 1 shows the IR-emission between 1500 and 1600 nm for a sample that was annealed at 700°C. Each curve corresponds to a different position along the film as written in the graph. Above position 30, Fig. 1 shows the characteristic emission of Er⁺³. The intensity of the IR emission increases as the silicon concentration does. This gives a clear indication that the Er-emission is enhanced by the presence of the silicon nanoparticles. Positions 30 and below that correspond to lower concentration of silicon give almost no emission. As mentioned above, it is expected that both the density and the size of the nanoparticles reduce when approaching the lower silicon concentration side of the film. At the same time during the sputtering, oxygen released from ErₓOᵧ can react with silicon and reduce even further the available amount of silicon required for the formation of the nanoparticles in this part of the film. The PL measurements of this film in the visible region give no direct emission from the nanoparticles at any of the studied positions. This can be explained as the quenching of the visible PL because of the energy transfer to the Er-emission for the samples where the IR emission is observed.

In order to correlate the IR emission with the size of the nanostructures, we determined the size of the particles at positions 35 and 45 by optical means. Fig. 2(a) shows the optical transmission spectra in the visible region of the film at those positions. The optical absorption edge shifts are attributed to the quantum enlargement of the effective energy gap of the particle when the size is reduced. From the optical transmission, we calculated the particle size distribution by assuming that, due to the electron quantum confinement, the energy dependence of the absorption coefficient for a silicon nanoparticle shows a sudden increase from zero to a finite value at the energy corresponding to the enlarged energy gap [6]. Under this assumption the size distribution is proportional to the derivative of the transmission versus energy curve. Fig. 2(b) shows the normalized size distributions obtained from the optical transmission data at the same points, 35 and 45. The maximum of the distribution changes from 1.18 nm at point 35 to 1.8 nm at point 45.

The as-sputtered silicon concentration at each site was obtained from the determination of the film thick-

![Fig. 1. Infrared emission spectra from uniformly Er-doped Si/SiO₂ films annealed at 700°C and excited with 488 nm laser line. The number on each spectrum designates the segment number of the film.](image-url)
Fig. 2. (a) Optical transmission spectra from segment 35 and 45 of a uniformly Er-doped Si/SiO₂ film annealed at 700°C. (b) Calculated normalized Si-nanocrystal size distribution at the positions where transmission spectra were taken.

ness, measured with a Sloan Dektak Surface Profilometer, and the Hanak et al. algorithm [7]. With the silicon concentration data and the particle average size assigned to each site from Fig. 2(b), the density of particles can be estimated at each position assuming that all the silicon excess has been grown into particles. In that case the silicon density at position 35 is 0.93% and the particle density \( \sim 1.08 \times 10^{19} \) part per cc and at position 45 the silicon density is 2.3% and the particle density \( \sim 7.53 \times 10^{19} \) part per cc. These numbers and the fact that the maximum of the IR-emission at position 45 is larger than the IR-emission at position 35, brings us to the conclusion that the energy transfer in the sample with particles of the size of \( \sim 1.8 \) nm is enhanced as compared with the sample with particles of \( \sim 1.18 \) nm in size. It is worth noting that, according to the statement that oxygen coming from the sputtering of the Er₂O₃ pellets can oxidize the silicon during the film formation, the silicon concentration used on the above calculations can be overestimated specially at position 35, where the silicon concentration is lower.

To study how the variation of the erbium concentration changes the optical properties of the system, the sputtering-target configuration was changed by replac-

ing the line of small pellets oriented along the film by only one Er₂O₃ pellet with 13 mm in diameter located below the center of the substrate. In such a way the erbium concentration will change down from close to the center to both ends. Fig. 3(a) shows the IR emission at positions 20 and 28 of a film that was prepared with the new target configuration and annealed at 900°C. The figure shows a reduction of the IR emission at position 20, where the amount of erbium is lower as compared with position 28. Fig. 3(b) shows the corresponding visible emission that is related with the PL of the silicon nanoparticles. The intensity of the visible PL increases when the IR emission intensity reduces.

Another sample was prepared using the new target configuration and annealing the film at 700°C. This sample showed strong IR emission and non-detectable visible emission as in the case of the first sample that was also annealed at the same temperature. Fig. 4(a) shows the dependence of the IR emission intensity as a function of the position. The curve shows that the PL decreases when the position moves to the ends where the erbium concentration reduces and the PL curve is not symmetric with larger intensity where the silicon concentration and silicon nanoparticles are larger as in

Fig. 3. (a) Infrared emission spectra from non-uniformly Er-doped Si/SiO₂ films annealed at 900°C excited with 488 nm laser line. The number on each spectrum designates the segment number of the film. (b) Visible PL at the same positions, where IR emission is also seen.
the case of the sample of Fig. 1. An interesting feature is observed at positions where the erbium concentration is maximum (around the center of the film), the PL is quenched at these sites. This observation also suggests that the silicon oxidized at this region because of the increasing amount of oxygen coming from the Er$_2$O$_3$. This conclusion is supported by the fact that there is a bleaching of the film at these positions. We included in Fig. 4(b) the erbium and oxygen concentrations measured by Auger spectroscopy. The curves support the fact that the increasing of the Er-concentration is also accompanied by large amounts of oxygen due to the target composition that will promote the silicon oxidation and the quenching of the IR emission.

3. Conclusions

We have synthesized Er$^{3+}$ doped nanocrystalline Si/SiO$_2$ composite films on quartz plates by RF sputtering using Er$_2$O$_3$, crystalline silicon and SiO$_2$ targets. During the process we varied the relative concentration of Si, Er and the annealing temperature. The characteristic 1.54 μm emission is found to be sensitive to the Si nanocrystallite density, size, Er concentration and oxygen incorporation in the film. At low temperature annealing (700°C), both uniform and non-uniformly Er-doped samples exhibit pronounced IR emission in the high Si nanocrystallite density region. This clearly suggests that the IR emission is being enhanced by the presence of the Si nanocrystallites and that high Si nanocrystallite density is essential. At higher annealing temperature (900°C), both visible and IR emission were measured and we observed a correlation between the 1.54 μm emission and the energy transfer between the Er$^{3+}$ and the Si nanoparticle. On the other hand, IR emission efficiency depends not only on the silicon particles density and Er concentration but also on the size of the nanocrystallites. We observed that, at the particles size range we were working (~1.2 to ~2 nm), larger particles produce larger enhancement of the IR emission. The use of Er$_2$O$_3$ as sputtering target can also introduce large amounts of oxygen and prevent the silicon particles formation when increasing density of erbium is required.
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ABSTRACT

We prepared Eu-doped films of Si nanoparticles embedded in SiO₂ using pellets of Eu₂O₃ by sputtering. We studied their photoemission, transmission and fluorescence to obtain data about their composition and particle size and the Eu interaction characteristics. We were able to incorporate Eu(III) into the Si nanoparticle / SiO₂ host. We also found we obtained Eu(II) in the process. We found a lowering of photoluminescence intensity with lowering of temperature. An as yet unanswered question is the reason for the intense whitish luminescence found in some regions of the samples. Some involvement with Eu(II) is suspected. Eu(III) related peaks were only observed where the size distribution peak of the nanoparticles was lower than 1.3nm. Whitish luminescence was related to peak sizes ranging from 1.1nm to 1.4nm. Annealing the samples had clear effects upon their photoluminescence, but did not necessarily involve changes in particle sizes, nor were these size changes necessary to increase luminescence. The Eu doping has a tendency to halt the annealing effects on size and, when changes did occur, the particles generally became smaller.

INTRODUCTION

Europium is an interesting material when incorporated as a dopant into solid state materials. This is because trivalent Eu(III) ions can be used as a structure probe, and due to its large quadrupole splitting and spin-lattice relaxation times, Eu(III) is particularly attractive in high-resolution laser spectroscopy [1]. One proposed application is in a frequency domain optical data memory, based on the large ratio of inhomogeneous-to-homogeneous line widths present. In some solid state materials the Eu(III) dopant ions exhibit the longest ever dephasing time of 822μs and the narrowest homogeneous line width at low temperature [2]. This has stimulated interest in searching for appropriate materials to host Eu(III) ions, which could be optimized for operation at room temperature.

We have produced and studied Si/SiO₂ material in which visible light emitting Si nanoparticles are embedded in a SiO₂ matrix. We made subsequent studies incorporating another rare-earth metal, Er, into the Si nanoparticle embedded SiO₂ matrix and verified that the luminescence of Er is enhanced due to energy transfer between the nanoparticles and the Er [3].

These considerations led us to attempt to ascertain the interactions between Eu and this new host material. Due to the amorphous nature of the SiO₂ material prepared by this particular technique, the dopant europium ions must experience large variations of their environment. Additionally, some Eu(III) ions may be placed at the Si nanoparticle / SiO₂ interface while the others are inside the SiO₂ host. This would produce fluorescence line broadening. Also, our use of Eu₂O₃ as the source of our dopant could lead to interactions between the oxygen thus incorporated into our samples and the Si, as had apparently happened in our previous Er incorporation experiments.
EXPERIMENT

We combined Eu$_2$O$_3$, Si and SiO$_2$ producing a series of samples by Ar sputtering deposition on quartz substrates. We produced samples with Si and SiO$_2$, Eu$_2$O$_3$ and SiO$_2$, Eu$_2$O$_3$ and Si; and Eu$_2$O$_3$, Si and SiO$_2$. The samples were made by a 12hr deposition. The plates holding the sample and the target materials reached temperatures in the vicinity of 110°C. The target voltage was 1100V with a 0.12A plate current.

The largest portion of the target was a 13.2cm diameter disk of SiO$_2$ (except for the Eu$_2$O$_3$ with Si sample, in which case it was a disk of Si). When including Si in the sample (for the nanoparticles) we placed a 3.00cm by 2.30cm Si rectangle on the border of the SiO$_2$ disk. The 14cm x 1cm x 0.1cm rectangular quartz substrate was placed with one end above the Si rectangle and oriented almost along the diameter of the SiO$_2$ disk. The target to substrate distance was about 5cm. This produced a gradient in the Si concentration along the sample. The Eu$_2$O$_3$ pellet was a half-circle placed with its 1cm diameter perpendicular to the length of the substrate. For different samples, the pellet’s position was varied from being next to the Si rectangle, to beneath approximately halfway along the substrate, to a bit beyond the substrate on the side opposite to the Si rectangle. This way we could see the effects of a variety of Si-Eu combination proportions. The Eu$_2$O$_3$ / SiO$_2$ sample had the pellet near the center. The Eu$_2$O$_3$ / Si sample had it near one edge of the sample. The samples were marked lengthwise. Position 50 is closest to the Si.

We measured the luminescence and transmission of the samples, and then annealed them at 700°C, except in the case of pure Si with SiO$_2$, which was annealed at 1100°C. Annealing took place in a Lindberg Heavy Duty Oven in a N$_2$ or Ar rich atmosphere. Annealing the as-sputtered Si/SiO$_2$ at 1100°C results in Si nanoparticles with sizes ranging from about 1 to greater than 3nm, with the dominant sizes ranging from about 1.0 to 2.1 nm as we go from position 1 to position 50. We observed that higher annealing temperatures result in smaller particles and less variation in size at each position and overall. Annealing should help crystallization and other bond formation processes, and perhaps nanoparticle growth, but some oxidation could also take place with O$_2$ from the atmosphere (or, in the Eu-doped samples, from the Eu$_2$O$_3$). For Er doped Si/SiO$_2$ 700°C was sufficient [4], and we tried it for Eu.

The photoluminescence was measured with an Argon laser 514.5nm beam. We used an ISA Triax 320 spectrometer. We measured the luminescence of the Eu$_2$O$_3$ pellet and a EuCl$_3$ pellet to characterize the Eu(III) luminescence peaks for comparison with our samples. The results were comparable to others found in the literature [4]. A CW Ar laser at 488nm and a high power pulsed YAG laser were used for further studies to again observe the general behavior and also identify the components of the luminescence via luminescence decay and time resolved spectroscopy measurements.

RESULTS

The Eu$_2$O$_3$ / SiO$_2$ samples were transparent and colorless. The Eu$_2$O$_3$ / Si sample looked like Si. The Si / SiO$_2$ sample was caramel like at the Si rich end, getting lighter in color until about three centimeters from the Si side it was almost transparent, and finally completely transparent at the Si poor end. The Eu$_2$O$_3$ / Si / SiO$_2$ samples were the same as the Si / SiO$_2$ samples except that in the vicinity of where the Eu pellet had been the Si caramel color (when present) gave way to transparency. If this “bleaching effect was due to Eu$_2$O$_3$ donating some of its oxygen atoms to Si, the oxidizing of Si would have to be accompanied by a change in the Eu bonding. In Eu$_2$O$_3$ we have Eu(III) present. Upon donating the oxygen it could become Eu(II), which is also a relatively stable valence state for Eu.
The photoluminescence (PL) studies with the 514.5nm Ar laser showed two types of spectra. On the one hand we saw wide bands (from 550nm-800nm) with peaks in the vicinity of 600-680nm. On the other hand, we saw a well defined peak at 619nm. This peak only occurred in Eu doped samples and corresponded to the $^5D_0-^7F_2$ Eu(III) transition. Quite a few times we saw the Eu(III) peak piggybacked atop one of the larger bands. In those cases the bands tended to be triangular in shape (Fig. 1).

The as-sputtered samples were also viewed under the light of a 366nm u-v lamp. To the naked eye, a strong whitish luminescence was observed on either side of the Eu$_2$O$_3$ pellet position in the Eu$_2$O$_3$ / Si / SiO$_2$ samples, while the position corresponding to the pellet itself tended to be transparent and not luminescent. Farther off this luminescence ceased. The positions where the whitish luminescence occurred were somewhat affected by annealing later. It should be noted that the whitish luminescence occurred in non-caramel areas in the sample but not in the most Eu rich bleached areas centered where the Eu pellet was located. The lone exception may have occurred where the Si rich side was bleached when the Eu pellet was next to the Si rectangle. This luminescence had not been observed either in the Si, SiO$_2$ samples or a series of Er$_2$O$_3$, Si, SiO$_2$ samples. The source for this luminescence was not clear. We considered that the Eu could be serving as a nucleation center for the growth of Si nanoparticles and that they be present even before annealing, but we had never observed a whitish luminescence nor one as strong as we were seeing due to only Si nanoparticles. Another option was that the Eu itself was emitting.

The transmission measurements were used to obtain the size distributions of the Si nanoparticles through the derivative of the transmission curves. From each of these distributions, the peak position was used to obtain the size of the most numerous particles [5]. We assumed the absorption is from the nanoparticles and that they are of spherical shape for these calculations. Distribution peak particle sizes were found to range from 1.0nm to 2.1nm among the Eu$_2$O$_3$ / Si / SiO$_2$ samples while sizes go up to 2.2nm in the Si / SiO$_2$ sample. As we continue it is to these distribution peak particle sizes to which we will refer.

All the Si containing samples showed variation in size of the particles with position along the sample. However, it was present before annealing and, we did not detect significant changes in that particle size (Fig. 2a) upon annealing except in the sample where the Eu pellet was on the side opposite to the Si rectangle. In this latter case the changes occurred only after about the midpoint of the sample, on the Si rich side. In fact, in this case the particles did not grow but rather reduced in size. These changes may have been due to an oxidation process with oxygen from the Eu$_2$O$_3$ doping material. Interestingly enough, also, the changes in size began just at the location where the whitish luminescence occurred. It would seem that the Eu$_2$O$_3$ was interfering because the particle sizes vary along the whole length of the Si / SiO$_2$ sample (Fig. 2b).

Upon annealing the luminescence peaks in the Eu opposite side to Si sample shifted to lower wavelengths values after annealing. This also occurred in the Eu and Si on the same side sample. The Eu opposite side to Si sample showed a large increase in absolute and relative

Figure 1 Photoluminescence with 514.5nm excitation. Sample with: Eu$_2$O$_3$ (middle) / Si / SiO$_2$, positions 20, 25, 30.
luminescence in the Si rich Eu poor side, beginning at the whitish luminescence location and correlated with the increasing particle size region where the change in size also occurred. No changes in size occurred in the Eu in the middle sample. In all Eu containing samples, other luminescence changes also occurred (Fig. 2a).

The very bleached Eu rich locations tended to show the Eu(III) peak both before and after annealing. They did not occur at the high Si concentration areas. Particle sizes ranged from 1.1nm to 1.3nm in these regions. To the sides of these regions we noticed an intense band of luminescence similar in shape and peak position (640-650nm) to that of the Si / SiO₂ bands. These correspond to the positions at which we saw the whitish luminescence present before and after annealing. The particles ranged from 1.1nm to 1.4nm there. Farther from these areas, we reach the positions at which we could find Eu(III) peaks piggybacked atop bands. These were seen after annealing in locations where previously there was a band. The bands luminescence was reduced relative to the other locations after annealing. They occurred in the lower Si concentration areas. Particle sizes here were lower than 1.3nm. Only one piggyback case occurred between the Eu(III) peak and the whitish luminescence position. It occurred in a relatively large Si concentration (for these peaks) and also large Eu concentration area (right next to the Eu(III) peak) in the Eu at the middle sample. It almost disappeared completely both relative to the rest and in absolute terms. Particle size here and in the whitish luminescence position next to it was 1.3nm, and in the pure Eu(III) peak position particle size was 1.1nm.

With respect to the cause for the strong whitish luminescence, various sources indicate that Eu(II) can luminesce in the visible range, with a very wide band going from IR to UV with a maxima in the green region of the spectrum [6, 7, 8, 9]. Given that it was possibly due to Eu(II) but our deposition source had Eu(III) we had to check for a clear Eu(II) signal. The problem was that in the whitish luminescence regions of our samples we would observe a Si / SiO₂ like curve upon illuminating with our 514.5nm laser (albeit a very strong one relative to the rest). Finally, to excite Eu(II) we might need photons in the blue to u-v region [9]. Since we observe the whitish luminescence under u-v light, this might indicate that Eu(II) is the actual source, even if we only observe the nanoparticles with our 514.5nm or other blue source.

Time-resolved fluorescence measurement was employed to identify the origin of the observed photoluminescence. Using a CW Ar laser tuned at 488 nm the general behavior of the observed integrated fluorescence was characterized by a broad band feature with the peak varying in the region of 600 - 750 nm, recognizable as the luminescence from Si/SiO₂ host material [10-12]. The measured luminescence decay was very fast with a lifetime typically
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Figure 2 Sizes of particles (in nm) and maximum photoluminescence values (in arb. units) versus position. Solid line and crosses: photoluminescence and particle size, respectively, after annealing. Dotted line and circles: photoluminescence and particle size, respectively, before annealing.
being < 10 ns [10]. For some samples the fine PL features from Eu(III) emission which is overlapped with host emission could be identified.

Using a high-power pulsed YAG laser with a pulse width of 30 ps as a light source the PL decay at ~ 600 - 620 nm was carefully examined. We identified 2 components. Right after excitation a fast decay component occurs with a lifetime of 800 ns followed by a buildup of a long-lived signal which has a lifetime of 2 ms. Time-resolved spectroscopy was thereafter used to separate the two PL components.

Setting a gate width of 400ns with the delay at 300ns (to eliminate the host emission) a broadband luminescence was obtained, it was PL from Eu(II) ions. In order to verify this, a sample without the Europium dopant was measured. With the same setup, in this other sample no fast PL component nor long-lived component could be observed. This pointed to the possible origin of the observed fast PL in Eu-doped sample as divalent europium ions.

Eu(II) has an $t^7$ electron configuration. The ground state, 3.8 eV below the conduction band, is the $^6S_{7/2}$ level and the first excited state is $^6P$ level of the 4f$^6$5d electron configuration. The characteristic optical absorption band of ground state $^6S_{7/2}$ to excited state $^6P$ transition is at around 270 - 300 nm. Using the 3rd harmonics of an intense YAG laser operating at 355 nm, this PL was just observable, but overlapped by a strong Eu(III) emission. Using the laser operating at 532 nm with a high-power output of ~27 GW/cm², we increased the relative intensity of Eu(II) w/r Eu(III). The two-photon-absorption (TPA) induced Eu(II) emission is shown in Fig.3. This photoluminescence has a lifetime of ~800ns, the peak is at ~540 nm, and FWHM is ~4200 cm⁻¹. This emission profile looks similar to the PL from the Si nanoparticles and from defect centers in SiO₂ as well [13]. But the lifetime measurement as well as the experimental results with the nondoped sample convinced us in making the judgement.

The luminescence from Eu(III) ions showed a well resolved feature in the range of 575 nm to 705 nm. The PL intensity versus temperature showed an interesting behavior. It was found to decrease with lower temperature. Presumably it is associated with the phonon-assisted photodynamical processes in the host conduction band. Its emission decay rate is 3 orders of magnitude greater than that of Eu(II). With a large delay of the sampling gate the fluorescence spectra of Eu(III) was obtained as in Fig.4. It shows a nature typical of Eu(III) in an amorphous host. Its PL profile consists of 5 emission groups. In the spectral range from 584 to 609 nm there is a triplet structure. At first glance it looks like the triple components of the transition from metastable $^5D_0$ to $^7F_j$ state with $j = 0, \pm 1$. If the first peak at 580 nm of the triplet were assigned to $^5D_0 - ^7F_1$ transition, the $^5D_0 - ^7F_0$ transition would occur at an even shorter

![Figure 3. TPA-induced Eu(II) PL in Si/SiO₂. Data points are missing at laser wavelength.](image)

![Figure 4. PL of Eu(III) dopant in Si/SiO₂ at 25°C. The transitions are labeled.](image)
wavelength. This is inconsistent with most data obtained for Eu(III) in crystals. Actually, the component in the middle at ~590 nm is broadened, can be seen as a twin peak due to the superposition of two subcomponents. Therefore the spectral features within 584 - 609 nm can be assigned to the $^5D_0 - ^7F_1$ transition while the first peak at 580 nm is assigned to $^5D_0 - ^7F_0$. An intense emission peaked at 622 nm is due to the $^3D_0 - ^7F_2$ transition. The other two weak groups of emission at longer wavelengths of 659 and 703 nm belong to the transitions of $^5D_0 - ^7F_3$ and $^5D_0 - ^7F_4$ respectively. All components were well resolved at room temperature.

CONCLUSIONS

We were able to incorporate Eu(III) into the Si nanoparticle / SiO$_2$ host. We also found we obtained Eu(II) in the process. We found a lowering of photoluminescence intensity with lowering of temperature. An as yet unanswer question is the reason for the intense whitish luminescence found in some regions of the samples. Some involvement with Eu(II) or Eu(III) is suspected. Eu(III) related peaks were only observed where the peak distribution size of the nanoparticles was lower than 1.3nm. Whitish luminescence was related to peak sizes ranging from 1.1nm to 1.4nm. Annealing the samples had clear effects upon their photoluminescence, but did not necessarily involve changes in particle sizes, nor were these size changes necessary to increase luminescence. The Eu doping has a tendency to halt the annealing effects on size and, when changes did occur, the particles generally became smaller.
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