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(5) **Introduction**

Treatment of the breast cancer at an early stage is the most significant means of improving the survival rate of the patients. Mammography is currently the most sensitive method for detecting early breast cancer, and it is also the most practical for screening. However, the positive predictive value of mammographic diagnosis is only about 15%-30%. As the number of patients who undergo mammography increases, it will be increasingly important to improve the positive predictive value of mammography in order to reduce costs and patient discomfort. In this proposal, our goal is to investigate the problem of classifying mammographic lesions as malignant or benign using computer vision, automatic feature extraction, statistical classification, and artificial intelligence techniques. Our efforts are concentrated on the computer-aided classification of two kinds of breast abnormalities, masses and microcalcifications, which are the primary mammographic signs of malignancy. We are investigating computerized extraction of useful features for the differentiation of malignant and benign cases for both abnormalities, and the application of classical statistical classifiers and newly developed paradigms such as neural networks and genetic algorithms for the classification task. Our purposes are to i) improve existing techniques, devise new methods, and identify the preferred approaches for the classification of mammographic lesions, ii) show that computerized classification of mammographic lesions is feasible, and iii) develop a computerized program that can subsequently be shown to improve radiologists' classification of mammographic abnormalities.
(6) **Body**

In the fourth year (5/1/99-4/30/00) of this grant, we have performed the following studies:

(A) **Development of spiculation features for classification of masses**

Spiculations are important indicators of malignancy on mammograms. In the third year of the project, we had reported on the development of a spiculation detection method. After the spiculations were detected and segmented, the shape of the segmented mass was modified by appending the segmented spiculations to the core of the mass. Subsequently, morphological features were extracted from the segmented mass shape.

In the fourth year of the project, we extracted features directly related to the degree of spiculation of the mass. The extraction of these features is described next. Let \((i,j)\) be a pixel on the mass contour. (Fig. 1). We first define a search region \(S\) as shown in Fig. 2. For each pixel \((i,j)\) in \(S\), we compute the angular difference \(\theta\) between the image gradient direction at image pixel \((i,j)\), and the direction of the vector joining pixels \((i,j)\), and \((i,j)\) (Fig. 1). If the pixel \((i,j)\) lies on the path of a spiculation, then \(\theta\) will be close to \(\pi/2\) whenever the image pixel \((i,j)\) is on the spiculation. Therefore, the distribution of \(\theta\), obtained from all image pixels \((i,j)\) within the search region \(S\) will have a peak around \(\pi/2\). If there is no spiculation, and if the gray levels in \(S\) are randomly distributed, then this distribution will be uniform. This was the basic idea behind the spiculation detection method reported last year. In the fourth year of the project, we computed the average of \(\theta\) within \(S\) for all pixels on the mass boundary. In addition, the mass boundary was enlarged one pixel at a time, and this computation was repeated in a 30-pixel wide (3cm) ring around the segmented mass. A new image, called the spiculation likelihood map, was generated, in which the gray-level value for pixel \((i,j)\) was the average of \(\theta\) within the window \(S\) for pixel \((i,j)\).

Figure 1. The definition of the pixel \((i,j)\) and the angular difference \(\theta\).

Figure 2. The definition of the search region \(S\).
The spiculation likelihood map was thresholded at a constant threshold. The pixels above the threshold were those for which $\theta$ was high, i.e., those for which the likelihood of spiculation was high. Three spiculation measures were extracted from the thresholded spiculation likelihood map. These were, i) the number of objects in the thresholded image (NPS), which was related to the number of possible spiculations, ii) the percentage area of the objects (PAS) in the thresholded image relative to the area of the 30-pixel-wide ring, which was related to the percentage area of spiculations, and iii) the product of these two measures (PR).

(B) Classification of masses using morphological and spiculation features

These three spiculation measures were used in addition to eleven morphological features extracted from the mass outline for mass characterization. The morphological features were those that were found to be useful for mass characterization in the previous years of our project. The first five morphological features were based on the normalized radial length (NRL), defined as the Euclidean distance from the object's centroid to each of its edge pixels and normalized relative to the maximum radial length for the object. These features included NRL mean, standard deviation, entropy, area ratio, and zero crossing count. The remaining six morphological features included the perimeter, area, perimeter-to-area ratio, circularity, rectangularity, and contrast of the object.

The training and test sets used in the evaluation of the classifier were completely independent. Our training data set consisted of 243 mammograms (116 benign and 127 malignant) from 101 patients. Our test data set consisted of 95 mammograms (42 benign and 53 malignant) from 45 patients. A single view was available for nine of these 45 patients. For the remaining 36 test patients, two or more views were available. The true pathology of all the masses was determined by biopsy and histologic analysis.

Stepwise feature selection was used to select effective features for classification from the feature space of fourteen features. Four features, namely, NPS, PR, contrast, and circularity were selected using the set of training regions of interest (ROIs). A backpropagation neural network (BPN) with four input nodes, two hidden-layer nodes, and a single output node was trained using the training set. The accuracy of the designed classifier was evaluated by applying the classifier to test cases that had not been used for training. The test scores were analyzed using receiver operating characteristic (ROC) methodology. The classification accuracy was evaluated as the area $A_\alpha$ under the ROC curve.

We investigated film-based classification of the masses on each mammogram, as well as case-based classification by combining possible multiple views of the same mass. For case-based classification, the BPN scores from different views were averaged. The training $A_\alpha$ values for film-based and case-based classification were 0.91 and 0.95 respectively. The test $A_\alpha$ values for film-based and case-based classification were 0.81 and 0.87. The training and test ROC curves are shown in Figs 3(a) and 3(b), respectively.
Figure 3 ROC curves for film-based and case-based classification. (a) Training (b) Test.

The difference of this classification method from the independent classification reported last year are the following: 1) The current classification method relies only on morphological and spiculation features, whereas the previous classifier was based on texture and morphological features; and 2) In the current algorithm, we merged information from multiple views of a mass to improve the classification accuracy. A logical next step is to combine spiculation, morphological, and texture features for classification. However, our initial attempts to perform this by using all features in LDA with stepwise feature selection were fruitless. It seems that the spiculation features are very dominant in classification, and once they are selected, the inclusion of texture features actually decreases the classification accuracy. This is a strong indication that more sophisticated classifier is required. We are currently evaluating a hierarchical classifier that will use spiculation features for an initial classification, followed by LDA that uses texture features. We are also continuing to increase our mass database so that both classifier design and testing can be performed with larger data sets.

(C) Feature extraction from computer-extracted microcalcifications

In the third year of the project, we had reported on the development of feature extraction methods from manually identified microcalcifications. In the fourth year of the project, we investigated feature extraction from computer-detected microcalcifications. The ROI to search for the microcalcifications was still manually identified. After the ROI was chosen, the microcalcifications were automatically detected in the ROI containing the cluster. Some of the detections were inevitably false-positives, i.e., non-calcified points that were brighter than their neighboring pixels. In addition, we also had false-negatives, for example, some subtle microcalcifications were not detected by the detection algorithm. Since it will not be possible to manually identify the microcalcifications in practice, the presence of these false-negatives and false-positives represented a more realistic test condition for our characterization algorithms. Since our purpose in this project is lesion characterization, we did not attempt to find the false-positive and false-negative detection rates in this ROIs.
(D) **Computer classification for automatically-detected microcalcifications**

Starting at the detected locations, the shapes of microcalcifications were extracted using a region growing algorithm. Five morphological features, namely, size, mean density, ratio of second moments, eccentricity of an effective ellipse, and ratio of major and minor axes of the effective ellipse, were extracted from each segmented microcalcification. Since the variations of the shapes and sizes of the individual microcalcifications within a cluster are important for microcalcification classification, the maximum, mean, standard deviation, and coefficient of variation of these individual features were computed for each cluster. The number of microcalcifications in a cluster was also used as a morphological feature. These twenty-one morphological features were the same features that were used in our last yearly report for microcalcification classification.

Four gray level difference statistics features, namely mean, entropy, contrast, and angular second moment were extracted at four different directions from the ROI containing the microcalcification cluster. We thus had 16 texture features.

Texture and morphological features were combined for classification using linear discriminant analysis with stepwise feature selection. The data set for computerized classification consisted of 112 pairs (CC and MLO or CC and LAT) of mammograms. The number of malignant and benign pairs were 40 and 72, respectively. The mammograms were digitized with a Lumisys DIS-1000 laser scanner at a pixel size of 0.35mmX0.35mm and a pixel depth of 12 bits. Leave-one-case-out method was used for both feature selection and classifier parameter estimation. The scores from the two views of a pair were averaged to obtain a score for the pair. Computer classification scores were analyzed by ROC analysis. The accuracy of the classifier was evaluated by the area $A_x$ and the partial area index $A_x(TPF_0)$ above a true-positive fraction of $TPF_0=0.90$. The computer classifier had an ROC area of 0.83 and a partial area index of 0.42.

(E) **Comparison of computer classification and malignancy assessment by radiologists for microcalcifications**

We conducted an ROC study in which 7 MQSA-approved radiologists read the same 112 pairs of ROIs. The ROIs were printed on film with a laser printer. The radiologists rated the likelihood of malignancy of each pair on a 10-point rating scale. The case order was randomized for each radiologist. Radiologist ratings were analyzed with ROC methodology. The average ROC curve of 7 radiologists was computed by averaging the slope and intercept parameters of individual ROC curves. The classification accuracy of the radiologists was compared to that of the computer. It was found that the $A_x$ value of the computer was higher than that of all radiologists, and the difference was statistically significant for three of the radiologists ($p=0.03$). When the partial area index above TPR=0.90 was analyzed, it was found that computer characterization was significantly more accurate than all radiologists ($p<0.05$). The ROC curves and the comparison of the partial area index are shown below.
Figure 4  The comparison of the computer classifier and the average of 7 radiologists

<table>
<thead>
<tr>
<th>Partial Area Index (TPF&gt;0.9)</th>
<th>Difference</th>
<th>Two-tailed p value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Computer</td>
<td>Radiologist</td>
<td></td>
</tr>
<tr>
<td>R1</td>
<td>0.42</td>
<td>0.10</td>
</tr>
<tr>
<td>R2</td>
<td>0.42</td>
<td>0.05</td>
</tr>
<tr>
<td>R3</td>
<td>0.42</td>
<td>0.13</td>
</tr>
<tr>
<td>R4</td>
<td>0.42</td>
<td>0.09</td>
</tr>
<tr>
<td>R5</td>
<td>0.42</td>
<td>0.06</td>
</tr>
<tr>
<td>R6</td>
<td>0.42</td>
<td>0.14</td>
</tr>
<tr>
<td>R7</td>
<td>0.42</td>
<td>0.07</td>
</tr>
<tr>
<td>Ave. ROC</td>
<td>0.42</td>
<td>0.09</td>
</tr>
</tbody>
</table>

Table 1  The comparison of the partial area index (TPF=0.9) between the computer and seven radiologists.  The difference between the computer and all seven radiologists was statistically significant.
(7) Appendix

1. Key research accomplishments in current year as a result of this grant

- Features related to the degree of spiculation were extracted from mammographic masses
- A classification algorithm that relies only on morphological and spiculation features was developed
- The accuracy of the mass classification algorithm was tested on a completely independent test set. The combination of this algorithm with texture features still needs to be performed.
- Morphological features were extracted from computer-detected microcalcifications. This is a step toward more realistic implementation of the classification algorithm compared the previous year, in which we had used hand-detected microcalcifications.
- The classification algorithm that was developed in year three was applied to features extracted from computer-detected microcalcifications.
- Using an observer performance study, it was shown that the developed classifier was significantly more accurate than experienced radiologists at the high-sensitivity portion of the ROC curve.

2. Publications in current year as a result of this grant


3. Copies of publications are enclosed with this report.
Stepwise linear discriminant analysis in computer-aided diagnosis: the effect of finite sample size

Berkman Sahiner, Heang-Ping Chan, Nicholas Petrick, Robert F. Wagner*, Lubomir Hadjiiski

Department of Radiology, University of Michigan, Ann Arbor, MI 48109-0904
Center for Devices and Radiological Health, FDA, Rockville, MD 20857

ABSTRACT

In computer-aided diagnosis (CAD), a frequently-used approach is to first extract several potentially useful features from a data set. Effective features are then selected from this feature space, and a classifier is designed using the selected features. In this study, we investigated the effect of finite sample size on classifier accuracy when classifier design involves feature selection. The feature selection and classifier coefficient estimation stages of classifier design were implemented using stepwise feature selection and Fisher's linear discriminant analysis, respectively. The two classes used in our simulation study were assumed to have multidimensional Gaussian distributions, with a large number of features available for feature selection. We investigated the effect of different covariance matrices and means for the two classes on feature selection performance, and compared two strategies for sample space partitioning for classifier design and testing. Our results indicated that the resubstitution estimate was always optimistically biased, except in cases where too few features were selected by the stepwise procedure. When feature selection was performed using only the design samples, the hold-out estimate was always pessimistically biased. When feature selection was performed using the entire finite sample space, and the data was subsequently partitioned into design and test groups, the hold-out estimates could be pessimistically or optimistically biased, depending on the number of features available for selection, number of available samples, and their statistical distribution. All hold-out estimates exhibited a pessimistic bias when the parameters of the simulation were obtained from texture features extracted from mammograms in a previous study.

Keywords: feature selection, linear discriminant analysis, effects of finite sample size, computer-aided diagnosis

1. INTRODUCTION

A common problem in computer-aided diagnosis (CAD) is the lack of a large number of image samples to design a classifier and to test its performance. The effect of finite sample size on the classification accuracy is therefore an important research topic. In order to treat its specific components, previous studies have mostly ignored the feature selection component of this problem, and assumed that the features used in the classifier were fixed. However, in many CAD algorithms, feature selection is a necessary first step. This paper addresses the effect of finite sample size on classification accuracy when the classifier design involves feature selection.

In classifier design, the resubstitution and hold-out estimates are commonly used to assess the accuracy of the classifier. To obtain the resubstitution estimate, the classifier is designed using a number of training samples, and the same samples are then applied to the classifier to yield the distribution of the output decision variable for the training group. The resubstitution performance of the classifier is then measured (e.g., by computing the area under the receiver operating characteristic curve, or by evaluating the probability of misclassification) using this distribution. To obtain the hold-out estimate, the classifier is designed in a similar way, except that an independent set of test samples are applied to the classifier to yield the distribution of the output decision variable for the test group. As the number of training samples increases, both of these estimates approach the true classification accuracy, which is the accuracy of a classifier designed with the full knowledge of the sample distributions. When the training sample size is finite, it is known that, on average, the resubstitution estimate of classifier accuracy is optimistic. In other words, it has a higher expected value than the performance obtained with an infinite design sample set, which is the true classification accuracy. Similarly, on average, the hold-out estimate is pessimistic. When classifier design is limited by the availability of design samples, it is important to obtain a conservative (or pessimistic) performance estimate, which provides a lower bound on the classification accuracy.

In CAD literature, different methods have been used to estimate the classifier accuracy when the classifier design involves feature selection. In a few studies, only the resubstitution estimate was provided. In some studies, the researchers partitioned the samples into training and test groups at the beginning of the study, performed both feature selection and
classifier parameter estimation using the training set, and provided the hold-out performance estimate. Several other studies used a mixture of the two methods: The entire sample space was used as the training set at the feature selection step of classifier design, but once the features were chosen, the hold-out or leave-one-out methods were used to measure the accuracy of the classifier. To our knowledge, it has not been reported whether this latter method provides an optimistic or pessimistic estimate of the classifier performance.

This paper describes a simulation study that investigates the effect of finite sample size on classifier accuracy when classifier design involves feature selection. We chose to focus our attention on stepwise feature selection in linear discriminant analysis (stepwise linear discriminant analysis) since this is a simple and common feature selection and classification method. The class distributions were assumed to be multivariate Gaussian. We studied the effect of different covariance matrices and means on feature selection performance. We compared the bias of the classifier when feature selection was performed on the entire sample space, and on the design samples alone. The effects of sample size, number of available features, and parameters of stepwise feature selection on classifier bias were examined.

2. METHODS

To evaluate the effect of sample size on feature selection and classifier bias, we studied the problem of stepwise linear discriminant analysis in two stages. The first stage is stepwise feature selection, and the second stage is the estimation of linear discriminant coefficients for the selected feature subset.

2.1. Stepwise Feature Selection

Stepwise feature selection iteratively enters features into or removes features from the group of selected features based on a feature selection criterion. In our study, we used Wilks' lambda, which is defined as the ratio of within-group sum of squares to the total sum of squares of the discriminant scores, as the feature selection criterion. At the feature entry step of the stepwise algorithm, an F value is computed for each feature based on the ratio of the Wilks' lambda before and after the feature is entered into the pool of already selected features. The feature with the largest F value is entered into the selected feature pool if the F value is larger than a threshold $F_{in}$. At the feature removal step, the features are tested for removal one at a time from the selected feature pool, the $F$ values are computed, and the feature with the smallest $F$ value is removed from the selected feature pool if the $F$ value is smaller than a threshold $F_{out}$. The algorithm terminates when no more features can satisfy the criteria for either entry or removal. The number of features selected therefore increases, in general, when $F_{in}$ or $F_{out}$ are reduced.

2.2. Estimation of Linear Discriminant Coefficients

As a by-product of the stepwise feature selection procedure used in our study, the coefficients of a linear classifier that classifies its design samples using the selected features are also computed. However, in this study, the design samples used in the stepwise feature selection step of classifier design may be different from those used in the estimation of classifier coefficients. Therefore, we implemented the stepwise feature selection and the classifier coefficient estimation components of our classification scheme separately.

Let $\Sigma_1$ and $\Sigma_2$ denote the k-by-k covariance matrices of samples belonging to class 1 and class 2, and let $\mu_1=(\mu_1(1), \mu_1(2), \ldots, \mu_1(k))$ denote their mean vectors. For an input vector $X$, the linear discriminant classifier output is defined as

$$h(x) = \frac{1}{2} (\mu_2 - \mu_1)^T \Sigma^{-1} x + \frac{1}{2} (\mu_1^T \Sigma^{-1} \mu_1 - \mu_2^T \Sigma^{-1} \mu_2),$$

(1)

where $\Sigma=(\Sigma_1+\Sigma_2)/2$. The linear discriminant classifier is the optimal classifier when the two classes have a multivariate Gaussian distribution with equal covariance matrices.

For the class separation measures considered in this paper (refer to Section 2.3), the constant term $(\mu_1^T \Sigma^{-1} \mu_1 - \mu_2^T \Sigma^{-1} \mu_2 )/2$ in Eq. (1) is irrelevant. Therefore, the classifier design can be viewed as the estimation of $k$ parameters of the vector $(\mu_2 - \mu_1)^T \Sigma^{-1}$ using the design samples.
When a finite number of design samples are available, the means and covariances are estimated as the sample means and the sample covariances from the design samples. The substitution of true means and covariances in Eq. (1) by their estimates causes a bias in the accuracy of the classifier. In particular, if the designed classifier is used for the classification of design samples, then the performance is optimistically biased, and if the classifier is used for classifying test samples that are independent from the design samples, then the performance is pessimistically biased.

2.3. Measures of Class Separation

2.3.1. Infinite sample size

When an infinite sample size is available, the class means and covariance matrices can be estimated without bias (i.e., these quantities can be assumed to be known). In this case, we used the Mahalanobis distance $\Delta(\infty)$, or the area $A(\infty)$ under the receiver operating characteristic (ROC) curve as measures of classifier accuracy. The infinity sign in parentheses reflects the fact that the distance is computed using the true means and covariance matrices, or, equivalently, using an infinite number of samples.

Assume that the two classes with a multivariate Gaussian distribution with equal covariance matrices have been classified using Eq. (1). Since Eq. (1) is a linear function of the feature vector $X$, the classifier outputs for class 1 and class 2 will be Gaussian. Let $m_1$ and $m_2$ denote means of the classifier output for the normals and the abnormals, respectively, and let $s_1^2$ and $s_2^2$ denote the variances for the two classes. With $\Delta(\infty)$ defined as

$$\Delta(\infty) = (\mu_2 - \mu_1)^T \Sigma^{-1} (\mu_2 - \mu_1),$$

it can easily be shown that

$$m_2 - m_1 = s_2^2 - s_1^2 = \Delta(\infty).$$

The quantity $\Delta(\infty)$ is referred to as the Mahalanobis distance between the two classes. It is the Euclidean distance between the two classes, normalized to the common covariance matrix.

In particular, if $\Sigma$ is an $k$-by-$k$ diagonal matrix with $\Sigma_{i,i} = \sigma_i^2$, then

$$\Delta(\infty) = \sum_{i=1}^{k} \delta(i),$$

where

$$\delta(i) = [\mu_2(i) - \mu_1(i)]^2 / \sigma_i^2$$

is the squared signal-to-noise ratio of the difference of the means between the two classes for the $i^{\text{th}}$ feature.

Using Eq. (3), and the normality of the classifier outputs, it can be shown that\(^{14}\)

$$A_z(\infty) = \frac{1}{\sqrt{2\pi}} \int_{-\infty}^{\infty} e^{-t^2/2} dt$$

2.3.2. Finite sample size

When a finite sample size is available, the means and covariances of the two class distributions were estimated as the sample means and the sample covariances using the training samples, and the classifier outputs for the training and test samples were computed using Eq. (1). The accuracy of the classifier was measured by receiver operating characteristic (ROC) methodology.\(^{15,16}\) The discriminant scores for samples belonging to class 1 and class 2 were used as decision variables in the LABROCI program, which provided the ROC curve based on maximum likelihood estimation.

2.4. Simulation conditions

For our simulations, we assumed that the two classes have a multivariate Gaussian distribution with equal covariance matrices, and different means. The number of available features was $M=100$. We generated a sample size of $N_t$ samples from each class using a random number generator. The sample space was randomly partitioned into $N_t$ training samples and $N_t/N_t$ test samples per class. For a given sample space, we used several different values for $N_t$ in order to study the effect of the design sample size on classification accuracy. In order to reduce the variance of the classification accuracy
estimate, a given sample space was independently partitioned 20 times into $N_t$ training samples and $N_t - N_t$ test samples per class, and the classification accuracy using these 20 partitions was averaged. The procedure described above was referred to as an experiment. For each simulation condition described below, 50 statistically independent experiments were performed, and the results were averaged.

Two methods for feature selection were considered. In the first method, the entire sample space was used for feature selection. In other words, the entire sample space was treated as a training set at the feature selection step of classifier design. Before the coefficient estimation step of classifier design, the sample space was partitioned into training and test groups. The training group was used for classifier coefficient estimation, and the re-substitution and hold-out performances were estimated by applying the training and test groups to the designed classifier, respectively. In the second method, sample set partitioning was performed before feature selection. In other words, both feature selection and coefficient estimation were performed only on the training set.

**Case 1: Comparison of correlated and diagonal covariance matrices**

**Case 1.a**

In this simulation condition, the 100X100 covariance matrix $\Sigma$ was chosen to have a block-diagonal structure

$$
\Sigma = \begin{bmatrix}
A & 0 & 0 & \cdots & 0 \\
0 & A & 0 & \cdots & 0 \\
0 & 0 & A & \ddots & \vdots \\
\vdots & \ddots & \ddots & \ddots & 0 \\
0 & 0 & \cdots & 0 & A 
\end{bmatrix}
$$

where the 10X10 matrix $A$ was defined as

$$
A = \begin{bmatrix}
1 & 0.8 & 0.8 & \cdots & 0.8 \\
0.8 & 1 & 0.6 & \cdots & 0.6 \\
0.8 & 0.6 & 1 & \ddots & \vdots \\
\vdots & \ddots & \ddots & \ddots & 0.6 \\
0.8 & 0.6 & \cdots & 0.6 & 1 
\end{bmatrix}
$$

and $\Delta \mu(i) = 0.1732$ for all $i$. Using (2), the Mahalanobis distance is computed as $\Delta(\infty) = 3.0$, and $A_{(\infty)} = 0.89$.

**Case 1.b**

The features in Case 1.a can be transformed into a set of uncorrelated features using a linear transformation, which is called the orthogonalization transformation. The linear orthogonalization transformation is defined by the eigenvector matrix of $\Sigma$, so that the covariance matrix after orthogonalization is diagonal. After the transformation, the new covariance matrix turns out to be the identity matrix, and the new mean vector is

$$
\Delta \mu(i) = \begin{cases} 
0.5477 & \text{if } i \text{ is a multiple of 10} \\
0 & \text{otherwise}
\end{cases}
$$

Since a linear transformation will not affect the separability of the two classes, the Mahalanobis distance is the same as in Case 1.a, i.e., $\Delta(\infty) = 3.0$.

**Case 2: Simulation of a possible condition in CAD**

In order to simulate covariance matrices and mean vectors that one may encounter in CAD, we used texture features extracted from patient mammograms in a previous study, which aimed at classifying regions of interest (ROIs) on mammograms as malignant or benign. Ten different spatial gray level dependence (SGLD) texture measures were extracted from each ROI at five different distances and two directions. The number of available features was therefore $M = 100$. The transformations that were applied to the ROI before feature extraction, and the formal definition of SGLD features can be found in the literature. The means and covariances for each class were estimated from a database of 249 mammograms.

**Case 2.a**
In this simulation condition, the two classes were assumed to have a multivariate Gaussian distribution with 
\( \Sigma = (\Sigma_1 + \Sigma_2)/2 \), where \( \Sigma_1 \) and \( \Sigma_2 \) were estimated from the feature samples for the malignant and benign classes. Since the features have different scales, their variances can vary by as much as a factor of 10^6. Therefore, it is difficult to provide an idea about how the covariance matrix is distributed without listing all the entries of the 100x100 matrix \( \Sigma \). The correlation matrix, which is normalized so that all diagonal entries are unity, is better suited for this purpose. The absolute value of the correlation matrix is shown as an image in Fig. 1. In this image, small elements of the correlation matrix are displayed as darker pixels, and the diagonal elements, which are unity, are displayed as brighter pixels. From Fig. 2, it is observed that some of the features are highly correlated or anticorrelated. The Mahalanobis distance was computed as \( \Delta = 2.4 \), which implied \( A_{\phi} = 0.86 \).

**Case 2.b**

To determine the performance of a feature space with equivalent discrimination potential, but independent features, we performed an orthogonalization transformation on the SGLD feature space, as explained previously (Case 1.b).

### 3. RESULTS

**Case 1:**

*Feature selection from the entire sample space*

Figs. 2a and 2b plot the area \( A_1 \) under the ROC curve for the resubstitution and hold-out performance estimates versus the inverse of the number of training samples per class, \( 1/N_i \), for Case 1.a, and Case 1.b, respectively (number of samples per class \( N_i = 100 \)). The \( F_m \) value was varied between 0.5 and 1.5, and \( F_{out} \) was defined as \( F_{out} = \max(F_{in} - 1, 0) \). Fig. 3 is equivalent to Fig. 2a, except the number of samples per class was increased from \( N_i = 100 \) to \( N_i = 500 \) in this figure.

**Case 2:**

*Feature selection from the entire sample space*

The area \( A_1 \) under the ROC curve for the resubstitution and hold-out performance estimates are plotted versus \( 1/N_i \) in Figs. 4a and 4b for Case 2.a, and Case 2.b, respectively (\( N_i = 100 \)). The \( F_m \) value was varied between 0.5 and 3.0, and \( F_{out} \) was defined as \( F_{out} = \max(F_{in} - 1, 0) \). Fig. 5 is equivalent to Fig. 4.a, except the number of samples per class was increased from \( N_i = 100 \) to \( N_i = 500 \) in this figure.

*Feature selection from training samples alone*

Case 2.a was used as an example. The area \( A_1 \) under the ROC curves versus \( 1/N_i \) are plotted for \( N_i = 100 \) and \( N_i = 500 \) in Figs. 6 and 7, respectively.

### 4. DISCUSSION

Fig. 2.b demonstrates the potential disadvantage of performing feature selection using the entire sample space. The best possible test performance with infinite sample size for Case 1 is \( A_{\phi} = 0.89 \). However, in Fig. 2.b, we observe that some of the "hold-out" estimates were as high as 0.92. These estimates were higher than \( A_{\phi} \) because the hold-out samples were excluded from classifier design only in the parameter estimation stage of the design, and were used as training samples in feature selection. When feature selection is performed using a small sample size, some features that are useless for the general population may appear to be useful for the classification of the small number of samples at hand. This was previously demonstrated in the literature by comparing the probability of misclassification based on either a finite sample set or the entire population subject to the constraint that a given number of features were used for classification. In our study, given a small data set, the variance in Wilks’ lambda estimates causes some feature combinations to appear more powerful than they actually are. If the data set is partitioned into training and test groups after feature selection, these feature combinations may provide optimistic hold-out estimates.

The observation made in the previous paragraph about feature selection using the entire sample space is not a general rule, however. Figs. 2.a and 4.a show that one does not always run the risk of obtaining an optimistic bias in the hold-out estimate when the feature selection is performed using the entire sample space. For Case 1, the best possible test performance with an infinite sample size is \( A_{\phi} = 0.89 \), but the best hold-out estimate in Fig. 2.a is \( A_r = 0.82 \). Similarly, for Case 2, the best possible test performance with infinite sample size is \( A_{\phi} = 0.84 \), but the best hold-out estimate in Fig. 4.a is \( A_r = 0.84 \). The features in both Case 1.a and Case 2.a were correlated. Case 1.b and Case 2.b were obtained from Case 1.a and Case 2.a by applying a linear orthogonalization transformation to the features so that they become uncorrelated. Figs. 2.b and 4.b show that after this transformation is applied, the hold-out estimates can be optimistically biased for small sample size.
(N_r=100). This shows that performing a linear combination of features before stepwise feature selection can have a dramatic influence on its performance. This result is somewhat surprising, because the stepwise procedure is known to select a set of features whose linear combination can effectively separate the classes. However, the orthogonalization transformation in this study is assumed to be known a priori (i.e., it is not deduced from the available finite sample size), and is applied to the entire feature space of M features, whereas the stepwise procedure only produces combinations of a subset of these features.

Figs. 6 and 7 demonstrate that when feature selection is performed using the training set alone, the hold-out performance estimate is pessimistically biased. This bias decreases as the number of training samples, N, is increased.

When F_in and F_out values were low, the resubstitution performance estimates were optimistically biased for all the cases studied. Low F_in and F_out values imply that many features are selected using the stepwise procedure. From previous studies, it is known that a larger number of features in classification leads to larger resubstitution bias. On the other hand, when F_in and F_out values were very high, the number of selected features could be so low that the resubstitution estimate would be pessimistically biased, as can be observed from Fig. 3 (F_in=1.5) and Fig. 4.a (F_in=3.0). In all of our simulations, for a given number of training samples N, the resubstitution estimate increased monotonically as the number of selected features was increased by decreasing F_in and F_out.

In contrast to the resubstitution estimate, the hold-out estimate for a given number of training samples did not change monotonically as F_in and F_out were decreased. This can be observed from Fig. 2.a, where the hold-out estimate for F_in=1.5 is larger than all other hold-out estimates with different F_in values for N=25 (I/N=0.04). However, for N=90 (I/N=0.011), the hold-out estimate for the same F_in value is no longer the largest. In Fig. 2.a, the feature selection was performed using the entire sample space. A similar phenomenon can be observed in Fig. 7, where the feature selection is performed using the training samples alone. This means that for a given number of design samples, there is an optimum value for F_in and F_out (or the number of selected features) that provides the highest hold-out estimate. This is the well-known peaking phenomenon described in the literature, which can be explained as follows. For a given number of training samples, increasing the number of features in the classification has two opposing effects on the hold-out performance. On the one hand, the new features may provide some new information about the two classes, which tends to increase the hold-out performance. On the other hand, the same features increase the complexity of the classifier, which tends to decrease the hold-out performance. Depending on the balance between how much new information the new features provide and how much the complexity increases, the hold-out performance may increase or decrease when the number of features is increased.

In this study, the number of available features was fixed at M=100. The number of samples per class was N_r=100 in most of the simulations. However, in three of our simulation conditions, we used N_r=500, which meant that the total number of samples was ten times that of available features. The results of these simulations are shown in Fig. 3 for Case 1, and Figs. 5 and 7 for Case 2. Our first observation concerning these figures is that no hold-out estimates in any of these features are higher than their respective A(2) values. This suggests that optimistic hold-out estimates may be avoided by increasing the number of available samples, or, possibly, by decreasing the number of features used for feature selection. A second observation is that, compared to other figures in this study, the relationship between the A(2) values and I/N, is closer to a linear relation. This suggests that it may be possible to obtain A(2) by fitting a line to the A(2) vs. I/N curves using linear regression, and finding the y-axis intercept. This is similar to the modified Fukunaga and Hayes technique that we discussed previously in the studies of finite sample size effect on classifier bias.

This study examined only the bias of the mean performance estimates, which were obtained by averaging the estimates from fifty experiments as described in Section 2.4. Another important issue in classifier design is the variance of the individual estimates. The variance provides an estimate of the generalizability of the classifier performance to other design and test samples. We previously studied the variance of performance estimates when the classifier design included the estimation of classifier coefficients, but excluded feature selection. The extension of our previous studies to include feature selection is an important further research topic.

5. CONCLUSION

In this study, we investigated the finite-sample performance of a linear classifier that included stepwise feature selection as a design step. We compared the resubstitution and hold-out estimates to the true classification accuracy, which is the accuracy of a classifier designed with the full knowledge of the sample distributions. We compared the effect of partitioning the data set into training and test groups before performing feature selection, and after performing feature
selection. When data partitioning was performed before feature selection, the hold-out estimate was always pessimistically biased. When partitioning was performed after feature selection, i.e., the entire sample space was used for feature selection, the hold-out estimates could be pessimistically or optimistically biased, depending on the number of features available for selection, number of available samples, and their statistical distribution. All hold-out estimates exhibited a pessimistic bias when the parameters of the simulation were obtained from correlated texture features extracted from mammograms in our previous study. The understanding of the performance of the classifier designed with different schemes will allow us to utilize a limited sample set efficiently and to avoid an overly optimistic assessment of the classifier.
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Fig. 1 The absolute value of the correlation matrix for the 100-dimensional texture feature space extracted from 249 mammograms. The covariance matrix corresponding to these features was used in simulation Case 2.a.
Fig. 2.a The area $A_1$ under the ROC curve versus the inverse of the number of design samples $N_1$ per class for Case 1.a, feature selection from the entire sample space of 100 samples/class. Feature selection was performed using an input feature space of $M=100$ available features. $A_1(\infty)=0.89$.

Fig. 2.b The area $A_2$ under the ROC curve versus the inverse of the number of design samples $N_1$ per class for Case 1.b, feature selection from the entire sample space of 100 samples/class. Feature selection was performed using an input feature space of $M=100$ available features. $A_2(\infty)=0.89$. 
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Fig. 3  The area $A_2$ under the ROC curve versus the inverse of the number of design samples $N_i$, per class for Case 1.a, feature selection from the entire sample space of 500 samples/class. Feature selection was performed using an input feature space of $M=100$ available features. $A_2(\bar{m})=0.89$.

Fig. 4.a  The area $A_2$ under the ROC curve versus the inverse of the number of design samples $N_i$, per class for Case 2.a, feature selection from the entire sample space of 100 samples/class. Feature selection was performed using an input feature space of $M=100$ available features. $A_2(\bar{m})=0.86$. 

Fig. 4.b  The area $A_1$ under the ROC curve versus the inverse of the number of design samples $N_1$ per class for Case 2.b. Feature selection from the entire sample space of 100 samples/class. Feature selection was performed using an input feature space of $M=100$ available features. $A_f(\omega)=0.86$.

Fig. 5  The area $A_1$ under the ROC curve versus the inverse of the number of design samples $N_1$ per class for Case 2.a. Feature selection from the entire sample space of 500 samples/class. Feature selection was performed using an input feature space of $M=100$ available features. $A_f(\omega)=0.86$. 
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Fig. 6  The area $A_i$ under the ROC curve versus the inverse of the number of design samples $N_i$ per class for Case 2.a, feature selection from design samples alone ($N_i=100$). Feature selection was performed using an input feature space of $M=100$ available features. $A_i(\omega)=0.86$.

Fig. 7  The area $A_i$ under the ROC curve versus the inverse of the number of design samples $N_i$ per class for Case 2.a, feature selection from design samples alone ($N_i=500$). Feature selection was performed using an input feature space of $M=100$ available features. $A_i(\omega)=0.86$. 
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ABSTRACT

A hybrid classifier which combines an unsupervised adaptive resonance network (ART2) and a supervised linear discriminant classifier (LDA) was developed for analysis of mammographic masses. Initially the ART2 network separates the masses into different classes based on the similarity of the input feature vectors. The resulting classes are subsequently divided into two groups: (i) classes containing only malignant masses and (ii) classes containing both malignant and benign or only benign masses. All masses belonging to the second group are used to formulate a single LDA model to classify them as malignant and benign. In this approach, the ART2 network identifies the highly suspicious malignant cases and removes them from the training set, thereby facilitating the formulation of the LDA model. In order to examine the utility of this approach, a data set of 348 regions of interest (ROIs) containing biopsy-proven masses (169 benign and 179 malignant) were used. Ten different partitions of training and test groups were randomly generated using 73% of ROIs for training and 27% for testing. Classifier design including feature selection and weight optimization was performed with the training group. The test group was kept independent of the training group. The performance of the hybrid classifier was compared to that of an LDA classifier alone. Receiver Operating Characteristics (ROC) analysis was used to evaluate the accuracy of the classifier. The average area under the ROC curve ($A_U$) for the hybrid classifier was 0.81 as compared to 0.78 for LDA. The $A_U$ values for the partial areas above a true positive fraction of 0.9 were 0.34 and 0.27 for the hybrid and the LDA classifier, respectively. These results indicate that the hybrid classifier is a promising approach for improving the accuracy of classification in CAD applications.

1. INTRODUCTION

Mammography is the most effective method for detection of early breast cancer\(^1\). However, the specificity for classification of malignant and benign lesions from mammographic images is relatively low. Clinical studies have shown that the positive predictive value (i.e., ratio of the number of breast cancers found to the total number of biopsies) is only 15% to 30%\(^2\)\(^-\)\(^3\). It is important to increase the positive predictive value without reducing the sensitivity of breast cancer detection. Computer-aided diagnosis (CAD) has the potential to increase the diagnostic accuracy by reducing the false-negative rate while increasing the positive predictive values of mammographic abnormalities.

Classifier design is an important step in the development of a CAD system. A classifier has to be able to merge the available input feature information and make a correct evaluation. Commonly used classifiers for CAD include linear discriminants (LDA)\(^4\) and backpropagation neural networks (BPN)\(^5\) which have been shown to perform well in lesion classification problems\(^6\)\(^-\)\(^9\). These classifiers are generally designed by supervised training. However, these types of classifiers have limitations dealing with the nonlinearities in the data (in case of LDA) and in generalizability when a limited number of training samples are available (especially BPN). Another classification approach is based on unsupervised classifiers, which cluster the data into different classes based on the similarities in the properties of the input feature vectors. Therefore, unsupervised classifiers can be used to analyze the similarities within the data. However, it is difficult to use them as a discriminatory classifier\(^16\)\(^-\)\(^17\).

We propose here a hybrid unsupervised/supervised structure to improve classification performance. The design of this structure was inspired by neural information processing principles such as self-organization, decentralization and generalization. It combines the Adaptive Resonance Theory network (ART2)\(^14\)\(^-\)\(^15\) and the LDA classifier as a cascade system (ART2LDA). The self-organizing unsupervised ART2 network automatically decomposes the input samples into classes with different properties. The ART2 network performs better compared to conventional clustering techniques in terms of learning speed and discriminatory resolution for the detection of rare events\(^16\)\(^-\)\(^17\). The supervised LDA then classifies the
samples belonging to a subset of classes that have greater similarities. By improving the homogeneity of the samples, the classifier designed for the subset of classes may be more robust.

The ART2LDA design implements both structural and data decomposition. Decomposition is a powerful approach that can reduce the complexity of a problem. Both structural decomposition and data decomposition can improve classification accuracy \(^9\) as well as model accuracy \(^11\). However, decomposition can also reduce the prediction accuracy due to overfitting the training data. We will demonstrate in this paper that the proposed hybrid structure can deal with the overfitting problem and improve the prediction capabilities of the system.

2. ART2 UNSUPERVISED NEURAL NETWORK

The ART2 is a self-organizing system that can simulate human pattern recognition. ART2 was first described by Grossberg \(^12,13\) and a series of further improvements were carried out by Carpenter, Grossberg and co-workers \(^14,15\). The ART2 network clusters the data into different classes based on the properties of the input feature vectors. The members within a class have similar properties. The process of ART2 network learning is a balance between the plasticity and stability dilemma. Plasticity is the ability of the system to discover and remember important new feature patterns. Stability is the ability of the system to remain unchanged when already known feature patterns with noise are input to the system. The balance between plasticity and stability for the ART2 training algorithm allows fast learning, i.e., rare events can be memorized with a small number of training iterations without forgetting previous events. The more conventional training algorithms such as backpropagation \(^7\) perform slow learning, i.e., they tend to average over occurrences of similar events and require a lot of training iterations.

\[ p_j = \sum_{i=1}^{n} x_i w_{ij} \]

where \( w_{ij} \) is the connection weight between input \( i \) and class \( j \). The activation value is a measure of the membership of the particular input feature vector to class \( j \). The higher the value \( p_j \) is, the better the input vector matches class \( j \). The maximum value \( p_r \) is selected from all \( p_j \) (\( j = 1, ..., k \)) to find the best class match.

Figure 1. Structure of the ART2 network.
Furthermore, in order to balance the contribution to the activation value from all feature components, the input feature values applied to the ART2 system are scaled between zero and one. This normalization will allow detection of similar feature patterns even when the magnitudes of the input feature components are very different.

The learning stage of the ART2 system can influence the weights of the selected class or the complete ART2 network structure by adding a new class. An additional parameter, the vigilance, is used to determine the type of learning. The vigilance parameter $p_{\text{vig}}$ is a threshold value that is compared to the maximum activation value $p_r$. If $p_r$ is larger than $p_{\text{vig}}$ then the input vector is considered to belong to class $r$. The adaptation of the weights connected with class $r$ is performed as follows:

$$w_{ir}^{\text{new}} = w_{ir}^{\text{old}} + \eta (x_i - w_{ir}^{\text{old}}) \quad \text{for } i = 1, \ldots, n,$$

where $\eta$ is a learning rate. The adaptation of the class $r$ weights (Eq. 2), aims at maximization of the $p_r$ value for the particular input vector. In an iterative manner the weights are adjusted so that the produced activation values for similar input vectors will be maximum only for the class to which they belong and these maximum activation values will be higher than $p_{\text{vig}}$.

If the maximum activation value $p_r$ is smaller than $p_{\text{vig}}$, it is an indication that a novelty has appeared and a new class will be added to the ART2 structure. The new weights connecting the input with the new class $(k+1)$ are initialized with the scaled input feature values of this novelty. In this way the activation value $p_{k+1}$ will be maximum ($p_r = p_{k+1}$) and will be higher than $p_{\text{vig}}$ when it is computed for this novelty in further training iterations. The value of the vigilance parameter $p_{\text{vig}}$ determines the resolution of ART2. It can be chosen in the range between 0 and 1. If $p_{\text{vig}}$ is relatively small, only very different input feature vectors will be distinguished and separated in different classes. If $p_{\text{vig}}$ is relatively large the input feature vectors that are more similar will be separated into different classes. The choice of $p_{\text{vig}}$ depends on the particular application.

3. ART2LDA CLASSIFIER

Despite the good performance of ART2 for efficient clustering and detection of novelties, the fast learning approach can cause problems associated with the generalization capability of the system and the correct classification of unknown cases. Supervised classifiers such as linear discriminants or backpropagation neural network classifiers can have better generalization capability than ART2, because they are trained by averaging over similar event occurrences. However, these classifiers do not have the ability to correctly classify rare events.

![Figure 2. Structure of the ART2LDA classifier.](image-url)
In order to improve the accuracy and generalization of a classifier, we propose to design a hybrid classifier that combines the unsupervised ART2 network and a supervised LDA classifier. This hybrid classifier (ART2LDA) utilizes the good resolution capability of ART2 and the good generalization capability of LDA. The ART2 network first analyzes the similarity of the sample population and identifies a subpopulation that may be separated from the main population. This will improve the performance of the second-stage LDA if the subpopulation causes the sample population to deviate from a multivariate normal distribution for which LDA is an optimal classifier. Therefore, the ART2 serves as a screening tool to improve the normality of the sample distribution by classifying outlying samples into separate classes.

The structure of the hybrid ART2LDA classifier is shown in Fig. 2. The classes identified by ART2 are labeled to be one of the two types: malignant class or mixed class. A particular class is defined as malignant if it contains only malignant members. It is defined as mixed if it contains both malignant and benign members. The type of a given class is determined based on ART2 classification of the training data set. The ART2 classifies an input sample into either a malignant or a mixed class. Depending on the class type it is determined whether the LDA classifier will be used. If an input sample is classified into a mixed class, the final classification will be obtained based on the LDA classifier, which has been trained by the mixed classes in the training set. However, if an input sample is classified by ART2 into a malignant class then the mass will be considered malignant, without using the LDA classifier. Therefore, in the ART2LDA structure, the ART2 is used both as a classifier and a supervisor.

4. MATERIALS AND METHODS

4.1. Data set

The mammograms used in this study were randomly selected from the files of patients who had undergone biopsy at the University of Michigan. The criterion for inclusion of a mammogram in the data set was that the mammogram contained a biopsy-proven mass. Approximately equal number of malignant and benign masses were included. The data set contained 348 mammograms with a mixture of benign (n=169) and malignant (n=179) masses. The visibility of the masses was rated by a radiologist experienced in breast imaging on a scale of 1 to 10, where the rating of 1 corresponds to the most visible
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Figure 3. The distribution of the visibility ranking of the masses in the dataset. The ranking was performed by an experienced radiologist. (1: very obvious, 10: very subtle).

Figure 4. The distribution of the malignancy ranking of the masses in the dataset. The ranking was performed by an experienced radiologist. (1: very likely benign, 10: very likely malignant).
category. The distributions of the visibility rating for both the malignant and benign masses are shown in Fig. 3. The visibility ranged from subtle to obvious for both types of masses. It can be observed that the benign masses tend to be more obvious than the malignant ones. Additionally the likelihood of malignancy for each mass was estimated based on its mammographic appearance. The radiologist rated the likelihood of malignancy on a scale of 1 to 10, where 1 indicated a mass with the most benign appearance. The distribution of the malignancy rating of the masses is shown in Fig. 4.

Three hundred and five of the mammograms were digitized with a LUMISYS DIS-1000 laser scanner at a pixel resolution of 100 μm × 100 μm and 4096 gray levels. The digitizer was calibrated so that gray level values were linearly and inversely proportional to the optical density (OD) within the range of 0.1 to 2.8 OD units, with a slope of -0.001 OD/pixel value. Outside this range, the slope of the calibration curve decreased gradually. The OD range of the digitizer was 0 to 3.5. The remaining 43 mammograms were digitized with a LUMISCAN 85 laser scanner at a pixel resolution of 50 μm × 50 μm and 4096 gray levels. The digitizer was calibrated so that gray level values were linearly and inversely proportional to the OD within the range of 0 to 4 OD units, with a slope of -0.001 OD/pixel value. In order to process the mammograms digitized with these two different digitizers, the images digitized with LUMISCAN 85 digitizer were convolved with a 2×2 box filter and subsampled by a factor of two, resulting in 100 μm images.

In order to validate the prediction abilities of the classifier, the data set was partitioned randomly into training and test subsets. Approximately 75% of the samples have been used for training and 27% for testing. The data set was repartitioned randomly ten times and the training and test results were averaged to reduce their variability.

4.2. Feature extraction

The texture features used in this study were calculated from spatial grey-level dependence (SGLD) matrices\textsuperscript{6,7,18} and run-length statistics (RLS) matrices\textsuperscript{19}. The SGLD and RLS matrices were computed from the images obtained by the rubber band straightening transform (RBST).\textsuperscript{8} The RBST maps a band of pixels surrounding the mass onto the Cartesian plane (a rectangular region). In the transformed image, the mass border appears approximately as a horizontal edge, and speculations appear approximately as vertical lines. A complete description of the RBST can be found in the literature\textsuperscript{9}.

The (i,j)th element of the SGLD matrix is the joint probability that gray levels i and j occur in a direction d at a distance of d pixels apart in an image. Based on our previous studies\textsuperscript{6}, a bit depth of eight was used in the SGLD matrix construction, i.e., the four least significant bits of the 12 bit pixel values were discarded. Thirteen texture measures including correlation, energy, difference entropy, inverse difference moment, entropy, sum average, sum entropy, inertia, sum variance, difference variance, difference average and two types of information measure of correlation were used. These measures were extracted from each SGLD matrix at ten different pixel pair distances (d=1, 2, 3, 4, 6, 8, 10, 12, 16 and 20) and in four directions (0°, 45°, 90°, and 135°). Therefore, a total of 520 SGLD features were calculated for each image. The definitions of the texture measures are given in the literature\textsuperscript{6,18}. These features contain information about image characteristics such as homogeneity, contrast, and the complexity of the image.

RLS texture features were extracted from the vertical and horizontal gradient magnitude images, which were obtained by filtering the RBST image with horizontally or vertically oriented Sobel filters and computing the absolute gradient value of the filtered image. A gray level run is a set of consecutive, collinear pixels in a given direction which have the same gray level value. The run length is the number of pixels in a run\textsuperscript{19}. The RLS matrix describes the run length statistics for each gray level in the image. The (i,j)th element of the RLS matrix is the number of times that the gray level i in the image possesses a run length of j in a given direction. In our previous study, it was found experimentally that a bit depth of 5 in the RLS matrix computation could provide good texture characteristics\textsuperscript{6}.

Five texture measures, namely, short run emphasis, long run emphasis, gray level nonuniformity, run length nonuniformity, and run percentage were extracted from the vertical and horizontal gradient images in two directions, \(d = 0°\) and \(d = 90°\). Therefore, a total of 20 RLS features were calculated for each ROI.

A total of 540 features (520 SGLD and 20 RLS) were therefore extracted from each ROI.
4.3. Feature selection

In order to reduce the number of the features and to obtain the best feature set to design a good classifier, feature selection with stepwise linear discriminant analysis was applied. At each step of the stepwise selection procedure one feature is entered or removed from the feature pool by analyzing its effect on the selection criterion. In this study, the Wilks' lambda was used as a selection criterion.

4.4. Performance analysis

To evaluate the classifier performance, the training and test discriminant scores were analyzed using receiver operating characteristic (ROC) methodology. The discriminant scores of the malignant and benign masses were used as decision variables in the LABROC1 program, which fit a binormal ROC curve based on maximum likelihood estimation. The classification accuracy was evaluated as the area under the ROC curve, \( A_c \). The discriminant scores of all case samples classified in the two stages of ART2LDA are combined. All masses classified into the malignant group by the ART2 stage were assigned a constant positive discriminant score higher than or equal to the most malignant discriminant score obtained from the LDA classifier.

The performance of ART2LDA was also assessed by estimation of the partial area under the ROC curve \( (A_c^{0.9}) \) at a true positive fraction (TPF) higher than 0.9. The partial \( A_c^{0.9} \) indicates the performance of the classifier in the high sensitivity (low false negative) region which is most important for cancer detection in clinical practice.

5. RESULTS

In this study, the test subset was kept truly independent from the training subset; only the training subset was used for feature selection and classifier training, and only the test subset was used for classifier validation. In order to validate the prediction abilities of the classifier, ten different partitions of the training and test sets were used and the average classification results were estimated.

Table 1. Number of selected features for the 10 data groups.

<table>
<thead>
<tr>
<th>Data Group No.</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
<th>7</th>
<th>8</th>
<th>9</th>
<th>10</th>
<th>Mean</th>
</tr>
</thead>
<tbody>
<tr>
<td>Number of selected features</td>
<td>12</td>
<td>15</td>
<td>13</td>
<td>18</td>
<td>14</td>
<td>13</td>
<td>18</td>
<td>14</td>
<td>14</td>
<td>14</td>
<td></td>
</tr>
</tbody>
</table>

For a given partition of training and test sets, feature selection was performed based on the training set. The feature selection results for the ten different training groups are shown in Table 1. The average number of selected features was 14. The selected feature sets contained an average of two RLS features and twelve SGLD features. A different ART2LDA classifier was trained using each training set and the corresponding set of selected features.

5.1. ART2LDA classification results

For the ART2LDA classifier, the number of selected features determines the dimensionality of the input vector of the ART2 classifier and the dimensionality of the LDA classifier. By using different values for the vigilance parameter, ART2 classifiers with different number of classes were obtained. In this study, the vigilance parameter \( \rho_{vt} \) was varied from 0.9 to 0.99, resulting in a range of 10 to 240 classes. The overall performance of the ART2LDA classifier was evaluated for different numbers of ART2 classes because different subset of the samples were separated and classified by ART2. In Fig. 5, the classification results for the ART2LDA are compared to the results from LDA alone for the training and test set partition no. 3. The classification accuracy, \( A_c \), was plotted as a function of the number of ART2 classes. For this training and test set partition, when the number of classes was between 20 and 60, the ART2LDA classifier improved the classification accuracy for the test set in comparison to LDA. As the number of classes increased to greater than 60, the \( A_c \) value increased for the training data set, but decreased for the test data set and was lower than that of the LDA alone.
In Table 2 the $A_r$ values of the test set for the 10 corresponding partitions are shown. The average test $A_r$ value is 0.81 for the ART2LDA and 0.78 for LDA alone. For nine of the ten partitions, the $A_r$ value was improved by the hybrid classifier.

![Graph showing ART2LDA and LDA classification results for training and test sets from data group No. 3 as a function of the number of classes generated by ART2.](image)
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Figure 5. ART2LDA and LDA classification results for training and test sets from data group No. 3 as a function of the number of classes generated by ART2.

The performance of ART2LDA was also assessed by estimation of the partial area under the ROC curve $A_r^{(0.9)}$ at a TPF higher than 0.9. In Table 3 the $A_r^{(0.9)}$ values of the test set for the 10 partitions of training and test sets are presented. The average test $A_r^{(0.9)}$ value is 0.34 for the ART2LDA and 0.27 for LDA. For nine of the ten partitions, the $A_r^{(0.9)}$ value was improved at the high sensitivity operating region (TPF>0.9) of the ROC curve.

<table>
<thead>
<tr>
<th>Data Group No.</th>
<th>LDA</th>
<th>ART2LDA</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0.77</td>
<td>0.83</td>
</tr>
<tr>
<td>2</td>
<td>0.78</td>
<td>0.80</td>
</tr>
<tr>
<td>3</td>
<td>0.74</td>
<td>0.78</td>
</tr>
<tr>
<td>4</td>
<td>0.77</td>
<td>0.77</td>
</tr>
<tr>
<td>5</td>
<td>0.77</td>
<td>0.78</td>
</tr>
<tr>
<td>6</td>
<td>0.80</td>
<td>0.83</td>
</tr>
<tr>
<td>7</td>
<td>0.80</td>
<td>0.81</td>
</tr>
<tr>
<td>8</td>
<td>0.77</td>
<td>0.80</td>
</tr>
<tr>
<td>9</td>
<td>0.77</td>
<td>0.80</td>
</tr>
<tr>
<td>10</td>
<td>0.86</td>
<td>0.89</td>
</tr>
<tr>
<td>Mean</td>
<td>0.78</td>
<td>0.81</td>
</tr>
</tbody>
</table>

Table 2. Classifiers performance for the 10 test sets. The $A_r$ values represent the total area under ROC curve.

<table>
<thead>
<tr>
<th>Data Group No.</th>
<th>LDA ($A_r^{(0.9)}$)</th>
<th>ART2LDA ($A_r^{(0.9)}$)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0.14</td>
<td>0.23</td>
</tr>
<tr>
<td>2</td>
<td>0.17</td>
<td>0.21</td>
</tr>
<tr>
<td>3</td>
<td>0.19</td>
<td>0.32</td>
</tr>
<tr>
<td>4</td>
<td>0.19</td>
<td>0.21</td>
</tr>
<tr>
<td>5</td>
<td>0.24</td>
<td>0.26</td>
</tr>
<tr>
<td>6</td>
<td>0.27</td>
<td>0.38</td>
</tr>
<tr>
<td>7</td>
<td>0.32</td>
<td>0.31</td>
</tr>
<tr>
<td>8</td>
<td>0.32</td>
<td>0.34</td>
</tr>
<tr>
<td>9</td>
<td>0.40</td>
<td>0.49</td>
</tr>
<tr>
<td>10</td>
<td>0.44</td>
<td>0.60</td>
</tr>
<tr>
<td>Mean</td>
<td>0.27</td>
<td>0.34</td>
</tr>
</tbody>
</table>

Table 3. Classifiers results for the 10 test sets. The $A_r$ values represent the partial area of the ROC curve above the true positive fraction of 0.9 ($A_r^{(0.9)}$).
6. DISCUSSION

In this paper a new classifier (ART2LDA) is designed and applied to the classification of malignant and benign masses. The results indicate that the ART2LDA classifier has better generalizability than an LDA classifier alone. The ART2 classifier groups the case samples that are different from the main population into separate classes. The minimum number of classes needed to start the clustering of outliers into separate classes depends on how different the outliers are from the rest of the sample population. For the ten different partitions of the training and test sets used in this study, the minimum number varied between 13 and 15 classes. When the number of ART2 classes was less than this minimum number of classes, the ART2 classifier generated only mixed malignant-benign classes and all samples were transferred to the LDA stage. In that case, the ART2LDA was equivalent to the LDA classifier alone. When a higher number of classes was generated, an increased number of cases that may be considered outliers of the general data population was removed (clustered in separate classes). For the ten training sets used in this study, the malignant outliers were gradually removed when the number of classes increased. The training accuracy increased when the number of classes increased and \( A_c \) could reach the value of 1.0. However, a large number of ART2 classes led to overfitting the training sample set and poor generalization in the test set. The classification accuracy of ART2 for the test set tended to decrease when the number of classes was greater than about 70. The large number of classes also led to a reduction in the generalizability of the second-stage LDA; the training of LDA with a small number of samples would again result in overfitting the training set, and poor generalizability in the test set. This effect was observed when more than 60 or 70 classes were generated by ART2 (see Fig. 5).

The classification accuracy of ART2LDA increased initially with increased number of classes and then decreased after reaching a maximum. The correct classification of the outliers by the ART2 in combination with an improvement in the classification by the LDA resulted in the increased accuracy. When the number of ART2 classes was further increased, the effects of overfitting by the ART2 and the LDA became dominant and the prediction ability of the ART2LDA decreased. In some cases the second stage LDA prediction was much worse than the ART2. In other cases the ART2 could not generalize well. The generation of a high number of classes is therefore impractical and unnecessary both from computational and methodological point of view.

When the partial area of the ROC curve above the true positive (TP) fraction of 0.9 (\( A_c^{0.90} \)) was considered as a measure of classification accuracy, the advantage of ART2LDA over LDA alone became even more evident. By removing and correctly classifying the outliers the accuracy of the classification is increased at the high sensitivity end of the curve.

We have performed statistical tests with the CLABROC program to estimate the significance in the differences between the \( A_c \) values from the ART2LDA and the LDA alone, as well as in the differences in the partial \( A_c^{0.90} \) from the two classifiers. The statistical tests were performed for each individual data set partition because the correlation among the data sets from the different partitions precludes the use of Student’s paired t-test with the ten partitions. We found that the differences in both cases did not reach statistical significance because of the small number of test samples and thus the large standard deviation in the \( A_c \) values. However, the consistent improvements in \( A_c \) and \( A_c^{0.90} \) (9 out of 10 data set partitions in both cases) suggest that the improvement was not by chance alone, and that the accuracy of a classification task could be improved by the use of an ART2 network.

An important difference between the classifier designed in this study and many others in the CAD field is the method of feature selection. In several previously published studies, the features were selected from the entire data set first, and then the data set was partitioned into training and test sets. This meant that at the feature selection stage of the classifier design, the entire data set was considered to be a training set. Depending on the distribution of the features and the total number of samples used, the test results in these studies might be optimistically biased. In this study, initially the entire data set was partitioned into training and test sets and then feature selection was performed only on the training set. This method results in a pessimistic estimate of the classifier performance when the training set is small. We therefore expect that the performance will be improved when the classifier designed in this study is trained using a large data set. Since our main purpose in this study was to compare the LDA and ART2LDA classifiers, we did not attempt to quantify how pessimistic our results are in this study.

7. CONCLUSION

A new classifier combining an unsupervised ART2 and a supervised LDA has been designed and applied to the classification of malignant and benign masses. A data set consisting of 348 films (179 malignant and 169 benign) was
randomly partitioned into training and test subsets. Ten different random partitions were generated. For each training set, texture features were extracted and feature selection was performed. An average of fourteen features were selected for each group. Ten hybrid ART2LDA classifiers and ten LDA models alone were trained by using the ten training sets. The average A_v value under the ROC curve for the test sets was better for ART2LDA (A_v=0.81) compared to the LDA alone (A_v=0.78). A greater improvement was obtained when the partial ROC area above a true-positive fraction of 0.9 was considered. The average partial A_v for ART2LDA was 0.34 as compared to 0.27 for LDA. These results indicate that the hybrid classifier is a promising approach for improving the accuracy of classifiers for CAD applications.
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ACTIVE CONTOUR MODELS FOR SEGMENTATION AND CHARACTERIZATION OF MAMMOGRAPHIC MASSES
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Abstract
We have investigated the use of an active contour model for accurate delineation of mass boundaries on mammograms. The model used smoothness constraints and image gradient information in order to refine an initial boundary provided by a clustering algorithm. After segmentation of the mass, possible spiculations were segmented by utilizing gradient direction statistics in a region surrounding the mass. Spiculation measures and morphological features were extracted and used for classifying the mass as malignant or benign. The classification accuracy was evaluated using the area $A_x$ under the receiver operating characteristic (ROC) curve. A data set containing 243 mammograms from 101 patients was used for training the classifier, and a data set containing 95 mammograms from 45 patients were used for testing the classifier. The test $A_x$ for the task of classifying a mass on a single view and a mass on all available views as malignant or benign was 0.81 and 0.87, respectively. Our results indicate that the spiculation measures and the morphological features extracted from automatically segmented mass boundaries are effective in characterizing mammographic masses as malignant or benign.

1. Introduction
In recent years, many researchers have investigated the use of computer-extracted image features for classification of breast masses as malignant or benign (Sahiner et al. 1998; Huo et al. 1998; Leichter et al. 2000). Many features used in computerized breast mass characterization require accurate delineation of mass boundaries as a first step. Accurate computerized delineation of
mass boundaries is often difficult because of the presence of ill-defined or obscured boundaries. The human visual system often overcomes this problem by incorporating *a-priori* information, such as smoothness of mass boundaries, with the image information. In order to make use of similar information for computerized mass segmentation, we designed an active contour model based on the image characteristics of mammographic masses. The new model was used to improve the boundaries provided by a clustering algorithm that was developed in our earlier studies. After segmentation, morphological features were extracted from the mass shape, and were combined with spiculation measures for the characterization of breast masses as malignant or benign.

2. Mass segmentation

The location of the biopsied mass was identified by an MQSA-approved radiologist. A region of interest (ROI) containing the biopsied mass was extracted from the mammogram for computerized processing.

2.1. Initial mass segmentation

The mass segmentation method employed in this study started with the initial detection of a mass shape within an ROI using a K-means clustering algorithm. This technique has been discussed in detail in the literature (Sahiner *et al.* 1996). Figures 1(a)-(d) show examples of a spiculated and a nonspiculated mass, and the results of the initial segmentation.

2.2. Active contour segmentation

Although clustering-based mass segmentation resulted in reasonable mass shapes for most of the masses, the segmentation exhibited inaccuracies when the mass was not very conspicuous, or when some parts of the mass were obscured by overlapping normal breast structures. In addition, further refinement was necessary before detection and segmentation of spiculations.
We used an active contour model for the first stage mass shape refinement, and spiculation
detection and segmentation for the final shape refinement.

An active contour is a deformable continuous curve, whose shape is controlled by internal forces
(the model, or a-priori knowledge about the object to be segmented) and external forces (the
image). The internal forces impose a smoothness constraint on the contour, and the external
forces push the contour towards salient image features, such as edges. To solve a segmentation
problem, an initial boundary is iteratively deformed so that the energy due to internal and
external forces is minimized along the contour.

The internal energy components in our active contour model were the continuity and curvature of
the contour, as well as the homogeneity of the segmented object. The external energy
components were the negative of the smoothed image gradient magnitude, and a balloon force
that exerted pressure at a normal direction to the contour. The contour was represented by the
vertices of an N-point polygon whose vertices were \( v(i) = (x(i), y(i)), \ i = 1, \ldots, N \). The energy to be
minimized was defined as

\[
E = \sum_{i=1}^{N} \left[ w_{\text{curv}} E_{\text{curv}}(i) + w_{\text{cont}} E_{\text{cont}}(i) + w_{\text{grad}} E_{\text{grad}}(i) + w_{\text{bal}} E_{\text{bal}}(i) \right] + w_{\text{hom}} E_{\text{hom}}
\]

where each energy term has a weight, \( w \).

The curvature energy term is represented by an approximation to the second derivative of the
contour, \( E_{\text{curv}}(i) = |v(i-1) - 2v(i) + v(i+1)| \). This term is large when the angle at vertex \( i \) is
small. By discouraging small angles at vertices, this term attempts to smooth the contour. The
continuity term, \( w_{\text{cont}} E_{\text{cont}}(i) \), reflects the deviation of the length of the line segment under
consideration from the average line segment length $\overline{d}$. This term favors contours with regular spacing between the vertices over those with irregular spacing. The image gradient magnitude is obtained by smoothing the image with a low-pass filter, finding the partial derivatives in the horizontal and vertical directions, and then computing the magnitude of the partial derivative vector. Since the gradient energy, $E_{\text{grad}}(i)$, is defined as the negative of the gradient magnitude, minimizing this term attracts the contour to object edges. The balloon energy encourages the contour to expand in the normal direction, which is required to prevent the contour from collapsing onto itself (Cohen 1991). The purpose of the homogeneity term, $w_{\text{hom}}E_{\text{hom}}(i)$, is to make the object and the background regions as homogeneous as possible within each region, and to maximize the difference between the two regions (Poon and Braun 1997).

To minimize the contour energy, we used a greedy algorithm that was first proposed by Williams and Shah (Williams and Shah 1992). In this algorithm, the contour was iteratively optimized, starting with the initial contour provided by clustering-based segmentation. At each iteration, a neighborhood of each vertex was examined, and the vertex was moved to the location that minimized the contour energy. Figures 1(c)-(f) show the initial and final contours, respectively, of the model for a spiculated and a nonspiculated mass.

2.3. Segmentation of spiculations

Spiculations on mammograms appear as linear structures with a positive image contrast, and they usually lie in a radial direction to the mass. As a result of their linearity, the gradient directions at image pixels on or close to the spiculation are more or less in the same orientation relative to that of the spiculation. In order to investigate whether a pixel $(i,j)$ on the mass contour lies on the path of a spiculation, one can make use of this property as follows: In a search region $S$ of the image, compute the statistics of the angular difference $\theta$ between the image gradient direction
at image pixel \((i,j)\), and the direction of the vector joining pixels \((i,j_0)\), and \((i,j)\) (figure 2). If the pixel \((i,j_0)\) lies on the path of a spiculation, then \(\theta\) will be close to \(\pi/2\) whenever the image pixel \((i,j)\) is on the spiculation. Therefore, the distribution of \(\theta\), obtained from all image pixels \((i,j)\) within the search region \(S\) will have a peak around \(\pi/2\). If there is no spiculation, and if the gray levels in \(S\) are randomly distributed, then this distribution will be uniform. Karssemeijer et al. have made use of a similar idea for detecting spiculated lesions on mammograms (Karssemeijer and te Brake 1996), but not for the detection of the actual spiculations. In our method, we combined this idea with the fact that spiculations generally lie in a radial direction to the mass. Therefore, the region \(S\) could be limited so that other gradients, such as those resulting from the mass contour itself, can be excluded from the distribution of gradients in \(S\). The details of our spiculation detection method are described in the literature (Sahiner et al. 2000; Chan et al. 2000). The contours of a spiculated and a nonspiculated mass after spiculation detection are shown figures 1(g) and 1(h), respectively.

3. Feature Extraction and Classification

In the spiculation segmentation stage, three spiculation measures were extracted from each ROI. These were the number of possible spiculations (NPS), the percentage area of spiculations (PAS), and the product of these two measures (PR). These spiculation measures were used in addition to eleven morphological features extracted from the final mass outline for mass characterization. The first five morphological features were based on the normalized radial length (NRL), defined as the Euclidean distance from the object’s centroid to each of its edge pixels and normalized relative to the maximum radial length for the object. These features included NRL mean, standard deviation, entropy, area ratio, and zero crossing count (Petrick et al. 1999). The remaining six morphological features included the perimeter, area, perimeter-to-
area ratio, circularity, rectangularity, and contrast of the object. The definition of these features can be found in the literature (Petrick et al. 1999).

Stepwise feature selection was used to select effective features for classification from the feature space of fourteen features. Four features, namely, NPS, PR, contrast, and circularity were selected using the set of training ROIs. A backpropagation neural network (BPN) with four input nodes, two hidden-layer nodes, and a single output node was trained using the training set. The accuracy of the designed classifier was evaluated by applying the classifier to test cases that had not been used for training. The test scores were analyzed using receiver operating characteristic (ROC) methodology. The classification accuracy was evaluated as the area $A_x$ under the ROC curve.

4. Data Set

The mammograms used in this study were randomly selected from the files of patients in the Radiology Department at the University of Michigan who had undergone biopsy. The criterion for inclusion of a mammogram in the data set was that the mammogram contained a biopsy-proven mass, and that approximately equal numbers of malignant and benign masses were present in the data set. Our training data set consisted of 243 mammograms (116 benign and 127 malignant) from 101 patients. Our test data set consisted of 95 mammograms (42 benign and 53 malignant) from 45 patients. A single view was available for nine of these 45 patients. For the remaining 36 test patients, two or more views were available. The true pathology of all the masses was determined by biopsy and histologic analysis.

5. Results

We investigated film-based classification of the masses on each mammogram, as well as case-based classification by combining possible multiple views of the same mass. For case-based
classification, the BPN scores from different views were averaged. The training $A_x$ values for film-based and case-based classification were 0.91 and 0.95 respectively. The test $A_x$ values for film-based and case-based classification were 0.81 and 0.87. The training and test ROC curves are shown in figures 3(a) and 3(b), respectively.

6. Discussion and Conclusion

In our previous work, the clustering method was successful in segmenting the main portion of the mass from the background. However, a major limitation of clustering-based segmentation is that, even for well-circumscribed masses, the segmented shape contains many irregularities due to structured or random noises (see figure 1(d)). Another limitation is that, when parts of the mass are obscured by overlapping normal breast structure, clustering method yields inaccurate results. In this study, we used an active contour model for refining the clustering-based segmentation results. By choosing a balance between the active contour weights based on the training set, we were able to obtain object shapes that were mostly smooth, but contours with sharp turns were also possible if the object boundary contained large gradients. Compared to clustering, the resulting boundaries were subjectively judged to be closer to actual mass boundaries. However, the active contour model was not suitable for the segmentation of spiculations. Since the spiculations do not have a large gradient magnitude, the contour cannot have sharp turns at spiculation locations unless $w_{cur}$ is very small. However, a small value for $w_{cur}$ is not practical, because it results in mass shapes that are too irregular all around the contour. For this reason, we designed an additional stage for detection and segmentation of spiculations.

Our results indicate that accurate segmentation of mammographic masses, detection of spiculations, and the use of morphological and spiculation features can be effective in classifying breast masses as malignant or benign.
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Figure 1. (a), (b) The mass ROI, (c), (d) clustering-based segmentation, (e), (f) active-contour based segmentation, and (g), (h) the result of spiculation detection and segmentation for a spiculated mass (a, c, e, and g) and a nonspiculated mass (b, d, f, and h).
Figure 2. The definition of the angular difference $\theta$.

Figure 3. ROC curves for film-based and case-based classification. (a) Training (b) Test.
Classification of Malignant and Benign Masses Based on Hybrid ART2LDA Approach
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Abstract—A new type of classifier combining an unsupervised and a supervised model was designed and applied to classification of malignant and benign masses on mammograms. The unsupervised model was based on an adaptive resonance theory (ART2) network which clustered the masses into a number of separate classes. The classes were divided into two types: one containing only malignant masses and the other containing a mix of malignant and benign masses. The masses from the malignant classes were classified by ART2. The masses from the mixed classes were input to a supervised linear discriminant classifier (LDA). In this way, some malignant masses were separated and classified by ART2 and the less distinguishable benign and malignant masses were classified by LDA. For the evaluation of classifier performance, 348 regions of interest (ROIs) containing biopsy proven masses (169 benign and 179 malignant) were used. Ten different partitions of training and test groups were randomly generated using an average of 73% of ROI's for training and 27% for testing. Classifier design, including feature selection and weight optimization, was performed with the training group. The test group was kept independent of the training group. The performance of the hybrid classifier was compared to that of an LDA classifier alone and a backpropagation neural network (BPN). Receiver operating characteristics (ROC) analysis was used to evaluate the accuracy of the classifiers. The average area under the ROC curve (AUC) for the hybrid classifier was 0.81 as compared to 0.78 for the LDA and 0.80 for the BPN. The partial areas above a true positive fraction of 0.9 were 0.34, 0.27 and 0.31 for the hybrid, the LDA and the BPN classifier, respectively. These results indicate that the hybrid classifier is a promising approach for improving the accuracy of classification in CAD applications.

Index Terms—Computer-aided diagnosis, hybrid classifier, mammography, neural networks.

I. INTRODUCTION

MAMMOGRAPHY is the most effective method for detection of early breast cancer [1]. However, the specificity for classification of malignant and benign lesions from mammographic images is relatively low. Clinical studies have shown that the positive predictive value (i.e., ratio of the number of breast cancers found to the total number of biopsies) is only 15% to 30% [2]–[4]. It is important to increase the positive predictive value without reducing the sensitivity of breast cancer detection. Computer-aided diagnosis (CAD) has the potential to increase the diagnostic accuracy by reducing the false-negative rate while increasing the positive predictive values of mammographic abnormalities.

Classifier design is an important step in the development of a CAD system. A classifier has to be able to merge the available input feature information and make a correct evaluation. Commonly used classifiers for CAD include linear discriminants (LDA) [5], [6] and backpropagation neural networks (BPN) [7]–[9] which have been shown to perform well in lesion classification problems [10]–[22]. These classifiers are generally designed by supervised training. However, these types of classifiers have limitations dealing with the nonlinearity in the data (in case of LDA) and in generalizability when a limited number of training samples are available (especially BPN). Another classification approach is based on unsupervised classifiers, which cluster the data into different classes based on the similarities in the properties of the input feature vectors. Therefore, unsupervised classifiers can be used to analyze the similarities within the data. However, it is difficult to use them as a discriminatory classifier [29], [30]. They also have limited generalizability when the training sample set is small.

We propose here a hybrid unsupervised/supervised structure to improve classification performance. The design of this structure was inspired by neural information processing principles such as self organization, decentralization and generalization. It combines the adaptive resonance theory network (ART2) [26], [27] and the LDA classifier as a cascade system (ART2LDA). The self-organizing unsupervised ART2 network automatically decomposes the input samples into classes with different properties. The ART2 network has been found to perform better compared to conventional clustering techniques in terms of learning speed and discriminatory resolution for the detection of rare events in many classification tasks [28]–[30]. The supervised LDA then classifies the samples belonging to a subset of classes that have greater similarities. By improving the homogeneity of the samples, the classifier designed for the subset of classes may be more robust.

The ART2LDA design implements both structural and data decomposition. Decomposition is a powerful approach that can reduce the complexity of a problem. Both structural decom-
position and data decomposition can improve classification accuracy [23] as well as model accuracy [24]. However, decomposition can also reduce the prediction accuracy due to overfitting the training data. We will demonstrate in this paper that the proposed hybrid structure can reduce the overfitting problem and improve the prediction capabilities of the system. The performance of the hybrid ART2LDA classifier will be compared with those of an LDA alone or a BPN classifier.

The rest of the paper is organized as follows. In Section II the ART2 unsupervised network is described. A hybrid ART2LDA classifier is introduced in Section III. Section IV describes the data set used in this study. The results are presented in Section V. Section VI contains discussion of these results. Finally, Section VII concludes this investigation.

II. ART2 UNSUPERVISED NEURAL NETWORK

The ART2 is a self-organizing system that can simulate human pattern recognition. ART2 was first described by Grossberg [25] and a series of further improvements were carried out by Carpenter, Grossberg, and coworkers [26]–[28]. The ART2 network clusters the data into different classes based on the properties of the input feature vectors. The members within a class have similar properties. The process of ART2 network learning is a balance between the plasticity and stability dilemma. Plasticity is the ability of the system to discover and remember important new feature patterns. Stability is the ability of the system to remain unchanged when already known feature patterns with noise are input to the system. The balance between plasticity and stability for the ART2 training algorithm allows fast learning [28], i.e., rare events can be memorized with a small number of training iterations without forgetting previous events. The more conventional training algorithms, such as back propagation [7]–[9], perform slow learning, i.e., they tend to average over occurrences of similar events and require many training iterations.

The structure of the ART2 system is shown in Fig. 1. It consists of two parts: the ART2 network and the learning stage. Suppose that there are n input features, \( x_i \) (\( i = 1, \ldots, n \)) and k classes in the ART2 network. When a new vector is presented to the input of the ART2 network, an activation value \( p_j \) for class \( j \) is calculated as

\[
p_j = \sum_{i=1}^{n} x_i w_{ij}, \quad j = 1, \ldots, k
\]

where \( w_{ij} \) is the connection weight between input \( i \) and class \( j \). The activation value is a measure of the membership of the particular input feature vector to class \( j \). The higher the value \( p_j \) is, the better the input vector matches class \( j \). The maximum value \( p_r \) is selected from all \( p_j \) (\( j = 1, \ldots, k \)) to find the best class match. Furthermore, in order to balance the contribution to the activation value from all feature components, the input feature values applied to the ART2 system are scaled between zero and one [30]. This normalization will allow detection of similar feature patterns even when the magnitudes of the input feature components are very different.

The learning stage of the ART2 system can influence the weights of the selected class or the complete ART2 network structure by adding a new class. An additional parameter, the vigilance, is used to determine the type of learning [26]. The vigilance parameter \( p_{\text{vig}} \) is a threshold value that is compared to the maximum activation value \( p_r \). If \( p_r \) is larger than \( p_{\text{vig}} \) then the input vector is considered to belong to class \( r \). The adaptation of the weights connected with class \( r \) is performed as follows:

\[
w_{ir}^{\text{new}} = w_{ir}^{\text{old}} + \eta (x_i - w_{ir}^{\text{old}}), \quad \text{for } i = 1, \ldots, n
\]

where \( \eta \) is a learning rate. The adaptation of the class \( r \) weights (2), aims at maximization of the \( p_r \) value for the particular input vector. In an iterative manner the weights are adjusted so that the activation values produced for similar input vectors will be maximum only for the class to which they belong and these maximum activation values will be higher than \( p_{\text{vig}} \).

If the maximum activation value \( p_r \) is smaller than \( p_{\text{vig}} \), it is an indication that a novelty has appeared and a new class will be added to the ART2 structure. The new weights connecting the input with the new class \( (k + 1) \) are initialized with the scaled input feature values of this novelty. In such a way, the activation value \( p_{k+1} \) will be maximum \( (p_r = p_{k+1}) \) higher than \( p_{\text{vig}} \) when computed for this novelty in further training iterations. The value of the vigilance parameter \( p_{\text{vig}} \) determines the resolution of ART2. It can be chosen in the range between zero and one. In the case that \( p_{\text{vig}} \) is relatively small, only very different input feature vectors will be distinguished and separated in different classes. If \( p_{\text{vig}} \) is relatively large, the input feature vectors that are more similar will be separated into different classes. The value of \( p_{\text{vig}} \) is selected differently depending on the particular application.

III. ART2LDA CLASSIFIER

Despite the good performance of ART2 for efficient clustering and detection of novelities, the fast learning approach can cause problems associated with the generalization capability of the system and the correct classification of unknown cases. Supervised classifiers such as linear discriminants or backpropagation neural network classifiers can have better generalization capability than ART2, because they are trained by averaging over similar event occurrences. However, the learning process in these traditional learning algorithms tends
to erase the memory of previous expert knowledge when a new type of expertise is being learned. Therefore, these classifiers do not have as good an ability to correctly classify rare events as ART2 [28, 29].

In order to improve the accuracy and generalization of a classifier, we propose to design a hybrid classifier that combines the unsupervised ART2 network and a supervised LDA classifier. This hybrid classifier (ART2LDA) utilizes the good resolution capability of ART2 and the good generalization capability of LDA. The ART2 first analyzes the similarity of the sample population and identifies a subpopulation that may be separated from the main population. This will improve the performance of the second-stage LDA if the subpopulation causes the sample population to deviate from multivariate normal distributions for which LDA is an optimal classifier. Therefore, the ART2 serves as a screening tool to improve the homogeneity of the sample distributions by classifying outlying samples into separate classes.

The ART2LDA hybrid classifier can be described as

$$ y_{AL} = g(f_2(x))f_1(x) + 1 - g(f_2(x)) $$

(3)

where $x$ is the input vector, $f_1(\cdot)$ is the LDA classifier, $f_2(\cdot)$ is the ART2 classifier, and $g(\cdot)$ is a binary membership function, which labels the classes identified by ART2 to be one of the two types: malignant or mixed class. A particular class is defined as malignant if it contains only malignant members. It is defined as mixed if it contains both malignant and benign members. The membership function is defined as follows:

$$ g(c) = \begin{cases} 0, & \text{if } c \text{ is a malignant class} \\ 1, & \text{if } c \text{ is a mixed class.} \end{cases} $$

(4)

The type of a given class is determined based on ART2 classification of the training data set.

The structure of the ART2LDA classifier is shown in Fig. 2. The ART2 classifies the input sample $x$ into either a malignant or a mixed class. Depending on the class type the function $g(\cdot)$ determines whether the LDA classifier will be used. If $x$ is classified into a mixed class, the final classification will be obtained based on the LDA classifier. However, if $x$ is classified by ART2 into a malignant class, then the mass will be considered malignant, without using the LDA classifier. Therefore, in the ART2LDA structure, the ART2 is used both as a classifier and a supervisor. This can be seen in (3). The first term in (3), $g(f_2(x))f_1(x)$, is the LDA classifier multiplied by the ART2 control part $g(f_2(x))$. The second term in (3), $(1 - g(f_2(x)))$, gives the classification result of the ART2 stage. If $f_2(x)$ is a malignant class, then $g(f_2(x)) = 0$, the LDA stage is eliminated, and the classifier output $y_{AL}$ is equal to 1. On the other hand, if $f_2(x)$ is a mixed class, then $g(f_2(x)) = 1$, the ART2 term is eliminated, and the final classification is determined by the LDA classifier ($y_{AL} = f_1(x)$).

IV. METHODS

A. Data Set

The mammograms used in this study were randomly selected from the files of patients who had undergone biopsies at the University of Michigan. The criterion for inclusion of a mammogram in the data set was that the mammogram contained a biopsy-proven mass. The data set contained 348 mammograms with a mixture of benign ($n = 169$) and malignant ($n = 179$) masses. On each mammogram, a region of interest (ROI) containing the mass was identified by a radiologist experienced in breast imaging. The visibility of the masses was rated by the radiologist on a scale of 1 to 10, where the rating of 1 corresponds to the most visible category. The distributions of the visibility rating for both the malignant and benign masses are shown in Fig. 3. The visibility ranged from subtle to obvious for both types of masses. It can be observed that the benign masses tend to be more obvious than the malignant ones. Additionally the likelihood of malignancy for each mass was estimated based on its mammographic appearance. The radiologist rated the likelihood of malignancy on a scale of 1 to 10, where 1 indicated a mass with the most benign appearance. The distribution of the malignancy rating of the masses is shown in Fig. 4.

The data set can be considered as representative of the patient population that is sent for biopsy under current clinical criteria. Some characteristics of many malignant and benign masses can be visually distinguished by radiologists. However, there is also a nonnegligible fraction of malignant masses that are very similar to benign masses (the low malignancy rating region in Fig. 4). The estimated likelihood of malignancy of malignant and benign masses that are sent for biopsy basically overlaps over the entire range. This is consistent with the fact that in order not to miss malignant masses radiologists must recommend biopsy for even very low suspicion lesions.

Three hundred and five of the mammograms were digitized with a LUMISYS DIS-1000 laser scanner at a pixel resolution of 100 $\mu$m $\times$ 100 $\mu$m and 4096 gray levels. The digitizer was calibrated so that gray level values were linearly and inversely proportional to the optical density (OD) within the range of 0.1 to 2.8 OD units, with a slope of $-0.001$ OD/pixel value. Outside this range, the slope of the calibration curve decreased gradually. The OD range of the digitizer was 0
to 3.5. The remaining 43 mammograms were digitized with a LUMISCAN 85 laser scanner at a pixel resolution of 50 μm × 50 μm and 4096 gray levels. The digitizer was calibrated so that gray level values were linearly and inversely proportional to the OD within the range of 0 to 4 OD units, with a slope of −0.001 OD/pixel value. In order to process the mammograms digitized with these two different digitizers, the images digitized with LUMISCAN 85 digitizer were averaged with a 2 × 2 box filter and subsampled by a factor of two, resulting in 100 μm images.

In order to validate the prediction abilities of the classifier, the data set was partitioned randomly into training and test subsets on a 3:1 ratio, under the constraints that both the malignant and the benign samples were split with the 3:1 ratio and that the images from the same patient were grouped into the same (training or test) subset. These constraints caused the subsets to deviate from an exact 3:1 ratio. The data set was repartitioned randomly ten times. On average, 73% of the samples were grouped into the training set and 27% into the test set. The training and test results from the ten partitions were averaged to reduce their variability.

B. Feature Extraction

A rectangular ROI was defined to include the radiologist-identified mass with an additional surrounding breast tissue region of at least 40 pixels wide from any point of the mass border. A fully automated method was then used for segmentation of the mass from the breast tissue background within the ROI. The rubber band straightening transform (RBST) was previously developed [12] to map a band of pixels surrounding the mass onto the Cartesian plane (a rectangular region). In the transformed image, the border of mass appears approximately as a horizontal edge and spiculations appear approximately as vertical lines. The transformation of the radially oriented textures surrounding the mass margin to a more uniform orientation facilitates the extraction of texture features.

The texture features used in this study were calculated from spatial gray-level dependence (SGLD) matrices [10]–[12], [31], and run-length statistics (RLS) matrices [32] computed from the RBST images. The (i, j)th element of the SGLD matrix is the joint probability that gray levels i and j occur in a direction at a distance of θ pixels apart in an image. Based on our previous studies [10], a bit depth of eight was used in the SGLD matrix construction, i.e., the four least significant bits of the 12-bit pixel values were discarded. Thirteen texture measures, including correlation, energy, difference entropy, inverse difference moment, entropy, sum average, sum entropy, inertia, sum variance, difference average, difference variance, and two types of information measure of correlation were used. These measures were extracted from each SGLD matrix at ten different pixel pair distances (d = 1, 2, 3, 4, 6, 8, 10, 12, 16 and 20) and in four directions (0°, 45°, 90°, and 135°). Therefore, a total of 520 SGLD features were calculated for each image. The definitions of the texture measures are given in the literature [10]–[12], [31]. These features contain information about image characteristics such as homogeneity, contrast, and the complexity of the image.

RLS texture features were extracted from the vertical and horizontal gradient magnitude images, which were obtained by filtering the RBST image with horizontally or vertically oriented Sobel filters and computing the absolute gradient value of the filtered image. A gray level run is a set of consecutive, collinear pixels in a given direction which have the same gray level value. The run length is the number of pixels in a run [32]. The RLS matrix describes the run length statistics for each gray level in the image. The (i, j)th element of the RLS matrix is the number of times that the gray level i in the image possesses a run length of j in a given direction. In our previous study, it was found experimentally that a bit depth of five in the RLS matrix computation could provide good texture characteristics [12].

Five texture measures, namely, short run emphasis, long run emphasis, gray level nonuniformity, run length nonuniformity,
and run percentage were extracted from the vertical and horizontal gradient images in two directions, $\theta = 0^\circ$ and $\theta = 90^\circ$. Therefore, a total of 20 RLS features were calculated for each ROI. The formal definition of the RLS feature measures can be found in [32].

A total of 540 features (520 SGLD and 20 RLS) were therefore extracted from each ROI.

C. Feature Selection

In order to reduce the number of the features and to obtain the best feature set to design a good classifier, feature selection with stepwise linear discriminant analysis [33] was applied. At each step of the stepwise selection procedure one feature is entered or removed from the feature pool by analyzing its effect on the selection criterion. In this study, the Wilks' lambda (the ratio of within-group sum of squares to the total sum of squares [34]) was used as a selection criterion. The optimization procedure used a threshold $F_{in}$ for feature entry and a threshold $F_{out}$ for feature removal. On a feature entry step, the features not yet selected are entered into the selected feature pool one at a time, the significance of the change in the Wilks' lambda caused by this feature is estimated based on $F$ statistics. The feature with the highest significance is entered into the feature pool if its significance is higher than $F_{in}$. On a feature removal step, the features which have already been selected are analyzed one at a time from the selected feature pool and the significance of the change in the Wilks' lambda is estimated. The feature with the least significance is removed from the selected feature pool if the significance is less than $F_{out}$. Since the appropriate values of $F_{in}$ and $F_{out}$ are not known a priori, we examined a range of $F_{in}$ and $F_{out}$ values and chose the appropriate thresholds in such a way that a minimum number of features were selected to achieve a high accuracy of classification by LDA for the training sets. More details about the stepwise linear discriminant analysis and its application to CAD can be found in [10]–[12].

D. Performance Analysis

To evaluate the classifier performance, the training and test discriminant scores were analyzed using receiver operating characteristic (ROC) methodology [35]. The discriminant scores of the malignant and benign masses were used as decision variables in the LABROC1 program [36], which fit a binormal ROC curve based on maximum likelihood estimation. The classification accuracy was evaluated as the area under the ROC curve, $A_{2}$. For the ART2LDA classifier, the discriminant scores of all case samples classified in the two stages are combined. All masses classified into the malignant group by the ART2 stage were assigned a constant positive discriminant score higher than or equal to the most malignant discriminant score obtained from the LDA stage.

The performance of ART2LDA was also assessed by estimation of the partial area index ($A_{2}^{(0.9)}$) and compared with the corresponding performance index of the LDA and BPN classifiers. The partial area index ($A_{2}^{(0.9)}$) is defined as the area that lies under the ROC curve but above a sensitivity threshold of 0.9 ($TPF_{0} = 0.9$) normalized to the total area above $TPF_{0}$, $(1-TPF_{0})$. The partial $A_{2}^{(0.9)}$ indicates the performance of the classifier in the high-sensitivity (low false negative) region which is most important for clinical cancer detection task. In addition, the performance of the LDA stage of the ART2LDA classifier was evaluated by the estimation of the area under the ROC curve, denoted as $A_{2}$ (LDA), for the case samples passed onto the LDA classifier.

V. Results

In this section the ART2LDA classification results for malignant and benign masses will be presented and compared with those of the LDA or BPN classifiers. The important point in this study is the fact that the test subset is truly independent of the training subset. Only the training subset is used for feature selection and classifier training, and only the test subset is used for classifier validation. In order to validate the prediction abilities of the classifier, ten different partitions of the training and test sets were used. A different ART2LDA classifier was trained using each training set and the corresponding set of selected features. The classification result was estimated as the average performance for the ten partitions.

For a given partition of training and test sets, feature selection was performed based on the training set alone. The feature selection results for the ten different training groups are shown in Table I. The average number of selected features was 14. An average of two RLS features and twelve SGLD features were selected for each of the training sets which represented 10% of all RLS features and 2.3% of all SGLD features, respectively. Both types of features (RLS and SGLD) are necessary in order to obtain good classification. The most often selected RLS features for the ten training sets were: horizontal short run emphasis (four times), horizontal long run emphasis (six times), vertical run length nonuniformity (three times), horizontal run length nonuniformity (three times). The most often selected SGLD texture measures for the ten training sets were: inverse difference moment (eight times), information measure of correlations one and two (19 times), difference average (nine times), and correlation (ten times). For a given texture measure, features at different angles or distances may be selected, but these features are usually highly correlated so
that they can be considered to be similar and counted together as described above.

A. ART2LDA Classification Results

For the ART2LDA classifier, the number of selected features determines the dimensionality of the input vector of the ART2 classifier and the dimensionality of the LDA classifier. By applying different values for the vigilance parameter, ART2 classifiers with different number of classes were obtained. In this study, the vigilance parameter $p_{\text{vig}}$ was varied from 0.9 to 0.99, resulting in a range of 10 to 240 classes. The overall performance of the ART2LDA classifier was evaluated for different numbers of ART2 classes because different subset of the samples were separated and classified by ART2 when $p_{\text{vig}}$ was varied. In Fig. 5, the classification results for the ART2LDA are compared to the results from LDA alone for the training and test set partition three. The classification accuracy, $A_z$, was plotted as a function of the number of ART2 classes. For this training and test set partition, when the number of classes was between 20 and 60, the ART2LDA classifier improved the classification accuracy for the test set in comparison to LDA. As the number of classes increased to greater than 60, the $A_z$ value increased for the training data set, but decreased for the test data set and was lower than that of the LDA alone. The two solid lines in Fig. 5 show the $A_z$ values for the LDA stage in the ART2LDA classifier for both the training and test sets. It can be observed that the test $A_z$ for the LDA stage is higher than $A_z$ for the ART2LDA classifier alone, but not as high as $A_z$ obtained by ART2LDA when the number of classes is small.

In Fig. 6 the classification results of LDA and ART2LDA for the partition one training and test sets are shown. In this case it appeared that in the test set there were two large malignant outliers which degraded the LDA performance. Only 15 classes at the ART stage in the ART2LDA was enough to cluster the outliers into a separate malignant class and to improve the performance of the LDA stage and the overall result. The rest of the outliers required more ART2 classes before they were clustered into separate classes and correctly classified as malignant. This is the reason for the similar behavior of the classifiers for partitions three and one in the range of 40 to 70 classes as seen in Figs. 5 and 6. When the number of classes was less than 70, the test $A_z$ for the LDA stage ($A_z(\text{LDA})$) was higher than the LDA alone, but not as high as the $A_z$ for ART2LDA with less than 30 classes (Fig. 6). The best $A_z$ values for the test data sets of the ten training and test partitions are presented in Table II and Fig. 7. The ART2LDA classifier achieved higher $A_z$ values than the LDA alone in nine of the ten partitions. The average $A_z$ is 0.81 for ART2LDA and 0.78 for LDA alone. The standard deviations of the $A_z$ values for the ten groups range from 0.03 to 0.05 for the ART2LDA classifier and from 0.04 to 0.05 for the LDA classifier.

The performance of ART2LDA was also assessed by estimation of the partial area under the ROC curve $A_z(0.5)$ at a TPF higher than 0.9. The results are presented in Table III and Fig. 7. In the lower part of Fig. 7, the $A_z(0.9)$ values of the test set for the corresponding ten partitions of training and test sets are presented. The average test $A_z(0.9)$ value is 0.34 for the ART2LDA and 0.27 for LDA. For nine of the ten partitions, the $A_z(0.9)$ value was improved at the high-sensitivity operating region (TPF > 0.9) of the ROC curve.

The classifier performance was also evaluated when the ART2LDA classifiers were designed using a fixed number
TABLE II
CLASSIFIERS PERFORMANCE FOR THE TEN TEST SETS. THE $A_z$ VALUES REPRESENT THE TOTAL AREA UNDER ROC CURVE

<table>
<thead>
<tr>
<th>Data Group No.</th>
<th>LDA</th>
<th>ART2LDA</th>
<th>BPNN</th>
<th>ART2LDA(1)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0.77</td>
<td>0.83</td>
<td>0.85</td>
<td>0.88</td>
</tr>
<tr>
<td>2</td>
<td>0.78</td>
<td>0.80</td>
<td>0.82</td>
<td>0.77</td>
</tr>
<tr>
<td>3</td>
<td>0.75</td>
<td>0.78</td>
<td>0.77</td>
<td>0.78</td>
</tr>
<tr>
<td>4</td>
<td>0.77</td>
<td>0.78</td>
<td>0.76</td>
<td>0.77</td>
</tr>
<tr>
<td>5</td>
<td>0.77</td>
<td>0.78</td>
<td>0.76</td>
<td>0.77</td>
</tr>
<tr>
<td>6</td>
<td>0.80</td>
<td>0.83</td>
<td>0.62</td>
<td>0.81</td>
</tr>
<tr>
<td>7</td>
<td>0.80</td>
<td>0.81</td>
<td>0.82</td>
<td>0.77</td>
</tr>
<tr>
<td>8</td>
<td>0.80</td>
<td>0.80</td>
<td>0.74</td>
<td>0.75</td>
</tr>
<tr>
<td>9</td>
<td>0.77</td>
<td>0.78</td>
<td>0.61</td>
<td>0.79</td>
</tr>
<tr>
<td>10</td>
<td>0.78</td>
<td>0.78</td>
<td>0.60</td>
<td>0.79</td>
</tr>
<tr>
<td>Mean</td>
<td>0.78</td>
<td>0.81</td>
<td>0.60</td>
<td>0.79</td>
</tr>
</tbody>
</table>

FIG. 7. Average $A_z$ classification results for the 10 test sets. The top graphs represent the ART2LDA and LDA $A_z$ values for the total area under the ROC curve. The bottom graphs represent the ART2LDA, ART2LDA(1) and LDA $A_z$ values for the partial area of the ROC curve above the true positive fraction of 0.9.

TABLE III
CLASSIFIERS RESULTS FOR THE TEN TEST SETS. THE $A_z$ VALUES REPRESENT THE PARTIAL AREA OF THE ROC CURVE ABOVE THE TRUE POSITIVE FRACTION OF 0.9 ($A_z^{0.9}$)

<table>
<thead>
<tr>
<th>Data Group No.</th>
<th>LDA</th>
<th>ART2LDA</th>
<th>BPNN</th>
<th>ART2LDA(1)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0.14</td>
<td>0.23</td>
<td>0.31</td>
<td>0.56</td>
</tr>
<tr>
<td>2</td>
<td>0.17</td>
<td>0.21</td>
<td>0.28</td>
<td>0.57</td>
</tr>
<tr>
<td>3</td>
<td>0.19</td>
<td>0.22</td>
<td>0.27</td>
<td>0.35</td>
</tr>
<tr>
<td>4</td>
<td>0.19</td>
<td>0.21</td>
<td>0.19</td>
<td>0.21</td>
</tr>
<tr>
<td>5</td>
<td>0.24</td>
<td>0.26</td>
<td>0.32</td>
<td>0.24</td>
</tr>
<tr>
<td>6</td>
<td>0.27</td>
<td>0.23</td>
<td>0.27</td>
<td>0.44</td>
</tr>
<tr>
<td>7</td>
<td>0.32</td>
<td>0.31</td>
<td>0.38</td>
<td>0.30</td>
</tr>
<tr>
<td>8</td>
<td>0.32</td>
<td>0.34</td>
<td>0.25</td>
<td>0.38</td>
</tr>
<tr>
<td>9</td>
<td>0.40</td>
<td>0.49</td>
<td>0.40</td>
<td>0.49</td>
</tr>
<tr>
<td>10</td>
<td>0.44</td>
<td>0.60</td>
<td>0.33</td>
<td>0.69</td>
</tr>
<tr>
<td>Mean</td>
<td>0.27</td>
<td>0.34</td>
<td>0.31</td>
<td>0.35</td>
</tr>
</tbody>
</table>

The ART2LDA classifiers presented in Table IV. The maximum average $A_z^{0.9}$ value is 0.33 and it remains constant between 30 and 40 classes.

An alternative way to evaluate the performance of a classifier is its classification accuracy when a decision threshold for malignancy is selected based on the training set. For instance, a decision threshold may be selected such that all positive samples from the training set are classified correctly i.e., at a sensitivity of 100%. The ART2LDA with this decision threshold is referred to as ART2LDA(1). For a given training and test partitioning, ART2LDA classifiers with different number of classes in the ART2 stage were obtained (Figs. 5 and 6). For each of these models the decision threshold for a sensitivity of 100% was selected from the training set and the corresponding ART2LDA(1) classifier was obtained. Then the ART2LDA(1) classifier (with a specific number of classes in the ART2 stage) that correctly classified the maximum number of malignant masses in the test set is selected. By using all examples of the test set, the $A_z$ value is calculated for the corresponding ART2LDA model. The $A_z$ values for the ART2LDA(1) classifiers for the test sets of the ten data partitionings are shown in Tables II and III. For five of the partitions the overall $A_z$ value for ART2LDA(1) is higher than that of LDA alone (Table II). The average $A_z$ value was 0.79. The partial areas above the TP fraction of 0.9, $A_z^{(0.9)}$, for the ten test data sets obtained by the ART2LDA(1) classifier are also shown in Fig. 7. The ART2LDA(1) achieved the highest average $A_z^{0.9}$ value of 0.35 compared to ART2LDA and LDA (Table III).

B. BPNN Classification Results

A multilayer perceptron back-propagation neural network with a single hidden layer and a single output node was used for comparison with the ART2LDA classifier. The number of selected features determined the number of input nodes to the BPNN. The same ten training/test set partitions (as in the case of ART2LDA) were used for the training and validation of the BPNN classifiers. BPNN’s with their number of hidden nodes ranging from two to ten were evaluated to obtain the best architecture. Back-propagation training was used. Each of the BPNN’s was trained for up to 18,000 training epochs. At every 1000 epochs the neural network weights were saved and the classification result for the corresponding test set was evaluated. This design procedure was repeated for each of the ten training/test groups. For each group, the best test result among all the BPNN architectures (different number of hidden nodes) and all the training epochs examined was selected. The average test $A_z$ over the ten groups for the BPNN was 0.80, compared to 0.81 for ART2LDA (Table II). The standard deviations of the $A_z$ values for the ten groups range from 0.04 to 0.05 for the BPNN. The average partial $A_z^{0.9}$ for the BPNN
was 0.31, compared to 0.34 for ART2LDA (Table III). The $A_2$ and $A_{2(0.9)}$ of the ART2LDA classifier were higher than those of the BPN in six of the ten training/test groups.

VI. DISCUSSION

In the present study, a new classifier (ART2LDA) was designed and applied to the classification of malignant and benign masses. The results indicated that the ART2LDA classifier had better generalizability than an LDA classifier alone. The ART2 classifier grouped the case samples that were different from the main population into separate classes. The minimum number of classes needed to start the clustering of outliers into separate classes depended on how different the outliers were from the rest of the sample population. For the ten different partitions of training and test sets used in this study, the minimum number varied between 13 and 15 classes. When the number of ART2 classes was less than this minimum number of classes, the ART2 classifier generated only mixed malignant-benign classes and all samples were transferred to the LDA stage. In that case, the ART2LDA was equivalent to the LDA classifier alone. When a higher number of classes were generated, an increased number of cases that might be considered outliers of the general data population was removed (clustered in separate classes). For the ten training sets used in this study, the malignant outliers were gradually removed when the number of classes increased. The training accuracy increased when the number of classes increased and $A_2$ could reach the value of 1.0. However, a large number of ART2 classes led to overfitting the training sample set and poor generalization in the test set. The classification accuracy of ART2 for the test set tended to decrease when the number of classes was greater than about 70. The large number of classes also led to a reduction in the generalizability of the second-stage LDA; the training of LDA with a small number of samples would again result in overfitting the training set, and poor generalizability in the test set. This effect was observed when more than 60 or 70 classes were generated by ART2 (see Figs. 5 and 6).

The classification accuracy of ART2LDA increased initially with an increased number of classes and then decreased after reaching a maximum. The correct classification of the outliers by the ART2 in combination with an improvement in the classification by the LDA resulted in the increased accuracy. When the number of ART2 classes was further increased, the effects of overfitting by the ART2 and the LDA became dominant and the prediction ability of the ART2LDA decreased. In some cases the second-stage LDA prediction was much worse than the ART2. In other cases the ART2 could not generalize well. The generation of a high number of classes is therefore impractical and unnecessary both from a computational and a methodological point of view.

For the optimal number of classes (usually less than 50 for the data sets used) the $A_2$ value for the second-stage LDA in the ART2LDA was better than an LDA classifier alone, but it was not as good as the overall $A_2$ from the ART2LDA. It is evident that the ART2 was a useful classifier for improvement of the second-stage classification.

When the partial area of the ROC curve above the true positive fraction (TPF) of 0.9 ($A_{2(0.9)}$) was considered as a measure of classification accuracy, the advantage of ART2LDA over LDA alone became even more evident. By removing and correctly classifying the outliers, the accuracy of the classification was increased at the high sensitivity end of the curve.

The classifier performance was evaluated when the ART2LDA classifiers were designed using a fixed number of ART2 classes. The results showed improved performance of the ART2LDA in a range between 20 and 40 ART2 classes. Both the average $A_2$ and the average $A_{2(0.9)}$ reached a maximum within this region, and the maximum average $A_2$ and the average $A_{2(0.9)}$ values remained unchanged between 30 and 40 classes. These results indicated that the performance of a hybrid ART2LDA classifier was robust and stable and could be potentially useful in real clinical applications.

We have performed statistical tests with the CLABROC program to estimate the significance in the differences between the $A_2$ values from the ART2LDA, the LDA alone, and the BPN, as well as in the differences in the partial $A_{2(0.9)}$ from the three classifiers. The statistical tests were performed for each individual data set partition because the correlation among the data sets from the different partitions precludes the use of student's paired t test with the ten partitions. We found that the differences in both cases did not reach statistical significance because of the small number of test samples and thus the large standard deviation in the $A_2$ values. However, the consistent improvements in $A_2$ and $A_{2(0.9)}$ by the ART2LDA (9 out of 10 data set partitions in both cases for LDA and six out of ten data set partitions in both cases for BPN) suggest that the improvement was not by chance alone, and that the accuracy of a classification task could be improved by the use of an ART2 network. In addition, one advantage of the ART2LDA is that the training process is more efficient than that of the BPN, especially when there is a subset of outlying samples. In such a case, the BPN will require a large number of training epochs to minimize the error function.

ART2LDA can be trained to classify the sample cases into more than two classes, such as a class of normal tissue regions in addition to malignant and benign masses. There will be an increase in the complexity of training and a larger training sample size will be desired, but these requirements will be comparable for the different classifiers. In a clinical situation, if the classification task is performed on all computer-detected lesions, the classifier has to distinguish the falsely detected normal tissue from malignant or benign lesions. However, it may be noted that a classifier that can distinguish only malignant and benign masses is applicable to the scenario that the radiologist identifies a suspicious lesion on the mammogram and would like to have a second opinion about its likelihood of malignancy before making a diagnostic decision. Therefore, the development of a classifier that can differentiate malignant and benign masses is the research of interest for many investigators.

Similarly, ART2 can be trained to discover and remove a pure benign mass class. The approach will be similar to the task of classifying and removing the pure malignant classes,
as described in this study. However, our approach of removing the malignant classes will reduce the chance of misclassification of malignant masses. In breast cancer detection, the cost of false-negative (missed cancer) is very high. Therefore, our goal in classifier design is to be conservative. By removing the malignant classes in the first stage, any misclassification to these classes will be regarded as malignant. The remaining classes will be classified again with the second-stage classifier so malignant masses will be less likely to be missed.

The problem of classification of malignant and benign masses has been studied by many investigators. Rangayan et al. [15] used Mahalanobis distance classifier (a modification of an LDA classifier) and the leave-one-out method to evaluate the classification of 54 masses. Fogel et al. [16] compared LDA and BPN classifiers using the leave-one-out method and 139 masses (malignant and benign classification). Highnam et al. [17] used a morphological feature called a halo to classify 40 masses as malignant and benign. Huo et al. [22] employed BPN and a rule-based classifier to classify 95 masses using the leave-one-out evaluation method. Sahiner et al. [12] used an LDA classifier and the leave-one-out method to classify 168 masses. An important difference between the classifier designed in this study and the previous studies in the CAD field is the method of feature selection. In the above mentioned studies [12], [15]–[17], [22] and several other published studies [18]–[21] the features were selected from the entire data set first, and then the data set was partitioned into training and test sets. This meant that at the feature selection stage of the classifier design, the entire data set was used as a training set. Depending on the distribution of the features and the total number of samples used, the test results in these studies might be optimistically biased [37]. In our current study, the entire data set was initially partitioned into training and test sets and then feature selection was performed only on the training set. This method will result in a pessimistic estimate of the classifier performance when the training set is small [37]. However, it will provide a more conservative but realistic estimation of the classifier performance in the general patient population. We can expect that the performance would be improved if the classifier in this study were designed using a large data set. Since our main purpose in this study was to compare the ART2LDA classifier with the commonly used LDA and BPN, we did not attempt to quantify how pessimistic our results were in this study.

The most important contribution of this paper is to introduce a new approach that utilizes a two-stage unsupervised–supervised hybrid classifier. We believe that the hybrid approach will improve classification when the sample distribution contains subpopulations that may be difficult for a single classifier to classify. It will be useful for similar classification tasks although different classifiers may be used in each stage of the hybrid structure.

VII. CONCLUSION

A new classifier combining an unsupervised ART2 and a supervised LDA has been designed and applied to the classification of malignant and benign masses. A data set consisting of 348 films (179 malignant and 169 benign) was randomly partitioned into training and test subsets. Ten different random partitions were generated. For each training set, texture features were extracted and feature selection was performed. An average of features were selected for each group. A hybrid ART2LDA classifier, an LDA, and a BPN were trained by using each of the ten training sets. The A2 value under the ROC curve for the test sets, averaged over the ten partitions, was higher for ART2LDA (A2 = 0.81) compared to those of the LDA alone (A2 = 0.78) and of the BPN (A2 = 0.80). A greater improvement was obtained when the partial ROC area above a true-positive fraction of 0.9 was considered. The average partial A2 for ART2LDA was 0.34, as compared to 0.27 for LDA and 0.31 for BPN. Additionally, for the ART2LDA classifiers that correctly classified the maximum number of malignant masses in the test sets with decision threshold defined with the training set, the average partial A2 was 0.35. These results indicate that the hybrid classifier is a promising approach for improving the accuracy of classifiers for CAD applications.
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Classifier design is one of the key steps in the development of computer-aided diagnosis (CAD) algorithms. A classifier is designed with case samples drawn from the patient population. Generally, the sample size available for classifier design is limited, which introduces variance and bias into the performance of the trained classifier, relative to that obtained with an infinite sample size. For CAD applications, a commonly used performance index for a classifier is the area, $A_z$, under the receiver operating characteristic (ROC) curve. We have conducted a computer simulation study to investigate the dependence of the mean performance, in terms of $A_z$, on design sample size for a linear discriminant and two nonlinear classifiers, the quadratic discriminant and the backpropagation neural network (ANN). The performances of the classifiers were compared for four types of class distributions that have specific properties: multivariate normal distributions with equal covariance matrices and unequal means, unequal covariance matrices and equal means, and unequal covariance matrices and equal means, and a feature space where the two classes were uniformly distributed in disjoint checkerboard regions. We evaluated the performances of the classifiers in feature spaces of dimensionality ranging from 3 to 15, and design sample sizes from 20 to 800 per class. The dependence of the resubstitution and hold-out performance on design (training) sample size ($N_t$) was investigated. For multivariate normal class distributions with equal covariance matrices, the linear discriminant is the optimal classifier. It was found that its $A_z$-versus-$1/N_t$ curves can be closely approximated by linear dependences over the range of sample sizes studied. In the feature spaces with unequal covariance matrices where the quadratic discriminant is optimal, the linear discriminant is inferior to the quadratic discriminant or the ANN when the design sample size is large. However, when the design sample is small, a relatively simple classifier, such as the linear discriminant or an ANN with very few hidden nodes, may be preferred because performance bias increases with the complexity of the classifier. In the regime where the classifier performance is dominated by the $1/N_t$ term, the performance in the limit of infinite sample size can be estimated as the intercept ($1/N_t = 0$) of a linear regression of $A_z$ versus $1/N_t$. The understanding of the performance of the classifiers under the constraint of a finite design sample size is expected to facilitate the selection of a proper classifier for a given classification task and the design of an efficient resampling scheme. © 1999 American Association of Physicists in Medicine.
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I. INTRODUCTION

With the advent of digital imaging modalities, computer-aided diagnosis (CAD) is becoming an important area of research in medical imaging. A CAD algorithm can detect abnormalities and classify disease or normal cases based on image and/or patient information, and thus provide a second opinion to the radiologist in the detection or diagnostic decision making process.

Design of classifiers that can accurately distinguish normal and abnormal features is a critical step in the development of CAD algorithms. It has been shown that the performance of a classifier for unknown cases depends on the sample size used for training. When a finite design (training) sample size is used, the performance is pessimistically biased in comparison to that obtained from an infinitely large design sample. In order to design a classifier with a performance generalizable to the population at large, one has to use a sufficient number of case samples that are representative of the population. However, the availability of case samples is often limited in medical imaging research. It is therefore important to study the sample-size dependence of different classifiers and determine the most efficient way of training a classifier, under the constraint of a finite sample size.
We note that the concept of generalizability may be used in several technical senses when assessing the performance of a classifier: one with respect to mean classifier performance, the other with respect to the variance of classifier performance. In many classifier design problems, one is most interested in investigating if the mean performance of a classifier estimated from a given set of finite design samples can be generalized to classification performance with unknown test samples drawn from the same population of cases. The generalizability in this regard can be observed from the biases of the mean performances in the finite design set and in the test set in comparison to the optimal performance estimated from an infinite design set. The bias in the mean performance of different classifiers under various input conditions is the subject of investigation in this study. We will discuss further other interpretation of generalizability in the Discussion section of this paper.

A number of investigators have studied the finite-sample-size problem\(^1-^5\) Fukunaga\(^1^3\) derived a general formula for the bias and variance of a function, \(f\), which is to be estimated from the available samples. When \(f\) is a nonlinear function of the mean vectors and covariance matrices of two feature distributions, it has been shown that a bias results from the nonlinear propagation of the finite-sample variances in the estimates of the mean vectors and covariance matrices of the distributions through this function. For multivariate-normal data, these variances are proportional to \(1/N\), where \(N\) is the design sample size, and this dependence propagates into the lowest-order terms in the bias. The bias is independent of the test sample size, \(N_{\text{test}}\). All measures of classifier performance that count the fraction of times the decision value for an abnormal case exceeds that for a normal case (independent of underlying distribution), and various measures of error for normally distributed decision functions, are nonlinear functions of the parameters of the underlying distributions. They are thus subject to this effect. Fukunaga and Hayes\(^3\) analyzed the finite sample effects on the probability of misclassification (PMC) of a classifier and suggested a technique that makes use of the linear dependence of PMC on \(1/N\) to estimate the performance at \(N \to \infty\) with a finite sample set.

For the evaluation of medical diagnostic systems, the most commonly used performance index is the area under the receiver operating characteristic (ROC) curve, \(A_z\). We have derived analytically that, for linear discriminant classifiers, the classifier performance in terms of \(A_z\) can be approximated by a linear function in \(1/N\), under conditions when higher order terms in \(N\) can be neglected. We have been investigating the dependence of \(A_z\) on sample size by simulation studies.\(^7-^9\) Wagner et al.\(^10,^11\) have also analyzed the effects of design and test sample sizes on the variance components of the classifier performance. Although these behaviors depend strongly on the class distributions and the properties of the classifier, the studies will provide some insight into the sample size requirements for the design of different classifiers. This work may eventually lead to the selection of an efficient resampling scheme for classifier design, as well as the development of a statistical test of the sample size requirements and the generalizability of the trained classifier.

In this paper, we will describe the simulation studies and analyze the effects of sample size on classifier performance. Several commonly used classifiers, including the linear discriminant, the quadratic discriminant, and the back-propagation neural network will be studied and compared under different input conditions. Feature distributions with markedly different characteristics will be used to represent a variety of situations that may be encountered in classification problems for many detection or diagnostic tasks.

**II. MATERIALS AND METHODS**

We performed simulation studies to evaluate the effects of sample size on classifier design. Normal and abnormal case samples were randomly drawn from known probability distributions of the two classes. These samples were then used to design classifiers for differentiation of normal and abnormal cases. The simulation approach assures that any number of case samples can be obtained from populations with known statistical properties. It thus allows evaluation of the dependence of classifier performance on design sample size and comparison of the performance with theoretically predicted optimal classification based on the chosen probability distributions.

**A. Simulation study**

The sampling and evaluation scheme of the simulation study is shown in Fig. 1. In this study, we considered only the situation in which equal numbers (=\(N_{\text{total}}/2\)) of normal and abnormal cases randomly drawn from the class distributions were available in our data set. A resampling strategy similar to the technique suggested by Fukunaga and Hayes was devised to generate the \(A_z\)-vs-\(1/N\) curve. Subsets of \(N_i, N_i, \ldots, N_i\) design samples were randomly drawn from the available sample set, again under the constraint that the numbers of normal and abnormal samples were equal in each subset, i.e., \(N_{i, \text{normal}} = N_{i, \text{abnormal}} = N_i/2\) (\(i = 1, \ldots, j\)). A classifier was designed by using each subset of samples. The random sampling of a given subset from the available set of \(N_{\text{total}}\) samples was performed without replacement, whereas the random sampling of different subsets always started from
the same set of \( N_{\text{total}} \) samples. Therefore, after drawing a given design subset \( N_{i} \), the remaining samples, \( N_{\text{total}} - N_{i} \), were independent of the design samples and used as the test samples. For simplicity, the number of design samples per class is denoted as \( N \) in the following discussion.

In general, there are two methods, resubstitution and holdout, for testing classifier performance. In the resubstitution method, the design sample set is resubstituted into the trained classifier to test its performance, whereas in the hold-out method, an independent test set is used. It has been shown that for a Bayes classifier, if the classifier is trained with a finite number of design samples, the resubstitution estimate of the classifier performance is optimistically biased whereas the hold-out estimate is pessimistically biased in comparison to that achievable with an infinite design sample set. The mean performance obtained from the former estimation provides an upper bound and that from the latter provides a lower bound on the true classifier performance. When the design sample size is limited, it is important to evaluate the hold-out performance to avoid an overly optimistic prediction of the classifier performance. In the limit of very large sample size, the upper and lower bounds converge towards the unbiased estimate.

In this study, we evaluated the performance of the classifier using both the resubstitution and the hold-out methods as a function of finite design sample size \( N_{i} \). In order to reduce the variances in the estimates of \( A_{x} \), we randomly resampled without replacement each \( N_{i} \) from the same \( N_{\text{total}} \) samples \( N_{p} \) times, trained and tested the classifier, and estimated the average \( A_{x} \) from the \( N_{p} \) individual \( A_{x} \)'s as shown in Fig. 1. The resubstitution or hold-out \( A_{x} \)-vs-\( 1/N_{i} \) curve was plotted from the \( j \) points and the unbiased estimate of \( A_{x} \) in the limit of \( N_{i} \to \infty \) could be extrapolated from either curve.

This method of estimating classifier performance at large \( N_{i} \) by generating a few data points at finite sample sizes is similar to the Fukunaga and Hayes technique. However, we did not assume that the \( j \) points were in the linear region of the \( A_{x} \)-vs-\( 1/N_{i} \) curve and we used resampling to reduce the variances. In fact, one of the goals of this study was to investigate the range of design sample size in which the performance curve was approximately linear for various classifiers and probability distributions of the class populations. Therefore, we used a much larger total number of samples (\( N_{\text{total}} = 2000 \)) in our simulation study than was generally available for classifier design. We could then choose \( N_{i} \) over a wide range and study the behavior of the entire \( A_{x} \)-vs-\( 1/N_{i} \) curve.

To estimate the population mean of \( A_{x} \) at each \( N_{i} \), we repeated the above experiment \( N_{p} \) times, each with 2000 independently drawn samples from the population. The population mean of \( A_{x} \) was estimated by averaging the \( A_{x} \) values obtained from the \( N_{p} \) experiments. We did not analyze the variances in this study because of the complication in the correlation among the \( N_{p} \) values of \( A_{x} \), introduced by resampling. A detailed analysis of the variances and its modeling was performed in a separate study by Wagner et al.\(^{10,11}\) in which a different study design was used.

By varying the number of design samples per class, \( N \), over a large range from 20 to 800, the regime where the \( 1/N \) dependence dominated could be observed from the \( A_{x} \) (population mean)-vs-\( 1/N \) (or \( 1/N \)) curves. It is important to note that, although the number of test samples, \( N_{\text{test}} = 2000 - N_{i} \), varied from point to point on both the resubstitution and the hold-out curves, the bias in \( A_{x} \) is independent of \( N_{\text{test}} \).\(^{1} \) The shape of the \( A_{x} \)-vs-\( 1/N \) curve is independent of \( N_{\text{test}} \), after \( N_{i} \) is fixed. However, the variance of a given \( A_{x} \) does depend on the test sample size.

For simplicity, we will refer to these estimates of \( A_{x} \) (population mean) as \( A_{x}(\text{tr}) \) for the resubstitution and as \( A_{x}(\text{ts}) \) for the hold-out performance in the following discussions.

B. Class distributions

1. Multivariate normal distributions

For three of the four types of class distributions, we assumed that the normal and abnormal classes followed multivariate normal distributions in the feature space. The dimensionality of the feature space, \( k \), was varied from 3 to 15. The characteristics of the multivariate normal distributions can be completely specified by the multivariate mean vector of the \( r \)th class, denoted as \( \mu_{r} (r = 1,2) \) and its covariance matrix, denoted as \( \Sigma_{r} \). The separation of the normal and abnormal classes is measured by the Bhattacharyya distance, \( B \), defined as\(^{1,12} \)

\[
B = \frac{1}{8} \Delta + \frac{1}{2} \ln \frac{\det(\Sigma_{1} + \Sigma_{2})}{\sqrt{\det\Sigma_{1} \det\Sigma_{2}}} ,
\]

where \( \det\Sigma_{r} \) denotes the determinant of \( \Sigma_{r} \), and \( \Delta \) is the squared Mahalanobis distance,\(^{12} \) defined as

\[
\Delta = (\mu_{2} - \mu_{1})^{T} \left( \frac{\Sigma_{1} + \Sigma_{2}}{2} \right)^{-1} (\mu_{2} - \mu_{1}) .
\]

The Mahalanobis distance is the Euclidean distance between the means of the two distributions, normalized by the square root of the average of their covariance matrices. It can therefore be considered to be a measure of the signal-to-noise ratio (SNR) between the abnormal and the normal distributions. The second term of \( B \) is the contribution from the difference in the covariance matrices of the two class distributions. If the covariance matrices are equal, the second term will be zero and the Bhattacharyya distance will be equal to 1/8 of the squared Mahalanobis distance.

In the current study, three types of multivariate normal class distributions were considered. In the following discussion, we shall refer to the use of simultaneous diagonalization for the two covariance matrices of the class distributions. This operation leaves the normal-based decision functions unchanged because the distance measures that arise in these decision functions are invariant to any non-singular linear transformation.\(^{1} \)

(1) Equal covariance matrices and unequal means: In this case, the covariance matrices of the normal and abnormal class distributions can be simultaneously diagonalized.
and the variances of the individual feature components can be scaled to unity. Therefore, without loss of generality, the covariance matrices of the two classes could be assumed to be equal to identity matrices, $\Sigma_1 = \Sigma_2 = I$. The mean feature vector for the first class was assumed to be zero, $\mu_1 = 0$, and the mean feature vector for the second class, $\mu_2 = M$ with all components of $M$ equal to a constant $m$. The magnitude of $m$ could be adjusted to obtain a desired separation of the two classes. For the purpose of this simulation study, we chose $m$ such that the squared Mahalanobis distance was 3, i.e., the Bhattacharyya distance was $3/8$, for feature spaces of any dimensionality. As discussed below, this separation corresponds to a theoretical $A_z$ of 0.89, which is in the performance range of many classification problems in CAD applications. An example of the two class distributions in a 2D feature space is shown schematically in Fig. 2.

**2. Checkerboard distributions**

The fourth type of class distributions was a checkerboard where the normal and abnormal classes were located in alternate square box regions of the feature space. Within each box of the checkerboard, the feature vectors were uniformly distributed. The two classes did not overlap with each other so that they could be perfectly separated by an “ideal” classifier with $A_z = 1$. We considered a $2 \times 3$ checkerboard in a 2D feature space and a $2 \times 2 \times 2$ checkerboard in a 3D feature space. The example of a $2 \times 3$ checkerboard in a 2D feature space is shown in Fig. 5. Such class distributions may not be common in actual classification problems encountered in CAD. However, it was included in this study to demonstrate the capability and limitations of the different classifiers when the class distributions were not multivariate normal.

**C. Classifiers**

We studied three types of classifiers: the linear discriminants, the quadratic discriminants, and the back-propagation neural networks. They represent a range of classifiers commonly used in the field of pattern recognition at present.
(1) Linear discriminant classifier: The linear discriminant classifier can be derived from the means and the covariance matrices of the class distributions as follows:

\[
h_\text{lin}(X) = (\mu_2 - \mu_1)^T \Sigma^{-1} X + \frac{1}{2} (\mu_1^T \Sigma^{-1} \mu_1 - \mu_2^T \Sigma^{-1} \mu_2),
\]

where \( \Sigma = (\Sigma_1 + \Sigma_2)/\lambda \), and \( X \) is the feature vector to be classified. The means and covariance matrices have to be estimated as the sample means and sample covariance matrices from the available design samples. The sample means and covariance matrices undergo a nonlinear transformation to become the discriminant scores, which in turn are transformed nonlinearly into a measure of the performance. The variances in the estimated parameters propagate into the mean classifier performance and result in a bias through the second derivative of the transformation function.

It is known that, for multivariate normal distributions with equal covariance matrices, the linear discriminant classifier is optimal and the classifier performance in the limit of large design samples is determined by the Mahalanobis distance, given by

\[
A_z = \frac{1}{\sqrt{2\pi}} \int_{-\infty}^{\infty} e^{-u^2/2} du.
\]

For the class distributions with \( \Delta = 3 \) to be used in this study, it can be derived from Eq. (5) that the maximum \( A_z \) that the optimal linear discriminant can achieve in the limit of large design samples is 0.89.

(2) Quadratic discriminant classifier: The quadratic discriminant classifier can be expressed as

\[
h_q(X) = \frac{1}{2} (X - \mu_1)^T \Sigma_1^{-1} (X - \mu_1)
\]

\[-\frac{1}{2} (X - \mu_2)^T \Sigma_2^{-1} (X - \mu_2) + \frac{1}{2} \ln \frac{\det \Sigma_1}{\det \Sigma_2}.
\]

When the class distributions are multivariate normal with unequal covariance matrices, the quadratic discriminant classifier is optimal in the limit of large training samples. The Bhattacharyya distance gives an upper bound on the Bayes error. The general properties of the linear and quadratic classifiers have been described in the literature (for example, Fukunaga)."
Fig. 7. The dependence of the $A_z$ obtained from resubstitution (training—solid lines), $A_z(t)$, and the $A_z$ obtained from the holdout method (testing—dashed lines), $A_z(ts)$, on $1/N$ for the class distributions with equal covariance matrices and unequal means. (a) Linear, (b) ANN, and (c) quadratic classifier. Legend: F3=3D feature space, etc.
quadratic classifier, respectively. Two hidden nodes were used for the ANN \( (k-2-1) \) because it is the smallest number of hidden nodes in a nonlinear ANN. An ANN with only one hidden node will be a linear classifier and behave in a similar manner as the linear discriminant. On the other hand, ANNs with a large number of hidden nodes (not shown) will overfit the design samples and have poor generalizability to the unknown cases, similar to the ANN curves to be discussed below. All three classifiers can reach the optimal classification accuracy of \( A_x = 0.89 \) in the limit of large \( N \). The curves for the linear classifier and the ANN \( (k-2-1) \) at 400 training epochs (iterations) are approximately linear over the entire range. The quadratic classifier does not reach the approximately linear region until \( N \) is greater than about 100 \((1/N < 0.01)\) in the higher-dimensional feature space. The biases on both the resubstitution and hold-out curves for the quadratic classifier are greater than those for the linear classifier and the ANN \( (k-2-1) \). The large biases again indicate overfitting and poor generalization by the quadratic classifier in the equal-covariance-matrices situation.

(2) Multivariate normal distributions—Unequal covariance matrices and unequal means: The performances of the classifiers for class distributions with unequal covariance matrices are shown in Figs. 8(a)–8(b). The linear discriminant and the ANN \( (k-2-1) \) classifier (not shown) are again approximately linear over the entire range of \( N \) studied. However, the \( A_x \) at \( 1/N = 0 \) decreases as the dimensionality of the feature space increases. This is because both the linear discriminant and the near-linear ANN \( (k-2-1) \) cannot make use of the class separability due to the differences in the covariance matrices which is the second term in the Bhattacharyya distance. The second term increases relative to the first term, the squared Mahalanobis distance, when the Bhattacharyya distance is fixed and the dimensionality of the feature space increases.

The performance curves of the ANN at large \( N \) improve when a greater number of hidden nodes and a sufficient number of training epochs are used. The number of hidden nodes required to reach the optimal classification of \( A_x = 0.89 \) at \( 1/N = 0 \) increases with the dimensionality of the feature space.
space. Figure 8(b) shows the performance of the ANNs when the number of hidden nodes is equal to the dimensionality in each feature space. Since the number of weights to be trained increases rapidly with increasing number of nodes in an ANN, the number of epochs required for training the ANN to achieve a reasonable classification accuracy increases accordingly. The resubstitution and hold-out performance curves of each ANN shown in Fig. 8(b) were chosen at the smallest number of training epoch that resulted in approximately the highest $A_z$ value when the hold-out curve was extrapolated to $1/N=0$. The number of training epochs required to reach the highest $A_z$ increased as the dimensionality and the number of hidden nodes in the ANN increased. It ranged from about 4000 to 10,000 for the conditions shown in Fig. 8(b). We did not attempt to perform an exhaustive search for the “optimal” number of hidden nodes in each feature space because of the extensive computation time required for the search. Instead, we evaluated ANNs with a few different numbers of hidden nodes in each feature space and chose the “best” ANN within those studied. With this approximation we observed that, in a $k$-dimensional feature space and with these class distributions, an ANN with approximately $k$ hidden nodes can approach the optimal performance when the design sample size and the number of training epochs are sufficiently large, as shown in Fig. 8(b).

To illustrate the training of an ANN with a large number of hidden nodes, we show the dependence of the resubstitution and the hold-out curves on the number of training epochs for ANN (9–9–1) in Fig. 9. A number of commonly discussed problems of an ANN can be observed. In the small $N$ region below about 60 samples per class, over-parametrization and over-training are obvious, i.e., near perfect classification during training [$A_z$(tr) greater than 0.95] and poor generalization [$A_z$(ts) below about 0.8]. The problem becomes more pronounced with an increasing number of training epochs. In the middle range of 200 to 400 samples per class where $A_z$(ts) increases to a maximum then decreases with further training, an “optimal” number of training epoch exists. Only in the region with a sufficiently large $N$ (greater than about 500 per class), $A_z$(ts) increases with
The performance curves of ANNs with different numbers of hidden nodes in the 9D feature space are shown in Fig. 10. The curves for a given ANN were again chosen at a training epoch in which the hold-out curve approached approximately the highest performance at 1/N = 0. The chosen training epoch ranged from 600 to 12,000 for the 2- to 15-hidden-node ANNs shown. When the number of hidden nodes is small, the highest $A_z$ obtained by extrapolation to 1/N = 0 appears to be below the theoretical optimum of 0.89. For example, the $A_z$ extrapolated to 1/N = 0 is about 0.85 for ANN (9−2−1), and is about 0.87 for ANN (9−6−1). The ANN with nine hidden nodes appears to approach the optimal $A_z$ of 0.89 in the limit of 1/N = 0. However, the ANN (9−9−1) does not reach the approximately linear region until N is greater than about 200 (easier to see in Fig. 9). As can be seen from the hold-out curves, increasing the number of hidden nodes further will increase overfitting, reduce generalizability, and increase training time without gaining true improvement in performance for classification of unknown case samples.

The quadratic classifier is the theoretically optimal classifier for the class distributions with unequal covariance matrices. It can optimally utilize the class separability contributed by both the differences in the means and the covariance matrices. The performance curves for the quadratic classifier (not shown) in feature spaces of different dimensionalities are very similar to those obtained for the equal covariance matrices situation [Fig. 7(c)]. The $A_z$ of the quadratic classi-
The classifier reaches the optimal value of 0.89 in the limit of large $N$ for all dimensionalities studied.

Figure 11 shows a comparison of the performance of the linear, quadratic, and the ANN classifiers with two and nine hidden nodes. The biases on the resubstitution and the holdout curves of the quadratic classifier are not as large as those of the ANN (9-9-1) classifier. However, in the regime of small design sample sizes, the hold-out curve of the optimal quadratic classifier can be much lower than the corresponding curves of the linear classifier or ANN with one or two hidden nodes. This result indicates that the theoretically optimal classifier may not be the optimal choice when the available design sample size is small and over-parametrization becomes an important consideration.

(3) Multivariate normal distributions—Unequal covariance matrices and equal means: Figure 12(a) shows the dependence of $A_z$ on $1/N$ for the linear classifiers for the class distributions with equal means. Since the Mahalanobis distance is zero when the means of the two class distributions are equal, the linear classifier performs no better than random guessing in the hold-out situation ($A_z(ts) = 0.5$). However, it is somewhat surprising that the resubstitution curve can be biased to very high $A_z$ values, when the design sample is small. The bias increases with increasing dimensionality of the feature space because the severity of overfitting to the design samples worsens with increased parameterization in the linear discriminant function. This indicates that the predicted performance of a classifier can be unrealistically optimistic if the test samples are not independent of the design samples.

For the class distributions with equal means, it is much more difficult to train the ANN classifier. The number of hidden nodes and the number of training epochs required for the ANN to approximate the decision surfaces, which are spherical hypersurfaces in the $k$-dimensional feature space, increase as $k$ increases. Figure 12(b) shows the $A_z$-vs-$1/N$ curves for the ANNs in which the number of hidden nodes is 2 times the dimensionality of the feature space. The number of training epochs required to approach the highest perfor-
formance for a given ANN architecture ranges from about 1800 to 20,000 in these cases. Again we did not attempt an exhaustive search for the “optimal” number of hidden nodes in each case. These ANNs were chosen because they appear to approach the maximum performance of $A_z = 0.89$ in the limit of large $N$ and their number of hidden nodes is a simple multiple of the dimensionality. Compared to the class distributions with unequal means, for a given dimensionality, the number of hidden nodes and the number of training epochs required for achieving the near maximum performance at large $N$ are greater in this equal-mean situation. Figure 13(a) shows an example of the dependence of the performance curves on the number of hidden nodes in the 9D feature space. Figure 13(b) is an enlarged view of the curves in Fig. 13(a) in the range where the sample size is greater than 200 per class. The hold-out performance of ANN(9–9–1) at $1/N = 0$ reaches about 0.85. When the number of hidden nodes is greater than nine, the performances of the ANNs at $1/N = 0$ are similar and approach the optimal $A_z$.

The quadratic discriminant is again the theoretically optimal classifier for the class distributions with unequal covariance matrices. Its performance curves (not shown) are very similar to those plotted in Fig. 7(c), except that the extrapolated $A_z$ values at $1/N = 0$ do not reach as high as those in the equal covariance matrices situation. By using the approximately linear region of the $A_z$-vs-$1/N$ curve at $N$ greater than 100, the extrapolated $A_z$ ranges from about 0.873 to 0.885 for the 3D to 15D feature spaces. In this case, it is much more efficient to train a quadratic discriminant than the ANN. Since the linear discriminant and ANNs with few hidden nodes cannot provide effective classification regardless of the design sample size, the quadratic discriminant is obviously the optimal classifier both in terms of performance and training efficiency.

4 Checkerboard distributions: In a feature space with checkerboard class distributions, classification is difficult for many classifiers because of the disjoint clusters of samples belonging to the same class. We compared the three classifiers in such a situation by two examples. Figure 14 shows the performance curves of the three classifiers in a 2D feature
space with a 2x3 unit checkerboard distribution. Both the linear and the quadratic discriminants perform poorly even for the resubstitution method where $A_s$ values are in the range of 0.6 to 0.7. However, the ANN(2-3-1) can achieve an $A_s$ of 0.96 (not shown) and the ANN(2-5-1) a near-perfect classification at a training epoch of about 1200.

In a 3D feature space with a 2x2x2 unit checkerboard distribution, the difficulty in classification experienced by the linear and quadratic discriminants is even more apparent. Figure 15 shows that the hold-out curve of the linear classifier is basically the same as random guessing. The hold-out curve of the quadratic classifier is slightly higher than 0.5 at small design sample sizes but approaches 0.5 as the design sample increases. On the other hand, the ANN(3-3-1) can attain a test $A_s$ of 0.9 (not shown) and the ANN(3-5-1) can reach near-perfect classification at large design sample sizes after about 1500 training epochs. These two examples demonstrate that an ANN classifier can be superior to the linear or quadratic classifiers for class distributions that are very different from the idealized multivariate normal distributions.

**IV. DISCUSSION**

Classifier design is an important field of research in computer-aided diagnosis. Yet many of the issues related to classifier design have not been explored systematically. This simulation study is a part of our ongoing investigation of the sample size effects on classifier design. In this study, we evaluated classifier performance for three multivariate normal class distributions with specific properties: equal covariance matrices, unequal covariance matrices, and equal means. These distributions are idealized but they do approximate a range of situations that may occur in real classification problems. Since the optimal classifier and the upper bound of classification accuracy in the limit of $1/N = 0$ are
known for each of these cases, we can compare the performances of the classifiers under each condition with the optimum. In addition, a checkerboard class distribution was included in the study. A comparison of the performances of the different classifiers for this class distribution can illustrate their effectiveness when the distributions are very different from multivariate normal.

For all three classifiers, the \( A_\varepsilon(\text{tr}) \) obtained by resubstitution is biased optimistically while the \( A_\varepsilon(\text{ts}) \) obtained by testing with an independent test set is biased pessimistically, relative to the \( A_\varepsilon \) in the limit of \( N \to \infty \), except for the situations when \( A_\varepsilon(\text{tr}) \) is bounded from above by perfect classification \( (A_\varepsilon = 1) \) or when \( A_\varepsilon(\text{ts}) \) is bounded from below by random guessing \( (A_\varepsilon = 0.5) \). The magnitude of the biases increases as the design sample size decreases and as the dimensionality of the feature space increases. In the cases where a given classifier has no discriminatory power for a given class distribution, for example, the linear discriminant for the equal-mean or checkerboard class distributions, or the quadratic discriminant for the 3D checkerboard class distribution, the test \( A_\varepsilon(\text{ts}) \) remains almost constant at 0.5, independent of the design sample size. In many cases, the \( A_\varepsilon^* \)-vs-1/N curve cannot be approximated by a straight line that extrapolates to the \( A_\varepsilon \) at 1/N=0 until the design sample sizes are very large, beyond the range of sample sizes that are generally available for CAD classifier design. To estimate the performance of a classifier at large \( N \) under the constraint of a small design sample, one may use the Fukunaga and Hayes resampling scheme \(^3\) to derive several points along the \( A_\varepsilon^* \)-vs-1/N curves in the small sample size region. If the extrapolated resubstitution and hold-out curves do not converge to approximately the same \( A_\varepsilon \) at 1/N=0, an average of the points on the two curves which correspond to the same design sample size may be a closer estimate of \( A_\varepsilon \) than either \( A_\varepsilon(\text{tr}) \) or \( A_\varepsilon(\text{ts}) \). It may be noted that the resubstitution and the hold-out curves are not biased symmetrically from the \( A_\varepsilon \) at infinite \( N \); the average thus obtained will only be a rough estimate. It is also not valid in cases when the classifier has no discriminatory power with \( A_\varepsilon(\text{ts}) \) constant at about 0.5 or when the resubstitution curve is overly optimistic with \( A_\varepsilon(\text{tr}) \) constant at about 1.

In any case, caution should be taken in estimating classifier performance by extrapolation to 1/N=0 or by averaging the resubstitution and hold-out performance as discussed above. The estimated performance contains variances that have to be estimated using further tools. One such attempt in estimating the components of variance by a bootstrapping resampling scheme has been studied recently by Wagner et al.\(^{11}\). These estimates reveal the amount of bias and variance in the classifier performance obtained with the finite design samples, thus allowing estimation of the sample size required to achieve a desired degree of generalizability, rather than replacing the need for a larger sample set and further studies.

With the equal-covariance-matrix class distributions, the linear discriminant is the optimal classifier as expected. The biases are low and the computation is efficient. Moreover, since the \( A_\varepsilon^* \)-vs-1/N relationship is linear over almost the entire range of design sample sizes, the classifier performance at very large \( N \) can be estimated from the small sample size performance by linear interpolation, as suggested by Fukunaga and Hayes\(^3\) and demonstrated previously by Wagner et al.\(^9\).

With the unequal-covariance-matrices and equal-mean class distributions, the linear discriminant and the back-propagation neural network with one hidden layer are inferior to the quadratic classifier when the design sample size is large. The linear discriminant cannot utilize the difference in the covariance matrices and underestimates the class separability even when an infinite number of design samples is available. The ANN needs a relatively large number of hidden nodes and a large number of training epochs in order to reach the optimal performance. Its hold-out performance and the computation efficiency are both inferior to those of the quadratic classifier. However, for the unequal-covariance-matrices and unequal-mean case and a small design sample size, the linear classifier or an ANN with very few hidden nodes, e.g., \( n = 2 \), provides better hold-out performance than the more complex ANNs or the optimal quadratic classifiers. These results indicate that the bias on classifier performance increases with increasing complexity (loosely related to the number of parameters to be estimated) of the classifier. The linear classifier contains \( (k+1) \) independent parameters and the quadratic classifier contains \( (k+1)(k+2)/2 \) independent parameters in their formulations. The number of weights to be estimated for the ANN depends on the number of hidden nodes as \( n(k+1)+(n+1) \). The number of weights in an ANN can therefore easily exceed that of a quadratic classifier, although the estimation of the mean and covariance matrices for the linear and quadratic discriminants may contribute additional "complexity" to the classifier design. Two observations can be made. First, when the available sample size is small, a simple classifier will have better generalization than a more complex classifier. Second, a complex ANN or a quadratic classifier trained with an insufficient number of design samples generalizes poorly, even if it is the optimal classifier for the class distributions. It is therefore important to select an appropriate classifier by taking into consideration the design sample size.

A further problem in classifier design is that the true population distributions of the classes in the feature space are generally unknown. It was suggested that the quantile-quantile (Q-Q) plot and the chi-square plot may be used for investigating the normality of univariate and multivariate sample distributions, respectively.\(^{16}\) However, it is still unknown under what criteria the chi-square plot will indicate that it is optimal to use a classifier designed under the normality assumption. For any measure of goodness-of-fit, when the sample size is small, only the most aberrant deviations from the normal distribution can be identified as a lack of fit from these plots.\(^{16}\) Therefore, there is often no a priori knowledge to select an "optimal" classifier or to predict whether the observed performance is caused by the sample size, the choice of an overly complex classifier, or by an actual poor separation of the classes in the feature space. If one observes poor generalization of a trained classifier in a
truly independent test set, it will be important to take into consideration all these factors and redesign the classifier.

In this study, we assumed that the best features have already been determined for the classification task. In a general classifier design problem, the best set of features usually has to be selected based on the available design samples. The feature selection step will introduce additional biases to the classifier performance. The number of features selected also has a strong influence on the classifier design, as can be seen from the dependence of the bias on the dimensionality of the feature space. The investigation of this more complex situation including both the feature selection and classifier training steps is underway.\textsuperscript{17}

The term generalizability is nonspecific and needs to be qualified here. The present paper is concerned with the generalizability of the mean performance of classifiers to unknown test samples drawn from the same population of cases. We have shown in this paper that the mean performance of a classifier depends on the number of samples used to train the classifier, the architecture of the classifier, and—for multivariate-normal data—the means and covariances of the population distributions. Suppose in this context that a classifier is trained on a given finite number of design samples (patients). The mean performance of the classifier over independent replications with the same number of design samples is generalizable to studies characterized by the same number of design samples. In other words, the mean resubstitution or hold-out performance is an unbiased estimate for repeated sampling of independent design and test sample sets, respectively, when the same number of design samples is used. The classifier performance may not, however, be generalizable to studies characterized by a different number of design samples. In particular, when a very large and representative design sample size is used, the mean performance may be very different from the mean performance that characterizes the finite-training-sample condition. When the mean performance under the conditions of a finite design sample size is close to that expected with a very large design sample size, the finite-training sample performance is said to be generalizable to the population performance.

The term generalizability is not only used with respect to mean performance, it is also used with respect to uncertainty in performance, as reflected in estimates of error bars (standard deviations, or the corresponding variances). For example, if we think of repeating a given training and testing experiment on a classifier and if only the test samples are drawn independently on the repeated trials, then the estimated uncertainties are said to be generalizable only to a population of test samples. If, however, we think of repeating the experiment and independently drawing new training samples as well as new test samples, then the estimated uncertainties are said to be generalizable to a population of trainers and a population of testers.\textsuperscript{17} Models for the components of variance in both paradigms are the subjects of current work in progress.\textsuperscript{10,11} A key point of this latter work is the fact that for computer-aided diagnosis, most available software for ROC analysis only provides estimates of uncertainty that are generalizable to a population of test samples.

In this investigation, we have limited our study to only three types of classifiers: the linear discriminant, the quadratic discriminant, and the backpropagation ANNs with one hidden layer. There are, of course, many other variations of the ANN architecture and other parametric or non-parametric classifiers available for feature classification tasks. The purpose of our work is not to exhaustively evaluate all possible combinations of class distributions and classifiers. Rather, by limiting our investigation to some well-known situations, we can perform systematic analyses and gain some insights into the classifier design problems. Furthermore, we have limited our discussion here to the estimates of the mean classifier performance. Wagner et al.\textsuperscript{10,11} have investigated the variances of classifier performance estimated from a finite sample set and developed models to study the relative importance of the sizes of the training and test samples. It has been demonstrated that a components-of-variance model can be estimated with a finite sample set by using a bootstrap method. More importantly, the analysis of variances can reveal the generalizability of the performance estimates to other training and test sample sets in the population. Our long term goals are to find some guidelines for designing efficient resampling schemes that can minimize the bias and variance of a trained classifier using the available samples, and to provide a quantitative design tool that can estimate the design sample size requirement for a larger "pivotal" study from the results of a smaller "pilot" study in order to achieve a desired precision in $A$, and the desired generalizability.
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Improvement of Radiologists’ Characterization of Mammographic Masses by Using Computer-aided Diagnosis: An ROC Study

PURPOSE: To evaluate the effects of computer-aided diagnosis (CAD) on radiologists’ classification of malignant and benign masses seen on mammograms.

MATERIALS AND METHODS: The authors previously developed an automated computer program for estimation of the relative malignancy rating of masses. In the present study, the authors conducted observer performance experiments with receiver operating characteristic (ROC) methodology to evaluate the effects of computer estimates on radiologists’ confidence ratings. Six radiologists assessed biopsy-proved masses with and without CAD. Two experiments, one with a single view and the other with two views, were conducted. The classification accuracy was quantified by using the area under the ROC curve, A2.

RESULTS: For the reading of 238 images, the A2 value for the computer classifier was 0.92. The radiologists’ A2 values ranged from 0.79 to 0.92 without CAD and improved to 0.87–0.96 with CAD. For the reading of a subset of 76 paired views, the radiologists’ A2 values ranged from 0.88 to 0.95 without CAD and improved to 0.93–0.97 with CAD. Improvements in the reading of the two sets of images were statistically significant (P = .022 and .007, respectively). An improved positive predictive value as a function of the false-negative fraction was predicted from the improved ROC curves.

CONCLUSION: CAD may be useful for assisting radiologists in classification of masses and thereby potentially help reduce unnecessary biopsies.

Breast cancer is the most prevalent non–skin cancer in women; 178,700 new cases are estimated to have occurred in 1998 (1). The mortality of breast cancer is the second highest among all cancer deaths in women (1). At present, there is no effective method to prevent breast cancer. The best approach to reducing the breast cancer mortality rate is early detection and treatment. Because the mammographic features of early-stage breast cancers are not very specific, the need for high detection sensitivity leads to biopsy of many low-suspicion lesions. The positive predictive values (PPVs) of mammographic signs are, therefore, often below 30% (2,3).

Computer-aided diagnosis (CAD) is considered to be one of the approaches that may improve the efficacy of mammography (4). With CAD, a computerized detection algorithm alerts a radiologist to the location of the suspicious lesions, and/or a trained computer classifier provides the radiologist with an estimate of the likelihood of malignancy of a lesion. The radiologist takes into consideration the information provided by the computer before making a decision. This “second opinion” may improve the diagnostic accuracy because it serves as a form of double reading (5). Furthermore, a computer evaluation is often more consistent and reproducible than a human decision maker (6).

Considerable research has been devoted to the development of computerized schemes for the detection and classification of mammographic abnormalities. These efforts have advanced the CAD technology such that clinical application appears to be possible in the
ne future. It is, therefore, necessary to evaluate the effects of CAD on radiologists' detection and diagnosis of mammographic lesions. In a previous receiver operating characteristic (ROC) study, we demonstrated that CAD could improve radiologists’ accuracy in the detection of subtle microcalcifications on mammograms (7). Kegelmeyer et al (8) also reported an improvement in radiologists’ sensitivity for the detection of spiculated masses with use of a computer aid. For the classification of mammographic lesions, it has been shown that a computer classifier that estimated the likelihood of malignancy on the basis of mammographic features extracted by radiologists could improve radiologists’ accuracy in distinguishing malignant from benign lesions (9-11).

We previously conducted ROC studies to compare the performance of radiologists with that of the computer (12) and to compare radiologists’ ability to classify masses with and without CAD (13). Jiang et al (14) also performed an ROC study of the effect of CAD on radiologists’ performance in classifying microcalcifications. The results of all of these observer performance studies indicate the potential to improve mammographic interpretation with a computer aid.

We have developed an automated method to analyze masses seen on mammograms (15-17). A mass is segmented from its surrounding breast tissue, and an image transformation technique is used to transform the mass margin from the polar coordinate system to the Cartesian coordinate system. A linear discriminant classifier then extracts the useful texture features from the transformed image and merges them into a relative malignancy rating. Our approach is different from others that use a trained classifier to merge radiologist-extracted image features or feature codes by using the American College of Radiology Breast Imaging Reporting and Database System lexicon (9-11). Our fully automated method has the advantage that, unlike a human reader, it does not have variability in feature recognition and coding. In addition, the computer may be able to extract some information, such as texture features, that may not be readily perceived by human eyes. We conducted an ROC study to evaluate whether this computer aid can improve radiologists’ performance in the classification of mammographic masses (13). The results of our observer performance study are described in this article.

Another investigator also has reported on automated algorithms for the classification of mammographic masses (18-21). The methods used in these algorithms varied, and their accuracy in classification cannot be compared directly because of the differences in the data sets. However, the effects of CAD on radiologists’ performance are not expected to depend strongly on the specific algorithm if different computer aids of comparable accuracy are used. Therefore, the applications of the findings of this study should not be limited to our computerized classification aid.

MATERIALS AND METHODS

Data Set

The data set for this study consisted of 253 mammograms obtained in 103 patients. Each image contained a biopsy-proved mass that was evaluated in this study. Some cases involved multiple views or images from multiple examinations. The cases were randomly selected from patient files from the breast imaging division of a National Cancer Institute-designated national cancer center with the approval of the Institutional Review Board. The PPV of masses recommended for biopsy at this center is about 25%-30%, but an approximately equal number of malignant and benign masses (127 and 126, respectively) were chosen to enhance the statistical power in this observer performance study. Any images that were judged to be technically poor were excluded.

The mammograms were acquired with a contact technique. The dedicated mammographic systems had a molybdenum anode and molybdenum filter, a 0.3-mm nominal focal spot, and a reciprocating grid. MinR/MinR-E screen-film systems (Eastman-Kodak, Rochester, NY) were used with these units. Sixty-two of the malignant masses and six of the benign masses were judged to be spiculated by a radiologist (M.A.H.) experienced in mammography. The radiologist also measured the size (ie, longest dimension) and ranked the visibility of the masses on a scale of 1 (obvious) to 5 (subtle) relative to the range of visibility of masses encountered in clinical practice. For a description of the masses included in the data set, histograms of the size and visibility of the masses are shown in Figures 1a and 1b, respectively.

For the computer analysis, the selected mammograms were digitized with a laser
imager (Lumisys DIS-1000, Los Altos, Calif.) at a pixel size of 0.1 \times 0.1 \text{ mm} and 12-bit gray levels. This imager has an optical density range of about 0.0–3.5. The optical density on the film was digitized linearly to pixel value at a calibration of 0.001 optical density unit/pixel value in the optical density range of about 0.0–2.8. The digitizer deviated from a linear response at an optical density higher than 2.8.

For the observer experiments, we used laser-printed images of the digitized mammograms for all readings. The images were printed with a 969HQ laser imager (Ilation, Oakdale, Minn) that was connected to a Macintosh computer (Apple Computer, Cupertino, Calif.) through a special digital interface. The interface provided a 12-bit in, 10-bit out look-up table and allowed images to be scaled to different factors with 15 interpolation methods. Because this laser imager has a pixel size of about 0.085 mm, we enlarged the images by about 18% during printing to maintain them at the same size as the original mammograms. One of the interpolation methods was chosen by an experienced radiologist (M.A.H.), who inspected the printed images with a magnifier and evaluated the sharpness of the spicules and mass boundaries. Because of the small pixel size used for both digitization and printing, basically no noticeable blurring of the masses could be seen with the chosen interpolation method. The images were also inspected for the potential contouring effect of 10-bit output images, but no noticeable artifacts could be found. A linear pixel value-to-output optical density calibration curve of the laser imager was used for the printing. All images were printed with the same settings.

**Computerized Classification of Masses**

Our computerized method of classifying mammographic masses has been described in detail previously (15–17). The method is summarized as follows: A region of interest that contained the biopsy-proved mass was identified on the mammogram by the radiologist. Background correction based on a distance-weighted estimation method was applied to the region of interest to reduce the low-frequency density variation in the region. A median-filtered smoothed image and two high-frequency enhanced images were generated from the background-corrected region of interest. The smoothed and enhanced gray-level values at each pixel were used as features in a k-means clustering algorithm to classify the pixels into two clusters; one was the mass, and the other was the surrounding breast tissue background. By choosing an appropriate criterion, a mass region slightly smaller than the actual mass that was visible on the image was segmented.

The boundary of the segmented region was smoothed by morphologic filtering. A new image transformation technique, referred to as the rubber-band-straightening transform, was used to transform a 40-pixel-wide region that surrounded the segmented mass boundary into a rectangular region. After transformation, the mass margin became approximately parallel, and any spicules that were radiating from the mass became approximately perpendicular, to the long dimension of the rectangular region. The rubber-band-straightening transform enabled the spicules to be aligned approximately in a uniform direction and thus facilitated the extraction of texture features from the margin of the mass. An example of a rubber-band-straightening–transformed image is shown in Figure 2.

Two types of texture features were found to be useful for classification. The first set of features included eight texture measures derived from the spatial gray-level dependence matrices of the rubber-band-straightening–transformed image. A spatial gray-level dependence matrix ele-
Figure 3. Histogram of the test discriminant scores of the 253 masses obtained from the linear discriminant classifier by using a "leave one case out" training and test resampling scheme. For this classifier, a smaller discriminant score corresponded to a higher likelihood of malignancy. The discriminant scores were used as the decision variable in the ROC analysis of classification performance.

Figure 4. Binormal distribution fitted to the histogram of the discriminant scores of the malignant and benign masses. The discriminant scores were linearly transformed into a relative malignancy rating ranging from 1 to 10, where 1 corresponded to the most benign rating and 10 corresponded to the most malignant rating. This binormal distribution was shown to the observers during the training session to explain the rating scale of the computer classifier.

ment $p_{ij}(l_1)$ is the joint probability of the occurrence of gray levels $l$ and $j$ for pixel pairs that are separated by a distance $d$ and at a direction $\theta$ (22). For analysis of the masses, the spatial gray-level dependence matrices were constructed for 10 pixel distances ($d = 1, 2, 3, 4, 6, 8, 10, 12, 16, 20$ pixels) and in four directions ($0^\circ$, $45^\circ$, $90^\circ$, $135^\circ$) relative to the mass boundary. Therefore, a total of 320 spatial gray-level dependence texture features were extracted.

The second set of texture features was derived from the run length statistics matrices of the horizontal and vertical gradient straightening–transformed margin region. Five texture measures were extracted from the run length statistics matrix in each of the two directions ($0^\circ$ or $90^\circ$) on each gradient image. A total of 20 run length statistics texture features were thus obtained. Therefore, we had a total of 340 features from the two types of texture measures.

A stepwise linear discriminant feature selection procedure (23) was used to select the most effective features from the available feature set. A total of 41 features were selected. The selected features were input into the Fischer linear discriminant classifier (24) as predictor variables. A "leave one case out" resampling scheme was used to train and test the classifier. A histogram illustrating the test discriminant scores of the 253 masses is shown in Figure 3. For this classifier, a smaller discriminant score corresponded to a higher likelihood of malignancy. By using the test discriminant score as the decision variable, the performance of the computer classifier could be evaluated by using ROC analysis (17,25,26) and compared with that of the radiologists, as described later.

Relative Malignancy Rating of the Masses

For the observer performance study, we provided a relative malignancy rating of each mass to the observer during the reading session with CAD. The relative malignancy rating was obtained by taking a linear transformation of the computer classifier's decision variable to a range of $1-10$ and rounding the value to the nearest integer. The transformation also reversed the relative magnitude of the decision variables so that 1 corresponded to the highest benignity rating, and 10 corresponded to the highest malignancy rating.

The purpose of the transformation was to provide a simple and intuitive relative scale for the observer. Because the transformation was linear and monotonic, the absolute RNOC curves were not affected, with the exception of a small error caused by making the decision variables discrete. Furthermore, the slope $a$ and intercept $b$ parameters that were fitted to the transformed discriminant scores for the normal and abnormal samples by using the LABROC program (26) were used to generate a binormal distribution. The fitted binormal distribution with the relative malignancy rating on a $1-10$ scale (Fig 4), together with the computer's ROC curve, were shown and explained to the observers during a training session.

Observer Performance Study

Two ROC experiments (27) were conducted. The masses were evaluated from a single view in the first experiment and from two views in the second experiment. The location of the biopsy-proved mass was marked on each image so that the correct mass was evaluated by all observers. The observers were instructed to ignore any other possible masses on the images. Six radiologists (M.A.H., M.A.R., T.E.W., D.D.A., C.P., J.S.N.) who are approved by the Mammography Quality Standards Act and have 7–20 years of experience in interpreting mammograms participated in the observer performance experiments.

There were two reading sessions in each experiment—one with CAD and the other without CAD. The observers were asked to rate the likelihood of malignancy of the masses on a 10-point confidence rating scale under all reading conditions. In the first session, half the observers interpreted the images without CAD, and the other half interpreted them with CAD. The two reading sessions in the same experiment were separated by at least 3 weeks, and the two experiments were separated by 6 months. For all four reading sessions, the observer had unlimited time to read each case. To estimate the average reading time per case for each observer, the reading time for each case was recorded by using a stopwatch.

In the first experiment, the data set of 253 single-view mammograms was divided into a training set of 15 mammograms and a study set of 238 mammag-
grams (117 benign, 121 malignant). In each reading session, training was conducted before the reading of the study images. For the reading session with CAD, the fitted binormal distributions of the computer rating scores (Fig 4) for the entire data set were explained to the observer during training to familiarize the observer with the computer's rating scale. The computer rating of the mass was displayed on each image. After reading each training image, the observer was told the results of biopsy of the mass.

Each observer read the entire data set in one reading session. The order of the study images was randomized by a random number generator. The random sequence was different for each observer and for each reading session by the same observer. For the reading session with CAD, the observer was free to look at the computer rating, which was displayed on the image, either before or after estimating the likelihood of malignancy of the mass. However, each observer was asked to always read the computer rating before making a final decision. The observer was not informed of the pathologic results of any mass on the study images.

The second experiment was very similar to the first experiment. From the 238 single-view mammograms, 76 matched pairs (37 benign, 39 malignant) of craniocaudal and mediolateral oblique or lateral views were found. Another six pairs of two-view mammograms were identified from the rest of the images and used as training cases. The remaining mammograms were either single-view images or additional views of the pairs already chosen, so they were not used in this experiment. In this experiment, the observers were not informed of the pathologic results of any study case in any reading session. The 76 pairs of mammograms were read in one reading session by each observer.

For the reading session with CAD, the rating of the mass in each view was displayed on the respective image. The computer ratings of the mass on the two views were generally different. It was up to the observer to decide how to merge the two-view information. Observers were asked to give a single rating of the mass after reading both views.

ROC Analysis

The confidence ratings of each observer obtained from each reading condition were analyzed by using ROC methodology, and the classification accuracy was quantified by using the software under the ROC curve, $A_{p}$. A maximum likelihood estimation of the binormal distribution was fitted to the confidence ratings by using the LABROC program. This program provides an estimate of the $A_{p}$ and of the $a$ and $b$ parameters of the ROC curve. The statistical significance of the difference in $A_{p}$ between the reading with CAD and that without CAD was estimated with two methods: One was the Student paired $t$ test for observer-specific paired data; the other was the Dorfman-Berbaum-Metz method for analysis of multireader, multicase ROC data (28). The statistical significance of the difference in $A_{p}$ for reading single-view and two-view mammograms was estimated by using the Student paired $t$ test for the six observers. The Student paired $t$ test takes into account the statistical variation of readers, whereas the Dorfman-Berbaum-Metz method considers both reader variation and case sample variation by means of an analysis of variance approach. Therefore, the results of Dorfman-Berbaum-Metz analysis can be generalized to the population of readers as well as to the population of case samples.

Positive Predictive Value

An ROC curve represents the entire range of operating conditions of a diagnostic process and is independent of disease prevalence. When the disease prevalence is known, any operating point on an ROC curve can be used to derive the PPV and the corresponding false-negative fraction (false-negative fraction = 1 – true-positive fraction) on the basis of the following relationship: $PPV = TP/(TP + FN)$, where $TP$ is the true-positive fraction, $FP$ is the false-positive fraction at the chosen decision threshold, and $P(M)$ and $P(B)$ are the prevalences of malignant and benign cases, respectively. By varying the decision threshold, the dependence of the PPV on the false-negative fraction can be derived.

Because our data set did not include masses on which biopsy had not been performed, the ROC curves obtained in this study cannot be generalized to predict the performance of the computer classifier and radiologists in clinical practice. However, to demonstrate the possible effect of CAD on the PPV in the population of masses in which biopsy is likely to be performed under the current clinical criteria, we can estimate the PPV by using the prevalence of the malignant and benign masses in this patient group. Because the PPV of masses sent for biopsy ranges from about 25% to 44% in general and from about 25% to 30% at our institution, for the purposes of our estimation, we assumed that the $P(M)$ was 25% and the $P(B)$ was 75% in this population. A higher prevalence of malignant cases would cause an increase in the PPV, but the trend between the PPV curves with and without CAD would be similar.

RESULTS

The ROC curve illustrating the performance of the computer classifier for the 238 study mammograms is shown in Figure 5. The ROC curve for the entire set of 253 mammograms (not shown) was almost identical to that of the 238 study cases; this indicates that the 15 training cases were typical of the 238 cases used in the study. The $A_{p}$ values (± SD) for both ROC curves were 0.92 ± 0.02.

For the first experiment of reading the 238 single-view mammograms, the ROC curves for the readings by the six radiologists both with and with CAD are shown in Figures 6a and 6b, respectively. The $A_{p}$ values of the six radiologists for the readings with and without CAD are listed in Table 1.

For the second experiment of reading the 76 pairs of two-view mammograms, the ROC curves for the readings by the six radiologists both without and with CAD are shown in Figures 7a and 7b, respectively. The $A_{p}$ values of the six radiologists in this experiment are also listed in Table 1.
The average ROC curve was derived from the average $a$ and $b$ parameters of the six individual ROC curves for a given reading condition (27). The average ROC curves for the four reading conditions are shown in Figure 8. The $A_z$ values of the average ROC curves are listed in Table 1.

For the reading of the single-view mammograms, the performance of the computer classifier was comparable to that of the radiologist (reader 2) who had the highest classification accuracy (compare Figs 5 and 6) and higher than the average performance of the six radiologists (compare Figs 5 and 8). When the radiologists read the images with the computer aid, the classification accuracy of five radiologists improved (Table 1); the improvement in their $A_z$ values ranged from 0.04 to 0.08. The average performance of the six radiologists became comparable to that of the computer classifier. The improvement in the radiologists’ classification accuracy by using CAD was statistically significant ($P = 0.022$, Student paired $t$ test; $P = 0.020$, Dorfman-Berbaum-Metz method). Reader 2 with CAD obtained an $A_z$ value of 0.96, which was higher than that obtained by the radiologist alone or by the computer alone.

A trend similar to that with the single-view readings was observed with the two-view readings. The $A_z$ value of the computer classifier for the corresponding 152 single-view masses was $0.91 \pm 0.02$. The classification accuracy of all six radiologists improved when they read the mammograms with the computer aid. The increase in the $A_z$ values ranged from 0.01 to 0.07. The improvement was statistically significant ($P = 0.007$, Student paired $t$ test; $P = 0.026$, Dorfman-Berbaum-Metz method). With CAD, two radiologists achieved an $A_z$ value of 0.97, which was higher than that obtained by the radiologists alone or by the computer alone.

These results indicate that the second opinion provided by the computer classifier might have strengthened the radiologists’ confidence in the interpretation of some difficult cases but had less influence on the radiologists’ decision when the computer made mistakes or when the radiologists were confident about their decision.

As can be seen from the data in Table 1,
Figure 7. ROC curves for the six observers for two-view reading of the masses (a) without CAD and (b) with CAD. (a, b) R1 = reader 1, R2 = reader 2, R3 = reader 3, R4 = reader 4, R5 = reader 5, R6 = reader 6. All six observers achieved an increase in the area under the ROC curve, $A_x$, with CAD.

Figure 8. Average ROC curve obtained from the average $a$ and $b$ parameters of the six individual ROC curves for each of the four reading conditions. An improved ROC curve was achieved with CAD in both the single-view and two-view reading experiments.

The radiologists’ accuracy in classifying masses by reading two-view mammograms was consistently higher than that by reading single-view mammograms ($P = .008$). This trend remained when they read the mammograms with CAD ($P = .007$). These findings are consistent with the clinical experience of the radiologists that at least two views of mammograms are needed to effectively evaluate a suspicious lesion.

The PPV as a function of the false-negative fraction was derived from the fitted ROC curves under the assumption that the prevalence of malignant masses was 25% in the population of masses sent for biopsy. The PPVs estimated for the six observers who read the two-view mammograms with and without CAD are plotted in Figure 9. CAD would provide an improvement in the PPV in the high false-negative fraction range for all observers except readers 2 and 5. The increase in the PPV at a decision threshold of “no missed malignant mass” ($\text{i.e., false-negative fraction} = 0$) varied over a wide range; the largest gain, 39%, would be achieved by reader 2, and the smallest gain, 0%, would be achieved by reader 4.

**DISCUSSION**

In the observer experiment of reading two-view mammograms with CAD, we presented the computer’s rating of each view separately. The decision of how to merge the computer ratings of the two views was left to the radiologist. It is likely that the radiologists took the conservative approach of using the highest malignancy rating of the two as the computer’s overall rating. However, it also might have depended on whether the relative ranking between the two computer ratings agreed with the observer’s opinion. In some cases, we observed that the radiologist’s rating was very different from the computer’s rating of either view.
Because decision making is a complex process, the simple approach of using the highest malignancy rating or the average rating from multiple views may not be the method preferred by radiologists. The separate ratings that we used in this study would provide less biased information. Further investigation is needed to determine the best approach of presenting the computer's ratings to radiologists in clinical practice.

To obtain insight into how the radiologists might use the two-view information, we compared the classification results from their true two-view reading with those from a simulated two-view reading without the computer aid. The latter results were derived from ratings of single-view readings of the same 76 pairs of mammograms interpreted in experiment 2 by assuming two strategies—one in which the highest malignancy rating between the two ratings was used, and the other in which the average of the two ratings was used (Table 2). The $A_z$ values for these classification ratings derived from the single-view reading are listed in Table 2. The corresponding $A_z$ values for the computer classifier are also given in Table 2 for comparison.

The $A_z$ values for the maximal rating and the average rating were similar. Four of the radiologists obtained higher $A_z$ values at the true two-view reading: the $A_z$ values obtained by the remaining two radiologists were lower than those obtained at the simulated two-view reading. Although the difference did not achieve statistical significance ($P = .37$) and both readings included intraobserver variations, there seemed to be a slight trend toward the true two-view reading being more accurate than the simulated two-view reading. This may indicate that the radiologists used a more complex decision-making process to interpret the two views of the masses than that of simply maximizing or averaging the ratings from each view.

In this study, the discriminant scores of the masses given by the computer classifier were transformed into a relative malignancy rating. The relative malignancy rating scale and the distribution of the malignant and benign masses along the relative rating scale were explained to the observers in the training sessions. A relative malignancy rating scale was used because the true likelihood of malignancy of the masses could not be estimated from a small data set, as will be explained. However, the relative rating scale provided by the computer was ad-

### Table 2

<table>
<thead>
<tr>
<th>Radiologist No.</th>
<th>Maximal Rating</th>
<th>Average Rating</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>$0.94 \pm 0.03$</td>
<td>$0.93 \pm 0.03$</td>
</tr>
<tr>
<td>2</td>
<td>$0.94 \pm 0.03$</td>
<td>$0.94 \pm 0.03$</td>
</tr>
<tr>
<td>3</td>
<td>$0.84 \pm 0.05$</td>
<td>$0.86 \pm 0.04$</td>
</tr>
<tr>
<td>4</td>
<td>$0.85 \pm 0.04$</td>
<td>$0.83 \pm 0.05$</td>
</tr>
<tr>
<td>5</td>
<td>$0.88 \pm 0.04$</td>
<td>$0.89 \pm 0.04$</td>
</tr>
<tr>
<td>6</td>
<td>$0.91 \pm 0.03$</td>
<td>$0.92 \pm 0.03$</td>
</tr>
<tr>
<td>Computer</td>
<td>$0.96 \pm 0.02$</td>
<td>$0.96 \pm 0.02$</td>
</tr>
</tbody>
</table>

Note.—Data are the mean ± SD. Two strategies were used: In one, the highest of the malignancy ratings on each view was used; in the other, the average between the two ratings was used.
Figure 10. Histograms illustrate the confidence ratings of reader 5 obtained by reading 76 two-view mammograms (a) without CAD and (b) with CAD. The specificity of reader 5 at 100% sensitivity would increase from 5% (two of 37 masses) without CAD to 68% (25 of 37 masses) with CAD if an appropriate decision threshold were chosen.

If a computer classifier is trained and tested with very large data sets, and if both the malignant and benign cases represent random samples of the population, then the likelihood of malignancy of a classified mass can be estimated on the basis of the probability distributions of the classifier’s test output scores and the prevalence of the two classes of masses in the patient population. However, with a relatively small data set, such as that used in this and other observer studies (14), there are limitations. First, the performance of a classifier trained with a small sample set may have large bias and variance (29–31). Second, the data set in this study did not include masses on which biopsy was not performed, so it did not represent a random sample of the masses in the patient population. If our classifier were applied to all cases of solid masses in clinical practice, the probability distribution of the test scores for the two classes of masses would be different from that of the current data set.

If we ignore the patient population at large, it is possible to estimate the likelihood of malignancy of a mass on the basis of the probability distribution of the classifier output scores by using the prevalence of the two classes of masses in this specific data set. However, the likelihood of malignancy derived in this way will be completely different from the true likelihood of malignancy of a mass in the patient population. This can be easily seen if one considers that the same mass with the same discriminant score will have a smaller likelihood of malignancy if it is analyzed within a data set that has a lower prevalence of malignant cases than that in the current data set.

Training the participating radiologists with a “likelihood of malignancy” derived from a small data set for the observer experiment may mislead them if they encounter a similar mass in their clinical practice. We, therefore, preferred to use a “relative malignancy rating,” which is independent of the prevalences of malignant and benign masses in the data set. As long as the same classifier and the same linear transformation are used for classifying masses, the relative malignancy rating for a given mass will remain the same, regardless of the typical values in the data set. When a computer classifier is implemented in a clinical setting and its performance can be established in the patient population, the true likelihood of malignancy of a given mass can be estimated and provided to the radiologist. The true likelihood of malignancy may be a more informative measure for radiologists in the clinical application of CAD.

For the reading of the 76 two-view mammograms, the results of the ROC study indicated an improvement in the A$_s$ value for all six radiologists when the computer aid was used. This indicates an overall increase in the separation of confidence rating distributions between the malignant and benign cases. The histograms in Figure 10 illustrate the distributions of confidence ratings with and without CAD for reader 5, who achieved the second greatest improvement in both the A$_s$ value (Table 1) and the separation of malignant from benign distributions. Without CAD, this reader’s ratings of the malignant cases ranged from 2 to 10. This is consistent with the fact that biopsy was performed in all masses in the data set to avoid missing the malignant cases. With CAD, there was marked improvement in the separation of the two distributions. It is possible to set a decision threshold at a confidence rating of 4, below which biopsy would not need to be performed and no malignant masses would be missed. The number of benign masses that could be identified without missing a malignant mass by setting an appropriate threshold would increase by 23 (out of 76 cases) for reader 5. Five of the six radiologists in our ROC study achieved an improvement in distinguishing benign from malignant masses, and one radiologist had no difference. Although the improvement of the five radiologists varied over a wide range, from one to 25 cases, this result indicates a strong probability that CAD can be used to reduce the number of unnecessary biopsies.

The large variation in improvement among the radiologists may have been due to the different degrees of confidence that they had in the computer aid. As with any new diagnostic tool, this confidence is influenced by the experience the radiologist has with the tool. Although the radiologists received training before the reading sessions, the high variability in confidence was not unexpected, because this ROC study was the first instance in which they had worked with the computer aid. Their confidence levels may have also been reflected in the relatively low accuracy of classification by some radiologists with CAD compared with that of the computer classifier alone.

If a radiologist can increase his or her...
confidence in the performance of a computer aid by gaining more extensive clinical experience, then he or she will likely be able to find the most effective way of merging his or her judgment with the computer's rating and thus reduce both interobserver and intraobserver variability. Because a radiologist who uses CAD can establish a meaningful decision threshold for biopsy only after becoming familiar with the sensitivity and specificity of working with CAD, the radiologists in this study were not asked to decide whether biopsy should have been performed on a mass. Rather, we focused on the evaluation of changes in the sensitivity and specificity of the radiologists' classification of masses when CAD was used.

In this ROC study, all six observers were attending radiologists with extensive experience in the interpretation of mammograms. It is possible that the computer aid may be even more useful to radiology residents or radiologists with less experience in mammography. The effect of CAD on mammographic interpretation by less-experienced readers will be a subject of investigation in future studies.

The observers were allowed unlimited time to read each case in this ROC study. To obtain an estimate of the change in reading time with CAD, we recorded the reading time of each observer in each reading session by using a stopwatch. For the single-view reading experiment, the average reading time per image without CAD varied from 4.3 seconds to 17.1 seconds (mean time for the six observers, 7.8 seconds). The average reading time per image with CAD varied from 4.2 seconds to 17.3 seconds (mean time, 7.3 seconds). For the two-view reading experiment, the average reading time per pair of images without CAD varied from 6.6 seconds to 16.0 seconds (mean time, 10.4 seconds). The average reading time per pair of images with CAD varied from 7.6 seconds to 27.1 seconds (mean time, 13.5 seconds).

The reading time essentially did not change with use of the computer aid for the single-view readings. For the two-view readings, the radiologists took longer with CAD, probably because they had to merge the two computer ratings and merge the computer ratings with their own evaluations. Further investigation is needed to determine whether there is a trade-off between the radiologist's efficiency and the method of presenting the computer rating and whether the reading time with CAD will depend on the experience that the radiologist has with the computer information.

In the observer study, we used laser-printed mammograms instead of the original mammograms for the reading experiments. A major reason is that it is difficult to keep all the original mammograms together for the entire period of the study because they are part of active patient files and thus often recalled for comparison with new studies or for other clinical reasons. Because the maximum optical density of laser-printed images was 3.1 for the laser imager used, the contrast on the printed mammograms was about 20% lower than that on the original mammograms. Although the image quality was slightly lower than that of the original, the laser-printed digitized images were judged to be adequate for reading the details of the masses by the participating radiologists. The laser-printed image set might also be considered as one that had slightly more subtle masses than the original set of images. Because the relative performance of two modalities is measured in ROC experiments, and because the readings both with and without CAD in this study were conducted with the same set of printed images, the relative performance of the two readings should be valid. It should also be noted that in order for a computer aid that uses automated image analysis to be widely accepted, direct digital mammography would have to be the imaging modality in clinical use. Laser-printed images or soft-copy monitors will be the display medium for the digital mammograms. The use of laser-printed images for this ROC study was therefore practical.

In our observer performance experiment, we found that CAD improved the radiologist's ability to distinguish malignant and benign masses. This is consistent with the results of other studies (11, 14) in which a statistically significant improvement (P < .001 in both studies) in the radiologists' classification accuracy by using CAD was found. The results of the former study (11) further showed that the PPV of a recommendation for biopsy by the radiologists was significantly increased (P < .001). In our approach, the computer classifier automatically extracted image features, whereas in the other studies, the computer classifier used the radiologist's evaluation and other patient information as input. Therefore, it appears that CAD can provide a useful second opinion to radiologists, either by consistently extracting and analyzing the image features or by optimally weighting various diagnostic factors and thereby improving the consistency in the decision-making process. This suggests that a computer classifier that combines both approaches—that is, automatically extracts image features and optimally merges them with the radiologist's evaluation and patient information—may be even more effective for breast cancer diagnosis. The latter step will also improve the radiologist's utilization of the computer rating on the basis of the computer-extracted features; this utilization was found to have large interobserver variation in our ROC experiment.

In conclusion, an ROC study of the effects of CAD on radiologists' classification of malignant and benign masses on mammograms was conducted. The results showed that CAD can provide statistically significant improvement in the classification accuracy—that is, in the A4 value—for both single-view reading (P = .022) and two-view reading (P = .007). The improved separation between the confidence ratings of the malignant masses and those of the benign masses indicates the potential that CAD may reduce the rate of biopsy of benign masses when decision thresholds are properly chosen by the radiologists. The decision threshold may vary among radiologists, as in the case of mammographic interpretation without CAD, and can be set after the radiologist working with CAD has established his or her sensitivity and specificity with this approach through clinical experience.

Further studies are needed to evaluate the effects of CAD on the accuracy of radiologist classification of masses in clinical settings in which the prevalence of malignant masses is different from that in a laboratory data set and the likelihood of malignancy of a mass can be estimated by the computer classifier. In the two-view reading ROC experiment, the reading time per case increased by about 30% with the use of CAD. The dependence of the radiologist's efficiency in reading with CAD on the presentation method and on the reader's experience in using the computer information also warrants further investigation.
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