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SUNDAY

SPECIAL SYMPOSIUM

EYE MOVEMENTS AND ATTENTION

► Visual attention: the active vision perspective
  J M Findlay (Centre for Vision and Visual Cognition, Department of Psychology, University of Durham, Durham DH1 3LE, UK; e-mail: j.m.findlay@durham.ac.uk)
  A frequently emphasised fact concerning visual attention is the ability to attend covertly to a location in the visual field without directing the eyes to that location. Based on this, the 'mental spotlight' metaphor has been widely prevalent and has given rise to much experimental work. However, an implied corollary of the suggestion is that covert attentional movements give rise to some form of mental scanning during visual tasks. It is argued that this account is not satisfactory. An alternative account, termed active vision, develops from the fact that overt eye scanning occurs several times each second. Detailed analysis of information intake during text reading and during visual search shows that no additional covert scanning occurs in these cases beyond what is involved in programming the eye movements. Attentional processes also permit pre-processing information in the visual periphery at the location to which the eyes are to be directed. This allows more rapid and efficient eye scanning. Covert attention to peripheral locations thus acts to supplement, not substitute for, actual movements of the eyes.

► Neural correlates of inhibition of return in the monkey superior colliculus
  D P Munoz, M C Dorris, R M Klein† (Department of Physiology, Queen's University, Kingston, Ontario K7L 3N6, Canada; † Department of Psychology, Dalhousie University, Halifax, Nova Scotia B3H 4J1, Canada; fax: +1 613 533 6840; e-mail: doug@eyeml.queensu.ca)
  Inhibition of return (IOR) is a phenomenon whereby subjects are slower in responding to targets presented at previously cued locations. A number of studies have suggested that the superior colliculus (SC) is a necessary neural structure for the generation of IOR.
  Our goal was to test this proposal by recording the extracellular activity of visual- and saccade-related neurons in the SC while monkeys performed an IOR paradigm. Visual stimuli were presented in the following sequence: a central location, a peripheral location, the central location, and a final peripheral location. The central fixation point, which required constant visual fixation, remained illuminated throughout the paradigm until the presentation of the final saccadic target. In this paradigm, final saccadic reaction time (SRT) was slowest when the first stimulus was presented at the same location as the final saccadic target (ie IOR) and this was correlated with reduced visual-related activity in the SC.
  These findings suggest that oculomotor and visual history influence SRT through motor preparation and visual processing, respectively, at the level of the SC.

► Inhibition of saccade return
  M A Franss, J N van der Geest, I T C Hooge (Department of Physiology, Erasmus University Rotterdam, PO Box 1738, NL 3000 DR Rotterdam, The Netherlands; fax: +31 10 408 9457; e-mail: frens@fys.fgg.eur.nl)
  Tasks such as reading or visual search consist of series of saccades. We have investigated to what extent saccades that are made within a series of self-paced movements are influenced by preceding movements. Here we present an analysis of the duration of the fixations that precede saccades.
  We found that fixations before so-called 'return saccades' (saccades returning to the previously fixated position) are considerably longer (up to 40%) than other fixations. We have called this phenomenon 'inhibition of saccade return' (ISR) in analogy to 'inhibition of return' (IOR) of covert shifts of spatial attention. ISR is present when return and regular saccades are mixed in one trial, and seems to be reset after each saccade. The effect is strongest at the previously fixated target, and decreases gradually from there in a radial fashion. The radius of the area where ISR is found is about 4 deg. By studying responses to moving targets we found that ISR is encoded in head-fixed rather than in retinal coordinates.
  ISR can be seen as a low-level short-term memory for locations already fixated. We discuss the relation between ISR and IOR (are they manifestations of the same phenomenon?), as well as the neurophysiological basis of ISR.
Attentional capture and oculomotor control

J Theeuwes (Department of Cognitive Psychology, Vrije Universiteit, De Boelelaan 1111, NL 1081 HV Amsterdam, The Netherlands; fax: +31 20 444 8832; e-mail: j.theeuwes@psy.vu.nl)

Recently a new paradigm has been developed which makes it possible to study the relationship between top–down and bottom–up controlled attention and eye movements (Theeuwes et al, 1998 Psychological Science 9 379–385; 1999 Journal of Experimental Psychology: Human Perception and Performance 25 1595–1608). Observers were required to make a voluntary, goal-directed saccade to a colour singleton target while in some trials a new irrelevant object with abrupt onset appeared somewhere in the display.

Goal-directed eye movements towards the colour singleton were disrupted by the appearance of the visual onset. In many instances, before the eye reached the singleton target, it first moved to the visual onset. New findings show that eye movements with a short latency go to the onset while eye movements with a long latency go to the target. On the basis of inhibition of return, it is concluded that the onset always captures attention.

In line with neurophysiological evidence it is suggested that there are two parallel pathways involved in the generation of saccades: a subcortical pathway depending on the superior colliculus, and a cortical pathway depending on the frontal eye field.

Saccades, attention, and subjective gaze

H Deubel, W X Schneider (Institute of Psychology, Ludwig Maximilians University, Leopoldstrasse 13, D 80802 Munich, Germany; fax: +49 89 2 180 5211; e-mail: deubel@psy.uni-muenchen.de)

It is now well established that saccadic eye movements are preceded by shifts of attention to the saccade target. Considerably less is yet known about the precise spatiotemporal properties of these attention shifts and about their subjective consequences.

In the first part of this presentation, we focus on the dynamics of the attentional deployment before saccades. In dual-task experiments, subjects had to discriminate between letters presented at various temporal intervals before goal-directed saccadic eye movements. The data show that the time course of the attention shifts depends on the type of task and on whether saccades are triggered endogenously or exogenously.

In the second part we demonstrate a stunning illusion. Subjects were presented with a brief test stimulus at various points in time before or after a saccade and had to report where they were looking when the test stimulus was presented. They reported they were fixating the saccade target location already long before the actual saccade occurred. We conclude that the perceived direction of gaze shifts a long time before the eyes actually move; subjects mistake shifts of visual attention for shifts of the eyes.

SPECIAL SYMPOSIUM

COMBINING CUES

Combination of cues and priors in depth perception

M S Landy (Department of Psychology, New York University, 6 Washington Place, 8th Floor, New York, NY 10003, USA; fax: +1 212 995 4349; e-mail: landy@nyu.edu)

A large number of visual cues may be used to estimate distance, depth, surface orientation, surface shape, and so on. In this talk I survey recent behavioural work on depth cue combination, emphasizing questions in four overlapping areas:

(i) Representation. Is 3-D scene geometry represented in terms of depth, surface orientation (the first derivative of depth), surface curvature (the second derivative)? Does the representation depend on the task or available cues?

(ii) Combination rule. Are depth estimates from these multiple cues combined linearly (a weighted average)? Are there more complicated cue interactions?

(iii) Scaling and constancy. To what extent do observers display constancy (of depth, slant, curvature, etc) with changes in viewing distance and gaze direction? What are the signals observers use to compute distance and gaze direction? Are these (retinal and extra-retinal) signals combined on the same principles as the depth cues?

(iv) Optimality. Does the combination rule satisfy an optimality constraint? For example, are cue weights chosen to maximise the reliability of the final estimate? Is the combination rule implementing a Bayesian decision rule, and does a Bayesian analysis help us to understand the prior constraints brought to bear on the problem of depth estimation?

[Supported by NIH grant EY08266 and AFOSR grant 93NL366]
Are cues really averaged?

M A Hogervorst, E Brenner (Perception, TNO Human Factors, Kampweg 5, NL 3769 DE Soesterberg, Netherlands; †Department of Physiology, Erasmus University Rotterdam, PO Box 1738, NL 3000 DR Rotterdam, The Netherlands; fax: +31 34 635 3977; e-mail: hogervorst@tm.tno.nl)

When several cues provide information about a single property of an object of interest, the information from the different cues has to be combined in some manner. One possibility that has gained considerable support is weighted averaging.

Assuming that discrepancies between cues are due to errors, weighted averaging can provide the best guess about the property of interest. In this process, information about discrepancies between cues is lost. We examined whether we can demonstrate such loss of information in subjects' settings in a matching task.

Subjects set pairs of cues that were considered to provide information that was likely to be averaged: texture and binocular disparity for judgments of slant; expansion and changing disparity for judgments of motion in depth. We reasoned that the loss of information should manifest itself in a negative correlation between the cues, and in more variability within each cue when both had to be set than when only one did. Neither of these predictions was confirmed by the data.

Texture and motion in depth perception

J M O'Brien, A Johnston (Department of Psychology, University College London, Gower Street, London WC1E 6BT, UK; fax: +44 20 7679 7576; e-mail: woj@psyjmo@ucl.ac.uk)

Both texture and motion can be strong cues to depth, and estimating slant from texture cues can be considered analogous to calculating slant from motion parallax.

A series of experiments was conducted to determine the relative weight of texture and motion cues in the perception of planar surface slant when both texture and motion convey similar information. Stimuli were monocularly viewed images of planar surfaces slanted in depth, defined by texture and motion information that could be varied independently. Slant discrimination biases and thresholds were measured by a method of single-stimuli binary-choice procedure. When the motion and texture cues depicted surfaces of identical slants, the depth-from-motion information neither reduced slant discrimination thresholds, nor altered slant discrimination bias, compared to texture cues presented alone. When there was a difference in the slant depicted by motion and by texture, perceived slant was determined almost entirely by the texture cue. The regularity of the texture pattern did not affect this weighting.

Implications for models of cue combination with different types of motion and texture stimuli are considered.

Motion from structure: the graceful construction of 3-D percepts from 'conflicting' motion parallax and stereo cues

B T Backus (Department of Psychology, University of Pennsylvania, 3815 Walnut Street, Philadelphia, PA 19104-6196, USA; fax: +1 215 898 7300; e-mail: backus@psych.upenn.edu)

The visual system is able to recover the shapes of 3-D objects from changes over time in the retinal image, by assuming object rigidity (structure from motion). In an artificial display, stereo signals can be added that indicate some other shape. Faced with such a stimulus, what is a poor visual system to do? Since there is a nonrigid object that is consistent with all of the signals, the visual system could choose to construct a percept of that object. In other words, the stimulus contains a conflict only to the extent that the Bayesian prior for rigidity is stronger than the visual system's faith in its own stereo measurements.

If faith in stereo is low, modified weak fusion (Landy et al, 1995 Vision Research 35 389–412) applies, and the percept is something like a weighted average. But if faith in stereo is high, the visual system very sensibly interprets the motion as nonrigid: motion from structure. The latter is an instance of strong fusion [Clark and Yuille, 1990 Data Fusion for Sensory Information Processing Systems (Boston, MA: Kluwer)]. The transition from weak fusion to strong fusion can be used to predict how often objects in the real world are rigid.

Visual, haptic, and vestibular cue integration

H H Bülthoff (Department of Psychophysics, Max Planck Institute for Biological Cybernetics, Spemannstrasse 38, D 72076 Tübingen, Germany; fax: +49 7071 601-616; e-mail: heinrich.buelthoff@tuebingen.mpg.de)

In the past we have studied the integration of different visual cues for depth perception. Recently we have begun to study the interaction between cues from different sensory modalities. In a recent paper (Ernst et al, 2000 Nature Neuroscience 3 69–73) we could show that active touch of
a surface can change the visual perception of surface slant. Apparently, haptic information can change the weights assigned to different visual cues for surface orientation.

In another multisensory integration project we could show that visual and haptic information about the shape of objects can lead to a common representation with cross modal access [Bültzoff et al, 1999 Investigative Ophthalmology & Visual Science 40(4) 398].

Now we are investigating another input into our spatial representation system. Using a 6-DOF Motion Platform we are studying the interaction between the vestibular and the visual system for recognition. I report on first experiments that show that we can derive reliable information about position and velocity of a moving observer from the vestibular system. This information could be used for spatial updating in recognition tasks where the recognition of objects or scenes is facilitated by knowing the position and viewing direction of the observer.

**Combining retinal and extra-retinal signals in the perception of depth from motion**

T C A Freeman (School of Psychology, Cardiff University, PO Box 901, Cardiff CF10 3YG, UK; fax: +44 29 2087 4858; e-mail: freeman@cardiff.ac.uk)

Because smooth-pursuit eye movements add a component of motion to each point in the image, they physically alter some retinal motion cues to depth. For instance, a slanted plane moving at right angles to an observer produces a gradient of retinal motion that is the sum of relative motion (eg shear) and translation. If the eye tracks the plane, the translation disappears. This raises the question of how the visual system judges the tilt and slant of the plane during eye pursuit. Estimating relative motion alone cannot suffice because the sign of relative motion must be compared to the sign of translation to recover tilt. Similarly, its magnitude must be compared to the speed of translation to recover slant. Retinal estimates of relative motion are therefore combined with extra-retinal estimates of translation to judge depth during pursuit. I discuss two consequences of this signal combination. First, tilt is correctly perceived when relative motion is presented during eye pursuit, but appears ambiguously tilted when the eye is stationary. Second, perceived slant increases during pursuit. The latter finding is the result of the well-known mismatch between retinal and extra-retinal estimates of object speed.

**Individual differences in cue integration**

D Buckley (Department of Ophthalmology and Orthoptics, University of Sheffield, 'O' Floor, Royal Hallamshire Hospital, Glossop Road, Sheffield S10 2JF, UK; fax: +44 114 276 6515; e-mail: d.buckley@sheffield.ac.uk)

We have argued that monitor-displayed stimuli contain conflicts that are not present in equivalent real-world stimuli and this can give rise to different patterns of cue integration for the two types of stimuli (Buckley and Frisby, 1993 Vision Research 33 919–933). One such conflict is that between vergence and accommodation. For example, for a stereogram of a depthful scene the vergence changes required for stereo fusion may be at odds with accommodation, which will be determined by monitor distance in order to prevent image blur. I show that this vergence/accommodation conflict may explain why an observer's tonic accommodation level is a very good predictor of her/his cue reliance in cue conflict stereograms and also their latency in seeing complex stereograms. In an object-recognition experiment it has also been found that how much an observer relies on motion, stereo, texture, and outline cues in monitor displays can predict his/her recognition performance.

Most cue-integration models are actually models of cue integration in monitor-displayed stimuli. These models do not take into account oculomotor factors or individual differences in such factors. Many applications that use monitor displays, such as endoscopy and virtual reality, would benefit from more inclusive models.

**Cross-cue-interaction and the motion correspondence process**

M F Bradshaw, P B Hibbard (Department of Psychology, University of Surrey, Guildford GU2 5XH, UK; fax: +44 148 325 9553; e-mail: m Bradshaw@surrey.ac.uk)

Image motion is a primary source of visual information about the world. Before this information can be used, however, the visual system must establish which image features originate from the same physical object in space. This is known as the motion correspondence problem.

We investigated whether cross-cue matching constraints contribute to the solution of this problem, which would be consistent with the fact that many directionally selective cells in the visual cortex also respond to additional visual cues. We measured the maximum displacement limit (Dmax) for 2-frame apparent-motion sequences. Dmax increases as the number of elements in such sequences decreases. In the displays used here, however, the total number of elements was always constant while the number of a subset of elements, defined by a difference in contrast polarity, binocular disparity, or colour, was varied. Dmax was found to increase as the number of elements distinguished by a particular cue was decreased. Dmax was affected by contrast polarity
for all observers, but only some observers were influenced by binocular disparity, and others by colour information.

These results demonstrate that the human visual system exploits local, cross-cue matching constraints in the solution of the motion correspondence problem.

THE PERCEPTION LECTURE

Let there be motion ...

W A van de Grind (Department of Neuroethology and Comparative Physiology, University of Utrecht, Padualaan 8, NL 3584 CH Utrecht, The Netherlands; fax: +31 30 254 2219; e-mail: W.A.vandeGrind@bio.uu.nl)

A single photoreceptor can measure temporal contrast, two of them can measure spatial contrast and ... motion. No doubt, motion is the most informative of these elementary measures and it might have been instrumental in the evolution of visual systems. There is not an aspect of highly evolved vision that does not benefit from motion and several visual capacities only exist because 'everything flows' (panta rhei).

The importance of motion for vision first became apparent after scientists in the nineteenth century succeeded in generating convincing motion stimuli in the laboratory. Natural motion information is still difficult to bring to the laboratory, since all exploratory movements of the subject would have to be fed back instantaneously to the virtual-reality device. Simple motion stimuli, with names from alpha to omega and each in first to nth order varieties, have already uncovered some of the principles underlying motion-based vision (heading, shape-from-motion, etc). No doubt a lot is yet to come and a final insight is not in sight.

I review in biased fashion what has been accomplished in the previous millennium and attempt to illustrate basic findings with flows on a flat screen. I hope the visuence (= visual equivalent of 'audience') is moved by this and prepared to transform screen-flow into mindflow. That would be a great start for a new millennium of research on motion vision or derived-from-motion vision (the rest).
MONDAY

VISIO LECTURE

Deficits of visual perception in children with cerebral visual impairment due to early brain damage

E. Vandenbussche (Laboratorium voor Neuropsychologie, Katholieke Universiteit Leuven, Campus Gasthuisberg, Herestraat 49, B 3000 Leuven, Belgium; fax: +32 16 34 5993; e-mail: Erik.Vandenbussche@med.kuleuven.ac.be)

Since the CT studies of van Nieuwenhuizen et al (1983 Lancet I 868–869; 1984 Behavioural Brain Research 14 143–145) on the cerebral basis of visual disabilities in persons with neonatal complications, the interest in cerebral visual impairment has grown steadily. However, research on visual perception in these children has lagged behind considerably compared to the study of visual acuity, fields, etc. This is not in the least part due to a lack in methodology and instruments applicable to children who exhibit multiple disabilities. Particularly, the fact that non-verbal intelligence seems more vulnerable to early brain damage than verbal intelligence obscures interpretation, because this results in lower performance on visual perceptual tasks as well as on non-verbal intelligence subtests.

I discuss how to disentangle these disabilities, and show that visual perceptual and non-verbal intelligence impairment co-occur as separate deficits. I show that early brain damage causes selective impairments in visual perception and that the damage must be bilateral. Frequently, the accompanying visual acuity and field reductions are too mild to qualify as low vision. In fact, at least a third of children with physical disabilities without a diagnosis of visual handicap suffer from visual perceptual impairment.

ORAL PRESENTATIONS

FACES

Why is the eye-mouth distance overestimated by more than 30%?

A Schwaninger, S Ryf (Department of Psychology, University of Zurich, Attenhoferstrasse 9, CH 8032 Zurich, Switzerland; fax: +41 1 634 4972; e-mail: aschwan@allgpsy.unizh.ch)

Several previous studies have stressed the importance of configural information in face recognition. In this study we investigated the perception of configural information in faces. The task consisted in adjusting the length of a line in order to match the inter-eye distance or the eye-mouth distance of a simultaneously presented face in 0°, 90°, 180°, and 270° of planar rotation.

Experiment 1 revealed that the eye-mouth distance was overestimated by more than 30% and the inter-eye distance by about 15%. The superposition of a white line on the facial distances led to a substantial reduction only for the adjustments of the perceived eye-mouth distance (experiment 2). In both experiments the adjustments for the inter-eye distance were dependent on orientation following the pattern of the horizontal–vertical illusion (HVI) which was measured in experiment 3. In experiment 4 we revealed that removing the eyes and the mouth did reduce the large overestimations found in experiments 1 and 2. This effect was additive to the pattern of the HVI. In contrast, removal of the nose led to even larger overestimations.

Possible relations to perceptual illusions are discussed (Müller-Lyer, Oppel–Kundt, surface information, and effect of the oval context).

Configural face processes use high spatial frequencies

B Khurana, K Watanabe, R M Carter (Division of Biology, California Institute of Technology, MC 139-74, Pasadena, CA 91125, USA; fax: +1 626 844 4514; e-mail: beena@caltech.edu)

When the top and bottom halves of different familiar faces are aligned, each half is more difficult to identify owing to configural interference from the other (Young et al, 1987 Perception 16 747–759). We manipulated the visual medium of the face to ascertain the information used by configural processes.

Observers viewed gray-scale images of the top half of one of six famous male faces paired with the bottom half of a different face. The bottom half-image was (a) gray scale, (b) low-pass filtered, (c) high-pass filtered, (d) contrast inverted, or (e) two-tone. Face halves were either aligned or misaligned. Observers pressed one of six keys to identify the face in the top half. Response times and error rates were measured. When the bottom half of a face was gray-scale, observers were indeed slower to identify the top half of a face if it was aligned—configural interference. Similar interference was observed with high-pass-filtered faces, whereas it was absent when the bottom half of the face was low-pass filtered, two-tone, or contrast inverted.
These results suggest that configurural information for face processing is carried by high spatial frequencies.

**Perception of facial expressions: A relationship between affective attributes and configural measures**
D L Bimler, G V Parameci, J Kirkland (Department of Health and Human Development, Massey University, Private Bag 11-222, Palmerston North, New Zealand; \*Institut für Arbeitsphysiologie, Universität Dortmund, Ardeystrasse 67, D 44139 Dortmund, Germany; e-mail: d.bimler@massey.ac.nz)

How do components of the face work together to be recognised as emotional expression? We explore one possible explanation—that affective attribution is mediated by facial configuration.

Stimuli were prototypes of seven basic expressions [Ekman & Friesen, 1976 *Pictures of Facial Affect* (Palo Alto, CA: Consulting Psychologists Press)] and photographic-quality morphs interpolated between them. They were quantified according to the FACEM system (Pilowsky and Katsoyannis, 1994 *Journal of Affective Disorders* 30 61–71). Subjective affective attributes were derived by applying multidimensional scaling to dissimilarity data, elicited with a sorting procedure.

Values along four dimensions were obtained: D1 distinguished positive from negative expressions; the other three dimensions were interpreted as attributes differentiating ‘Surprise/Fear’, ‘Anger’, and ‘Disgust’. Multiple and bivariate regression analyses were used to relate the dimensional values (coordinates) for the stimuli to their FACEM properties. D1 (‘Valence’) appeared to be primarily a ‘lower face’, or mouth dimension. D2 (‘Surprise/Fear’) was associated with measures of eye openness and mouth curvature; D3 (‘Anger’) with lip thinness and lowered eyebrows; and D4 (‘Disgust’) with lip thickness and eye closing.

The findings support the view that decoding of affective attributes of facial expressions is founded on configurial (ie relational) information.

**Judgments of facial expressions studied with the use of band-pass-filtered morphed photographs and eye movements**
Y Osada (Department of Psychology, Rikkyo University, 3-34-1, Nishi-Ikebukuro, Toshimaku, Tokyo 171-8501, Japan; fax: +81 3 3985 2911; e-mail: osada@rikkyo.ac.jp)

I investigated the effect of global and local features of the face on the judgments of facial expressions using band-pass-filtered morphed photographs. I recorded eye movements by the method of corneal reflection while subjects were viewing the photographs of morphed faces. Upright or inverted morphed faces were shown under three conditions with different spatial-frequency ranges. A 2AFC task was employed to judge the facial emotions, ie happy versus neutral, surprised versus neutral, sad versus neutral, or disgusted versus neutral.

High-spatial-frequency components played an important role in the recognition of surprised faces under both upright and inverted conditions; local features were effective in judging the faces. The performance dropped for the inverted version of happy faces; subjects used local features as well as facial lines in judging happy faces. There were great differences in the performance between the upright and inverted versions of happy faces in the low-spatial-frequency range. Subjects demonstrated a considerable amount of fixation on facial lines (furrows, wrinkles, and subtle creases of the face) to judge facial expressions.

These results suggest that facial lines have low-spatial-frequency components, ie global features.

**EYE MOVEMENTS AND SPATIAL (MIS)LOCALISATION**

**Localisation during smooth-pursuit eye movements: different retinal areas are integrated with gaze signals from different moments in time**
R J van Beers, P Haggard, D M Wolpert \* (Institute of Cognitive Neuroscience, University College London, 17 Queen Square, London WC1N 3AR, UK; \*Sobell Department, Institute of Neurology, University College London, Queen Square, London WC1N 3BG, UK; fax: +44 20 7813 2835; e-mail: rvan-beers@ucl.ac.uk)

To localise an object in space, the object’s retinal location has to be integrated with the gaze direction from the same moment in time. It is usually assumed that all retinal input is integrated with a single gaze signal. During smooth-pursuit eye movements, the images of static objects move on the retina. Mateeff et al (1991 *Vision Research* 31 2235–2237) showed that in this situation perceptual latencies are shorter for motion toward the fovea than for motion away from it. Such differential latencies should disrupt position constancy during pursuit. Nevertheless, everyday experience tells us the visual world is stable.

To find out how position constancy is maintained during smooth pursuit, we studied where subjects localised visual targets presented either ahead of or behind the fovea. We presented either static targets, which have different latencies in these two zones, or flashed targets, which
do not. Our results show that static stimuli are localised correctly irrespective of their retinal location. Flashes ahead of the fovea, however, are perceived too far ahead, whereas flashes behind the fovea are localised correctly. This suggests that the brain maintains position constancy by integrating different retinal areas with gaze signals from different moments in time.

◆ Prior knowledge influences the mislocalisation of a flashed target during smooth pursuit

G B Rotman, E Brenner, J B J Smeets (Department of Physiology, Erasmus University Rotterdam, PO Box 1738, NL 3000 DR Rotterdam, The Netherlands; e-mail: rotman@fys.fgg.eur.nl)

Human subjects misjudge the position of a target that is flashed during a pursuit eye movement. They mislocate it in the direction in which the eyes were moving.

We investigated whether prior knowledge about when the flash will appear helps subjects judge its position. We compared three conditions. In the first condition, subjects pursued a moving target which flashed somewhere along its trajectory. After the presentation, they indicated where they had seen the flash. The second condition was the same as the first but now the subjects judged after seeing the whole stimulus twice, with the flash at the same position. In the third condition, again a single target flash was shown, but now at 500 and at 1000 ms before the target flash two flashes of a different colour were shown. The mislocalisation was considerably smaller when the subjects judged after seeing the stimulus twice. This was not so when the target flash was preceded by two coloured flashes.

We conclude that prior knowledge can influence the perceived position of a flashed target, but we still do not understand the underlying mechanism.

◆ Mislocalisation under flash-stimulus retinal-stabilisation condition

Y Ebisawa (Faculty of Engineering, Shizuoka University, 3-5-1 Johoku, Hamamatsu 432-8561, Japan; fax: +81 53 478 1244; e-mail: ebisawa@sys.eng.shizuoka.ac.jp)

In previous studies, mislocalisation of a brief flash stimulus presented temporally near a saccade was explained with the cancellation theory (Honda, 1993 Vision Research 33 709 –716). That is, mislocalisation is caused by the mismatch of the sluggish extra-retinal eye position signal (EEPS) and the quick displacement of the stimulus image on the retina (retinal signal, RS).

In the present study, the effect of the absence of retinal stimulus displacement was investigated. The subject was asked to make a rightward saccade (8 deg). In the retinal- and space-stabilisation conditions, the flash stimulus was presented at the same positions on the retina and in space throughout the saccade, respectively. In the retinal-stabilisation condition, the time course of mislocalisation showed its displacement from the right to the left (backward phase) near the saccade in time as seen in the previous space-stabilisation studies. The size of the backward phase was larger than in the space-stabilisation condition.

This result suggests that the backward phase is caused by the EEPS rather than the RS.

◆ Perisaccadic visual stimulation changes perceived target positions

H Awater, B Krekelberg, M Lappe (Department of Neurobiology, Ruhr University Bochum, Universitätsstrasse 150, D 44780 Bochum, Germany; fax: +49 234 321 4278; e-mail: awater@neurobiologie.ruhr-uni-bochum.de)

Two types of perisaccadic localisation errors for flashed objects have been described: first, a uniform shift in the direction of the saccade [Cai et al, 1997 Nature (London) 386 601 –604] and, second, a compression of space around the saccade goal [Ross et al, 1997 Nature (London) 386 598 –601]. Compression occurs only when a visual reference is available after a saccade [Lappe et al, 2000 Nature (London) 404 892 –893]. Here we show a third effect: when presented briefly, the saccade target itself may appear shifted towards a subsequently flashed object.

Subjects viewed a dark screen displaying a horizontal white line. During rightward saccades (12.8 deg) towards a briefly (50 ms) flashed target, a vertical luminous bar was flashed (8.3 ms) at one of four locations around the saccade goal. In blocked trials, subjects reported the perceived position of the bar or the perceived position of the saccade goal. Even though saccade amplitudes were always the same, perceived location of the saccade goal was shifted towards the subsequently flashed bar. Likewise, the position of the bar appeared shifted towards the saccade goal. This suggests that perisaccadic compression should be interpreted as a misperception of the relative position of the flashed bar and the saccade target.

[Supported by HFSP]
BRIGHTNESS, LIGHTNESS, AND SPATIAL STRUCTURE

◆ The appearance of brightness and lightness

J J McCann (Consultant, McCann Imaging, 161 Claflin Street, Belmont, MA 02478, USA; fax: +1 617 484 2490; e-mail: mccanns@ficnet.net)

In simplest terms, brightness is the appearance of illumination and lightness is the appearance of objects. The aim of the experiment reported in this paper was to measure the appearance of three visible faces of a real cube in outdoor illumination. Three faces of the cube were painted white and the other three were painted different shades of grey. When the observer sees three white faces, the appearance of illuminations is being measured. When the three visible faces have different reflectances, then the appearance of objects and illuminations is being measured.

The results of matching experiments show that humans make the same match for radiance changes caused by illumination as for those caused by reflectance. The results are consistent with the hypothesis that maxima in the field of view change slowly with radiance and that all areas darker than the maxima change rapidly with radiance.

Humans can successfully identify changes in whites due to illumination. They also can identify changes due to reflectance of darker objects. However, they cannot discriminate between dark appearances caused by either illumination or reflectance.

◆ Brightness differences in an illusory cube

M J H Puts, D D J de Grave, C M M de Weert (Nijmegen Institute for Cognition and Information, University of Nijmegen, PO Box 9104, NL 6500 HE Nijmegen, The Netherlands; fax: +31 24 361 6066; e-mail: Puts@nici.kun.nl)

It has been shown that subjective contours of the Kanizsa type go along with measurable differences in brightness (Dresp, 1993 Vision Research 33 759–766). There has been a longstanding debate whether simultaneous contrast is the cause of this brightness change. In the case we are presenting here there cannot be any form of simultaneous contrast.

We measured brightness differences in a 3-D picture resulting from two flat, homogeneously illuminated 2-D forms. The outlines of two disparate hexagons give rise to the clear perception of a 3-D cube, which is even clearer and more stable if the cube is rotating. The perception of the 3-D picture goes along with a clear distinction of the three planes forming the visible path of the cube. We measured the luminance threshold at the three planes with a very refined threshold measurement procedure: MUEST. The threshold of the upper plane is indeed different from the thresholds of the side planes. Furthermore, a control condition in which the outlines were presented stationarily and without disparity led to equal thresholds in the three areas.

◆ No lightness induction emerges from real objects

J P Kane, A D Logvinenko (School of Psychology, Queen's University of Belfast, DKB, Belfast BT9 5BP, Northern Ireland, UK; fax: +44 28 9066 4144; e-mail: j.kane@qub.ac.uk)

As shown by Adelson (1993 Science 262 2042–2044) lightness induction is affected by spatial arrangement. A wall of blocks depicted in two slightly rearranged ways produces very different effects. When looking as if viewed through transparent light and dark filters, the effect is much stronger than in textbook demonstrations. However, without apparent illumination differences between blocks, the effect is considerably reduced. Still, it is not clear why such a residual lightness induction effect still remains. We suggested that, if the same wall of blocks were made real, the effect would, probably, disappear completely. This hypothesis was tested in the following experiment.

Thirty-five observers were presented with (i) Adelson's pictures, and (ii) a 3-D wall of blocks made from cardboard so that one of the pictures was an exact 2-D representation of it. Observers were asked to evaluate lightness of the same diamond-shaped targets inserted in all three displays using a Munsell grey scale. The cardboard wall of blocks was found to produce no significant lightness induction effect, whereas the picture of the same blocks produced a strong lightness illusion. We conclude that lightness induction is, perhaps, a pictorial phenomenon which does not occur in natural vision.

◆ Influences of motion and depth on lightness induction—an illusory transparency effect

K Morikawa, T V Papatheoas* (Department of Information and Management Science, Otaru University of Commerce, 3-5-21 Midori, Otaru 047-8501, Japan; † Laboratory of Vision Research and Department of Biomedical Engineering, Rutgers University, 152 Frelinghuysen Road, Piscataway, NJ 08854-8020, USA; fax: +81 134 27 5388; e-mail: kaz@res.otaru-uc.ac.jp)

We investigated how lightness induction is affected by motion and depth differences between the test surface and its surrounding. The task was to adjust and match the lightness of two
vertically separated stationary grey test disks, which were presented against a textured background of numerous inducing disks arranged on a uniform grey field. Inducers in upper field were white or black, those in lower field were black or white, respectively. Across trials, inducers were either stationary or moving horizontally. In experiment 1, test disks had either zero or crossed disparity relative to inducers; in experiment 2, they had zero or uncrossed disparity, but the test disks occluded inducers in each monocular image.

In experiment 1, lightness induction was weakest when the test disks were segregated by both motion and disparity, strongest when there was no motion nor disparity, and intermediate with either motion or disparity alone. However, not all observers conformed to this ordering. In experiment 2, lightness induction was strongest when the test disks were segregated by both motion and disparity. Lightness induction is thus clearly affected by motion and depth. The difference between the results of the two experiments can be explained by what we term ‘illusory transparency’: the textured background appeared to extend transparently over the test disks.

**VISUAL SEARCH AND EYE MOVEMENTS**

- **Visual search in depth**
  
  E McSorley, J M Findlay (Centre for Vision and Visual Cognition, Department of Psychology, University of Durham, South Road, Durham DH1 3LE, UK; fax: +44 191 374 7474; e-mail: eugene.mcsorley@durham.ac.uk)

  We present three experiments investigating eye-movement responses during visual search for orientation, stereo depth, and their conjunction. In all experiments subjects searched for a rectangle situated in one of eight points equidistant from fixation. Eye movements were labelled as correct if they fell in a 45 deg sector centred on the target.

  In the first experiment, subjects searched for a vertically oriented rectangle in the presence of horizontal distractors. In the second experiment, subjects searched for rectangle which appeared at a different depth plane to the distractors. In the third experiment, subjects searched for a target defined by both orientation and depth, eg a vertical target in front of the fixation plane. It was found that 75%, 49%, and 35% of initial eye movements were made to the target in search for orientation, depth, and their conjunction respectively. The results show that the information provided in these three experiments was not sufficient to program accurate eye movements to the extent that they can be said to have popped out. These results suggest that the information used to generate target-elicited eye movements in a search task may differ from that used in target detection.

- **Accumulation of information across saccades during visual search depends on how far the first saccade lands from the target**
  
  M P Eckstein, B R Beutter, L S Stone (Medical Physics and Imaging, Cedars Sinai Medical Center, 8700 Beverly Blvd, D-6065, Los Angeles, CA 90048-1865, USA; Human Factors Research and Technology Division, NASA Ames Research Center, Moffett Field, Los Angeles, CA 94032, USA; fax: +1 310 652 8338; e-mail: miguel@medphysics.csac.edu)

  An ideal-observer analysis has shown that task information increases from the first to the second saccade during search (Eckstein et al., 1999 Perception 28 Supplement, 11a). Is this increase caused by longer processing of the initial-fixation retinal image or by new information from the fixation image after the first saccade? To address this, we measured the accuracy of second saccades (for incorrect first saccades) in two subsets of trials: those in which the first saccade decreased target retinal eccentricity and those in which it increased it.

  Three observers searched for a bright disk (SNR: 11.5) among dimmer disks (SNR: 8.4) in white noise within a 10AFC task (task SNR: 3.1). The disks were equally spaced at 5.9 deg eccentricity from an initial central fixation. Saccadic accuracy was determined by using a closest-distance criterion. The accuracy of second saccades was significantly ($p < 0.05$) higher for trials in which the first saccade landed closer to the target than those in which it landed farther away: 0.599 vs 0.388, 0.620 vs 0.458, 0.493 vs 0.275, for the three observers. This result suggests that a new image, sampled after the first saccade, contributed to the increase in second-saccade information, with the added information a function of target retinal eccentricity.

- **Visual search of heading direction**
  
  I T C Hooge, J A Beintema, A V van den Berg (Department of Physiology, Helmholtz Institute, Erasmus University Rotterdam, PO Box 1738, NL 3000 DR Rotterdam, The Netherlands; e-mail: i.hooge@bio.uu.nl)

  When we move along we frequently look around. How quickly and accurately can we gaze in the direction of heading? We studied temporal aspects of heading perception in expanding and contracting patterns simulating self-motion. Center of flow (CF) eccentricity was 15 deg. Subjects
had to indicate the center of flow by making a saccade to it. A temporal constraint on the response time was introduced, because stimuli were presented briefly (1 s).

On average, subjects needed two saccades to find the CF. Subjects underestimated the eccentricity of the CF. The systematic radial error ranged from −2.4 to −4.9 deg. The systematic tangential error was small (about 0.5 deg). The variable radial error ranged from 2.7 to 4.6 deg. We found a relation between saccade onset time and saccade endpoint error. Saccade endpoint error decreased with increasing saccade onset time, suggesting that saccades were often fired before the heading processing had been completed.

From the saccade onset times, saccade endpoint errors and an estimate for the saccadic dead time (interval prior to the saccade during which modification is impossible: 70 ms) we estimated the heading processing time as 0.43 s.

[This work was supported by HFSP RG 34/96B and ALW-805-33.171-P]

‘Attentional landscapes’ and phasic changes of fixation duration in picture perception
S M Dornhoefer, S Pannasch, B M Velichkovsky, P J A Unema (Applied Cognitive Research, Institute of Psychology III, Mommenserstrasse 13, D 01062 Dresden, Germany; fax: +49 351 463 7741; e-mail: dornhoefer@psy1.psych.tu-dresden.de)

Visual search is commonly thought to consist of two stages: a preattentive, automatic, parallel stage, and an attentive, controlled, serial stage. The preattentive stage is considered to be data-limited. The attentive stage is capacity-limited: only few aspects or objects are processed. During this stage only, fixation durations can be voluntarily controlled.

In various experiments on picture perception, a number of stimuli irrelevant to the actual perceptual activity was found to prolong the current fixation duration. This prolongation is phasic in nature and largely independent of the type of task.

In a study on selection as a function of the search task, subjects viewed paintings in three conditions: free viewing, object-naming, and interpreting social relations between the shown characters. Visual and auditory distracting stimuli led to instantaneous increases in fixation duration, without affecting the scan path. On applying a filter rule based on the dissociability of preattentive and attentive fixations, the distribution of attention over the picture—‘attentional landscape’—showed significant differences for type of task but not for the presence or type of distracting stimulus.

The results show that switching between preattentive and attentive processing is reflected in oculomotor behaviour. This has important implications for the interpretation of eye-movement data as indices of attention in perceptual tasks.

POSTER SESSION 1

(ELECTRO)PHYSIOLOGY AND NEUROTRANSMITTERS

Decoding of visual stimulus features from the intrinsic activity of retinal-ganglion-cell populations
J Ammermüller, M Bongard, P Rujan®, N Voges® (Department of Biology, University of Oldenburg, Postfach 2503, D 26111 Oldenburg, Germany; Department of Physics, University of Oldenburg, Postfach 2503, D 26111 Oldenburg, Germany; fax: 444 17 983 423; e-mail: josef.ammermueller@uni-oldenburg.de)

Information processing in the visual system is a parallel process. The message that ganglion cells communicate to the brain is highly contextual: features that a ganglion cell encodes are meaningful only in the context of signals produced in other ganglion cells.

We studied how turtle retinal ganglion cells encode simple patterns of retinal illumination using a 100-microelectrode array. It was inserted into the ganglion cell side of the retina, which was stimulated periodically with spatial-, intensity-, and colour-modulated light. Simultaneous single-unit and multi-unit activity was recorded from all electrodes.

Bitmap snapshots of the population activity within given time intervals were used as input vectors for a perceptron neural network. The perceptron was trained and tested to classify the stimulus features. The external stimulus trigger (external information) or the maximum of the estimated population spike density function (internal information) were used to determine starting points for the bitmaps. Stimulus features could be estimated reliably from the bitmaps obtained by both methods. Stimulus estimation ranged from 65% to more than 95% correct, depending on the exact procedure. Larger bitmap time intervals gave better results. We conclude that it is possible to reliably decode stimulus features by using exclusively the intrinsic activity of ganglion cell populations.
A VEP study on the processing of the representation of shape
S Oka, G van Tonder, Y Ejima (Graduate School of Human and Environmental Studies, Kyoto University, Nihonmatsu-cho, Yoshida, Sakyo-ku, Kyoto-city 606-8501, Japan; fax: +81 75 753 2979; e-mail: oka@cv,jinkan.kyoto-u.ac.jp)
We studied the characteristics of transient visual evoked potentials (VEPs) associated with the figure salience by manipulating the spatial alignment of Gabor patches. The components P1 (120 – 130 ms), N1 (160 – 190 ms), and P2 (220 – 260 ms) obtained in the experiments were largely influenced by the spatial alignment. The results showed that closure figure affected N1 and P2 components and that figure salience in the closed patterns affected the latency and amplitude of N1 component.
These results might reflect the intermediate level of bottom-up (symmetry computation) and top-down (cognitive operation) processes.

Benzodiazepine effects on primed picture-fragment completion
J Wagemans, I Meire, M Boucart* (Department of Psychology, University of Leuven, Tienestraat 102, B 3000 Leuven, Belgium; *Laboratoire de Neuroscience du Comportement, Université de Lille I, Bâtiment SN4, F 59655 Villeneuve d'Ascq, France; fax: +32 16 32 6099; e-mail: johan.wagemans@psy.kuleuven.ac.be)
Contour versions of line drawings of everyday objects were developed in which all interior features were removed. Contours could be built gradually, starting from different curvature singularities: maxima (M⁺), where positive curvature is strongest, minima (M⁻), where negative curvature is strongest, or inflections (I), where curvature goes through zero when changing from positive to negative. Identification thresholds were determined for 66 contours (22 in each condition). In general, they were lowest when starting from I (44.5% of the contour needed), highest when starting from M⁻ (54.8%), and intermediate for M⁺ (46.9%).
In a previous study (Wagemans et al, 1998 Psychopharmacology 138 326–333), we discovered that lorazepam but not diazepam (both benzodiazepines and thus GABA-agonists) caused an increase in all of these thresholds. In the present study, the thresholds were lower because all subjects saw all pictures before (with or without the name). However, the priming effects did not differ in these two conditions and they did not interact with drug group or singularity condition.
This suggests that the benzodiazepine effects on picture-fragment completion are to a large extent caused by their effects on implicit and explicit memory and much less due to perceptual contour integration as such.

ATTENTION, TEXTURE, AND VISUAL SEARCH

A new powerful method for the study of feature binding in conjunction visual search
J Allik, M Toom, K Kreegipuu, A Hannus (Department of Psychology, University of Tartu, 78 Tiigi Street, EE 30410 Tartu, Estonia; fax: +372 737 5900; e-mail: jyril@psych.ut.ee)
A new method is proposed which reveals how different perceptual attributes (colour, orientation, size, etc) of an object are bound together after they have been separately identified. The basic idea of this method is to present information about separate features such as colour and orientation that conjunctively define the target at different instants of time.
Presenting information about two features one before another provides advance partial information and consequently extra time for processing the visual feature that has been presented earlier. All changes in the search time can be explained by a simple growth-processes (accumulator) model according to which a target is identified when two separate neural activities embodying the recognition of the defining features have both reached a fixed activation level.
A paradoxical situation has been found in which processing of a visual attribute (orientation) in isolation is slower than when the second attribute (size) is processed at the same time.

Time course of asymmetric visual search
B Dosher, S-M Han, Z-L Lu* (Department of Cognitive Sciences, University of California at Irvine, 3151 SSPA, Irvine, CA 92697, USA; *Department of Psychology, University of Southern California, SGM-501, Los Angeles, CA 90089, USA; fax: +1 949 824 2317; e-mail: bdosher@uci.edu)
The efficiency of visual search, where an observer looks for an object within a scene, may depend on which of two elements is the target and which is the distractor. These search asymmetries are seen as revealing the underlying nature of feature dimensions in visual system. The less efficient target–distractor mapping occurs when it shows large increases in response time over display size, a pattern that has been interpreted as evidence for a serial visual-attention mechanism.
The serial model of search has recently been challenged by a signal detection model of visual-search accuracy in which decreases in detection accuracy reflect increased sources of errors,
not serial processing. We directly compare the two models using a procedure that measures the full time course of processing for an easy search for a C among Os or a more difficult search for an O among Cs, with display sizes of 4 or 12 items. Target detection was measured at processing times between 0.05 s and 1.9 s.

In brief, in displays without eye movements, the time course of both kinds of search is little affected by display size. Parallel models provide a parsimonious account of these data without assuming asymmetry of processing.

- **Visual search when targets and distractors are connected or unconnected**
  W G Hayward, D Burke* (Department of Psychology, Chinese University of Hong Kong, Shatin NT, Hong Kong, China; ‡ Department of Psychology, University of Wollongong, Wollongong, NSW 2522, Australia; e-mail: whayward@origin.psy.cuhk.edu.hk)

Subjects searched for simple targets among heterogeneous distractors, roughly half of which were similar to the targets, and the remainder were dissimilar. The parts were either separated ('separate' condition), or the target and each similar distractor (relevant shapes) were joined to a dissimilar distractor ('joined' condition).

In experiment 1, we manipulated the relative sizes of the stimuli: in one condition all three shapes were the same size, whereas in the other the dissimilar distractors were bigger than the relevant shapes. When all shapes were the same size, search slopes (the cost of adding each distractor) were the same for the separated and joined conditions. When the relevant shapes were smaller than the dissimilar distractors, however, search was more efficient in the separated condition than in the joined condition. In experiment 2 we introduced a new condition where each relevant shape appeared to occlude a portion of the irrelevant distractors. Performance was as slow as in the joined condition, and was slower than in the separated condition.

These results show that redundant information around regions of interest sometimes (experiments 1 and 2) but not always (experiment 1) impairs visual-search efficiency. Implications for models of visual search are discussed.

- **Ocular behaviour analysis for the interpretation of seismic images**
  S Lariani, J C Chassery, N Kesken* (INPG, LIS-ENSIIEG, rue de la Houille Blanche, domaine universitaire, F 38402 St-Martin-d'Hères, France; ‡ ELF Acquitaine, CSTJF, Avenue Larribau, F 64000 Pau, France; fax: +33 4 76 82 63 84; e-mail: sofiane.lariani@inpg.fr)

To detect presence of oil in the underground, geologists need to analyse seismic images. Seismic images are an echography of the underground; the examination needs training and experience to interpret the images. Geologists have to analyse a large volume of seismic data in a short time. We study human visual perception during scanning of seismic images in order to help specialists to perform some of their tasks faster.

We compare the visual behaviour of experts with that of less-skilled geologists. We are also interested in image regions that attract the gaze of the geologists. In order to detect these seismic zones automatically, we aim to establish a correlation between ocular index (fixation durations–zone) and image index. The best-fitting image attribute in our case is the texture feature. This attribute codes both the energy and the geometry of the structure.

Our results show that the ocular behaviour of experts is different from that of less-skilled geologists. Experts have longer fixations and are less attracted by the energy of the seismic region. These results confirm that texture analysis represents a good first visual exploration for seismic images.

- **Effect of attention on the detection and identification of masked Gabors**
  E Pöder (Laboratory of Cognitive Neuroscience, Tallinn Pedagogical University, 25 Narva Road, EE 10120 Tallinn, Estonia; fax: +372 640 9118; e-mail: ep@tpu.ee)

The present study is related to recent ideas that the classical paradigm of orientation and spatial-frequency channels should be complemented with an attentional mechanism (Foley and Schwarz, 1998 *Journal of the Optical Society of America A* **15** 1036–1047; Lee et al, 1999 *Nature Neuroscience* **2** 375–381).

The effect of attention on the detection and identification of vertically and horizontally oriented Gabors superimposed on obliquely oriented masking Gabors with the same spatial frequency was studied. Attention was manipulated by varying the set size in a visual-search experiment. The psychometric functions were measured for two tasks (detection and identification) and for two set sizes (1 and 8). In the detection task the set size had little effect on the performance. In the identification task increasing the set size from 1 to 8 resulted in a large decline in performance. It is concluded that in the conditions of divided (low) attention direct access
to labelled orientation-selective channels is lost or greatly reduced. The detection task in this condition is probably mediated by some other (luminance- or texture-discriminating) mechanism.

- **Visual-search and attention shifts between layers in the 3-D environment defined by linear perspective**
  M Wagner, S Hochstein (Department of Neurobiology, Life Sciences Institute and Charles E Smith Psychology Laboratory, Hebrew University, Givat Ram, 91904 Jerusalem, Israel; fax: +972 2 658 6296; e-mail: mwagner@shum.huji.ac.il)
  We studied visual-search task in superimposed and overlapping 2-D (frontoparallel) and 3-D (perspective) layers. The items on the layers were on invisible grid surfaces, which were immediately perceived as distinct 2-D and 3-D subjective surfaces. The subjects' task was to search for a feature or conjunction target object appearing in either of the layers. The number of distractors in the layers was manipulated. The target objects in the 3-D layer appeared in four different sizes (distances). Experimental sessions differed in the information provided to the subjects before search as to the relevant layer.
  During conjunction search with the target always in the 2-D layer, subjects successfully ignored the 3-D layer. With target in the 3-D layer, the superimposed 2-D layer was not disregarded, and its impairing effect was negatively related to the number of items. Search with target in either layer elicited longer detection RTs, but not their sum. Rather, increased RTs were related proportionally to those elicited by single-layer search in the layer where the target happened to be located. For feature search, there was also a cost to search in both layers. Taken together, the results suggest that layer segregation precedes both feature and conjunction search.

**BINOCULAR AND SPATIAL VISION**

- **The time course of hierarchical grouping in discrete periodic patterns**
  P Claessens, G Kayaert, J Wagemans (Department of Psychology, University of Leuven, Tiensestraat 102, B 3000 Leuven, Belgium; fax: +32 16 32 6099; e-mail: peter.claessens@psy.kuleuven.ac.be)
  Perceptual grouping of spatially dispersed elements is an essential precondition for making sense of visual scenes. This process was isolated in psychophysical experiments involving perceptually multistable dot lattices (Kubovy and Wagemans, 1995 Psychological Science 4 225 – 234). After 300 ms presentations of two-dimensional dot arrays, participants indicated the perceived orientation of dot clustering by selecting one out of four alternatives. A similar procedure was used to investigate perceptual organisation of dot lattices with an intrinsic hierarchical organisation (Kubovy et al, 1998 Cognitive Psychology 35 71 – 98).
  The stimulus set was extended to include particular discrete periodic patterns [Grunbaum and Shephard, 1989 Tilings and Patterns (New York: W H Freeman)]. Response items were chosen so as to reflect the grouping clusters emerging from the dot patterns. These are situated on several hierarchical levels. The dot fields were shown in 300 ms and 600 ms presentations. The goal was to examine how the ratio of grouping strengths of several mutually exclusive responses would vary for different stimuli and how they would evolve through time. The complexity level of the organisation did not interact with the presentation duration. This suggests that the selection of an interpretation in these stimuli does not depend on a gradual build-up from parts to wholes.

- **The combination of disparity and motion information and perceived shape**
  P B Hibbard, M F Bradshaw (Department of Psychology, University of Surrey, Guildford GU2 5XH, UK; fax: +44 148 325 9553; e-mail: p.hibbard@surrey.ac.uk)
  Through the combination of binocular disparity and retinal motion cues veridical shape information can be recovered (Richards, 1985 Journal of the Optical Society of America A 2 343 – 349).
  Although most evidence is inconsistent with this model (eg Tittle et al, 1995 Journal of Experimental Psychology: Human Perception and Performance 21 663 – 678; Brenner and Landy, 1999 Vision Research 39 3834 – 3848), there is some empirical support (eg Johnston et al 1994 Vision Research 34 2259 – 2275). However, the latter study featured only horizontally oriented cylinders rotating about vertical axes. This may be a special case, as disparity and motion are related by the same image transformation.
  We investigated whether veridical shape can continue to be recovered under more general conditions using an ACC task. In five conditions, cylinders were defined by disparity, and/or two-frame or multi-frame motion (presented at 30 cm, 90 cm, and 150 cm). Horizontally or vertically oriented cylinders were rotated about horizontal or vertical axes to vary the relationship between disparity and motion. Observers' settings were biased for the disparity and two-frame motion stimuli although veridical shape judgments were made under all conditions for combined-cue stimuli. Therefore disparity and motion can be combined to recover veridical shape and this is not restricted to the particular stimulus conditions used by Johnston et al.
Comparison at a distance: orientation and luminance
J D Mollon, M V Daniyala* (Department of Experimental Psychology, University of Cambridge, Downing Street, Cambridge CB2 3EB, UK; † Laboratory of Vision Physiology, Pavlov Institute of Physiology, Russian Academy of Sciences, nab. Makarova 6, 199034 St Petersburg, Russia; fax: +44 122 333 3581; e-mail: jnm123@hermes.cam.ac.uk)

We investigate how precisely the visual system can compare the attributes of stimuli presented at large separations in the field. Previously we have shown that neither contrast discrimination nor spatial-frequency discrimination deteriorate as the separation of stimuli is increased up to 10 deg—even though in primary visual cortex the lateral connections become systematically sparser with distance.

We report here analogous investigations of orientation discrimination and luminance discrimination. The stimulus patches were sectors of an annulus (1.5 deg width) centred on the fixation point. The centres of the two stimuli on each trial lay on an imaginary circle of 5 deg radius; the separation between their centres was varied in different blocks. Stimulus duration was 100 ms for orientation discrimination and 150 ms for luminance discrimination. Orientation discrimination showed rather little change with separation of the patches and, as in the case of spatial frequency, we are led to question whether the comparison is performed at a level where orientation is represented by the activity of individual neurons. In the case of luminance, performance is superior when the stimuli are abutting, and here the subject may be using a difference signal that is generated at a retinal level.

Binocular vision and transparent depth layers
N Schoumans, F L Kooi (Perception, TNO Human Factors, PO Box 23, NL 3769 ZG Soesterberg, The Netherlands; fax: +31 34 635 3977; e-mail: nicolee@hetnet.nl)

Transparent images are becoming more and more common owing to new technologies such as head-mounted, head-up displays and screen reflections. Such displays are only comfortable in use when the gaze direction and depth are at the voluntary control of the user.

We have investigated the ability to maintain stable convergence at a particular depth plane in the presence of a transparent distractor image. The test consists of a dynamic task that requires the exact convergence, accommodation, and fusion of the target object—a disparity-defined pacman. The observers’ task was to indicate the direction of the gap as quickly as possible after the appearance of the pacman. The reaction time was recorded as a function of (i) the depth difference with the (transparent) plane containing the distracting stimulus and (ii) the time-onset difference with the distractor image.

Results show that the reaction time increases with the target–distractor disparity and with temporal delay of the target. This increase reflects the time needed to restore binocular fusion at the target depth. Therefore, it can be applied as an objective measure that is indicative of eye strain.

Developing a transformational approach to visual perception
D Vickers (Department of Psychology, University of Adelaide, North Terrace, 5005 Adelaide, Australia; fax: +61 8 8303 3770; e-mail: Douglas.Vickers@adelaide.edu.au)

A transformational approach to visual perception is presented, in which image structure is encoded in the parameters of those transformations which produce output that is maximally symmetric with the current input.

This approach is illustrated in two experiments. In the first, the two-dimensional or three-dimensional perception of regular polyhedra is shown to be related to their respective symmetries. In the second, the method of serial reproduction is used to show that memory for shape evolves towards greater symmetry. Results are also presented for a computer program, dubbed SMART (Symmetry Maximising Array using Random Transformations), which simulates perceptual organisation. The program subjects image elements to multiple random transformations. The resulting symmetries are then used to select those transformations that best capture structure in the image.

In addition, these mappings provide a continuously varying measure of relative symmetry. The operation of SMART is illustrated in applications to constrained and random arrays, Glass figures, and the detection of hidden symmetric targets. In the transformational approach, perception is seen as producing hypotheses concerning the way objects develop or have been constructed. This perspective changes the traditional boundary between perception and cognition. It also has implications for the way in which information is remembered.
COLOUR AND BRIGHTNESS

- The perfect retinal mosaic
  M A Bouman (Fakulteit Natuur en Sterrenkunde, Universiteit Utrecht, PO Box 80000, NL 3508 TA Utrecht, The Netherlands; fax: +31 30 252 2664; e-mail: j.j.koenderink@phys.uu.nl)
  What should be the design of the retinal mosaic for the perfect human eye? For direction events of opposite polarity of the two red and one green twin unit of a trion, six fibers are needed in the optic nerve. Another four fibers are required for the red, green, yellow, and white events.
  About a million fibers can serve a hundred thousand trions. Seven trions host one blue cone. In a perfect geometrical arrangement, the odd green twins are oriented along circles that are concentric with the fovea. The red twins occupy a clockwise spiral and an anticlockwise spiral that cross these circles at angles of 60° and 120°. The units at 10 deg eccentricity are about 10 min of arc long. Each circle then contains about 316 green units. The rod-free central fovea contains 5000 trions. Beyond 1 deg from the centre there are 95,000 trions accommodated on about 300 circles. The ratio of radii of successive circles is 1.0152. The distance between circles at 10 deg eccentricity is then nearly 0.0152 x 600 = 9 min of arc.

- Theoretical analysis of dichromatic vision with an ATD colour model
  M A Diez, P Capilla, M J Luque, J Gomez, M D de Fez (Departament Interuniversitarit d'Optica, Universitat de Valencia, Dr Moliner 50, S 46100 Burjassot, Spain; Departament Interuniversitarit d'Optica, Universidad de Alicante, Apartado 99, S 03080 Alicante, Spain; e-mail: Amparo.Diez@uv.es)
  In this work we have tried to reproduce a set of curves characterising dichromatic subjects: spectral sensitivity, wavelength and colorimetric purity discrimination thresholds, isochromatic lines, confusion, and neutral points. The curves have been computed with the use of the ATD95 colour-vision model (Guth, 1995 Proceedings of the SPIE 2414 12-26), which at present is the only model which includes, even if not always accurately, the different stages of visual processing (receptor gain control, compression, and two opponent stages).
  The model has been modified to simulate dichromatic vision, testing three different hypotheses: first, that cone input corresponding to the missing pigment is zero; second, that L-cones in protanopes contain the M-pigment and the M-cones in deuteranopes contain the L-pigment; and finally, that cone inputs are modified as in the previous hypothesis, but also one of the opponent channels, T in protanopes and D in deuteranopes, is suppressed. We have compared the resulting curves with experimental data, with unequal success. The third hypothesis seems the more adequate one. Nevertheless, curves for trichromats are quite well reproduced on the assumption that the input of S-cones is zero.

- Accommodation control intended to reduce luminance artifacts at isoluminous-colour borders
  W Jaschinski, G V Paramei (Project ‘Visual Strain, Perception and Action’, Institut für Arbeitsphysiologie, Ardeystrasse 67, D 44139 Dortmund, Germany; fax: +49 231 108 4401; e-mail: Jaschinski@arb-phys.uni-dortmund.de)
  Chromatic aberration can create luminance artifacts at isoluminous-colour borders. We tested whether observers, when instructed to equally defocus abutting red and green, could accommodate as to yellow, so that luminance artifacts would be reduced.
  Accommodation was measured at a viewing distance of 38 cm with an autorefractometer and a vertically divided red/green isoluminous patch (8 deg) with a centred black fixation cross presented on a colour monitor. Under three instructions, observers (n = 13) focused on either red, or green, or the middle, equally defocusing both. Accommodative performance was compared with that with monochrome red, green, and yellow.
  With the monochrome stimuli, accommodation differences were: red 0.11 D > yellow 0.14 D > green, confirming that accommodation is contingent on target colour. With the compound stimulus, accommodation differences depended on the instruction given: red focused 0.12 D > red/green equally defocused 0.10 D > green focused (all p < 0.02). Under the equal-defocus instruction, absolute accommodation matched that for the monochrome yellow (cf Lee et al, 1998 Ophthalmic & Physiological Optics 19 223–235).
  Observers were able to focus the target intentionally. The red/green-equal-defocus instruction resulted in a ‘compromise’ accommodation comparable to that for yellow. This implies that instructive control of accommodation may serve as a means for reducing luminance artifacts at isoluminous-colour borders.
Peek detection and probability summation models for RT to stimuli described in DKL space
M J Luque, M A Diez, P Capilla, A Felipe, J Gómez (Departament Interuniversitari d'Òptica, Universitat de València, Dr. Moliner 50, S 46100 Burjassot, Spain;
 e-mail: Amaro.Diez@uv.es)

Reaction times (RTs) to 72 stimuli modulating a white surround along nine directions in DKL space [Derrington et al., 1984 Journal of Physiology (London) 357 241–265] were fitted by a peak-detection model and a probability-summation model. The first model assumed the existence of an achromatic and two chromatic channels, whose responses were the stimuli DKL components scaled to the non-zero components of the incremental thresholds of each isolated channel. Channel RT was assumed to have a Piéron-type dependence on channel response. With the second model, a global response was computed with Quick's formula (Quick, 1974 Kybernetik 16 65–67) from the responses of the chromatic and achromatic channels, with the use of different summation exponents (\( \gamma = 1 \) to 6). RT was computed as a Piéron-type law of the global response.

Both models fitted our data equally well. The RT vs wavelength curves measured with the classical hue substitution and incremental paradigms were also correctly predicted by both models, with only slight differences between summation exponents. Nevertheless, only the peak-detection model was consistent with experimental results for equally visible stimuli (Schwartz, 1995 Journal of the Optical Society of America A 12 2089–2093), predicting shorter RTs in the neighbourhood of 565 nm, detected by the achromatic channel.

Studies on stimulus processing in haploscopic colour matching
E M Richter, J Andres (Department of Psychology, University of Kiel, Obşnassenstrasse 62, D 24098 Kiel, Germany; e-mail: richter@psychologie.uni-kiel.de)

In the haploscopic colour-matching paradigm different configurations consisting of an infeld with a background are exposed to both eyes so that the different stimuli fuse into an integrated percept. This percept is composed of two particular infelds on one homogenous background. While the two backgrounds and one of the infelds (the test field) were kept fixed, the subjects' task was to adjust the remaining infeld to match the test field. Von Kries's receptor-gain-control model predicts that the relation between matching stimuli with fixed pairs of backgrounds can be described by affine mappings. In contrast, the octant model (Mausfeld and Niederee, 1993, Perception 22 427–462) assumes different processing of incremental and decremental stimuli. More specifically, it predicts deviations from linearity at the transition between incremental and decremental stimuli. This would lead to 'kinks' in the lines fitting the data within each channel. Actually those 'kinks' did occur frequently in our data.

A generalised model of the matching behaviour is proposed, which includes the aspect of interocular differences. In the light of the data obtained, it is discussed whether the assumption of 'independent' monocular colour codes holds for the paradigm of haploscopic colour matching.

EYE MOVEMENTS

Visual scanning in recent-onset schizophrenic patients: Relationship between impaired scan patterns and deficits of working memory and visual attention
L J Bour, D H Nieman*, D H Linszen† (Department of Neurology and Clinical Neurophysiology, H2-222, Academic Medical Centre, University of Amsterdam, Meibergdreef 9, NL 1105 AZ Amsterdam, The Netherlands; †Department of Psychiatry, Academic Medical Centre, University of Amsterdam, Tafelbergweg 25, NL 1105 BC Amsterdam, The Netherlands; fax: +31 20 566 9187; e-mail: bour@amc.uva.nl)

Our purpose was to relate visual scanning patterns to neuropsychological test performance in a group of young, recent-onset schizophrenic patients. Scanning patterns of patients were compared with those of normal controls. Thirty-four schizophrenic patients (aged 21 years) and nine age-matched healthy controls were tested. The neuropsychological test battery included tests assessing working memory, selective attention, and motor speed. Horizontal and vertical eye movements were recorded by the double-magnetic-induction (DMI) method. In the visual scanning paradigm, the subject was requested to freely scan, for 20 s, a drawing depicting a mother with child. Test parameters included mean fixation duration and percentage of time the subject fixated the mother's face, the child's face, or other aspects of the drawing.

The schizophrenic patients spent more time examining the faces of the mother and child and significantly less time examining the extraneous features of the drawing than normal controls (\( p < 0.02 \)). Within the patient group, better working memory was related to increased visual attention to the remainder of the drawing (\( r = 0.42; p = 0.02 \)). The findings suggest that restricted scanning patterns in schizophrenic patients are related to impaired functioning of the prefrontal cortex, i.e. the primary locus of working memory.
- **Visual–auditory interstimulus contingency effects: Prosaccades versus antisaccades**
  H Kirchner, H Colonius* (Graduate School of Psychoacoustics, University of Oldenburg, Postbox 2503, A6 2-228, D 26111 Oldenburg, Germany; *SFB Neurocognition, University of Oldenburg, Postbox 2503, A6 2-228, D 26111 Oldenburg, Germany; fax: +49 441 798 5170; e-mail: kirchner@psychologic.uni-oldenburg.de)

  The probability of presenting a visual target stimulus at a certain location was varied depending on the occurrence of an accessory auditory stimulus (interstimulus contingency). The auditory stimulus was presented at the same or opposite horizontal eccentricity (15 deg) as the visual target via a virtual auditory display. In a focused-attention task with visual catch trials, subjects were asked to make an eye movement to the visual target every time the auditory stimulus was present, and to use this accessory stimulus as a possible, but unreliable, cue for the location of the visual target. The same instruction was given in an antisaccade task, where the subjects were asked to make an eye movement opposite to the visual target.

  In both tasks, saccadic reaction times (SRTs) were shorter when the subjects responded to a high interstimulus contingency (80%) than to a neutral condition (50%). According to preliminary results in the antisaccade task, the SRTs were longer when the subjects responded to the rare cases (20%) where the auditory stimulus appeared opposite to the visual target. This study indicates that subjects have to actively control their eye movements to be able to utilise the probability relation between the two stimuli.

- **Trade-off between memory size and gaze-shift frequency**
  H Shinoda, Y Yoshizawa, M Ikeda (Department of Photonics, Ritsumeikan University, 1-1-1 Nojihigashi, Kusatsu 525-8577, Japan; fax: +81 77 561 2663; e-mail: hshinoda@cs.ritsumei.ac.jp)

  Studies of ‘change blindness’ revealed that only a small part of the visual information is processed from moment to moment. In everyday situations, we do visual tasks with frequent fixations and gaze shifts. Is the visual system constrained to take this frequent-access strategy by the limited visual memory? Are other strategies available?

  We analysed the gaze behaviour of subjects who were checking a pair of pictures in which several differences were embedded. This picture-checking task was done with two settings: (i) adjacent pictures and (ii) horizontally separated pictures. Subjects’ eyes were tracked with a limbus tracker. Their gaze pattern varied completely between the two conditions. The subjects shifted their gaze infrequently between the remote pair, whereas they often compared the adjacent pair. Task performance was comparable for the two settings, contrary to the impression that task is much easier for the adjacent pair. This implies that larger amount of information was acquired by one fixation for remote pictures (large-memory strategy). Larger memory may compensate for infrequent fixations. Our results thus show a trade-off between memory size and access frequency in visual information processing.

**LEARNING, MEMORY, AND DEVELOPMENT**

- **A natural bias can determine basic-level preference in recognition**
  A Archambault, F Gosselin, P G Schyns (Department of Psychology, University of Glasgow, 58 Hillhead Street, Glasgow G12 8QB, UK; fax: +44 141 330 5086; e-mail: amnie@psy.gla.ac.uk)

  It is well established that people can recognise the same objects at different levels of abstraction. Of these, the basic level has a privileged status in measures of recognition performance. The origin of this preference remains to be firmly established. We tested the prediction that the basic-level preference can arise from an uneven distribution of basic and subordinate scale cues in the 2-D retinal projections of distal 3-D objects. When an object is moved away from the observer, its retinal projection shrinks in size.

  In the first experiment, participants saw pairs of 3-D rendered, Gouraud-shaded animals for an unlimited time. We found that reducing the size of the two stimuli in a pair impaired subordinate judgments more than basic judgments. In experiment 2, subjects saw one animal at a time on the screen for an unlimited time. We again found that subordinate categorisations were less resilient to reductions in stimulus size.

  Together, the results suggest: (i) that scale-dependent cues subordiate subordinate categorisations, (ii) that basic categorisations are more resilient to scale changes, and (iii) that a basic-level bias could simply arise from the interaction of scale-specific task requirements and available object information.
Effects of previous and succeeding target presentations on the displacement of memory for target lightness

A Favretto, T L Hubbard* (Department of Psychology, University of Trieste, via S Anastasio 12, 1 34134 Trieste, Italy; † Department of Psychology, Texas Christian University, TCU Box 29820, Fort Worth, TX 76129, USA; fax: +39 040 452 8022; e-mail: alessia@psico.univ.trieste.it)

Two experiments were performed to examine memory for target lightness. In both experiments, a series of three stimuli simulated a gray target that lightened, darkened, or maintained the same luminance, and stimuli were presented against a black or white background.

In experiment 1, observers judged whether the perceived lightness of a probe was the same as the remembered lightness of the third stimulus. Memory was displaced in the direction of previous target luminance when targets lightened on a black background, or darkened on a white background. This pattern occurred regardless of whether the third stimulus in the series was light gray or dark gray. In experiment 2, observers compared the perceived lightness of a probe to the remembered lightness of the first stimulus. Memory was displaced towards darker values regardless of whether the target subsequently lightened or darkened.

Results of experiment 1 are consistent with previous findings (Brehaut and Tipper, 1996 Journal of Experimental Psychology: Human Perception and Performance 22 480–501; Favretto et al, 1999 Perception Supplement, 77b), and suggest that displacement is not influenced by the specific luminance of the third stimulus. Results of experiment 2 suggest that memory for initial target lightness is affected by subsequent target luminance regardless of the specific direction of change.

Constructing the prototype face

M K Yamaguchi (Department of Psychology, Chuo University, 742-1 Higashinakano, Hachioji-city, Tokyo 193-0393, Japan; fax: +81 42 244 7181; e-mail: ymaga@tamacc.chuo-u.ac.jp)

I investigated the infants' preference for mother's face and how the prototype face is constructed by infants' early visual experience. My hypothesis is that the prototype face is constructed by the sum of their visual experience, and in natural situation mother's face dominates over this prototype face. If this hypothesis is true, infants prefer the average family face to the mother's face.

In order to test this hypothesis photographic CG images have been made of the average family face, the caricatured mother's face, and the anti-caricatured mother's face. I have tested infants' preference for these faces during a 10-month period. Results showed that there were two different developmental stages in recognising familiar faces, the first stage was at around 3 months of age, and the second stage at around 10 months of age.

MOTION PERCEPTION AND OPTIC FLOW

Heading detection with simulated homonymous hemianopia

F W Cornelissen, J J van den Dobbelsteen*, M Pijning#, M L M Tant# (Laboratory of Experimental Ophthalmology and Department of Psychiatry, University of Groningen, Hanzeplein 1, NL 9700 RB Groningen, The Netherlands; † Department of Physiology, Erasmus University Rotterdam, PO Box 1738, NL 3000 DR Rotterdam, The Netherlands; # Department of Neuropsychology and Gerontology, University of Groningen, Hanzeplein 1, NL 9731 GZ Groningen, The Netherlands; fax: +31 50 361 1709; e-mail: f.w.cornelissen@med.rug.nl)

We examined the influence of a simulated visual-field defect on performance on a heading task. We simulated homonymous hemianopia (HH), the most frequent visual-field defect after post-chiasmatic brain damage. Optic flow patterns simulated forward motion through a cloud of dots, and real-time gaze position was used to simulate gaze-contingent HH. The subjects' task was to direct their gaze at the continuously changing direction of heading. Four subjects performed, separately for each eye, the task with no HH, and with a left and a right HH.

HH was found to affect both speed and accuracy of the simulated heading. For both speed and accuracy, a significant interaction between eye and type of HH was observed, suggesting a naso-temporal half-field difference with subjects performing better using their nasal half-fields. There were no significant advantages in task performance with either eye or side of the HH. We conclude that HH affects the ability to track one's heading.

Previous experiments have revealed a temporal half-field advantage for motion sensitivity, suggesting the presence of a subcortical processing component. In contrast, we found a nasal half-field advantage, indicating that the processing required in our heading-tracking task is not subcortical in nature.
Perceptual stability during yaw head movement

M Jenkin, L R Harris, U Jasiobedzka\#, D C Zikovitz, H Jenkin, J Zacher\# (Centre for Vision Research, York University, 4700 Keele Street, Toronto, Ontario M3J 1P3, Canada; \# Department of Psychology, University of Toronto, 100 St George Street, Toronto, Ontario M5S 3G3, Canada; \# Centre for Research in Earth and Space Technology, York University, 4700 Keele Street, Toronto, Ontario M3J 1P3, Canada; fax: +1 416 736 5872; e-mail: jenkin@cs.yorku.ca)

Normally we perceive the visual world as stable even when head, eye, and body motions induce relative motion that could just as well be interpreted as the world moving. How much mismatch between head motion and the accompanying visual motion can be tolerated and still perceived as head movement in a stable environment?

Subjects were a head-mounted display coupled to a mechanical head tracker. They moved their heads voluntarily around the yaw axis at an instructed amplitude and frequency while viewing a rectangular patch which moved in response to head motion. The motion of the patch relative to the subject was varied between 0 (subject stationary), through -1 (earth stationary), up to -5 that of the head. Ten repetitions of each condition were interleaved. Subjects indicated whether each condition appeared as earth stationary.

Subjects were more likely to accept as earth-stationary visual displays that moved in the appropriate direction but too quickly, rather than displays that moved too slowly. 65% of ‘earth-stationary’ trials were recognised as such. Only 20% of trials were judged ‘earth-stationary’ when visual motion was 0.3x that of the head. When visual motion was twice that of the head, 35% of trials were still judged as stable.

Relative estimation of time to collision: When \( \tau \) strategy is not used

A Maiche Marini, J L Moliner, S Estain (Laboratori de Visió y Control de l'Ació, Facultat de Psicologia, Universitat Autonoma de Barcelona, Campus de Bellaterra, S 08193 Barcelona, Spain; fax: +34 93 581 3329; e-mail: amaiche@seneca.uah.es)

Different studies of the effect of size on the estimation of time to collision (TTC) have yielded conflicting results. In order to address this problem, we carried out an experiment using a 2AFC paradigm in a computer simulation of two simultaneously approaching objects. Specifically, we studied the effect of the optical differences of final size on the accuracy of estimating TTC. Adapting the method described by Regan and Hamstra (1993 Vision Research 33 447–462), we built a matrix of stimuli where TTC and final size were brought into conflict by varying the initial rate of expansion. Discrimination thresholds for TTC and for differences in final size were computed by logit analysis.

Results showed that when mean TTC was 4 s most observer responses were based entirely on TTC information (\( \tau \)). In contrast, when the mean TTC was 1 s—but only with \( \tau \) opposed to size—observers showed a strong tendency to rely on optical differences in final size. Thus, when the differences in the initial rate of expansion are high, the final size seems to be used to solve the task. However, when the differences in the initial rate of expansion are small, the \( \tau \) strategy is used. Our findings suggest that there may be different processing mechanisms involved with short and long TTCs.

Model-based approach to video perception and motion

M Porat (Vision Research and Image Sciences Laboratory, Technion, Department of Electrical Engineering, 32000 Technion City, Haifa, Israel; fax: +972 4 832 3041; e-mail: mp@ee.technion.ac.il)

Multimedia systems have become an integral part of today’s communication, where a major component of the transmitted data is visual information. In many applications, however, the inherent redundancy in images and video sequences is rather high. Particularly in the case of video teleconferencing, such as head-and-shoulder information with unchanged background, this redundancy is further increased (Porat, 1998 IEEE–ICS 2 177).

Here, an efficient model-based approach to video perception and motion is introduced, based on spatial characteristics of cells in the visual cortex (Porat and Zeevi, 1984 Perception 13 A32b). According to the model, recent localised history of the scene is used to represent the next frames, based on a wavelet-like structure. Partial information is used according to the human sensitivity to spectral information (Porat and Zeevi, 1988 Perception 17 A59c).

Based on the proposed model, coding results of video teleconferencing show significant compression rates of more than 100 : 1 for monochromatic sequences, with high-quality reconstruction of the video sequence. Considering these performances, it is suggested that the new approach to video perception be further analysed and integrated in currently available methods for video coding, such as MPEG.
Detection thresholds for coherent motion

F Stürzel, L Spillmann (Brain Research Unit, Institute of Anatomy, University of Freiburg, Hansastrasse 9, D 79104 Freiburg, Germany; fax: +49 761 203 9500; e-mail: stuerzel@uni-freiburg.de)

Detection thresholds were measured for a number of dots moving along parallel trajectories on a dynamic noise background of 100 dots within a 3.6 deg x 3.6 deg field. The target was three collinear dots moving as a group at right angles to their orientation. Presentation time was 1.14 s. A two-interval forced choice procedure was used. Three highly trained observers participated.

In experiment 1, we found that for dot speeds (target and background) ranging from 0.26 deg s\(^{-1}\) to 2 deg s\(^{-1}\), response accuracy improved from 55% to 85%, reaching an asymptote thereafter (measured as 3.3 deg s\(^{-1}\)). In experiment 2, detection thresholds were determined for a constant signal-to-noise ratio of 3% (eg 3 target dots with 100 background dots) with 2–7 target dots and appropriate background dot densities. Performance first increased from 2 to 4 dots (from 67% to 90%) and then again reached a plateau at 90%.

We propose a model where the signals of motion detectors with similar preferred motion directions are integrated over a wide range of receptive field sizes leading to figure-ground segregation according to the Gestalt factor of common fate.

NATURAL IMAGES, BIOLOGICAL MOTION, AND FACES

A factor in feedforward efficiency of visual information processing: natural image categories inferred from 'edge' information

P J Benson (University Laboratory of Physiology, University of Oxford, Parks Road, Oxford OX1 3PT, UK; fax: +44 1865 2488; e-mail: philip.benson@physiol.ox.ac.uk)

Some of the fundamental differences between everyday visual scenes that should participate in generating mental sketches of waking visual experience (or in any sensory modality for that matter) have been examined. The aim was to quantify the utility of edge information in primary image analysis.

Observers assigned 3185 high-resolution colour images to broad categories and subgroups according to semantic content, eg architecture, food, people, scenery. The output of computer edge detection (summarising accumulated orientation plus magnitude frequency) was analysed by using Bayesian statistical inference to discover self-similar patterns in the spatial contrast of the originating images.

The most efficient explanation of the data suggested partitioning into several broad categories of images. These categories shared the lowest common denominator that may be cortically plausible (edge-like information). Composite categories were readily interpreted by human observers. Crude information provided by orientation-selective neurons is an effective bootstrap mechanism for image and object classification perhaps as often as 60% of the time, thereby limiting the search space of models necessary for recognition.

Hemispheric asymmetries in visual information processing depend on spatial frequency

S Saulnorute-Kerbeliene, P Benson\(^*\), O Rukseas (Department of Biochemistry and Biophysics, University of Vilnius, Curlionio 21, LT 2009 Vilnius, Lithuania; \*University Laboratory of Physiology, University of Oxford, Parks Road, Oxford OX1 3PT, UK; fax: +370 2 235 049; e-mail: silvija.saulnorute@vf.vu.lt)

We examined differences in visual processing of spatial frequencies by the left hemisphere (LH) and the right hemisphere (RH) using evoked potentials. In separate experiments, low-pass-filtered images of six facial expressions and food (fruit, vegetable) were used as agents for the transmission of frequency-specific information in a cognitive classification task.

Observers judged whether sequentially presented images were members of the same category of emotion or food (unfiltered image presented centrally, then filtered target presented randomly in left or right visual field for either 50 or 200 ms). Performance accuracy and reaction time improved with increasing spatial frequency; reaction times for left-visual-field–RH stimuli were quicker by 20 ms. P300 potentials (C3/4, P7/8, T7/8) differentiated between facial and food stimuli; LH responses to spatial frequencies \(\leq 2\) cycles deg\(^{-1}\) lagged 0.5 cycle deg\(^{-1}\) responses by 60 ms – 200 ms, while RH waves were insensitive to spatial frequencies. Early N120 and P160 amplitude altered with spatial frequency for all stimuli.

Cerebral asymmetries in cognitive vision could be due to differential representations and access to levels of information for reading and recognition.
Can the brain ignore biological motion? Evidence from human MEG

M Pavlova, W Lutzenberger, A Sokolov, C Braun, H Preisl, N Birbaumer (Institut für Medizinische Psychologie und Verhaltensneurobiologie, MEG-Zentrum, Universität Tübingen, Otfried-Müller-Strasse 47, D 72076 Tübingen, Germany; fax: +49 707 129 5706; e-mail: marina.pavlova@uni-tuebingen.de)

How does gamma magnetoencephalographic (MEG) cortical activity in response to biological motion depend on task demands?

Fourteen adults saw a set of 200 displays of two types: a canonical point-light walker and a scrambled figure for which the spatial positions of dots were randomly rearranged. In separate runs, subjects responded to the third identical either canonical or scrambled configuration while ignoring the stimuli of another type. MEG responses were collected with an entire brain system. Neither attended nor ignored scrambled figures evoke any significant increases in the early gamma response.

Both attended and ignored point-light walkers elicit an increase in gamma activity (25 Hz) over the left occipito-parietal areas already at 80 ms–120 ms from stimulus onset. An attended walker yielded further consecutive enhancements over the right parietal and temporal cortices. The latter finding confirms the robustness of our previous data (eg Pavlova et al, 1999 Perception 28 Supplement, 52c). For the ignored walker, however, the gamma response was restricted to the left parietal cortex. The findings indicate that early gamma activity over the primary cortex reflects stimulus coherence irrespective of attention paid. The time course and topographic dynamics of later gamma responses undergo top-down influences and may be modulated by attention.

Distraction of visual attention reduces integration of audiovisual speech

K Tiippana, M Sams (Laboratory of Computational Engineering, Helsinki University of Technology, PO Box 9400, FIN 02015 HUT Espoo, Finland; fax: +358 9 451 4830; e-mail: Kaisa.Tiippana@hut.fi)

The McGurk effect is an audiovisual illusion where visual information from a talking face alters the auditory speech percept. For example, when an auditory word /pepe/ is dubbed onto a face uttering /eke/, the percept is most commonly /ete/. The strength of this effect reflects the strength of audiovisual integration. It has been claimed that audiovisual integration occurs automatically when looking at the face while listening to speech.

To test this proposition, the McGurk effect was measured in two conditions: (i) the subjects attended to the talking face, and (ii) the subjects attended to a visual distractor presented together with the face. For both conditions, video clips of a talker uttering meaningless words /eke/, /pepe/, and /ete/ were edited so that each auditory word was paired with each visual word. In condition (ii), the distractor was a leaf flying across the face so that it was next to the mouth when the talker spoke. The clips were presented to subjects who were instructed to write down what the talker uttered. The McGurk effect became weaker when attention was distracted from the talking face. This result suggests that audiovisual integration of speech is not an entirely automatic process.

SHAPE

Are briefly presented letter-like shapes perceived categorically?

K Findlay, W A Simpson, D Simmons (Department of Vision Sciences, Glasgow Caledonian University, Cowcaddens Road, Glasgow G4 0BA, UK; †Department of Psychology, University of Glasgow, 58 Hillhead Street, Glasgow G12 8QF, UK; fax: +44 141 331 3381; e-mail: wsi@geal.ac.uk)

In cases of categorical perception (eg speech sounds), discrimination of two stimuli is poor if they both fall in the same perceptual category, and is good if they fall in different categories. An ideal observer’s performance, however, depends only on the difference in the stimulus magnitudes.

We tested whether briefly presented lowercase letters are perceived categorically or whether humans act more like ideal observers. A series of stimuli between the letters ‘a’ and ‘d’ was constructed from a circle and a line of varying length. If the difference in the line lengths between a standard and comparison letter was small, d’ was constant no matter what the length of the standard. This is the pattern expected from an ideal observer. For larger differences in line length, however, d’ showed a complex dependence on the length of the standard. This pattern is consistent neither with the ideal observer nor with categorical perception.

We conclude that humans act like ideal observers when discriminating letters whose line length differences are near threshold; but they act in a complex (non-ideal and non-categorical) way when presented with suprathreshold differences.
• Object complexity and visual efficiency
O I Krasilnikova, N N Krasilnikov*, Y E Shelepina* (Department of Computers and Computer Systems, State University of Aerospace Instrumentation, ul. Bolshaya Morskaya 67, 190000 St Petersburg, Russia; \* Department of Television and Transmitters, State University of Aerospace Instrumentation, ul. Bolshaya Morskaya 67, 190000, St Petersburg, Russia; # Vision Physiology Laboratory, Pavlov Institute of Physiology, nab. Makarova 6, 199034 St Petersburg, Russia; fax: +7 812 328 0501; e-mail: nnk.k23@aanet.ru)

We investigated the dependence of efficiency on the intensity of external noise added to images of test objects of different complexity. The efficiency of the human visual system is expressed as the ratio of the threshold contrast energy of exactly known images for an ideal observer to the contrast energy for real human observers under detection or identification of the test objects. We measured and compared correct identification probabilities of test objects in noisy images by a human observer and by our computer model of an ideal observer. We found, that the efficiency depends strongly upon complexity of the test objects with a priori known parameters. We used as a measure of the test object complexity the number of details per object that differentiate the objects forming the alphabet.

We conclude that for simple test objects the efficiency is \( \sim 1 \) over a wide range of noise intensities. When the test objects are represented by complex objects, a strong drop in efficiency takes place as the noise increases. The absence of a priori information about the test object rotation resulted in reduced efficiency.

[Supported by the Russian Foundation for Basic Research, grants 98-06-80001, 99-04-49647]

• Adaptation and aftereffect of the perception of a surface slanted in the third dimension
S Nozawa (Department of Psychology, University of the Sacred Heart, Hiroo 4-chome 3-1, Shibuya-ku, Tokyo 150-8938, Japan; fax: +81 45 521 3605; e-mail: shinn@mf.biglobe.ne.jp)

Bergman and Gibson (1956 *American Journal of Psychology* 72 354–374) reported that a slanted surface viewed through a small window of a reduction screen seemed gradually to become less slanted with the duration of inspection (adaptation), and a vertical surface newly presented after this observation seemed slightly slanted in the opposite direction (aftereffect).

These results led them to assert that these phenomena cannot be explained purely by the spatial interaction between the inspection figure and the test figure postulated by Köhler and Wallach (1944 *Proceedings of the American Philosophical Society* 88 269–357), but are mainly due to the adaptation effect. However, as the author has already pointed out, Bergman et al measured only the aftereffect and not the adaptation itself, so their opposition to Köhler and Wallach is not convincing.

In this report, a re-examination of Bergman et al, especially the measurement of their adaptation, was carried out by presenting a stereogram and with 3-D moving patterns, with the use of computer graphics. As a result, the existence of adaptation has been confirmed quantitatively and it is concluded that the figural aftereffects must be explicated by the temporal adaptation and spatial interaction effect.

**SPATIAL FREQUENCY AND CONTRAST**

• The Oppel–Kundt illusion affects the orthogonality judgment
A Bertulis, A Bulatov, V Strogonov (Department of Biology, Kaunas University of Medicine, Mickevičiaus 9, LT 3000 Kaunas, Lithuania; fax: +370 7 220 733; e-mail: bertulis@kma.lt)

Judgments of the 90° angle are combined with perceived distortions in length. The stimuli were constructed of a number (2–50) of bright spots (3 min of arc in diameter) arranged in a horizontal line, as in the filled part of the Oppel–Kundt figure. A single spot of the same size was situated at some distance on the side. The subjects were requested to move the side spot to the left or to the right with the panel keys and place it in a position at which two imaginary lines drawn through the end spots of the filled interval and the side spot would intersect perpendicularly.

The results show that the error varies in accordance with the number of spots in the filled interval. The error is about 0 if only two spots are present, but increases with their number, reaching a maximum at 8–12 spots, and slowly decreases afterwards. The function obtained has the same profile as that of the Oppel–Kundt illusion itself. As opposed to this, standard deviation does not change with the number of spots and remains low. Our data demonstrate the additivity of the two visual processes: the orthogonality judgment and perceived distortions in length.
Illusion of curvature and brightness contrast

A Gutauskas, A Bulatov, A Bertulis (Department of Biology, Kaunas University of Medicine, Mickviečiaus 9, LT 3000 Kaunas, Lithuania; fax: +370 7 220 733; e-mail: gutauskas@vision.kma.lt)

A square, an equilateral triangle, a pentagon, or a hexagon makes the arcs of the circumscribed circle appear puffy. In psychophysical experiments, subjects, viewing the stimulus monocularly and manipulating the panel keys, adjusted the curvature of the arcs to reduce the illusion to zero. The corrections made by the subjects were used as the measure of the strength of curvature distortion. The distortion has been measured as the function of: (i) the contrast of the figures, and (ii) the size of the stimulus. The distortion changed monotonically as the contrast of the inscribed figure varied from 0 to 0.54, with that of the circle being fixed. The distortion has about the same strength for squares, pentagons, and hexagons, and their curves overlap, but the curve for the triangle is clearly below those of the other three figures. The distortion of the perceived curvature does not change noticeably if the contrast of the circle varies and that of the inscribed figure is fixed. The illusion strength varies with the size of the stimulus at any contrast of both the inside and the outside figures.

Predictions of the spatial-filtering model have been found to correspond to the experimental data obtained.

Expectancy effects on spatial-frequency processing: a psychophysical analogy to task-dependent processing of 'real world' objects and scenes

P T Sowden, P G Schyns† (Department of Psychology, University of Surrey, Guildford GU2 7XH, UK; † Department of Psychology, University of Glasgow, 58 Hillhead Street, Glasgow G12 8QB, Glasgow, UK; fax: +44 148 325 9553; e-mail: P.Sowden@surrey.ac.uk)

Research suggests attention can be selectively set to different spatial scales, to extract relevant visual cues in 'real world' object and scene categorisation tasks (Schyns and Oliva, 1999 Cognition 69 243–265). The question arises of the visual processing implementation of this mechanism.

In psychophysics, evidence consistent with selective, task-dependent processing of information at different spatial scales has also been found. For instance, sinusoidal-grating detection is worse when spatial frequency varies from trial to trial, than when the same gratings are presented as blocks of stimuli with a constant spatial frequency (Davis and Graham, 1981 Vision Research 21 705–712). Such uncertainty effects are consistent with selective activation or monitoring of spatial-frequency processing channels (Huber, 1996 Vision Research 36 3429–3439). We investigated a predicted consequence of this: that when observers are cued to expect a grating at one spatial frequency, detection of gratings at an unexpected spatial frequency is impaired. We found a decrement in grating detection when observers were misued, supporting the occurrence of an 'expectancy' effect. Our results suggest that an implementation of the categorisation-dependent extraction of visual cues could depend on context modulating attentional control of spatial-scale processing.

VISUAL IMPAIRMENT

Reversed localisation in a patient with blindsight

J C Culham, J Danckert, F A Hassard†, D A Nicolle‡, M A Goodale (Department of Psychology, University of Western Ontario, Social Science Centre, London, Ontario N6A 5C2, Canada; † Department of Ophthalmology, University of Western Ontario, London, Ontario N5A 5A5, Canada; fax: +1 519 661 3961; e-mail: culham@irius.rr.on.ca)

Spatial localisation is commonly used as a screening test for 'blindsight' in hemianopes with damage to striate cortex. We tested a 46-year-old patient, DC, who had undergone a left occipital lobotomy for the treatment of epilepsy seven years previously.

Targets were flashed on briefly at four locations along the horizontal meridian of the patient's blind (right) visual field. Following the target and a tone, the patient was instructed to saccade and point to one of four marked locations where the target had appeared. DC consistently selected the mirror-symmetric location; for example, when the most eccentric target was flashed, she indicated the location closest to the fovea and vice versa. Control experiments suggested that her performance did not arise from extraocular light scatter. DC reported highest confidence for the most eccentric targets; however, this was true whether or not the blind field was occluded, suggesting that subjective experience was unrelated to her performance.

These results suggest that DC has reliable access to a spatial map within her blind visual field, albeit a misrepresented one. Further behavioural and neuroimaging tests will address the nature of the misrepresentation.
ORAL PRESENTATIONS

SPATIAL ASPECTS OF MOTION PERCEPTION

Spatial scale determines visibility of image motion
D Tadin, J S Lappin (Department of Psychology, Vanderbilt University, 111 21st Avenue South, Nashville, TN 37240, USA; fax: +1 615 343 8449; e-mail: duje.tadin@vanderbilt.edu)

Visual image motions usually involve multiple moving features. How are local motion-sensitive mechanisms globally connected? We compared detection thresholds of local motions of individual features and relative motions of multiple features. Effects of the spatial size and separation of multiple moving features were of particular interest. Six Gaussian blobs (σ = 5–30 min of arc) were arranged in randomly oriented hexagonal patterns around a central blob, with spatial separations varied between 30 and 480 min of arc. In motion-detection tasks, a single peripheral blob oscillated sinusoidally while the others were stationary; and in phase discrimination tasks, one blob oscillated with 60° phase difference from the others.

Thresholds for motion detection were slightly but consistently lower than phase-discrimination thresholds. At spatial separations of 60–120 min of arc, thresholds for both tasks were comparable; however, differences increased for larger spatial separations. Motions of larger features were much more visible than those of smaller features. Motion thresholds for smaller features increased sharply with spatial separation, but thresholds for larger features were almost independent of spatial separation. Additionally, motion thresholds expressed as the contrast change remained constant as the total blob luminance was varied. In general, visual motion mechanisms are globally coherent and dependent on spatial scale.

Different effects of the observation aperture on the detection of speed increments and decrements
S Mateeff, B Genova, J Hohsbein (Mechanisms of Perception, Institute of Physiology, Acad. G. Bonchev Street bl. 23, BG 1113 Sofia, Bulgaria; Department of Cognitive Psychophysiology, Institut für Arbeitsphysiologie, Ardeystrasse 67, D 44139 Dortmund, Germany; fax: +359 2 719 109; e-mail: mateeff@host3.bio25.bas.bg)

Subjects observed a random-dot pattern that moved horizontally within a rectangular, 40 deg × 4 deg, invisible aperture. The long side of this aperture was either parallel or perpendicular to the motion direction. A temporal 2AFC was employed for measuring the thresholds for detection of 100 ms speed increments and decrements superimposed on uniform motion of 1.1 deg s\(^{-1}\) and base speeds of 8, 16, 24, and 32 deg s\(^{-1}\).

The 'aperture' factor, parallel versus perpendicular, almost did not affect the detection of decrements. For the lowest speed, the increment thresholds for both the parallel and perpendicular apertures were nearly equal to each other and to the decrement thresholds. However, with increasing base speed, the thresholds for increments within the perpendicular aperture strongly increased, up to 3 times for 32 deg s\(^{-1}\), as compared to those for increments within the parallel aperture and for decrements. It is assumed that sequential recruitment of motion detectors along the trajectory of each dot is involved in the detection process. It is shown that, with motion at high speed within the perpendicular aperture, increment detection can severely deteriorate owing to the short lifetime and small visible path of the dots, whereas decrement detection may be almost unaffected.

Misjudging the speed of random dots moving in apertures
J M Zanker, J D Ryan (Centre for Visual Sciences, The Australian National University, GPO Box 475, Canberra, ACT 2601, Australia; fax: +61 2 6249 3808; e-mail: johannes@rsbs.anu.edu.au)

In the context of visual motion processing, speed information is crucial in various behavioural tasks. Estimating speed from simple motion detectors, however, is not trivial, because their response is influenced by various stimulus properties, such as the contrast or spatial layout of a moving pattern. We illustrate such ambiguities with computer simulations of a biologically motivated motion-detector model, and suggest a mechanism to overcome some of these problems by combining the outputs from a set of simple spatiotemporal filters.

These theoretical considerations are compared with the ability of human observers to estimate speed in random-dot kinematograms with randomly distributed dots moving behind apertures of different sizes and shapes. We confirmed results from earlier studies that perceived speed increases with decreasing diameter of a circular aperture, and found that the aperture size along the motion path is the critical stimulus variable. Furthermore, preliminary results indicate that under certain conditions dot contrast has comparatively little influence on perceived speed. Some of these results, such as relative contrast independence, can be explained by the filter-combination model. Additional mechanisms for estimating relative speed are needed to account for other aspects, such as the dependence on aperture size.
**Interaction of local and global processes in motion and stereopsis**

C Chung, C Oh, K Kham (Department of Psychology, Yonsei University, 134 Shinchon Dong, Seodaemun Gu, Seoul 120-749, South Korea; fax: +82 2 365 4354; e-mail: csc Chung@bubble.yonsei.ac.kr)

A concentric form of Glass pattern can be obtained by superimposing a random-dot frame and its slightly rotated version. With this type of stimulus, if the rotated version of the two random-dot frames is displaced vertically, the Glass pattern globally defined by virtual concentric lines can appear to move horizontally rather than the dots of the frame being perceived in real vertical motion.

To understand how the local and global motion processes interact in this newly observed phenomenon, we systematically changed the distance of vertical displacement and the interframe interval. When the two display parameters satisfied the condition of long-range motion, the induced horizontal global motion overrode the real vertical local motion. On the other hand, when they fit to that of short-range motion, the induced horizontal motion was completely suppressed and only real vertical motion was observed. When they were in the intermediate range, however, both the global and local motions were simultaneously perceived, with a tendency for either of them to be more dominant depending upon the affinity of display condition to long-range or short-range motion.

We also found a result suggesting that the perception of motion-in-depth based on global matching process is possible even without corresponding local micro structures.

**ADAPTATION IN SPATIAL VISION**

**Orthogonal adaptation improves orientation discrimination**

C W G Clifford, P Wenderoth, A Ma Wyatt (Department of Psychology, Macquarie University, Sydney, NSW 2109, Australia; fax: +61 2 9850 6156; e-mail: colinc@vision.psy.mq.edu.au)

We investigated the effect of adaptation on orientation discrimination using two experienced observers, then replicated the main effects using a total of fifty naive subjects.

Adapting and test gratings had spatial frequencies of 1.5 or 6.0 cycles deg⁻¹, and were presented at 80% contrast in two 6.5 deg diameter circular apertures at mean eccentricity of 5.4 deg to the left and right of a central fixation spot. Adapting gratings appeared for 1 min before the first trial, and for 5 s before every subsequent trial, counterphasing at 0.83 Hz. Test stimuli appeared for 100 ms, preceded for 50 ms by a uniform field. Subjects judged which of two spatially separated test gratings oriented at ±x° to the vertical appeared to be tilted more clockwise. Orientation discrimination around vertical improved after adaptation to either horizontal or vertical gratings, but was impaired by adaptation at 7.5° or 15° from vertical. Improvement was greatest when adaptor and test were orthogonal.

We found analogous improvements in the motion domain using random-dot kinematograms: direction-of-motion discrimination improved around the adapting direction, but greater improvement was found after adaptation in the opposite direction. The results can be understood in terms of a functional model of adaptation in cortical vision.

**No pain, no gain? Lumiance adaptation in perceptual filling-in**

A E Welchman, J M Harris (Department of Psychology, University of Newcastle, Ridley Building, Newcastle upon Tyne NE1 7RU, UK; fax: +44 191 222 5622; e-mail: A.E.Welchman@ncl.ac.uk)

A grey target peripherally presented within dynamic random noise perceptually fades from view (or 'fills-in') after a period of steady viewing. We investigated whether lumiance adaptation occurs in the presence of perceptual filling-in.

Observers fixated the centre of a computer screen filled with dynamic random noise. They were required to detect the presence of a small, bright test probe presented at the centre of the target (eccentricity = 10 deg). Lumiance increment thresholds (the amount of extra brightness needed to detect the probe) were obtained for three conditions: (i) no adaptation—test intervals were presented after trial initiation; (ii) adaptation—observers viewed the stimulus until they reported target disappearance, and then viewed the test intervals; (iii) control location—as (ii) but the target was relocated for test intervals.

Surprisingly, lumiance increment thresholds were lower with adaptation [condition (iii)] than when observers simply viewed the test [condition (i)] or viewed the test at a different location [condition (iii)]. Thus, stimulus adaptation facilitates the detection of the brief probe. That this facilitation was limited to the target location suggests the process was a target-specific one. This effect could be related to transient detection and may not be related to perceptual filling-in per se.
Depth adaptation and stereoscopic channel structure
L L Kontsevich, C W Tyler (Laboratory of Theoretical Psychophysics, Smith-Kettlewell Eye Research Institute, 2318 Fillmore Street, San Francisco, CA 94115, USA; fax: +1 415 345 8455; e-mail: lenny@ski.org)

Stereoscopic channel structure was assessed by the measurement of depth-adaptation effect with adjustment method. Adaptation, test, and comparison stimuli, were all low-pass-filtered random-dot stereograms, which encoded a bulge $z = d \exp(-r^2)$, where $r$ is the radius and $d$ is the disparity magnitude. The adaptation effect was measured for combinations of adaptation and test stimuli within the disparity range of $-12$ to $12$ min of arc.

The major effect was that adaptation to either protruding or intruding bulges had little or no effect at the adaptation disparity but increased the perceived magnitudes of both larger and smaller disparities. Fitting the data with a simple model with several stereoscopic channels showed that a three-channel model provided an accurate fit and that adding new channels improved the fit significantly.

The channels derived for the three-channel model are similar to the near, flat, and far channels proposed by Richards (1971 Journal of the Optical Society of America 61 410–414).

Adaptation to oscillating disparity
E M Berends, C J Erkelens, R van Ee (Helmholtz Instituut, Universiteit Utrecht, Prinicipleplein 5, NL 3584 CC Utrecht, The Netherlands; fax: +31 30 252 2664; e-mail: e.m.berends@phys.uu.nl)

Erkelens and Berends (ARVO 1999) demonstrated the existence of a slant aftereffect from viewing an unslanted planar surface. The unslanted adaptation stimulus contained a specific amount of vertical scale and a subject-dependent amount of horizontal scale. Thus, adaptation to the percept was impossible. The goal of the present study was to investigate whether the aftereffect also occurs when the disparity oscillates around a non-zero value.

An adaptation stimulus contained an oscillating amount of horizontal and vertical scale, so that the stimulus was perceived as fronto-parallel at all times. After an adaptation period of 5 min, subjects judged the slant of a thin, horizontally scaled strip, which provided negligible information about the vertical disparity field. A staircase method (MUEST) was used to determine the amount of scale that was required to see an unslanted test strip.

The amount of scale needed to perceive an unslanted test strip was significantly different from zero. Adaptation has been assumed to be caused by a signal which is constant over a longer period. However, the present result demonstrates that adaptation to disparity also occurs if disparity oscillates.

MOTION AND TIMING
Perceptual delay for rapid direction alternations: A new account in terms of the dichotomy of first-order and second-order temporal changes
S Nishida, A Johnston (Human and Information Science Laboratory, NTT Communication Science Laboratories, 3-1 Morinosato Wakamiya Atsugi, Kanagawa 243-0198, Japan; Department of Psychology, University College London, Gower Street, London WCIE 6BT, UK; fax: +81 46 240 4716; e-mail: nishida@apollo3.brnl.ntt.co.jp)

A large perceived delay in motion was found in experiments when subjects judged the temporal phase of rapid oscillations of direction of motion relative to colour oscillations (Moutoussis and Zeki, 1997 Proceedings of the Royal Society of London, Section B 264 393–399), or when they pressed a button in synchrony with the phase of a given direction of motion [Nishida and Johnston, 1999 Investigative Ophthalmology & Visual Science 40(4) S190].

We found, however, that this perceptual delay disappeared (a) when subjects judged the temporal order of a particular direction transition in a repetitive alternation and an isolated direction-colour transition, and (b) when they copied the stimulus oscillation by synchronously waving a hand-held computer mouse.

We conjecture that the temporal location of first-order change (a colour transition, a motion fragment, a button press, a mouse movement) can be registered even when change occurs frequently, but that there is not a clear representation of the time of occurrence of higher-order changes (eg direction reversal) in this case. The apparent delay for motion perception results from inappropriate matching between first-order temporal signals when correct performance demands rapid cross-order matches. The delay disappears when the task (a) engenders an appropriate use of the second-order events in temporal matching or (b) just requires matching between first-order events.
Apparent movement and intensity-dependent visual latency: eye and ear method

K Kreegipuu, J Allik (Department of Psychology, University of Tartu, 78 Tiigi Street, EE 50410 Tartu, Estonia; fax: +372 7 375 900; e-mail: kairi@psych.ut.ee)

We demonstrated earlier that the relative-intensity-dependent visual latency decreases when stimuli form a clear movement impression (Allik and Kreegipuu, 1998 Psychological Science 9 135–138).

In our previous studies, one visual event was always compared with another visual event as a reference. In order to avoid possible interference between two visual events, in this study we used an acoustical signal as the reference against which the beginning of an apparent movement produced by subsequent equiluminous stroboscopic flashes was judged. The observer’s task was to decide which, the acoustical signal or the onset of motion, started earlier. The test stimuli had either low or high luminance (4 cd m\(^{-2}\) or 256 cd m\(^{-2}\), respectively).

Results demonstrated that the relative estimated latency was considerably smaller when flashes produced a strong movement impression than when they did not. Thus, we have provided a converging evidence that the system analysing the movement has a capacity to surpass the differences in visual latency caused by unequal stimulus intensity.

The colour of the ‘perceived void’ in the flash-lag phenomenon

R Nijhawan, K Watanabe, B Kurana, S Shimojo (Department of Computation and Neural Systems, California Institute of Technology, MC 139-74, Pasadena, CA 91125, USA; fax: +1 626 844 4514; e-mail: romi@caltech.edu)

Observers viewing a white moving ring (background gray) perceive a black disk flashed in the centre of the ring to lag (flash-lag effect) and not ‘fill’ the moving ring. Intriguingly, the unfilled space inside the ring (perceived void) appears gray (background colour). We asked whether the perceived void (PV) colour was due to the physical background colour before or after the flash.

Observers reported PV colour for a display in which the background was changed from green to red. SOA between flash onset and background colour change was manipulated (range 0 ms to 291 ms; 8 steps). For SOA = 0 ms, PV appeared red, the background colour after the flash. For SOA = 291 ms, PV appeared green, the background colour before the flash. Intriguingly, the transition between PV colour of red to green was not abrupt: for SOAs 50 ms – 150 ms some mixture of the two backgrounds was seen.

Consistent with previous findings [Kurana and Nijhawan, 1995 Nature (London) 378 565], events after the flash play a crucial role in the flash-lag phenomenon.

Do motion aftereffects depend on test-pattern temporal frequency?

M J van der Smagt, F A J Verstraten*, W A van de Grind†, W A van de Grind‡ (VCL, The Salk Institute, 10010 North Torrey Pines Road, La Jolla, CA 92037, USA; *Department of Psychonomics, Helmholtz Institute, University of Utrecht, Heidelberglaan 2, NL 3584 CS Utrecht, The Netherlands; †Department of Neuroethology and Comparative Physiology, Helmholtz Institute, University of Utrecht, Padualaan 8, NL 3584 CH Utrecht, The Netherlands; fax: +1 858 546 8526; e-mail: maarten@salk.edu)

A motion aftereffect (MAE) occurs on static visual noise (SVN) after adaptation to lower speeds, and on dynamic visual noise (DVN) with high refresh rates (>20 Hz) after adaptation to higher speeds. A DVN pattern is broad-band in the temporal as well as the spatial domain, and many lower temporal frequencies are present as well. To examine the dependence of the MAE on temporal frequency we used a temporally more narrow-band test pattern.

In this ‘polarity reversing noise’ (PRN) pattern, each bright pixel of a random-pixel array is replaced by a dark pixel and vice versa every nth frame (frame rate 90 Hz). With a reversal rate of, for instance, 30 Hz, PRN contains only relatively high temporal frequencies. We measured the MAE duration on this PRN test pattern for a range of adaptation speeds (0.35–780 deg s\(^{-1}\)) and compared it to the MAE durations on SVN and DVN (refresh rate: 30 Hz).

Surprisingly, the PRN pattern resulted in a MAE after adaptation to lower speeds as well as to higher speeds. However, they appeared perceptually different. The results show that high temporal frequencies in the test pattern are responsible for the aftereffect of high-speed motion. The aftereffect of low-speed motion, however, seems to depend on other stimulus features, not temporal frequency per se.

Modeling spatial vision

A model for the asymmetric adaptation after increments and decrements of flicker contrast

H P Snippe, J H van Hateren (Department of Neurobiology, University of Groningen, Nijenborgh 4, NL 9747 AG Groningen, The Netherlands; fax: +31 50 363 4740; e-mail: h.p.snippe@phys.rug.nl)

The dynamics of contrast adaptation shows a marked asymmetry: adaptation after a step increment in the contrast of a flickering background is much faster than adaptation after a step
decrement in the contrast [Poot et al, 1999 Investigative Ophthalmology & Visual Science 40(4) S46]. Here we report that a simple model can explain this asymmetry.

Contrast adaptation in the model is governed by a contrast gain signal that consists of a temporal low-pass filtering of the dynamic contrast of the flickering background. The crucial feature of the model that explains the observed asymmetry is the assumption that this low-pass filtering is sandwiched between two instantaneous nonlinearities of the contrast signal $C(t)$: an accelerating nonlinearity $F(C)$ before the low-pass filtering, and a compressive nonlinearity (the inverse of the function $F$) after the low-pass filtering. This structure of the model can explain the observed psychophysics.

DeWeese and Zador (1998 Neural Computation 10 1179 – 1202) developed expressions for the initial rates of adaptation of a statistically optimal observer after contrast steps in the input. We show that for a specific choice of the nonlinearity $F$ (a power law), our model leads to results that are fully consistent with these theoretical predictions.

♦ Processing of real and induced sine gratings by simple cells and filling-in mechanisms

M A Wirtz (Psychologisches Institut III, Westfälische Wilhelms-Universität Münster, Friednerstrasse 21, D 48149 Münster, Germany; fax: +49 251 833 8387; e-mail: wirtz@psy.uni-muenster.de)

Induced sine gratings become visible in a homogeneous grey test-stripe interrupting an inducing sine grating. The strength of this brightness illusion increases with decreasing frequency of the inducing grating and seems to be a special case of simultaneous brightness contrast (Blakeslee and McCourt, 1997 Vision Research 37 2849 – 2869).

A model is presented in which simple cells in V1 are coding the contrast at the edge of the test-stripe. The activity of these edge detectors determines the intensity of a following filling-in process interpolating local contrast between the edges of the test-stripe. The model predicts, that the strength of the illusion is defined as the positive part of a Gaussian distribution depending on inducing frequency. It is shown that the same filling-in process enhances the sensitivity for low-frequency real gratings, which are implemented in a low test-field: Accordingly, for a test-field height of 0.55 deg, edge contrast determines sensitivity for real gratings of frequencies up to 0.5 cycle deg$^{-1}$. Only for higher spatial frequencies contrast thresholds can be predicted by the activity of spatial-frequency channels.

It is concluded that induced gratings are the visible counterpart of contrast processing mechanisms leading to enhanced sensitivity for real sine gratings in the low-frequency range.

♦ Modeling the Modelfest data

S A Klein, L L Walker*, T Carney** (School of Optometry, University of California at Berkeley, Minor Hall, Berkeley, CA 94720-2020, USA; * Vision Science, University of California at Berkeley, Minor Hall, Berkeley, CA 94720-2020, USA; ** Vision Research, Neurometrics Institute, 2400 Bancroft Way, Berkeley, CA 94704, USA; fax: +1 510 643 5109; e-mail: klein@spectacle.berkeley.edu)

Two years ago a group of vision researchers got together to collect a common set of data to be used for comparing vision models. It was felt that careful comparison of models was too rare in our field. For the year 1999 data set, a battery of 43 fixed detection stimuli were agreed upon, including Gabor functions with a wide range of sizes, aspect ratios, and spatial frequencies, a set of multipoles (edge, line, dipole), Gaussians, random noise, Bessel function, natural scene.

Data have been collected on ten observers in eight laboratories. Two types of modeling of these data are discussed. One approach is a detailed spatial-filter model with parameters for the contrast-sensitivity function, length and width filter bandwidths, separate probability summation exponents for summation over space and over mechanisms.

Our results show that the standard set of parameters developed over the past 10 years does an excellent job of fitting the very wide range of stimuli. The interesting individual differences and significant deviations are discussed. The second approach looks at subsets of the data where several surprises were found in the filter tuning as a function of spatial frequency and in the precise CSF shape.

♦ Cell assemblies, attentional focusing, and the detection and identification of visual patterns

U Mortensen, G Meinhardt, B Rörs (Department of Psychology, Institut III, Westfälische Wilhelms-Universität, Friednerstrasse 21, D 48149 Münster, Germany; e-mail: mortens@psy.uni-muenster.de)

Perceptual learning may be conceived in terms of mechanisms described by Hebb's rule, generalised in a suitable way to avoid infinite growth of synaptic weights (Mortensen and Nachtigall, 2000 Biological Cybernetics in press). The approach implies that learning should result in the
formation of sets of neurons (cell assemblies—CA) that allow for an optimal detection of the stimulus patterns employed in the experiment (CA-model).

We present data from (superposition-) experiments designed to further explore the CA-model, in particular with respect to the effects of attentional focusing on certain parts (features) of a stimulus pattern. For various types of one-dimensional and two-dimensional patterns, the CA-model turns out to be compatible with the data. Focusing on a part of a pattern, however, is not compatible with the hypothesis that now detection (or identification) is mediated by a sub-CA which is specific to the focused feature. The results are discussed in terms of interactions among the neurons of the CA for the complete pattern and with respect to models of attentional focusing, e.g. the spotlight model.

POSTER SESSION 2

(ELECTRO)PHYSIOLOGY AND NEUROTRANSMITTERS

- Microscopic eye movements synchronise retinal-ganglion-cell activity
  M Greschner, J Ammermüller (Department of Biology, University of Oldenburg, Postfach 2503, D 26111 Oldenburg, Germany; e-mail: martin.greschner@mail.uni-oldenburg.de)

Under normal conditions, small movements of the visual image relative to the retina are necessary for visual perception. We studied the effect of microscopic eye movements on population activity of retinal ganglion cells. Eye movements of the slider turtle (Pseudemys scripta) were measured by video oculography. They showed microscopic movements of about 5 Hz and 0.05 deg visual angle. This corresponds to approximately 5 µm on the retina, which is about one photoreceptor diameter. Spiking activity of large ganglion-cell populations was recorded extracellularly in the isolated turtle retina with the Utah multi-electrode array. Contrast gratings were projected onto the retina via a computer-controlled x-y mirror system. Moving the mirrors appropriately then simulated natural microscopic eye movement.

We found that the activity of ganglion-cells subpopulation was synchronised with this stimulus movement. Although single cells spiked only on about 5% of movement occurrence, more than 90% of these spikes were preceded by the stimulus. Ganglion cell pairs of this subpopulation showed significant correlation among their spikes. The ensemble of the whole subpopulation reliably coded movement. As a consequence, microscopic eye movements can be detected by correlated activity in retinal-ganglion-cell populations.

- Visual perception as an epilepsy-prediction factor
  R Ruseckaitė (Department of Computer Science, Vytautas Magnus University, Vileikos Street 8, LT 3000 Kaunas, Lithuania; fax: +370 7 451 336; e-mail: rasa.75@yahoo.com)

Human brain system is responsible for many functions: hearing, sensitivity, and others. Visual perception is a very important one. The temporal-occipital brain lobe is responsible for the human visual system. When this lobe is damaged, visual functions are also impaired. Many damages can injure the visual system. Epilepsy can be one of such injuries.

Our task was to investigate the visual perception of epileptics. We created a special computerised system (1998 Perception 27 Supplement 164b), which was used for testing visual functions. It contained three parts: size – form discrimination, colour perception, and object – faces recognition testing procedures.

We have tested altogether 300 persons. Test answers were stored in a special database and processed by special mathematical methods. People were investigated by EEG, fMRI, and CT methods before the visual testing procedure. Special regularities were established and were used for diagnosis. We performed such an experiment on 16 epileptics. All the tests mentioned above were used. Epilepsy was recognised correctly for 11 persons. The testing of visual perception functions could be useful in epilepsy prediction. We are planning to continue our experiments. New tests will be created, as well as new processing methods.

ATTENTION, TEXTURE, AND VISUAL SEARCH

- Spatial selective attention operates in environment-centred and retinotopic coordinate frameworks.
  D J K Barrett, M F Bradshaw, J Everatt, D Rose, P B Hibbard (Department of Psychology, University of Surrey, Guildford GU2 5XH, UK; fax: +44 148 325 9553; e-mail: d.barrett@surrey.ac.uk)

Covert shifts of attention to locations in the visual field have been shown to improve detection and discrimination thresholds for visual stimuli. The spatial coordinate framework in which this selection occurs remains to be fully specified. Previous studies of location priming have suggested that selective attention operates in an 'environment-centred' or relative spatial framework (eg
Maljkovic and Nakayama, 1996 *Perception & Psychophysics* 58 977–991), although more recently it has been suggested that absolute or ‘retinotopic’ frameworks may also be important (e.g. Tootell et al, 1998 *Neuron* 21 1409–1422).

To distinguish between these possibilities, prime and target stimuli were presented in four conditions designed to systematically vary the validity of the prime (in a relative or absolute framework) in a location priming task. The prime was either: (i) nonvalid, (ii) valid relative, (iii) valid absolute, and (iv) relative–absolute valid. Six participants responded to a three-item array in which targets were either absent or present. A reduction in mean RT for valid absolute and relative primes was found ($p < 0.05$) which suggests that covert shifts of attention can be directed equally well in both environment-centred and retinotopic spatial-coordinate frameworks.

- **Hierarchies and reverse hierarchies in the visual system**
  S Hochstein, M Ahissar† (Department of Neurobiology, Institute of Life Sciences, Hebrew University, Givat Ram, 91904 Jerusalem, Israel; † Department of Psychology, Hebrew University, Mount Scopus, 91905 Jerusalem, Israel; fax: +972 2 658 6296; e-mail: shaul@vms.huji.ac.il)

Cortical areas of the visual system are arranged in hierarchical fashion. High cortical areas show spatial invariance while lower areas represent information in a more specific and detailed manner. We recently demonstrated that perceptual learning is initiated in high areas and follows a reverse, feedback hierarchy, proceeding gradually to lower and lower areas. We now suggest that conscious perception itself also follows this reverse hierarchy path. Of course, initial information processing proceeds from lower to higher areas. But the aspects of perception that are available to consciousness or motor action proceed from high to low cortical areas.

We suggest, therefore, that early vision with spread attention is effected by the large receptive fields of high-cortical areas, while lower-area receptive fields are the basis of later stages of visual perception with focused attention. Included in early vision are both crude object identification and feature search (‘pop-out’). Later, visual awareness may access lower cortical areas to obtain image details available there, including precise localisation, retinal size, orientation, and component motion. Reverse hierarchy theory may explain quite naturally a variety of perceptual phenomena including global precedence and word superiority (‘forest before the trees’) and the influence of complex image effects in early vision.

- **Attention and the processing of obfuscated graphical data**
  M A Linden, N P Sheehy, J Wylie (School of Psychology, Queen’s University of Belfast, David Keir Building, Malone Road, Belfast BT7 1NN, UK; fax: +44 123 266 4144; e-mail: M.Linden@qub.ac.uk)

The tinting of information displays is a design convention intended to engage the reader where an image is placed behind an object positioned in the foreground. A page of text containing a simple line graph was created to investigate the effects of tinting on attention and recall. It was hypothesised that whilst tinting would draw attention towards the graph there would be a detrimental effect on recall.

Three stimulus conditions were created. In condition 1 the graph was unaltered. In condition 2 the graph was highlighted with a grey box, while in condition 3 the graph was tinted with an image of a forest. Four participants were assigned to each condition with the instruction that they would be questioned on completion. Viewing time lasted for 30 s with attention being measured by the SMI remote eye-tracking device. The percentage of total viewing time for attending to the graph showed that participants were mainly drawn to condition 2 while no eye-movement data were recorded for condition 1. Content analysis of responses indicated that peripheral viewing of condition 1 enabled accurate recall of graph details. This suggests that, while attention is drawn to high-interest regions, a plain presentation style facilitates the conveyance of information.

- **Attentional effects on depth and direction aftereffects**
  D Rose, M P Bradshaw, P B Hibbard (Department of Psychology, University of Surrey, Guildford GU2 7XH, UK; fax: +44 148 325 9553; e-mail: d.rose@surrey.ac.uk)

The perceptions of depth from binocular disparity and motion parallax are typically considered to be low-level pre-attentive processes. In the motion domain, however, such a view was rejected by Chaudhuri [1990 *Nature (London)* 344 60–62] who showed that the motion aftereffect could be modulated by a secondary attentional task.

Here we investigate (i) whether the duration of depth aftereffects (Blakemore and Julesz, 1971 *Science* 171 286–288) is also affected by attention, (ii) the relative effects of a secondary task on disparity and motion aftereffects, and (iii) whether attention can modulate the outcome of a disparity-motion-contingent aftereffect (Anstis and Harris, 1974 *Perception* 3 153–168). Subjects adapted to stationary and/or moving random-dot patterns forming one or more
depth planes while attention was manipulated with a secondary task (character processing at parametrically varied rates).

We found that the depth aftereffect could be affected by attentional manipulations, and both its duration and that of the motion aftereffect varied monotonically with the difficulty of the secondary task. Pre-cueing attention to one aspect of the disparity-motion stimulus (a direction or depth) affected the nature of the aftereffect obtained despite the fact that the visual stimulation remained the same.

- **Influences on scan paths in a feature and conjunction search task**
  A Sprenger, W Heide, C Moschner, D Kömpf (Clinic for Neurology, Medical University in Lübeck, Ratzeburger Allee 160, D 23538 Lübeck, Germany; fax: +49 451 500 2489; e-mail: sprengera@neuro.mu-luebeck.de)

In our study we aimed to initiate saccadic visual search and quantify factors that describe the underlying search strategies. Ten subjects participated in a sequence of 100 single-feature and conjunction search tasks (features: colour and form) with 0, 1, 4, or 8 targets among 40, 60, or 80 items.

Data analysis shows that a longer fixation duration in combination with a decreased number of saccades and a much shorter search duration occur in the colour search task, which differs significantly from the conjunction or form search task. Subjects showed one or more general search strategies, e.g. with a circular, back-and-forth, 8-shaped scan path. In the parallel search task (colour), search strategies were interrupted by the pop-out effect of colour that induces reflex-like targeting. In the conjunction search task, subjects directed their saccades primarily to items carrying the target colour feature, less frequently to items carrying different features. Structured search strategies were more frequently used in the serial search task (form).

Performance data reflect the impact of the search task on the attentional focus. The scan path performed by each subject is a result of an actual global search strategy and a modification by local features.

**BINOCULAR AND SPATIAL VISION**

- **On the neuroanatomical basis for stereopsis and the integration of two visual hemifields in the cat cortex**
  S V Alexeenko (Vision Physiology Laboratory, Pavlov Institute of Physiology, Russian Academy of Sciences, nab. Makarova 6, 199034 St. Petersburg, Russia; fax: +7 812 328 0501; e-mail: sveta@va.usr.pu.ru)

Partial decussation of retinal fibers in optic chiasma leads to the separation of visual pathways in such a way that each brain hemisphere receives the information on only the one half of the visual field, though from both eyes. The architecture of cortical neuronal connections providing for integration of information from the two eyes and from two visual hemifields is not yet fully understood.

On the basis of our own and other data, a new functional scheme of neuronal connections in the cat cortex is suggested. The scheme includes the callosal connections (as an extension of intrinsic long-range connections), linking in both hemispheres cells driven by the same eye and representing the same locus in the visual field. These connections are supposed to underline the binding of two half-field representations into one. The scheme also includes an additional set of connections between cells driven by the left eye and cells driven by the right eye ('binocular connections') which provide for formation of disparity-sensitive neurons and mediate stereo perception and depth discrimination.

Peculiarities of neuronal connections in animals with the full decussation of fibers in chiasma and in humans are discussed.
[Supported by RFBR grant 00-04-49289]

- **Systematic deviations from veridical in a visual collinearity task**
  R H Cuijpers, A M L Kappers, J J Koenderink (Physics of Man, Helmholtz Instituut, Princetonplein 5, NL 3584 CC Utrecht, The Netherlands; fax: +31 30 252 2664; e-mail: r.h.cuijpers@phys.uu.nl)

In previous studies it has been shown that many geometric aspects are perceived distorted. For example, when a subject is asked to set two bars in a horizontal plane parallel to each other, deviations up to 40° occur. These deviations depend on the separation angle between the bars but not on the distance of the bars from the subject. This indicates that either the distance is ignored or that the visual space is intrinsically flat.

In the present study subjects were asked to set two bars collinear. The bars were placed in a horizontal plane at eye height. Distance to the subject and the separation angle were varied. The results show systematic deviations from veridical up to 20°. The deviations decrease as the
distance increases. In conclusion, we find that distance is ignored in the parallelity but not in the collinearity task. Consequently, collinear bars do not appear parallel. This indicates that properties of 'visual space' are operationally defined and may differ between different tasks.

- **Spatiotemporal influence of pre-perceived surfaces on the perception of bistably perceptible surfaces with binocular viewing**
  M Idesawa, Y Nakane, Q Zhang, W Shi (Graduate School of Information Systems, The University of Electro-Communications, 1-5-1, Chofu-gaoka, Chofu-shi, Tokyo 182-8585, Japan; fax: +81 424 43 5681; e-mail: idesawa@is.uec.ac.jp)
  Previously we reported the phenomena of multistable surface perception where various surface shapes can be perceived from a single stereogram (Idesawa, 1990 *Proceedings of IJCNN-90* pages 17–20; Shi and Idesawa, 1997 *Journal of Robotics and Mechatronics* 9-2 98–103).
  Here we investigated the effects of pre-perceived (real or illusory) surfaces on the perception of these stereograms. Perceptually bistable stereograms which can be perceived as convex or concave surfaces, and are given as real or illusory surfaces, were used as probe stimuli. In the experiment, conditioning stimuli, consisting of partial surfaces laid on one of the stably perceptible surfaces, were shown for 1000 ms; probe stimuli were presented for 700 ms after intervals of 100 to 1900 ms; subjects then reported their perceptions (convex, concave, or ambiguous). Stable perceived surfaces almost coincided with pre-perceived surfaces in the interval from 300 ms to 1900 ms for illusory conditioning stimuli, and in the interval from 700 ms to 1600 ms for real conditioning stimuli. These perceptions were nearly the same for both real and illusory probe stimuli. Remarkable differences in the spatiotemporal influence of pre-perceived surfaces were observed between real and illusory conditioning stimuli, which probably reflect the temporal difference in visual processing stages.

- **Perceived size and distance of virtual targets in convex mirrors**
  K Shimono, A Higashiyma (Department of Information Engineering and Logistics, Tokyo University of Commerce, Etchujima 2-1-6, Koto-ku, Tokyo 135-8533, Japan; Department of Psychology, University of Ritsumeikan, Tojiin-Kitamachi, Kita-ku, Kyoto 603-8533, Japan; fax: +81 35 245 7339; e-mail: shimono@ipc.tosho-u.ac.jp)
  We investigated size and distance perception of virtual targets in convex mirrors (650R and 1000R) and a plane mirror. Thirty-six observers matched the distance of a target in a real scene to the distance (10 or 20 m) of a virtual target in mirrors. They also matched the length of a tape to the size of the virtual target (15, 30, 45, 60, or 72 cm) placed at each of the two distances.
  The perceived distance for the convex mirrors was found to be much larger than that for the plane mirror and the perceived size for the convex mirrors was not necessarily larger than that for the plane mirror. Multiple regression analyses showed that the perceived size was mainly determined by the virtual size, and the perceived distance was mainly determined by the virtual distance, virtual angle, and virtual size. These results suggest that (i) perceived size is not affected by perceived distance, as is suggested by the size–distance invariance hypothesis, and (ii) both perceived size and perceived distance are directly affected by physical and optical variables.

- **Use of a flexible endoscope in minimally invasive surgery improves surgeon's depth perception**
  M Wentink, P Broedveld, H G Stassen (Man-Machine Systems and Control Group, Department of Mechanical Engineering, Delft University of Technology, Mekelweg 2, NL 2628 CD Delft, The Netherlands; fax: +31 15 278 4717; e-mail: m.wentink@wbmt.tudelft.nl)
  During minimally invasive surgery (MIS) an endoscope is used for visual feedback. Depth perception is severely impaired during MIS since the endoscope is a monocular system, and motion parallax is very limited. At the Delft University of Technology a flexible endoscope has been developed which improves motion parallax. Our aim was to investigate the relation between the degree of rotation around a fixation point (FP) and the improvement in relative depth perception.
  An endoscope rotated around a FP. At the FP an artery was modelled and an instrument was lined up horizontally next to it. Both maximum endoscope rotation and relative depth between instrument tip and artery were varied. Just noticeable differences (JNDS) were calculated. Relative depth perception significantly improved with an increase in the degree of endoscope rotation when the instrument was behind the artery (JND = 5 mm for 0° rotation and JND = 1 mm for 10°–50° rotation). When the instrument was in front of the artery, relative depth perception did not improve (JND = 3 mm for 0°–50° rotation). This implies that freedom of movement of a flexible endoscope can be limited to a 10° rotation around a FP to optimise relative depth perception.
COLOUR AND BRIGHTNESS

- Cone-equivalent surrounds demonstrate that more chromatic variability can reduce colour constancy

E Brenner, F W Cornelissen* (Department of Physiology, Erasmus University Rotterdam, PO Box 1738, NL 3000 DR Rotterdam, The Netherlands; * Laboratory of Experimental Ophthalmology, School for Behavioural and Cognitive Neurosciences (BCN), University of Groningen, PO Box 30.001, NL 9700 RB Groningen, The Netherlands; fax: +31 10 408 9457; e-mail: bremer@fys.leg.eur.nl)

The influence of chromatic variability on perceived colour is often evaluated by comparing the appearance of a surface within a structured environment with its appearance within an equivalent surround: a uniform field with the same space-averaged luminance and chromaticity. This approach equates the average physical properties of the stimuli that are being compared.

Considering that nonlinearities within the cones could lead to different average responses at the cone output, we decided to take the notion of equivalent surrounds one step further, and create 'cone-equivalent surrounds'. We took the average light we wanted for the background and determined the extent to which it stimulates each of the three cone types. We then constructed backgrounds in which each of 400 squares stimulated each cone by a random amount between about 8% less and 8% more than this average value. For each square we either used the same random value for all three cones (luminance modulation) or a different random value for each cone (chromatic modulation). Note that for each cone type on its own the two conditions are identical.

We found considerably less chromatic induction for the colourfull background, which implies that colour constancy does not necessarily benefit from chromatic complexity.

- Dichromatic flickering Ganzfeld as a brightness-matching method for the rod system

A V Garusev (Department of Psychology, Moscow State University, Mokhovaya 18 (5), 103009 Moscow, Russia; fax: +7 095 203 5436; e-mail: percepts@mail.ru)

Flickering Ganzfeld was investigated at photopic intensity level. A specially constructed device made it possible to present binocularly Ganzfeld stimuli illuminated by two narrow-band lights with different wavelengths ranging from 400 nm to 660 nm and flickering in counterphase. The intensity ratio was adjusted by subjects.

When the flicker was absent, the subjects watched standard Ganzfeld behaviour. During flicker with only one wavelength used, pictures of disorderly pulsing lines and patches dependent on wavelengths and frequencies of flicker were perceived. When the intensity of the second wavelength was increased, the pulsation at the periphery decreased and at a certain ratio disappeared altogether, whereas the pulsation at the centre continued. It is suggested that this ratio defines equiluminance of two colours for the rod system. Measurements were made for several pairs of colours in the indicated range at frequencies up to 25 Hz.

Some differences from the results of 'classic' methods (flicker photometry, minimal distinct border), can be explained by a different degree of participation of the rod system in brightness-matching procedures.

- Cone excitation ratios fail to explain colour appearance when adaptation is prevented

M Jurkutaitis, J J Kulikowska, L Zarambaite, H Vaitkevičius* (Department of Optometry and Neuroscience, University of Manchester Institute of Science and Technology, PO Box 88, Manchester M60 1QD, UK; * Department of Psychology, Vilnius University, Didlaukio 47, LT 2057 Vilnius, Lithuania; fax: +44 161 200 4435; e-mail: mjxxmj@fsl.etm.umin.ac.uk)

Cone excitation ratios between a test sample and a background are said to determine colour appearance when illumination changes slowly, allowing adaptation.

We devised three experiments demonstrating a gradual failure of this explanation. Munsell samples (value 7, chroma 4) and a neutral background (N7), which was isoluminous with the samples under illuminant C, were simulated on a Barco Calibrator. Eight variable illuminants were used; each illuminated a sample on the background for 1 s. Subjects had to memorise the colour of a sample and matched its appearance by adjusting hue, saturation, and luminance of the reference sample on the background, under standard illuminant C; the matching time was not restricted (asymmetric sequential colour matching).

Real test samples on a neutral background are not isoluminous when illuminated by a variable non-neutral illuminant; in experiment 1, samples were also surrounded by an annulus (looking like real Munsell chips); no annulus was present in experiment 2. Colour matches poorly correlated with cone excitation ratios. In experiment 3, all samples and backgrounds were made isoluminous; subjects could still match colours, but the correlation with cone excitation ratios was poorest. We conclude that only the first stages of colour constancy may rely on cone excitation ratios.
A neuromimetic model of the McCollough effect: Temporal resistance and reverse effect
C Marendaz, B Ans, J Hérault (Université Pierre Mendès-France, Laboratoire de Psychologie Expérimentale, CNRS, BP 47, F 38040 Grenoble, France; # Institut National Polytechnique, Laboratoire des Images et des Signaux, CNRS, 46 avenue Félix Viallet, F 38031 Grenoble, France; fax: +33 4 76 82 78 34; e-mail: christian.marendaz@upmf-grenoble.fr)

McCollough effects (MEs) are a set of visual contingent aftereffects that involve colour and contour. These effects have been the subject of a large body of literature concerning their properties and theoretical accounts, but the mechanisms underlying the ME have never been fully clarified.

We make the assumption that the ME is a signature of a more general adaptive neural process tending to generate independent dimensions in visual perception (Hérault and Ans, 1984 Compte-Repous de l’Académie des Sciences, Life Sciences 299 525–528). The architecture of the proposed neural network is composed of colour and orientation units mutually interconnected, with weights being modified according to an adaptive nonlinear anti-Hebbian rule. Despite its minimal complexity, the model not only accounts for the ME but also reproduces various detailed experimental results (such as the reverse-tilt effect contingent on colour) and, above all, the distinctive long temporal persistence of the aftereffect.

It is shown that this latter property cannot be obtained from an adaptive neural process tending to produce only decorrelated (instead of independent) visual dimensions [Barlow and Field, 1989, in The Computing Neuron Eds R Durbin, C Miall, G Mitchison (New York: Addison-Wesley) pp 54–72].

The crispening effect in luminance and colour
B Spehar, Q Zaidi (School of Psychology, The University of New South Wales, Sydney, NSW 2052, Australia; † Vision Sciences, The State University of New York, College of Optometry, 100 East 24th Street, New York, NY 10010, USA; fax: +1 612 9385 3641; e-mail: b.spehar@unsw.edu.au)

There is large and diverse literature showing that luminance and colour discrimination is best for stimuli that are at or near the adaptation light and that the discrimination worsens for stimuli that differ substantially from the adapting conditions.

In this study, we measured temporal contrast sensitivity for various combinations of test and surround levels for LD, RG, and YV colour directions. Temporal contrast sensitivity in uniform tests embedded in uniform surrounds was compared to that in variegated surrounds of equal mean luminance or chromaticity. The relevance to the phenomenon known as the crispening effect in luminance domain is discussed.

We show that the crispening effect is similar for colour and brightness, and also that the causes are similar, despite the known differences in spatiotemporal sensitivity to colour versus brightness. Habituation to a pedestal edge in static and temporally modulated configurations is the cause for a decrease in test sensitivity for both colour and brightness. When the pedestal is present during the adaptation interval, test sensitivity is not determined by adaptation to the surround or to the test, but rather by habituation to the edge.

EYE MOVEMENTS

Spatial characteristics of intra-saccadic perception
E Castet, G S Masson (Centre de Recherche en Neurosciences Cognitives, UPR 9012—CNRS, 31 chemin Joseph Aiguier, F 13402 Marseille, France; fax: +33 4 91 77 49 69; e-mail: castet@inf.cnrs-mrs.fr)

A vertical grating moving at a very high speed (above its fusion frequency) becomes highly visible when a horizontal saccade is made in its direction with appropriate saccadic peak velocity (Castet and Masson, 2000 Nature Neuroscience 3 177–183). This paradigm optimizes the intra-saccadic visual stimulation. As a result, the intra-saccadic percept is sufficiently clear to allow observers to judge some of its spatial characteristics such as its shape, extent, and/or location.

To study how visual signals from disparate regions in the visual field are integrated to build up shape perception, the horizontal width of the intra-saccadic percept was assessed in two steps. First, the apparent location of the left side of the grating was estimated by presenting a vertical line whose horizontal location was varied by a staircase procedure. In a different block, the apparent location of the right side was similarly measured. Apparent width, in conjunction with eye movements, was measured for different saccadic amplitudes and for saccades sweeping over various parts of the screen.

We show that apparent width can be as much as 40% smaller than physical width. This is explained by taking into account responses of adjacent receptive fields which individually receive various spatiotemporal stimulations.
Effect of size uncertainty on the speed of visual search and the behaviour of eye movements
I Kojo, R Näsänen (Brainwork Laboratory, Finnish Institute of Occupational Health, Topeliuksenkatu 41 aA, FIN 00250 Helsinki, Finland; fax: +358 9 588 4759; e-mail: lipo.kojo@occuphealth.fi)
The task of the observer was to search for, and identify, an upper case letter from a rectangular array (10 × 10) of characters in which the other items were numerals.
Two different kinds of stimuli were used. In the first kind, all characters were of equal size, and in the second, the size of characters varied at random by a factor of three. The threshold duration of stimulus presentation required for search was determined by using a multiple-alternative staircase method. Eye movements were recorded simultaneously with a video eye tracker. The threshold time for search was higher by a factor of 1.5–2 when the size of the characters were randomised. The average number of fixations per one search was also higher for random-size stimuli. This was associated with a slight increase in fixation duration. Saccade amplitudes were nearly constant.
Since fixations take most of the time needed for visual search, the increase in the number of fixations results in increased search times when character sizes are randomised.

Task-evoked eye movements and pupil responses
K Takahashi, M Nakayama, Y Shimizu (Center for Research and Development of Educational Technology, Tokyo Institute of Technology, 2-12-1, O-okayama, Meguro-ku, Tokyo 152-8552, Japan; †Graduate School of Decision Science and Technology, Tokyo Institute of Technology, 2-12-1, O-okayama, Meguro-ku, Tokyo 152-8552, Japan; fax: +81 3 5734 2991; e-mail: takahasi@nk.cradle.titech.ac.jp)
Eye movements and pupil size respond to visual or audio stimuli that require information processing. It is well known that pupil size increases with task difficulty (Beatty, 1982 Psychological Bulletin 91–92 276–292). We investigated whether both changes are correlated and can be indicators of mental work-load.
In the first experiment, audio instruction was presented while the subject followed a marked point which moved periodically in the centre (for 1000 ms) and then on a concentric circle (1000 ms); visual angles were 3 deg, 5 deg, and 10 deg. For the audio portion of the experiment, subjects were asked to perform an oral calculation. In the second experiment, subjects took part in a driving-simulation game with the same tasks. Pupil size and eye movements were observed in both experiments. In the first experiment, the average pupil size and saccadic responses significantly increased with the visual angle and with audio instruction. There are significant interactions between visual angle and audio instructions. This suggests that both changes depend on the visual angle.
In the second experiment, pupil sizes and saccadic responses also significantly increased while the game was in progress. This result provides evidence that both pupil and eye-movement responses can be indicators of mental work-load.

LEARNING, MEMORY, AND DEVELOPMENT

Contrast sensitivity in dyslexia
G Ben-Yehudah, E Sackett, L Malchi-Ginzberg, M Ahissar (Department of Neurobiology, Hebrew University, Givat Ram Campus, IL 91904 Jerusalem, Israel; †Department of Psychology, Hebrew University, Mount Scopus Campus, IL 91905 Jerusalem, Israel; e-mail: gal@apollo.ls.huji.ac.il)
Recent findings suggest that at least some individuals with developmental dyslexia have a deficit in the magnocellular pathway. Such a deficit predicts impaired contrast sensitivity (CS) for low spatial and high temporal frequencies. Previous tests of this prediction yielded mixed results, which were attributed to an inter-study subject variability.
In this study, we addressed the variability problem by characterising the CS of the same (Israeli) adult dyslexics under several paradigms. In a temporal 2AFC task, a drifting or flickering grating appeared in one of two successive intervals. In a spatial 2AFC task, a static or transient grating appeared in either the upper or lower visual field. In the temporal task dyslexics were significantly less sensitive in the low spatial and high temporal frequency range, consistent with a magnocellular deficiency. Moreover, non-word reading accuracy and rate were highly correlated with the sensitivity in this frequency range. Surprisingly, in the spatial task there was no significant difference between groups.
Our findings show that dyslexics' impaired CS is contingent upon a temporal comparison across brief intervals. This suggests that the measurement paradigm (temporal versus spatial) may account for the inconsistencies between previous studies.
Neural plasticity as the basis for learning a Vernier discrimination task?
K Folta, G Meinhardt (Fachbereich 07, Westfälische Wilhelms-Universität, Fliednerstrasse 21, D 48149 Münster, Germany; fax: +49 251 833 9105; e-mail: folta@uni-muenster.de)
Physiological studies provide evidence for neural plasticity in V1 neurons [Kirkwood et al, 1996 Nature (London) 381 526–528]. But there is still no unambiguous evidence that perceptual learning is accompanied by changes of the tuning characteristics of early sensory mechanisms. Saarinen and Levi (1995 Vision Research 35 519–527) used a simultaneous-mask paradigm to show that Vernier discrimination may cause narrowing of orientation tuning of cells maximally activated by Vernier stimuli. But narrowing in simultaneous-mask tuning functions is no unambiguous evidence for changes in early coding mechanisms and may be explained alternatively.
Here we further investigated the hypothesis of neural plasticity in perceptual learning. Using a pretest-learning–posttest-design we assessed orientation-tuning functions, orientation-discrimination thresholds, and summation curves for superimposed Gabor patches before and after extensive training in Vernier discrimination. All subjects showed monotonous reduction of discrimination thresholds due to learning the Vernier discrimination task. Orientation-tuning function showed lowered discrimination thresholds for all mask orientations in the posttest. Learning transfer could be observed for orientation discrimination at 12° oriented Gabor patches. All summation curves showed more summation between superimposed Gabor patches after learning.
We argue for changes within the population of orientation-selective mechanisms caused by perceptual learning.

MOTION PERCEPTION AND OPTIC FLOW

The slalom effect
T Agostini, A Galimonte (Department of Psychology, University of Trieste, via Sant'Anastasio 12, I 34134 Trieste, Italy; fax: +39 040 676 2757; e-mail: agostini@univ.trieste.it)
Cesaro and Agostini (1998 Perception & Psychophysics 60 518–523) observed a dynamic illusion of direction and shape that has been named 'slalom effect'. When a dot moving along a straight horizontal trajectory intersects a static pattern of tilted lines, its trajectory is perceived as sinusoidal.
The present work offers additional information on the factors involved in the genesis of the illusion. Three experiments were performed. In two experiments, we manipulated the distance between the inducing lines and the perceived depth displacement between the dot and the tilted lines. In the third experiment, the tilted lines were presented one at a time. In all the experiments, the size of the illusion was measured by the method of adjustment. The strength of the illusion is inversely proportional to the distance between the lines. Depth displacement and temporal presentation of the tilted lines do not cancel out the illusion.
These results are consistent with an interpretation of the effect in terms of an integration of local distortions occurring at the intersections. Some variants of the illusion are presented and discussed.

A comparison of pursuit eye movement and perceptual performance in speed discrimination
K R Gegenfurtner, M J Hawken, B H Scott (Max Planck Institute for Biological Cybernetics, Spemannstrasse 38, D 72076 Tübingen, Germany; Center for Neural Science, New York University, 4 Washington Place, New York, NY 10003, USA; fax: +49 7071 601 616; e-mail: karl@kyb.tuebingen.mpg.de)
A central goal of sensation and perception is to direct our interactions with the environment. During most voluntary motor actions that are driven by sensory input we consciously experience an internal representation of the visual world. This leads to the question how faithful this internal representation is, and how precise our actions are compared to this reference. To answer that question, we studied the relationship between the perceived speed, which is the experiential representation of the stimulus, and the speed of smooth-pursuit eye movements, the motor action.
We determined psychophysical thresholds for detecting small perturbations in the speed of Gabor patterns (1 cycle deg⁻¹) moving at a base speed of 4 deg s⁻¹. At the same time we recorded eye-movement traces and used an ideal-observer analysis to compute analogous 'oculometric' thresholds. Our results show a remarkable agreement between perceptual judgments for speed discrimination and the fine gradations in eye-movement speed, with psychophysical and oculometric functions exhibiting the same slope. However, there was no correlation between perceptual errors and eye-movement errors on a trial-by-trial basis. We conclude that the motor system and perception share the same constraints in their analysis of motion signals, but they act independently and have different sources of noise.
The time course of perceptual momentum

D Kerzel (Department of Cognition and Action, Max Planck Institute for Psychological Research, Amalienstrasse 33, D 80799 München, Germany; fax: +49 895 860 2199; e-mail: kerzel@mpipf-muenchen.mpg.de)

When observers are asked to localise the final position of a moving target, the judged position is usually displaced from the actual position in the direction of motion.

In the present series of experiments, the short-term time course of the displacement was investigated to test different theories that attribute mislocalisation to eye movements or memory distortion. Observers watched a target moving linearly at 18 deg s⁻¹. After target offset, a probe stimulus appeared to the left or right of the final target position. Observers' left–right judgments were used to calculate the subjective vanishing point (SVP). It was found that very briefly after target offset (11 ms), the SVP is already shifted in the direction of motion. However, when pursuit eye movements were suppressed, there was no shift of SVP in the direction of motion. Further, the visual persistence of the target was estimated to be about 60 ms.

It is argued that the mislocalisation results at least partially from eye movements after target offset that shift the persisting retinal image of the target in the direction of motion. Observers report the target position at the offset of its retinal image which is displaced in the direction of motion when the target is pursued.

Dissociation of rate of expansion and time to contact: When τ strategy is not used

J L Moliner, A Maiche Marini, S Estaun (Laboratori de Visió i Control de l’Acció, Facultat de Psicologia, Universitat Autònoma de Barcelona, Campus Bellaterra, Cerdanyola, S 08193 Barcelona, Spain; fax: +34 93 581 3329; e-mail: Joan.Lopez.moliner@uab.es)

Although many authors have assumed that the visual system extracts time to contact (TTC) directly from τ and independently of object size and rate of expansion (ROE), few studies have shown evidence for a psychophysical channel sensitive to TTC independent of size and ROE (Regan and Hamstra, 1993 Vision Research 33 447–462).

Here we report more evidence for TTC processing independent of ROE by comparing choice reaction times (CRTs) for relative estimation of TTC and ROE. In two experiments, we decorrelated trial-to-trial variation of TTC with trial-to-trial variations of initial ROE. In experiment 1, the task was to signal the object that expanded faster. CRT decreased as a hyperbolic function of trial-to-trial variations of ROE, following Piéron's law (Pins and Bonnet, 1996 Perception & Psychophysics 58 390–500), while the CRT curve was flat when plotted versus trial-to-trial variations of TTC. In experiment 2, the task was to signal the object that arrived first. The behaviour of CRT curves was reversed. Furthermore, CRT plotted versus trial-to-trial variations of TTC was significantly lower than CRT plotted versus trial-to-trial variations of ROE in experiment 1. The more ecological relevance of the inverse of relative ROE could explain this finding.

Invariant processing of spatiotemporal curves

F Röhrbein, K Schill (Institut für Medizinische Psychologie, Ludwig-Maximilians-Universität München, Goethestrasse 31, D 80336 Munich, Germany; fax: +49 89 9966 615; e-mail: florian@imp.med.uni-muenchen.de)

The representation and processing of spatiotemporal information has been studied in a series of experiments. In a temporal forced-choice design we measured the discrimination performance for simple courses of motion which consisted of a black dot moving on a white background along an (invisible) curved path. Each trial consisted of two pairs of motion paths, and the subject's task was to indicate whether the difference in curvature occurred in the first or second pair. We used three conditions with different amounts of curvature and varied presentation time in 15 temporal conditions (100–1500 ms).

The result was a widely invariant performance regardless of curvature and motion time. Neither very fast movements nor long durations had an influence on the sensitivity. On the other hand, discrimination performance was significantly different when we used corresponding static versions of the dynamic stimuli. The observed invariance can therefore neither be explained by motion-selective mechanisms nor by the assumption of a static internal representation in the form of a spatial trajectory of the spatiotemporal stimuli. We discuss the basic representational constraints for the processing of spatiotemporal patterns and present a neural-network model which provides a hierarchical order of spatiotemporal processing on separate self-organising maps.
• Efficiency of motion transparency for same-direction stimuli
  J M Wallace, P Mamassian (Department of Psychology, University of Glasgow,
  58 Hillhead Street, Glasgow G12 8QH, UK; fax: +44 141 339 8889;
  e-mail: j.wallace@psy.gla.ac.uk)

Motion transparency occurs when two (or more) motions are perceived in the same spatial
location. This phenomenon can be experienced for all combinations of motion directions. We
focus here on the efficiency of motion transparency when the signals move in the same direction
but at different speeds.

We measured speed discrimination thresholds in two tasks. For the coherence task, two
random-dot kinematograms of translatory motions were presented in successive temporal
intervals. In the transparency task, single translatory motions were compared with stimuli
containing two superimposed translatory motions. In both tasks, the motion signals were in the
same direction but with different speeds, and speed noise was added. Subjects were required to
indicate which interval contained the fastest component motion. Thresholds were compared to
that of an ideal observer to compute subject efficiencies for both tasks.

We found that, while the thresholds were consistently higher for the transparency task, the
computed efficiencies were equal in both tasks. This suggests a common mechanism in both tasks.
Furthermore, efficiencies rose quickly with the speed ratio between the two component motions.
These results are discussed in terms of biologically plausible models of motion perception.

NATURAL IMAGES, BIOLOGICAL MOTION, AND FACES
• Categorical and attributional perception of facial expressions—comparing upright
  and inverted faces
  J Kirkland, D L Bimler, G V Paramez (Department of Health and Human Development,
  Massey University, Private Bag 11-222, Palmerston North, New Zealand; ¶ Institut für
  Arbeitsphysiologie, Universität Dortmund, Ardeystrasse 67, D 44139 Dortmund, Germany;
  e-mail: j.kirkland@massey.ac.nz)

It has been reported that facial expressions of emotion cease to be perceived categorically when
inverted (De Gelder et al., 1997 Cognition & Emotion 11 1–23), implying that their configural
(Gestalt) properties are important for recognition of emotions. We examined whether the configural
and componential (feature) aspects of facial-emotion perception are dissociable.

Stimuli were photographs of seven FACS-instructed emotion prototypes, and blended
expressions produced by interpolating (morphing) between them. Configural properties of the
stimuli were quantified with the use of the FACEM system (Pilowsky and Katsikitis, 1994 Journal
of Affective Disorders 30 61–71).

Stimuli were presented upright and inverted, and perceived dissimilarities between them
were obtained by a triadic procedure. Processing with multidimensional scaling analysed dissimilarities
into contributions from affective dimensions and categories. For both conditions, four-dimensional
solutions were obtained, and the relative strengths of these contributions compared. In addition, coordinates of the stimuli were correlated with their configural properties by bivariate
and multiple regression.

It was found that, in the inverted condition, correlations of affective attributions with configural
measures were lower and categorical perception was reduced. The findings suggest that
emotional judgments of inverted faces, though retained, are guided by facial components rather
than by configuration.

• N170 wave and differential processing of faces and objects
  S Poiroux, I Paul, C Bernard, M Rebai (PSY.CO., UPRES EA1780, Faculté des Sciences,
  Université de Rouen, F 76821 Mont-St-Aignan, France; fax: +33 2 35 43 63 49;
  e-mail: Poiroux@excite.com)

The potentials evoked by faces are characterised by a N170 wave specific in amplitude and latency
for these stimuli but also present for other objects. We investigated whether the differences
between objects and faces for this component could be due either to differences in their spatial
configuration or reflect specific visual processing (holistic for faces versus feature-based for
objects). For this purpose, we used different stimuli: among them an Arcimboldo painting which
elicits in the upright position the perception of vegetables in a cup (object condition) and in the
inverted position the perception of a human face (face condition). Evoked potentials recorded
with 32 electrodes in eleven subjects show a greater amplitude of the N170 for face condition
than for object condition, mainly in tempo-occipital regions.

The spectrum of spatial frequencies being the same whatever the orientation of the visual
stimuli, this difference suggests that faces and objects engage specific patterns of processing:
holistic for faces and feature-based for objects.
Efficient adaptive estimation of sensory scales

A B Watson (Ames Research Center, NASA, MS 262-2, Moffett Field, CA 94035-1000, USA; fax: +1 650 604 0255; e-mail: abwatson@mail.arc.nasa.gov)

Measurement of sensory scales is a classical problem in psychophysics. In the method of pair comparison, each trial consists of a pair of samples and the observer selects the one perceived to be greater on the relevant scale. This may be regarded as an extension of the method of forced choice: from measurement of threshold (one JND), to measurement of the larger sensory scale (multiple JNDS). While simple for the observer, pair comparison is inefficient, because if all samples are compared, many comparisons will be uninformative. In general, samples separated by about 1 JND are most informative. We have developed an efficient method for adaptive selection of sample pairs. As with the QUEST adaptive threshold procedure, the method is based on Bayesian estimation of the sensory scale after each trial. We call the method ‘efficient adaptive scale estimation’ or EASE (‘to make less painful’).

This method has been applied to estimation of subjective quality of digital video. Observers viewed pairs of short sequences of video with various amounts of artifact, and selected the sequence with the greater quality. The resulting quality scales can be compared to those obtained by other methods, such as magnitude estimation.

SHAPE

Perceiving pictorial slopes by hand and by foot

A Hellmann, J W Huber† (Department of Psychology, Institute of Cognition Research, Carl von Ossietzky University of Oldenburg, D 26111 Oldenburg, Germany; † School of Life Sciences, University of Surrey, Roehampton, West Hill, London SW15 3SN, UK; fax: +49 441 798 195 151; e-mail: hellmann@psychologie.uni-oldenburg.de)

The accuracy of judgments of surface inclination has been studied by a range of methods. However, controversy regarding veridicality of judgments continues (see Huber and Davies, 1999 Perception 28 Supplement, 106c). In an experiment (n = 37), the veridicality of action-based responses and the availability of visual information during the adjustment process was further tested through a comparison of adjustments by hand and by foot. Experimental procedure and stimuli (pictures of slopes ranging from 5° to 45°; different textures and sizes) were the same as used previously. Subjects carried out a total of 120 adjustments in four blocks (paddle visible or not, adjustment by hand or by foot).

The results show an overestimation for small angles (of about 100%) and an underestimation for steeper slopes (of about 50%). When the paddle was visible, the adjustments were steeper. However, no differences were found between the manual and the foot response, except that adjustments by hand increased more rapidly with stimulus slope (slope of regression = 0.47) than adjustments by foot (0.33). The problem of the response mode in slope-perception tasks is discussed.

Effects of object-based versus viewer-based transformations on imagined object views

R J van Lier (Nijmegen Institute for Cognition and Information, University of Nijmegen, Montessorilaan 3, NL 6525 HR Nijmegen, The Netherlands; fax: +31 24 361 6066; e-mail: R.vanlier@nici.kun.nl)

Given a specific object image, participants were asked whether a second image could be of the same object. They were given the instruction that there are two ways to reach the correct answer. The participants either had to mentally rotate the object or they had to imagine themselves looking at the object from another position (ie the object-based condition and the viewer-based condition, respectively). In this way, an object-based y-axis rotation (180°) would result in the same image as a view of the object at the rear side. Similarly, a z-axis rotation (180°) or an x-axis rotation (180°) of the object would equal an upside-down view or a rear-upside-down view, respectively.

In the experiment, the object had various types of symmetries and were oriented in different ways. Overall, the performance was better in the object-based condition than in the viewer-based condition. Furthermore, it appeared that objects with vertical symmetry generally revealed the best results. Finally, there was a remarkable increase in left–right confusions in the viewer-based condition as compared to the object-based condition. These results are discussed in terms of internal and external frames of reference.

The role of mirror symmetry in the perception of chromatically homogeneous figures

G Parovel, S Vezzani (Dipartimento di Psicologia Generale, Università di Padova, via Venezia 8, I 35131 Padua, Italy; fax: +39 049 827 6600; e-mail: parovel@mail.psy.unipd.it)

A chromatically homogeneous surface is not always perceived as a single figure. It can sometimes be perceived as the result of superimposing two or more figures; in such a case illusory contours
Poster session 2: Spatial frequency and contrast

are seen bounding the figure in the foreground (Petter, 1956 Rivista di Psicologia 50 213–227). Local factors, such as relatability, have been proposed in order to explain perception of two or more figures (Kellman and Shipley, 1991 Cognitive Psychology 23 141–221). However, even when these factors are at work, there are conditions favouring the perception of a single figure which have not been explored so far. Here we propose that one such condition is the mirror symmetry of the surface.

We have run three experiments in order to study several aspects of the problem. The main results show that: (a) mirror symmetry enhances perception of a single figure; (b) effectiveness of symmetry increases with the number of axes of symmetry; (c) vertical and horizontal axes are more effective than a 45°-oriented axis.

We conclude that the global factor of mirror symmetry plays an important role in the perception of chromatically homogeneous surfaces, along with local factors, such as relatability and, more generally, good continuation.

SPATIAL FREQUENCY AND CONTRAST

- A computational contrast-vision model for the analysis of anomalous contrast-sensitivity measurement

  E Blazek, G Lado, M Mattiello, A Tonti (Laboratorio de Investigaciones Visuales, Facultad de Farmacia y Bioquímica, Junín 956, 1113 Capital Federal, Argentina; fax: +54 11 4508 3648; e-mail: livis@flyb.uba.ar)

We analysed cortical pathologies (Lado et al, 1999 Perception 28 Supplement, 72d) that produce a characteristic loss of contrast vision at high frequencies. However, the chosen model did not allow us to reproduce retinal pathologies, owing to the fact that it did not take into consideration the independence of the frequency channels.

This paper seeks to introduce modifications into the first levels of the model in order to allow for this analysis, and a subsequent differentiation between cortical and retinal pathologies. To do this, it introduces four different inhibition scales into the distribution layer of the inputs. Once the threshold level of the network is fixed, the outputs from that layer are integrated, thus generating the classic contrast-sensitivity curve for a normal observer.

If the pathologies are retinal, involving losses at both high and low frequencies, e.g., in glaucoma, the sensitivity of the lower levels is modified in order to reproduce an adequate response. If, on the other hand, the pathologies are cortical, involving a 50% decrease in the width of the kernels in the boundary cells, a simulation of the corresponding results is achieved. This decrease shams the abnormal long-range spatial integration of the signals which are observed in amblyopia and in other cortical pathologies.

- Contextual modulation of lateral interactions in contrast gain control

  P I Laurinen, T Saarela, L A Olzak* (Department of Psychology, University of Helsinki, PO Box 13, FIN 00014 Helsinki, Finland; † Department of Psychology, Miami University of Ohio, Oxford, OH 45056, USA; fax: +358 9 1912 3443; e-mail: Pentti.laurinen@helsinki.fi)

Spatial interactions among gain control processes at early cortical levels of visual processing putatively mediate centre–surround contrast phenomena. The interactions have been assumed to be reciprocal with respect to centre and surround.

We measured both apparent contrast of the centre disk embedded in a surround and apparent contrast of the annulus surrounding the centre. Centres and surrounds were both sinusoidal gratings or plaid patterns (spatial frequency = 6 cycles deg⁻¹). Two centre–surround contrast ratios were used (0.08/0.18 and 0.38/0.18). The diameter of the centre disc was 1 deg and the width of the annulus 0.17, 0.33, or 0.67 deg. Subjects compared the apparent contrast of the test centre (or surround) to an identically modulated disc with no surround (or annulus with no centre). A 2AFC method of constant stimuli was used to determine subjectively equal contrasts for test and comparison stimuli.

The apparent contrast of the centre decreased in all conditions as a function of surround contrast and width, replicating earlier results. However, centre contrast had a negligible effect on apparent contrast of the annulus, regardless of centre–surround contrast and size ratios. One interpretation of these results is that spatial interactions presumed to occur at early processing levels are influenced by higher-level information about scene organisation.
Transparent image presentation: The role of attention under discordant focus distances
F H Oosterhoff, H de Ridder (Subfaculty of Industrial Design Engineering, Delft University of Technology, Jaffalaan 9, NL 2628 BX Delft, The Netherlands; fax: +31 15 278 7179; e-mail: f.h.oosterhoff@io.tudelft.nl)
See-through head-mounted displays (HMDs) presenting fixed-focus images are used to create augmented reality. We have investigated the role of attention in relation to five virtual-focus distances between 33 cm and infinity. We used a monocular head-mounted display (HOPROS®, Delft Instruments) to present transparent virtual images overlaying background images. Background images were presented on a 17-inch monitor at 1 m distance. The two images were perceived as one.
An effective stimulus comprised one Landolt-C within a circular configuration of seven hoops. A checkerboard was used as an affective stimulus. Stimuli were Gaussian blurred. A trial consisted of a fixation cross, the combined stimuli, and random noise subsequently. Correlating fixation either to effective or affective stimulus disbanded attention and task. Stimulus and presentation characteristics were randomised. Subjects score correct on Landolt-C orientation was obtained by means of a 2AFC paradigm.
Results showed attention to have effect, when virtual distance remained between observer and background image. For decreasing distance to the background, score correct increased when attention was tied to the effective stimulus. Subsequently, the scores decreased for attention tied to the affective stimulus. It suggests visual information retrieval to depend on attention, as focus difference influences distracting image characteristics.

A comparison of nonparametric adaptive psychophysical procedures
W W Stine (Department of Psychology, University of New Hampshire, Conant Hall, Durham, NH 03824, USA; fax: +1 603 862 4986; e-mail: bill.stine@unh.edu)
Nonparametric adaptive psychophysical procedures are those where the stimulus that is presented on a given trial depends upon the subject’s response on previous trials, and the form of the psychophysical function is assumed only to be a monotonic function of the intensity of the stimulus. [See Treutwein (1995 Vision Research 35 2503–2522) for an overview of these procedures.] Four procedures were compared on yes/no trials and six on 2AFC trials with a variety of psychometric functions, guess and lapse rates, etc. For each procedure studied, initial threshold estimates and step sizes were varied and relatively optimal combinations were chosen in order to compare the procedures.
All of the procedures were essentially unbiased. The worst procedure (parameter estimation by sequential testing with the minimum overshoot and undershoot sequential estimation) exhibited less than one-third the efficiency of the best procedure (stochastic approximation). Further, 2AFC trials require more than twice the number of presentations than yes/no trials in order to reach the same variability in threshold estimates, regardless of the procedures used. The best nonparametric procedures are easy to implement, relatively robust, and extremely efficient.

VISUAL IMPAIRMENT

Processing of a visual illusion of length: a neuropsychological study
R Daini, P Angelelli*, G Antonucci*, G Vallar (Department of Psychology, Università degli Studi di Milano-Bicocca, piazza dell'Ateneo Nuovo 1, I 20126 Milan, Italy, and IRCCS S. Lucia, via Ardeatina 306, I 00179 Rome, Italy; Department of Psychology, Università ‘La Sapienza’ di Roma, via dei Marsi 78, I 00185 Rome, Italy, and IRCCS S. Lucia, via Ardeatina 306, I 00179 Rome, Italy; fax: +39 02 6448 6705; e-mail: roberta.daini@unimib.it)
The neural basis of a visual illusion of length (the Brentano version of the Müller-Lyer illusion) was investigated by a neuropsychological approach.
The line-bisection performance of two groups of right-hemisphere-damaged patients, (a) with and (b) without left visual half-field deficits (assessed by perimetry and visual event-related potentials), associated with left spatial unilateral neglect, was assessed. Two conditions of manual bisection were given: setting the midpoint of (a) a horizontal line, and (b) of the shaft of the Brentano illusion, with either a left-sided (−→−→) or a right-sided (←→←→) expansion.
Both groups of patients set the subjective midpoint to the right of the objective centre of the line, consistent with the presence of left neglect. Patients with left hemianopia showed no illusory effects; these, in turn, were observed in patients without hemianopia, in both illusory conditions, in which they were additive to the rightward bisection bias.
Anatomical clinical correlations revealed an association of damage to the occipital regions with the lack of illusory effects. By contrast, more anterior damage sparing these regions (eg posterior parietal) did not affect illusory processing. The results are discussed in terms of a dissociation between visual and spatial processing of extension.
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The eye's optics, the trichromatic cone mosaic, and human vision

A Roorda, D R Williams*, G Y Yoon†, Y Yamauchi‡ (College of Optometry, University of Houston, 4800 Calhoun Road, Houston, TX 77204-6052, USA; † Center for Visual Science, University of Rochester, Rochester, NY 14627, USA; fax: +1 713 743 2053; e-mail: aroorda@popmail.opt.uh.edu)

Human vision is limited by aberrations in the eye's optics and also by the photoreceptor mosaic, which has a dual role of providing both spatial and colour vision. The use of adaptive optics to correct the aberrations has provided new ways to measure these limitations, both by improving images of the retina and by improving vision. Adaptive optics made possible spatially resolved retinal densitometry, which was used to identify the individual S-, M-, and L-cones within large patches of foveal retina in two humans.

There were marked differences in the proportions of these cones between individuals and the cone types were distributed randomly. However, in spite of a three-fold difference in the ratio of L: M cones between the two humans, their wavelength choices for unique yellow were very close, indicating the important role of neural factors in stabilising unique yellow against such L:M cone variation. Adaptive optics were also used to present stimuli to the retina that were free from monochromatic aberrations, which resulted in improvements in visual acuity, even in white light. This argues against the notion that the resolution of the eye's aberrated optics and foveal cone spacing are optimally matched.

ORAL PRESENTATIONS

COLOUR CONSTANCY

Contrast and shift of perceived background colour in experiments on colour constancy

A Daugirdiene, M Jurkutaitis*, H Vitkevičius, J J Kulikowski† (Department of Psychology, Vilnius University, Didziakio 47, LT 2057 Vilnius, Lithuania; † Department of Optometry and Neuroscience, University of Manchester Institute of Science and Technology, PO Box 88, Manchester M60 1QD, UK; fax: +44 161 223 049; e-mail: ausra.daugirdiene@gf.vu.lt)

Under slowly-changing illuminations, colour constancy is determined by the differences between the cone responses to light reflected from the background and from objects. We show that, under restricted adaptation, colour appearance is not solely determined by cone contrast. We evaluated colour appearance of a test chip on a neutral background (N) under variable illumination (restricted time), using asymmetric colour matching: the test chip was matched by a reference chip on the same neutral background under a standard illuminant C (unrestricted time). Matching involved 41 Munsell chips (value 7, chroma 4 and grey N7) for 5–8 variable illuminants distributed around point C. Real chips and colour patches reproduced on a Barco Calibrator were used.

The ellipse representing chips matched in colour was centred around the point of grey-chip appearance, which was located on the line connecting coordinates of C and of a given illuminant on the u'v' chromaticity plane. This point did not coincide with the point representing colour appearance of the uniform background. The colour appearances of chips having similar cone contrasts (under variable versus standard illumination) differed.

Two hypothetical mechanisms may explain these results, one related to the cone contrast, and the second determined by the background colour to which observers are not fully adapted.

Colour constancy under conditions varying in spatial configuration

M P Lucassen, J Walraven ( Perception, Display Group, TNO Human Factors, Kampweg 5, NL 3769 ZG Soesterberg, The Netherlands; fax: +31 346 353 977; e-mail: lucassen@tm.tno.nl)

Colour constancy was studied for different spatial configurations of the stimulus pattern. A colour CRT was used to simulate the CIE x, y, Y values of Munsell chips as rendered under two extreme phases of daylight (yellow and blue, 4000 and 25 000 K). The pattern consisted of a 5 x 7 matrix of square patches on a neutral background that was either lighter or darker than the samples. The mutual separation between the samples was varied. The stimulus was presented successively to the left and the right eye, simulating two alternating illuminant conditions. Two observers matched the colour of 11 test samples under yellow illumination to the colour of corresponding samples as seen under the blue illuminant.

The observer responses, analysed in terms of cone-specific inputs to the visual system, were compared with predictions of Land's most recent Retinex algorithm (1986 Proceedings of the National Academy of Sciences of the USA 83 3078–3080), and with a response function derived by the authors. Both models perform reasonably well for decremental stimuli, but less well for increments. Retinex predictions were about two times less accurate than predictions of the
response function. Since the latter takes local contrast as input, the results suggest that colour constancy is predominantly determined by the processing of local spatial information.

- **Relational colour constancy under rapid changes of illuminant on natural scenes**

  D H Foster, K Amano, S M C Nascimento (Visual and Computational Neuroscience Group, Department of Optometry and Neuroscience, University of Manchester Institute of Science and Technology, PO Box 88, Manchester M60 1QD, UK; Department of Physics, University of Minho, Guimar Campus, P 47/0-057 Braga, Portugal; fax: +44 161 200 3887; e-mail: d.h.foster@umist.ac.uk)

  Temporal cues can aid colour constancy judgments with artificial Mondrian-like stimuli [Foster et al, 1999 *Investigative Ophthalmology & Visual Science* 40(4) S387]. Can such cues be exploited with stimuli that are more naturalistic?

  A multi-spectral imaging technique was used to obtain images of natural scenes [Nascimento et al, 1999 *Investigative Ophthalmology & Visual Science* 40(4) S748]. For each scene, 33 images each 820 x 820 pixels x 10 bits x 10 nm were captured by a high-resolution digital camera with a fast-tunable liquid-crystal filter. The reflectance function associated with each pixel was derived from a white reference in the scene. Captured scenes were then simulated on a high-resolution colour-graphics display.

  Observers saw two alternating images: in image 1 the scene was illuminated by a daylight of 25 000 K; in image 2 it was illuminated by a daylight of 6700 K and the surface reflectance function of one particular object was simultaneously changed, by an amount which varied from trial to trial. Observers were able to detect these changes reliably, suggesting that temporal cues can be used in judging colour constancy with natural scenes.

- **Are horizontal cells crucial in colour contrast and colour constancy?**

  D N Krasilnikov, Y E Shelepina, O I Krasilnikova (Department of Television and Transmitters, State University of Aerospace Instrumentation, ul. Bolshaya Morskaya 67, 190000 St Petersburg, Russia; Visual Physiology Laboratory, Pavlov Institute of Physiology, Russian Academy of Sciences, nab. Makarova 6, 199034 St Petersburg, Russia; Department of Computers and Computer Systems, State University of Aerospace Instrumentation, ul. Bolshaya Morskaya 67, 190000 St Petersburg, Russia; fax: +7 812 328 0501; e-mail: nnkk23@sanet.ru)

  Colour constancy is one of the most fundamental physiological mechanisms, which involves peripheral and central parts of the visual system. We have detailed the processes of primary (peripheral) stages of the colour-constancy mechanism and developed an operating model. It includes the well known triad: receptor – system of horizontal cells – bipol at cell. We have assumed three types of horizontal cells, each of which is connected with a particular type of cones (L, M, S). These horizontal cells of each type are organised in three different systems of connected horizontal cells. According to this assumption, the illumination distribution on the retina transforms into excitations of bipolar cells proportional to the contrast distribution for L-, M-, and S-channels independently, by means of regulation of horizontal cell systems. These processes underlie local adaptation in the achromatic system.

  This simplified working model permits us to describe quantitatively colour constancy and thresholds for wavelength discrimination. The model is in good agreement with the fluctuation law and the Weber – Fechner law. The results of calculations performed on the basis of our model are in good agreement with experimental data.

  [Supported by the Russian Foundation for Basic Research, grants 98-06-80001, 99-04-49647]

**READING**

- **Preferred retinal character size during the reading of text with varying print size by visually impaired and by sighted people**

  P J M den Brinker, Y J Broere, J van Hof-van Duin (Faculty of Human Movement Sciences, Vrije Universiteit Amsterdam, Van de Boechorststraat 7, NL, 1081 BT Amsterdam, The Netherlands; fax: +31 20 444 8509; e-mail: berry@fbv.vu.nl)

  Visually impaired persons (VIs) suffering macular degeneration have a narrow bandwidth in the sensitivity for spatial frequencies and thus are assumed to have, in contrast to sighted persons (SpS), a more-or-less fixed preferred retinal character size (PRCS) during reading.

  To study explorative activities in adapting the PRCS during reading text of varying print size, eight VIs (aged 37–81 years) and four SpS (aged 25–48 years) read text of six different print sizes (VIs: 80 to 254 points; SpS: 5 to 160 points). Subjects were invited to walk forward to or walk backward from the display (space scaling behaviour) to select an optimal viewing distance for comfortable reading.
The data supported the hypothesis that VIPs use space scaling behaviour to attain a fixed value for the PRCS for reading large printed text. However, the concept of PRCS applied only to the situation in which the participant walked toward rather than backward away from the display. When walking backward the subjects stopped earlier than would have been expected on the basis of a fixed PRCS. In contrast to what was expected, this behaviour was also observed to the same extent in the SPs, pointing to a fundamental process in scaling behaviour during reading and object recognition.

**Letter case and text legibility**
A Arditi, J Cho (Arlene R Gordon Research Institute, Lighthouse International, 111 East 59th Street, New York, NY 10022, USA; fax: +1 212 751 9677; e-mail: aries@play.lighthouse.org)

Common wisdom and numerous sources within the literature on typography assert that mixed uppercase and lowercase text is more legible than all uppercase (all caps). If this is true, then lowercase text alone should be more legible than all caps, since uppercase letters are relatively infrequent. Some studies that have shown an effect of word shape on word recognition have indeed suggested that the shapes of lowercase words are more distinctive than their uppercase counterparts. Are mixed-case and lowercase words more readable than all-caps styles?

Using TrueType Arial and all caps, all lowercase, and mixed-case conditions, we assessed (a) size thresholds for random letter strings and (b) reading speeds for ordinary text (using serial visual presentation) in both normal and visually impaired participants. Size thresholds (with point size characterising letter size) for lowercase were 25% higher than for all caps; thresholds were intermediate for mixed case. No significant effect of case on reading speed was found.

These results suggest that, in contrast to widespread belief, all caps may in fact be more legible (and more economical) to print than mixed or lowercase styles, because lower point sizes can be used than with the other case styles.

**Recognition of low-contrast characters by subjects with cerebral visual-field defects**
J Gothe, H Strasburger, K Lutz, E Kasten, B A Sabel (Institut für Medizinische Psychologie, Universität Magdeburg, Leipzigerstrasse 44, D 39120 Magdeburg, Germany; Institut für Psychologie, Universität Magdeburg, Universitätspark 1, D 39106 Magdeburg, Germany; fax: +49 391 611 7163; e-mail: Janna.Gothe@Medizin.uni-magdeburg.de)

Cerebral visual-field defects following brain injuries are as a rule diagnosed by automatic perimetry, where low-contrast-stimulus detection is the criterion of visibility.

To extend perimetric testing, in patients and normals, contrast thresholds for the recognition of characters (digits, size 2.4 deg) to those for detection of Gabor patterns (1 cycle deg⁻¹, σ = 1.5°) in the intact and defective visual field at 32 visual field positions. Foveal testing was done for three stimulus sizes (1, 2, and 4 deg). Subjects were ten homonymous hemianopic patients and ten healthy volunteers. The results were compared with the visual field obtained on a Tübingen Automatic Perimeter and with qualitative high-resolution perimetry.

Foveally we revealed a significant loss of recognition sensitivity, but not of detection sensitivity, in the patient group. In the zone of transition from the intact to the defective field there was a gradual sensitivity decrease in both recognition and Gabor detection. Most interestingly, recognition sensitivity in some patients was impaired within the intact visual field itself.

The results indicate that visual-field defects following cortex lesions lead to decreased performance in recognition tasks not only along the border of the field defect but also in the intact parts of the visual field.

**The changes in reading rate that result from letter spacing are attributable to the detection of word boundaries, and not the visibility of letters**
P L Floer, J M Hunter-Khan (Liberal Arts, McGhee Division, New York University, 50 West 4th Street, New York, NY 10003, USA; e-mail: FLF1@is7.nyu.edu)

When reading rate decreases with the increase or decrease of letter spacing, does this occur because the changes in letter spacing affect the visibility of individual letters, or because they affect people's ability to detect the boundaries of a word? We found that when letter spacing increased (centre-to-centre spacing > 2M), subjects' reading rates fell, unless the spaces between words also increased (5M spaces between words). This was true for 0.5, 1.0, and 2.0 deg letters. Letter size did not affect reading rates. When there were no spaces between words, letter size did affect reading rate.

These experiments support the proposition that increases in letter spacing lead to decreases in reading rate because of a decrease in the ability to detect the boundaries of words; the visibility of letters affects reading only when word recognition can be accomplished through letter-by-letter reading.
SHADOWS AND EDGES

* Extra lightness information at cast illuminance edges

A L Gilchrist (Department of Psychology, Rutgers University, 101 Warren Street, Newark, NJ 07102, USA; fax: +1 973 353 1171; e-mail: alan@psychology.rutgers.edu)

Intrinsic-image models of lightness parse the retinal image into overlapping layers of illumination and reflectance. Anchoring theory parses the image very differently—into frameworks, or perceptual groups. These approaches seem incompatible, even though both capture important aspects of lightness experience.

Recent experiments on a lightness paradox point towards a possible resolution. When an illuminance boundary falls across an object, observers give different Munsell matches for its lighted and shadowed parts, but paradoxically report the object to have a single reflectance. Lightness matches given for the whole object are more veridical than those given for its lighted and shadowed parts. And lightness matches for an object lying under a cast illuminance boundary are higher than for objects that fall entirely within a field of illumination.

Exactly the opposite results have been reported for objects at an occlusion edge that forms the boundary of a region of illumination. These findings suggest that cast illuminance edges (i) provide an information bonus for objects they cross, and (ii) play a crucial role in our experience of layers. This in turn implies a role for both edge classification and a visual experience of layers within an anchoring model of lightness.

* Shadows are fuzzy and straight; paint is sharp and crooked

E H Adelson, D Somers (Department of Brain and Cognitive Sciences, Massachusetts Institute of Technology, NE20-444H, Cambridge, MA 02139, USA; fax: +1 617 253 8335; e-mail: adelson@psych.mit.edu)

Brightness illusions typically involve cues for lightness constancy. Evidently, the process of discounting illumination can cause identical grey patches to appear different. The visual system can utilise various cues to distinguish illumination variation (shadows) from reflectance variation (paint). For example, fuzzy edges are likely to be shadow, and fuzzy transitions can support strong illusions. Similarly, White's illusion depends on T-junctions, and the Ts arguably provide evidence for an illumination edge.

We now report a new cue. Contour straightness can strongly affect illusion strength; we propose that crookedness versus straightness is a cue for paint versus shadow. We do not claim that shadows in nature are usually straight; rather, we claim that the visual system 'believes' that they are.

We have modified White's illusion to retain the Ts but not the straight contours; the illusion is decreased. We have put a straight and crooked contours in direct competition by crossing them to form plaid; the straight components dominate the illusions, indicating stronger discounting. We have studied the role of straightness in the snake and anti-snake illusions. Finally we have combined cues to produce remarkably strong brightness illusions.

* Coloured shadows: why are they so vivid?

C Neumeyer, J Kallmann, J Schramme (Institut für Zoologie III, Johannes Gutenberg-Universität, Saarbrücker Strasse 21, D 55099 Mainz, Germany, e-mail: christa.neumeyer@uni-mainz.de)

The 'coloured shadows' first described in detail by Goethe in 1792 are held to be a special case of simultaneous colour contrast. The effect is much stronger than in the 'normal' case in which a test field is presented within a highly saturated surround. This is surprising because the surrounds of coloured shadows appear highly unsaturated, and induction depends on purity (Valberg, 1974 Journal of the Optical Society of America 64 1531 – 1540).

In order to understand this discrepancy we investigated the phenomenon by matching the perceived colour by means of a computer monitor. All coloured areas were radiometrically analysed, and the CIE chromaticity coordinates x and y and the luminance Y determined. In the case of red, yellow, and green, we found that the purity of the induced colour was about half the purity of the inducing surround. The effect was much weaker for the blue surround. By matching the inducing surround, we found a decrease in purity in about the same direction and range as the increase in purity of the coloured shadow. The specific effect of the coloured shadows is due to the high luminance of the surround which always exceeded (except for blue) the luminance of the shadow.
Separation of filling-in and boundary-detection mechanisms
T L Peromaa, P I Laurinen (Department of Psychology, University of Helsinki, PO Box 13, FIN 00014 Helsinki, Finland; fax: +358 9 1912 3443; e-mail: Tarja.Peromaa@helsinki.fi)

It is often assumed that boundary formation initiates filling-in, independently at different spatial scales; this implies that edge-detection and filling-in mechanisms receive input from filters tuned to the same spatial-frequency band. This assumption was studied with critical-band-masking applied to the Chevreul illusion.

Isotropic noise was added to the Chevreul-staircase stimulus. The centre spatial frequency of the noise was varied in 15 steps (0.5 – 12 cycles deg⁻¹, 1 octave) and the bar width of the Chevreul-staircase in 13 steps (0.24 – 4.2 deg, constant luminance step). The task was to evaluate whether the characteristic brightness pattern, the scallopy appearance of the bars, was visible. Each stimulus was presented 15 times and the frequency-of-seeing was measured by the method of constant stimuli.

Noise of any spatial frequency below a critical spatial frequency was found to mask the brightness pattern. The critical frequency appears to be 1–2 octaves above the spatial frequency of the lowest 1 octave bandpass filter responding to the edges. When masking occurs, the edges seem to 'float' on the noise. Surprisingly, the steps are not visible—instead, the noise 'owns' a smooth luminance gradient. These findings suggest that, although edge detection may operate independently at different spatial scales, filling-in requires pooling over low spatial frequencies.

DYSLEXIA

Accuracy of visual and auditory representations in dyslexia
M Ahissar, K Banai, G Ben-Yehudah, S Amitay, L Malchi-Ginzberg
(Department of Psychology, Hebrew University, Mount Scopus, IL 91905 Jerusalem, Israel; fax: +972 2 588 159; e-mail: maserava@pluto.huji.ac.il)

Poor readers often suffer from a variety of basic visual and auditory deficits. Yet, the relations between these deficits have been hardly studied. We characterised the performance of adult dyslexics in two homologous tasks: visual-spatial frequency discrimination between sinusoidal gratings and auditory pure-tone frequency discrimination. Both tasks were measured with temporal 2AFC paradigms.

More than half of the poor readers had severe difficulties with the visual task, while subjects from the control group did not have similar difficulties. Visual deficits were found in about 40% of the poor readers with high scores in other cognitive tasks (eg Raven matrices), and in 70% of the poor readers whose cognitive scores were intermediate or lower. In this group, which also consists of the least accurate speech discriminators, auditory performance was impaired as well.

Proficient reading requires the blending and segmenting of visual and auditory stimuli that are serially sampled in a rapid manner. We propose that the inability of the majority of poor readers to rapidly establish an accurate perceptual (visual and auditory) trace and retain it impedes the acquisition of reading by these individuals.

Motion coherence and transparency in dyslexia
P Mamasias, E A Bonnar (Department of Psychology, University of Glasgow, 58 Hillhead Street, Glasgow G12 8QF, UK; fax: +44 141 330 4606; e-mail: pascal@psy.gla.ac.uk)

Developmental dyslexics have displayed motion perception deficits in several recent studies. Are these deficits equally important in elementary and more complex motion processing?

Adult developmental dyslexics and controls were tested in two motion tasks. In the motion-coherence task, observers looked at a plane moving in one direction (left or right) and then in the opposite direction. Their task was to report which plane moved faster. In the motion-transparency task, observers looked at the superposition of two planes moving in opposite directions. Their task was again to report which plane moved faster. Discrimination thresholds were recorded and compared across tasks and population of observers.

Transparency thresholds were found to be higher than coherence thresholds for both dyslexics and control observers. There was a trend for higher thresholds for dyslexics in both tasks but this trend did not reach significance. Thus, no significant difference was found between dyslexics and control observers in our motion-coherence and motion-transparency tasks. These results question the validity of a general magnocellular pathway deficit in developmental dyslexia.
Effects of visual training on antisaccade control in dyslexia
K Hartnegg, B Fischer (Brain Research Unit, University of Freiburg, Hansastrasse 9, D 79104 Freiburg, Germany; fax: +49 761 203 9540; e-mail: bfischer@uni-freiburg.de)
Dyslexic children may exhibit deficits in generating saccades and/or in maintaining fixation. We report here the effects of daily practice of three visual tasks on the saccadic performance of 85 dyslexic children in the age range of 8 to 15 years. The children were selected from among other dyslexics because they showed deficits in their voluntary saccade control. Their eye movements were measured in an overlap prosaccade and a gap antisaccade task before and after the training. This training included three conditions: a fixation, a saccade, and a distractor condition. In each condition, the subjects had to detect the last orientation of a small stimulus which quickly changed its orientation before it disappeared. The subjects had to press one of four keys corresponding to the last orientation. The visual pattern was presented on an LCD-display of an instrument given to the children for use at home.
The results indicate that daily practice improved not only the perceptual capacity, but also the voluntary component of saccade control within 3 to 8 weeks. After the training, the group of dyslexic was no longer statistically different from the control group with respect to their voluntary saccade generation.

Fixation, saccade control, and dynamic vision in dyslexia
B Fischer, K Hartnegg, A Mokler (Brain Research Unit, University of Freiburg, Hansastrasse 9, D 79104 Freiburg, Germany; fax: +49 761 203 9540; e-mail: bfischer@uni-freiburg.de)
Dyslexics may have deficits in their magnocellular system, which projects from the visual cortex dorsally to the parietal and frontal areas. It is therefore suggested that dyslexics exhibit deficits in both dynamic vision and saccade control.
We studied the capacity of 140 control and 366 dyslexic children (aged 7–16 years) to detect the last orientation of a rapidly changing small pattern. In one task, stationary fixation was required. In the saccade condition, the pattern was displaced suddenly to one or the other side. In a third condition, a distractor was presented on one side before the oriented pattern appeared on the opposite side.
The performance improved with age in both groups. In all three conditions, the dyslexics performed significantly below the level of the controls. The differences between the test group and the control group were largest in the distractor condition. When compared with eye-movement performance in a gap antisaccade task, a parallel development was observed in both groups. The dyslexics exhibited significant deficits. The study shows that a certain percentage of dyslexic children has difficulties in visual perception in the time domain as well as in generating voluntary saccades, both tasks presumably challenging the magnocellular system.

POSTER SESSION 3
ANATOMY AND IMAGING

Contrast dependence of visually induced cortical oxygen changes
M Faehle†#, G Skiera#, S Brandst§ (†Department of Optometry and Visual Science, City University, 311-321 Goswell Road, London EC1V 7DD, UK; #Department of Human Neurobiology, University of Bremen, Argonnenstrasse 3, D 28211 Bremen, Germany; §Neurological Hospital, Charite, Schumannstrasse 20–21, D 10117 Berlin, Germany; fax: +49 421 218 9526; e-mail: mfaehle@uni-bremen.de)
We used functional magnetic resonance imaging (fMRI) to indirectly measure contrast dependence in the response of cortical cell ensembles by visualising changes in cortical blood oxygen levels (BOLD response). Four stimuli were presented in sequence: a dark square, a bright square, a black-and-white checkerboard, and a white-and-black checkerboard.
The correlation was calculated between the signal strength of each voxel of the fMRI response and the corresponding stimulus condition. Seven different contrast values between the bright and dark elements of the checkerboard were used: 1%, 2%, 4%, 8%, 16%, 33%, and 96%. The cortical activation caused by presentation of the checkerboards was relatively independent of stimulus contrast in four observers down to a contrast around 3%, but declined sharply for lower contrasts. Predominantly occipital areas were activated, and the distribution of activation of areas was also rather constant down to contrasts around 2%–4%.
We conclude that an fMRI response specific for figure–ground segregation is clearly present as early as the level of the primary visual cortex V1. This segmentation-specific activation is relatively independent of stimulus contrast down to contrast levels around 4%, but its distribution over cortical areas may vary among observers.
The human homologue of macaque area VIP
A Schlack, F Bremmer, N J Shah, O Zafiris, M Kubischik, K P Hoffmann, K Zilles, G R Fink (Allgemeine Zoologie und Neurobiologie, Ruhr-Universität Bochum, Universitätsstrasse 150, D 44801 Bochum, Germany; * Institut für Medizin, Forschungszentrum Jülich, IME, G 52425 Jülich, Germany; fax: +49 234 321 4278; e-mail: schlack@neurobiologie.ruhr-uni-bochum.de)

The macaque ventral intraparietal area (VIP) is located in the fundus of the intraparietal sulcus and may play an important role in the encoding of movements and navigation of the head in peripersonal space. A prominent feature of VIP neurons is the sensitivity for the direction of stimulus motion across different modalities and the encoding of polymodal sensory information in a common frame of reference. Interestingly, hemispatial neglect, a polymodal disturbance of the egocentric frame of reference in humans, is often found after damage to inferior parietal cortex.

We were accordingly interested in the question whether a homologue of macaque area VIP exists in humans. Eight healthy subjects participated in an fMRI study in which visual, tactile, and auditory stimuli were applied in order to test for multimodal responses. By employing a conjunction analysis, we show the existence of four cerebral regions activated by all three stimulus types. For one of these areas, the local maximum of neural activity is located in the fundus of the sulcus. On the basis of its functional and anatomical properties we consider this inferior parietal region to be the human homologue of macaque area VIP.
[Supported by DFG (Fe SFB 509/B7) and (GRF: SFB 194/A16)].

ATTENTION, TEXTURE, AND VISUAL SEARCH

Ortographic structure mediates peripheral letter-string identification
V Brown, S P Livermore, S White, J M Findlay, I D Gilchrist (Department of Psychology, University of Durham, Science Laboratories, South Road, Durham, DH1 3LE, UK; *Department of Experimental Psychology, University of Bristol, 8 Woodland Road, Bristol BS8 1TN, UK; fax: +44 117 374 7474; e-mail: Valerie.Brown@durham.ac.uk)

There is a general assumption that visual word recognition is automatic and occurs whenever a letter string is perceived (Stroop, 1935 Journal of Experimental Psychology 18 643–662). We tested this assumption by manipulating target letter strings across three experiments. Target strings were words, orthographically legal non-words, or orthographically illegal non-words. The experiments were designed to test the effect of retinal eccentricity of a target string and visual similarity of a distractor string on response latencies. Main effects of visual similarity and eccentricity were found for all experiments. An interaction was found between eccentricity and visual similarity for words and orthographically legal non-words. No interaction was found for orthographically illegal non-words. The results suggest that identification of letter strings is mediated by orthographic structure.

In a further experiment, we examined the influence of orthographic factors on eye-movement latencies. Previous work on eye movements has shown that there is a characteristic pattern of increased saccade latencies (20–40 ms) when subjects are presented with simultaneous bilateral targets in different hemifields. This is known as the ‘remote distractor effect’. Using this paradigm, we found orthographic effects on saccade onset latencies.

Bisection of tilted lines in monococular viewing conditions
S S Fukusima, A I F Mendes (Department of Psychology, FFCLRP, University of São Paulo, Av. Bandeirantes 3900, CEP14040-901, Ribeirão Preto S P, Brazil; fax: +55 16 633 5015; e-mail: fukusima@ffclrp.usp.br)

Errors in bisecting a line visually are generally explained as a result of perceptual, attentional, and motor factors. Many studies had focused on bisection of horizontal lines in the binocular condition.

To explore other variables, we investigated bisection of tilted lines in monococular conditions. Observers tried to place a cursor at the middle point of lines with orientations that varied counterclockwise from 0° (horizontal line) to 165° on a computer screen. The line lengths varied from 2.86 deg to 14.04 deg. Errors were generally less than 3% and not affected by line length. They tended to be unaffected by line orientation in monococular viewing by the right eye, but they varied systematically as a function of line orientation in monococular viewing by the left eye. The cursor tended to be placed to the right of the line centre. The error peaked at 120° orientation, and the null errors were found with lines tilted about 45°.

We suggest that the difference between the right eye and the left eye in bisecting lines may be related to subcortical mechanisms of attention.
• Template effects in search for linearly separable and non-separable targets.
  J P Hodsoll, G W Humphreys (Department of Psychology, University of Birmingham, Edgbaston, Birmingham B15 2TT, UK; e-mail: hodsoljp@psg-fs4.bham.ac.uk)
  Recent research (Bauer et al, 1998 Perception & Psychophysics 60 1083–1093) has shown that visual search for a target amongst distractors is 'serial' or difficult if the target is non-linearly separable from the distractors in a particular feature space (eg colour or size). In contrast, if the target is linearly separable from the distractors, search is easy/parallel. Interpretations of this result have stressed the role of bottom-up factors rather than how stimulus processing might be modulated by expected information about targets.
  We investigated this issue in two visual-search experiments, using small, medium, and large circles as possible targets. In the first experiment participants could use knowledge of the target to guide search, whilst in the second experiment the target was unknown on each trial. We found that search for a medium (non-linearly separable) target amongst small or large distractors benefited least from knowledge of the target as compared to search for a small or large target. Search for linearly separable targets is efficient in part because of the more accurate specification of memory templates for these items.

• Interactions between orientation and contrast in the processing of texture cues
  A J Schofield (School of Psychology, University of Birmingham, Edgbaston, Birmingham B15 2TT, UK; fax: +44 121 414 4897; e-mail: a.j.schofield@bham.ac.uk)
  The similarity of models for texture segmentation based on modulations of orientation and second-order processing (in particular the processing of modulations of local contrast) suggests that the two types of cue might be processed within the same early mechanism. If this were so, we might expect facilitatory interactions between these cues. Thresholds for detecting sinusoidal (vertical, 0.2 cycle deg⁻¹) contrast modulations of an oriented-bandpass-filtered noise carrier (centre frequency = 8 cycles deg⁻¹) were measured in the presence of similar modulations of the carrier orientation. The dominant carrier was either vertical or horizontal. Six levels of orientation modulation were used (0, 1, 2, 4, 8, and 16 times detection threshold).
  No facilitatory interactions were observed, suggesting that the two cues are not processed in a single channel. However, thresholds for detecting contrast modulations rose with increased orientation modulation, suggesting that the cues interact in a later gain-control-type mechanism. The masking effect is slightly stronger when the dominant orientation of the carrier is vertical rather than horizontal. Given the striking difference in appearance between orientation modulations of carriers with the two dominant orientations, this suggests that interactions may depend, to a degree, on the overall percept created by the image.

BINOCULAR AND SPATIAL VISION

• Testing predictions from a Bayesian analysis of optimal and robust use of stereo information
  V J Aranaz, J Porrill, J P Frisby, D Buckley (Department of Psychology, University of Sheffield, Western Bank, Sheffield S10 2TP, UK; fax: +44 114 276 6515; e-mail: V.J.Aranaz@Sheffield.ac.uk)
  Differences between the two eyes' views of the world carry information about 3-D scene structure and eye positions. The contemporary Bayesian approach to perception implies that human performance based on this source of eye-position information can be analysed most usefully by comparison with the performance of a statistically optimal observer.
  Porrill et al [1999 Nature (London) 397 63–66] argued that the comparison observer should also be statistically robust which leads to qualitatively new behaviours. When stereoscopic stimuli containing inconsistent vertical-disparity information about eccentricity of gaze were presented, estimates recorded from one robust ideal observer (RIO) bifurcated at a critical value of stimulus inconsistency. Porrill et al reported that human observers show the predicted bifurcation phenomenon and that this critical value can be used to estimate the vertical-disparity acuity of an observer.
  Here we show how the RIO model predicts a different location of bifurcation point when the inconsistent vertical-disparity information is about fixation distance, achieved with different scalings, and that the bifurcation point is dependent on stimulus size. We provide data from human observers displaying similar behaviour, giving further strength to the proposal that the human visual system's use of vertical-disparity information is optimal and robust.
**Focal crowding effect: masking interactions or nature of the highest spatial-frequency mechanism?**

M V Danilova, V M Bondarko (Vision Physiology Laboratory, Pavlov Institute of Physiology, Russian Academy of Sciences, nab. Makarova 6, 199034 St Petersburg, Russia; fax: +7 812 328 0501; e-mail: dan@infra.n.ru)

We have suggested (Bondarko and Danilova, 1995 Perception 24 Supplement, 124b) that both focal crowding and lateral masking may be explained by spatial-frequency interactions at the resolution limit in the human visual system.

Following this assumption, we ran a set of psychophysical experiments where a test Landolt C was surrounded by several types of distractors, including rectangular gratings having different spatial frequencies. In this experiment, we attempted to test spatial-frequency tuning of the crowding effect, because this tuning is a characteristic feature of lateral masking (Polat and Sagi, 1993 Vision Research 33 993–999). All the distractors 'crowded' the target Landolt C in a similar way showing absence of frequency tuning. This made us reject the hypothesis about masking-frequency interactions underlying focal crowding phenomenon. Instead, we consider the highest-spatial-frequency mechanism whose properties constrain performance in this visual task. We calculated the spatial-sensitivity profiles of the spatial elements corresponding to this mechanism using space constants provided by Wilson and Gelb (1984 Journal of the Optical Society of America A 1 124–131).

The corresponding even functions have on-zones and off-zones whose extent matches the peaks and troughs of masking functions when a test Landolt C is surrounded by distracting bars (cf Flom et al, 1963 Journal of the Optical Society of America 53 1026–1032).

[Supported by RFBI 98-04-48558.]

**Rigidity in kinetic depth effect**

N Ječič (Laboratory of Experimental Psychology, University of Belgrade, Čika Ljubina 18–20, 11000 Belgrade, Yugoslavia; e-mail: njelic@f.bg.ac.yu)

The aim of this study was to evaluate predictions of two models of amodal 3-D perception: model of 3-D rigid structure and model of 3-D elastic structure. Perception of an amodal object was based on two dots moving along parallel horizontal trajectories. Indicator of rigidity was specified in terms of the difference between lengths estimated at the central and peripheral loci of estimation. An additional aim of this study was to establish whether the distance between the dots could influence rigidity of the perceived object.

In the first experiment, three factors were varied: (a) length of trajectory, (b) distance between dot trajectories, and (c) locus of estimation. Subjects were asked to estimate the distance between the dots in depth. The results suggest that both models are valid, although their prediction depends on the length of trajectory. The model of 3-D rigid structure is valid in the case of short trajectories, whilst the model of 3-D elastic structure is valid in the case of long trajectories. In the second experiment the influence of dot velocity on the rigidity of the percept was investigated. The results indicate that dot velocity does not influence rigidity of the perceived 3-D object.

**Varignon in visual space**

A H J Oomes, J T Todd, J J Koenderink (Department of Psychology, Ohio State University, 1885 Neil Avenue, Columbus, OH 43210, USA; J Department of Physics, University of Utrecht, Princetonplein 5, NL 3584 CC Utrecht, The Netherlands; fax: +1 614 292 5601; e-mail: oomes1@osu.edu)

In an earlier experiment, Koenderink et al (1999 Perception 28 Supplement, 13c) investigated the intrinsic projective structure of the visual ground plane, and showed that observers' collinearity judgments satisfy a theorem by Pappus (340 AD).

In the present study, we investigated the intrinsic affine structure of the visual ground plane using a more recent theorem by Varignon (1700). The theorem states that the midpoints of opposite sides of a quadrilateral define two line segments that exactly bisect each other. Observers saw a ground plane in virtual reality with two fixed marker stakes and one moveable probe stake. They had to place the probe on the midpoint between the markers. In the first phase of the experiment, observers repeatedly bisected edges of quadrilaterals while only seeing one edge at a time. They were unaware of the transition to the second phase, in which the position of the markers was the average of their earlier bisections.

We tested the theorem by checking whether the midpoints in the second phase were coincident. In the majority of cases the settings were statistically different from the physical midpoints, but the bisections in the second phase were statistically indistinguishable, which confirms Varignon's theorem.
The mechanisms of second-order stereopsis are not unitary
D R Simmons, A T Wells* (Department of Psychology, University of Glasgow,
58 Hillhead Street, Glasgow, G12 8QB, UK; †Department of Vision Sciences, Glasgow
Caledonian University, Cowcaddens Road, Glasgow G4 0BA, UK; fax: +44 141 330 3987;
e-mail: d.r.simmons@psy.gla.ac.uk)
The nature of the neural mechanisms underlying second-order stereopsis is still uncertain. Various
methods of (for example) contrast envelope extraction from monocular images, followed by
binocular correlation, seem plausible candidates. We have suggested previously that there are at
least two mechanisms: one sensitive and one insensitive to interocular orientation differences
In a fully crossed experimental design we measured contrast thresholds for stereoscopic
deepth identification (front/back) using Gabor stimuli. Stimulus carrier spatial frequency, envelope
size (ie spatial frequency and orientation bandwidth), and disparity were systematically varied.
The carrier orientations were either the same (horizontal) in each eye or mutually orthogonal
(horizontal/vertical) in order to test only second-order stereopsis. Contrast thresholds for
stereopsis were normalised to those for simultaneous monocular detection of the same patterns.
The complex pattern of threshold dependences found, and associated computer modelling
of the results, suggest that second-order stereopsis must be subserved by a variety of mechanisms
with varying sensitivities to carrier spatial frequency, disparity, and envelope size, rather than a
single class of envelope-extracting processes (see also Wells and Simmons, 1999 Perception 28
[Supported by a Royal Society Research Grant to DS]

2-D tilt and 3-D slant illusions in perception and action tasks
R F van der Willigen, M F Bradshaw, P B Hibbard (Department of Psychology,
University of Surrey, Guildford GU2 5XH, UK; fax: +44 148 325 9553;
e-mail: r.van-der-willigen@surrey.ac.uk)
There is now a well established dissociation between perception and action based primarily on
neuropsychological evidence [Milner and Goodale, 1995 The Visual Brain in Action (Oxford:
Oxford University Press)]. Although equivocal, an important source of evidence from normals is
that ‘perceptual illusions’ may affect the systems differently (see Franz et al, 2000 Psychological
Science 11 20–25).
Here we investigate the relative effects of 2-D tilt and 3-D slant illusions in the two domains,
using similar ‘posting’ tasks to those employed originally by Milner and Goodale. Subjects were
required to either ‘post’ a card through, or set a paddle to match the orientation of, a vertical
plane which was presented in two conditions: surrounded by a striped surface tilted between
±90° (2-D tilt contrast), or surrounded by a disparity-defined surface slanted or inclined in depth
between ±60° (3-D depth contrast). For 2-D tilt, action and perception were equally affected by
the illusion, whereas in the 3-D condition they were not. Here, the illusion appeared greater in
the posting than in the perceptual task. This difference was greater for slant than inclination.
We conclude that, although no qualitative differences exist, there were quantitative differences
between perception and action tasks in the binocular condition.

COLOUR AND BRIGHTNESS
Simple brightness models with low-pass and Gabor filters
J M H du Buf, J Rodrigues (Vision Laboratory, University of Algarve, Campus de Gambelas,
P 8000-117 Faro, Portugal; fax: +35 28 981 3860; e-mail: dubuf@ualg.pt)
A syntactical brightness model based on a multiscale line and edge representation obtained by
a set of anisotropic Gabor filters is quite complex (du Buf and Fischer, 1995 Optical Engineering
34 1900–1911). Although only tested in 1-D, it was shown to yield correct brightness effects for
many patterns. It has also been shown that isotropic low-pass filters in combination with bandpass
ones can account for a specific version of the White effect in which different lengths of the flanking
bars can lead to simultaneous brightness contrast as well as assimilation (du Buf, 1992 Perception
21 Supplement, 80c). Although not considered in most existing models, low-pass filters are required
for creating a brightness background.
Recent experiments have shown that very simple 2-D models, in which the responses of
low-pass and Gabor filters are directly mixed, can predict Mach bands, grating induction,
simultaneous brightness contrast, and assimilation for many patterns, including the specific
version of the White effect. Because such models cannot predict the illusory brightness in the
Kanizsa triangle and the Ehrenstein circle, we conclude that the 1-D syntactical model must and
can be extended to 2-D, because the multiscale line and edge amplitudes are obtained from the
Gabor responses.
Colour categories in children and adults

W Gerbino, M S Politeo (Department of Psychology, University of Trieste, via Sant’Anastasio 12, I 34134 Trieste, Italy; fax: +39 040 452 8022; e-mail: gerbino@unitrieste.it)

Paper T-shirts equally spaced along achromatic (black to white) or chromatic (constant lightness and saturation, variable hue) continua were used to study classification and X-AB discrimination in children (average age 4.5 years) and adults (average age 28 years). Individual categorical boundaries along each continuum were estimated by asking observers to sort coloured T-shirts into two teams according to the perceptual similarity with either end-point of the continuum. The experimenter never used colour names. Boundaries were more variable in children than in adults.

However, the two groups did not differ in the X-AB task: irrespective of age, observers discriminated straddling-the-boundary pairs better than within-category pairs. The analysis of AB pairs that included the boundary for some children but not for others indicated that the very same two chips were better discriminated by children who assigned them to different categories than by children who assigned them to the same category.

The development of colour categories entails an increase of inter-observer agreement, but the sensitivity to colour differences and the amount of the categorical boundary effect do not change. Minor differences between achromatic and chromatic continua are discussed.

[Supported by MURST]

Measuring the colour circle: Ostwald’s ‘principle of internal symmetry’

J J Koenderink, A J van Doorn* (Fakulteit Natuur- en Sterrenkunde, Universiteit Utrecht, Postbus 80080, NL 3508 TA Utrecht, The Netherlands; † Industrial Design Engineering, Delft University of Technology, Jaffalaan 9, NL BX 2628 Delft, The Netherlands; fax: ++31 30 252 2664; e-mail: j.j.koenderink@phys.uu.nl)

There exist two types of ‘colour atlases’ that are different in kind: those based upon eye measure and those based upon colorimetric principles. The best known example of the former is Munsell’s atlas, of the latter that of Wilhelm Ostwald. Both date from the early 19th century.

Eye measure is intrinsically subjective, whereas colorimetry is a fully objective discipline, involving only judgments of indistinguishability. When the aim is a subdivision of the colour circle in ‘equal parts’, eye measure simply leaves it up to the observer to do something (anything is—in principle—equally valid). The colorimetric method stands in need of some means to establish ‘equal spacing’ and Ostwald’s ‘principle of internal symmetry’ provides exactly that. We show that the original principle is flawed and how it can be mended. We calculate an equally tempered colour circle based upon the principle and compare it to the Munsell (eye measure) result.

We find that the differences are small (1 to 2 steps on a 24-hue scale) and of the same order as differences between various published eye-measure results. This implies that eye measure veridically reflects the spectral differences, filtered through the fundamentals.

Interactions within chromatic mechanisms underlying visual search for a colour target

K Nagata, S Nakachi, S Usui (Department of Information and Computer Sciences, Toyohashi University of Technology, 1-1, Hibarigaoka, Tempaku, Toyohashi 441-8580, Japan; fax: +81 532 46 7806; e-mail: nagata@bpel.tut.ac.jp)

Our aim in this study was to explore the interactions between achromatic and chromatic mechanisms and within two chromatic mechanisms in visual search for colour.

Target colours were chosen to lie along the L–M or S axes. We measured reaction times (RTs) to search the colour target under conditions: (a) distractors were all identical to each other and lay along the same axis as the target, but less saturated than the target; (b) distractors were heterogeneous and nine distractors were varied along the chromatic cardinal axis which was orthogonal to the target axis; and (c) distractors were varied along the achromatic axis.

RTs were measured also for achromatic targets lying along the achromatic axis under conditions: (d) that distractors were all identical and lay along the achromatic axis; (e) and (f) distractor colours were varied along chromatic axes.

For chromatic targets, RTs in condition (b) increased above those in (a), but RTs in condition (c) were similar to those in condition (a); whereas, for achromatic targets, RTs were similar in all conditions (d), (e), and (f). This implies independence of chromatic and achromatic mechanisms, and interactions between the two chromatic mechanisms or the existence of non-cardinal axes tuned to intermediate hues.
Quantitative measurement of colour contrast
V Viliunas, H Vaitkevičius, A Svegza, A Daugirdiene (Materials and Applied Science Institute, Vilnius University, Saulėtekio, LT 2052 Vilnius, Lithuania; e-mail: vilius.viliunas@tt.vu.lt)

Apparent colour is known to change where the nearby background colour is somewhat different. That is due to colour contrast. But the mechanism of this phenomenon is not completely understood (Shepherd, 1999 Vision Research 39 1329–1345).

We designed an experiment to investigate colour contrast. A computer-generated stimulus pattern consisted of test stimuli 0.8 deg in diameter surrounded by a red (5R) or blue (5B) annulus (background) 5 deg in diameter. The brightness of the test stimuli and the background was the same (6 cd m⁻²), but colour saturation of the annulus was varied. The colour of the test stimuli was randomly varied between achromatic and background colour. The observers judged when the test stimuli appeared achromatic. The perceived grey depends both on the colour of the background and the size of the black ring interposed between the test stimuli and the annulus. Changes in the perceived colour of the test disc first increase and then decrease as the saturation of the background increases. The black ring between the test stimuli and the background always reduces the change in the colour of the test stimuli.

A vectorial model of interaction between the stimuli and the background is presented and the influence of these phenomena on colour constancy is discussed.

EYE MOVEMENTS

Semantic effects on the detection of intrasaccadic changes of object orientation and position
C van Eccelpoel, P de Graef, K Verfaillie (Laboratory of Experimental Psychology, University of Leuven, Tiensestraat 102, B 3000 Leuven, Belgium; fax: +32 16 32 6099; e-mail: caroline.vaneccelpoel@psy.kuleuven.ac.be)

Verfaillie et al (1994 Journal of Experimental Psychology: Learning, Memory and Cognition 20 649–670) found that whereas intrasaccadic changes in in-depth-orientation of a point-light walker were easily detected, intrasaccadic changes in image-plane position were not. This is because transsaccadic integration subserves object identification, and object orientation, unlike object position, is an integral part of the viewpoint-dependent object representations that are matched to achieve identification. Boucart and Humphreys (1997 Perception 26 1197–1209) found that object semantics interfered with object matching whenever matching required a global shape judgment. This is because shape is an integral part of the representations in the object lexicon which interfaces object identity and semantics.

Combining these findings, we hypothesised that object semantics should interfere with the detection of intrasaccadic changes in object orientation, but not in object position. To test this, viewers performed saccades from one object to another and had to detect intrasaccadic changes in the position or orientation of one of the objects. The objects were categorically related or unrelated. As predicted, semantics interfered with the detection of a change in orientation, but not of a change in position. Moreover, interference was strongest for related foveal and extrafoveal objects in similar orientations. We conclude that transsaccadic object perception is mediated by an object lexicon containing orientation-dependent but position-independent representations.

Unintended saccades can be executed without presaccadic attention shift
A Mokler, H Deubel*, B Fischer (Brain Research Unit, University of Freiburg, Hansastrasse 9, D 79104 Freiburg, Germany; * Institut für Psychologie, Ludwig Maximilians-Universität München, Leopolstrasse 16, D 80802 Munich, Germany; fax: +49 761 203 9540; e-mail: annette@mailserv.brain.uni-freiburg.de)

In an antisaccade task, subjects produce 19% erroneous prosaccades to the stimulus. When subjects were asked to indicate such erroneous prosaccades, they did not recognise 62% of them (Mokler and Fischer, 1999 Experimental Brain Research 125 511–516). We hypothesised that these involuntary reflexive prosaccades planned simultaneously with voluntary antisaccades are programmed without presaccadic attention shifts.

In a dual-task paradigm, subjects performed antisaccades to a stimulus that appeared right or left of a central fixation. Also they discriminated between letters (E and mirror-E) which were presented for short durations before the eye movement either at the stimulus position or on the opposite side (instructed saccade goal). Additionally, they pressed a button when they thought that they had made an erroneous prosaccade.

For the correct antisaccades (as for prosaccades in a prosaccade-control task) the data confirmed classical results: discrimination was selectively enhanced at the saccade goal (Deubel and Schneider, 1996 Vision Research 36 1827–1837). For unperceived erroneous prosaccades, however, discrimination was far better where the subject wanted to look than where the subject actually
looked. We conclude that visual attention is focused in accordance with the voluntarily planned saccade, and decoupled from the simultaneously executed unintended prosaccade into opposite direction.

- **The influence of an auditory accessory stimulus on target choice and reaction time with two visual stimuli**
  K E Troidl, H Colonius† (Department of Psychology, Graduate School 'Psychoacoustics', Carl von Ossietzky University of Oldenburg, D 26111 Oldenburg, Germany; †Department of Psychology, Institut für Kognitionsforschung, Carl von Ossietzky University of Oldenburg, D 26111 Oldenburg, Germany; e-mail: karine@uni-oldenburg.de)

  Subjects were instructed to look at any one of two visual stimuli presented at eccentricities of 8 deg or 24 deg to the right or left of fixation. The intensity of the visual stimulus at 8 deg was matched to that of the visual stimulus at 24 deg for equal choice probability. An auditory stimulus (white noise) was presented, via a virtual acoustic environment at the same eccentricity as either visual stimulus and with a stimulus onset asynchrony (SOA) of −50 ms, 0 ms, or 50 ms.

  Although subjects were instructed to ignore the presence of the white noise, subjects gazed more often at auditorily accompanied stimuli than at unaccompanied ones for all visual stimulus pairs. This was more pronounced for stimuli at 24 deg than those at 8 deg and for SOAs of −50 ms and 0 ms than those of 50 ms. Furthermore, for both visual stimuli, reaction times for auditorily accompanied stimuli at either eccentricity were always shorter than for unaccompanied stimuli. The results provide evidence that audiovisual interaction increases with eccentricity of the stimuli.

**LEARNING, MEMORY, AND DEVELOPMENT**

- **Spatial integration of local orientation on the perpendicular bias in children's drawing**
  B De Bruyn, A Davis, N Pahar (Department of Psychology, University of Surrey, Guildford GU2 5XH, UK; e-mail: B.De-Bruyn@surrey.ac.uk)

  Orientation coding develops early in infancy and by the age of 5 years children can copy and draw horizontal, vertical, and oblique lines with almost adult-like performance. Yet this competence can easily break down—when an oblique baseline is attached to the vertical line to be copied, children reliably perpendicularise the orientation of the test-line relative to the baseline. This 'perpendicular bias' is one of the most robust spatial phenomena in development (Bremmer, 1984 *Perception* **13** 117–128).

  In order to study the spatial constraints on this bias we varied the separation between the test-line and the baseline. Spatial separations tested were 0 cm, 1 cm, 2 cm, 4 cm, and infinity (no baseline present), presented in random order. Forty-eight children (aged between 5 years and 1 month and 6 years and 6 months) were asked to copy the test-line (4 cm), onto a pre-drawn baseline (8 cm). The results show that, as spatial separation increases, the bias gradually and significantly decreases (from 19° to 1°). We suggest that the bias results when angular coding occurs via the integration of two local orientations and is therefore reduced when baseline and test-line are spatially separated.

  This finding has important implications for theoretical accounts of the perpendicular bias and the development of spatial coding in general.

- **Influence of the illuminant in the comparative study of simultaneous and successive colour matching**
  J Gómez, M D de Fez‡, M J Luque, V J Camps, M A Díez (Departament Interuniversitari d'Optica, Universitat de València, Dr. Moliner 50, S 46100 Burjassot, Spain; ‡Departament Interuniversitari d'Optica, Universidad de Alicante, Apartado 99, S 03080 Alicante, Spain; fax: +34 96 590 3464; e-mail: dolores.fez@ua.es)

  Following up the line of work developed by our group in the field of colour memory under different observation conditions (Perez-Carpinell et al, 1998 *Color Research and Application* **23** 234–237, 416–427), we have studied how changes in observation illuminant influence the perceptual descriptors and the total colour difference between pairs of matched samples, both by simultaneous matching and memory matching.

  Two experiments were carried out (symmetric and asymmetric matching), each consisting of two parts: simultaneous matching and successive matching (or memory matching). In the symmetric matching, samples were always seen under D65 illuminant. In the asymmetric matching, the observers matched first the samples haphazardly, but each eye was adapted to a different illuminant (D65 and A) and, at a second stage, samples were memorised under D65 and recognised under A. The results were analysed with the SVF space (Seim et al, 1986 *Color Research and Application* **11** 11–24), which is specifically adapted to the Munsell Colour Atlas and presents a high degree of uniformity.
We conclude that the best-matched colours, both by simultaneous matching and by memory, lie along the red–green axis, whereas the worst-matched colours lie along the blue–yellow axis.

MOTION PERCEPTION AND OPTIC FLOW

- **Optimal spatial frequency in the Ouchi illusion**
  H Ashida (College of Letters, Ritsumeikan University, 56-1 Tojiin Kitamachi, Kita-ku, Kyoto 603-8577, Japan; also ATR Human Information Processing Laboratories, Kyoto 619-0288, Japan; e-mail: ashida@it.ritsumei.ac.jp)
  The illusory sliding motion in the Ouchi pattern can be used as a clue to uncover the way we integrate local motion signals into a 2-D or a 3-D structure (Fermüller et al, 2000 Vision Research 40 77–96). Hine et al (1995 Vision Research 35 3093–3102), using simplified patterns that consisted of 1-D gratings, reported that the optimal spatial frequency was around 10 cycles deg⁻¹, which is surprisingly high for a motion-related phenomenon. Fermüller et al explained this result by the receptive-field size, which led us to conjecture that the optimal spatial frequency may depend on the stimulus size.
  The present study basically supports this conjecture. Both for the checkerboard and the grating patterns, the optimal spatial frequency was shifted downwards as the inset size was increased. The inverse was not exactly the case: the optimal spatial frequency was only halved when the inset was four times as large. The results are in line with the idea that the Ouchi illusion reflects two distinct processes, possibly local integration and global grouping/segmentation. The optimal spatial frequency might depend on both processes, while the optimal inset size might depend primarily on the latter process.
  [Supported by MESSC Grant-in-Aid, Japan.]

- **Cyclopean motion perception at different orientations**
  F Gosselin, P Mamassian (Department of Psychology, University of Glasgow, 58 Hillhead Street, Glasgow G12 8QB, UK; fax: +44 141 339 8889; e-mail: gossel@psy.gla.ac.uk)
  Periodic patterns moving in opposite directions in the two eyes can generate a static percept. Presumably, this phenomenon results from the binocular integration of motion signals in visual cortical areas where cells respond to both motion and disparity [eg Bradley et al, 1995 Nature (London) 373 609–611].
  We reasoned that moving binocular patterns would be integrated more easily when competing less with disparity, ie when they are oriented vertically rather than horizontally. We therefore studied the integration of the binocular motion signals at different orientations. The stimuli were pairs of Gabor patches moving perpendicularly to their orientation and in opposite directions relative to the fixation cross. The Gabor moved inward in one eye and outward in the other. Observers had to indicate whether the stimulus was moving in or out. We used six global orientations, equally spaced between 0° (horizontal) and 150°. We looked for points of subjective equality for stimuli moving at 0.2 deg s⁻¹, and used the slopes of the psychometric functions as measures of sensitivity of the binocular motion integration.
  We found that the average sensitivity at 90° was almost twice that at 0°. We describe a model based on elements of Bayesian decision theory.

- **Movement production and movement prediction**
  F Klam, M Wexler (Laboratoire de Physiologie de la Perception et de l’Action, Collège de France, 11 place Marcelin Berthelot, F 75005 Paris, France; fax: +33 1 44 27 13 82; e-mail: francois.klam@college-de-france.fr)
  Accurate interaction with the environment requires prediction of movement, whether movement be actively produced or passively observed. In fact, visually perceived movement is the principal cue in motor guidance. Of interest is the potential role of motor action, especially nonvisual cues, in the prediction of visual movement.
  We investigated the influence of motor action on internal movement representation using a trajectory extrapolation paradigm, in which subjects predicted future positions of a temporarily occluded visual target. Subjects experienced the same visual stimulation in two main conditions, active and passive; in the active condition, the target was displaced by subject’s motor action.
  In the first series of experiments, we studied manual action. The main result was that subjects’ predictions of actively caused motion were more anticipatory than for passive observation of the same movement, whether or not the visual movement was congruent with the motor action. Concurrent eye movements were found to interact with the predictive process.
  In the second series of experiments, we are studying the prediction of viewpoint changes due to head movements. Preliminary results indicate that actively produced head movements lead
to predictions that are anticipatory compared to those resulting from passive optic flow, thus playing a role in spatial constancy.

- **The role of object orientation in affine structure-from-motion judgments**
  R Sikl (Institute of Psychology, Academy of Sciences, Veveri 97, 60200 Brno, Czech Republic; fax: +420 5 744 667; e-mail: sikl@iach.cz)

  Human visual system is sensitive up to a stretching transformation to the line of sight; therefore we cannot discriminate two structurally identical objects that differ just in their \( Z \) values. How does this deviation from extreme orientation influence the accuracy of perception? As the deviation from the \( Z \) direction increases, the accuracy can change gradually or can improve abruptly, after reaching a specific value of orientation.

  Stimuli were two half-ellipsoids, the first of which was of constant width/depth ratio of 1.0; the second one was stretched in depth, with this ratio ranging from 1.05 to 1.2. The half-ellipsoids were oriented at a 0°, 4°, 8°, 12°, and 16° angle relative to the line of sight, convex with respect to the observer. Both stimuli were rotating about a vertical axis; the extent of rotation was fixed at 8°. Subjects were asked to compare the depth of the two half-ellipsoids.

  Observers' judgments were influenced by both variables. Subjects detected even a 5% stretching of structure, when the orientation was 16°. Discrimination threshold for the 12° condition was found to be 15% stretching. Discrimination threshold further increased at smaller deviations. It is concluded that, for optimal performance in affine structure-from-motion tasks, deviation of 16° from the \( Z \) direction is sufficient.

- **Self-generated motion parallax counts more**
  M Wexler, F Panerai, J Droulez (Laboratoire de Physiologie de la Perception et de l'Action, Collège de France, 11 place Marcellin Berthelot, F 75005 Paris, France; fax: +33 1 44 27 13 82; e-mail: wexler@ccr.jussieu.fr)

  3-D structure is perceived from both actively generated and passively observed motion. In passive viewing, motion must be computed simultaneously with structure. In active vision, on the other hand, extra-retinal information about motion is available, and in principle could be used to help compute structure. To what extent does depth perception incorporate this extra-retinal information in the active viewer?

  We addressed this problem using a cue-conflict paradigm, in which static perspective cues sometimes conflicted with motion parallax. In the active condition, subjects wearing a headtracker generated motion by lateral head movements around a virtual surface inclined in depth. In the passive condition, subjects experienced identical optic flow, but without self-motion. The subjects' task was to report the surface tilt.

  We found that self-motion had a selective effect on depth perception. In the absence of cue conflict, subjects were equally precise in the active and passive conditions, in agreement with previous findings. With static and dynamic cues in conflict, however, subjects showed a significantly greater preference for dynamic cues in the active than in the passive condition. Our results support the ecologically valid notion that, in extracting 3-D structure, observers rely more on the rigidity hypothesis in active vision than in passive motion parallax.

**NATURAL IMAGES, BIOLOGICAL MOTION, AND FACES**

- **Investigating categorical perception of gender with 3-D morphs of familiar faces**
  I Bültzthoff, F N Newell!‡ (Department of Psychophysics, Max Planck Institute for Biological Cybernetics, Spemannstrasse 38, D 72076 Tübingen, Germany; ‡Department of Psychology, University of Dublin, Trinity College, Áras an Phiarsaigh, Dublin 2, Ireland; fax: +49 7071 601 616; e-mail: isabelle.buelthoff@tuebingen.mpg.de)

  We could find no evidence for categorical perception of face gender using unfamiliar human faces (I Bültzthoff et al, 1998 *Perception* 27 Supplement, 127a). Therefore we have investigated whether familiarising participants with the stimuli prior to testing might favour categorical perception.

  We created artificial gender continua using 3-D morphs between laser-scanned heads. The observers had to classify all faces according to their gender in a classification task. If perception of face gender is categorical, we would expect participants to classify the morphs into two distinct gender categories. Furthermore, they should differentiate pairs of morphs that straddle the gender boundary more accurately than other pairs in a discrimination task. The participants were familiarised before testing with half of the faces used for creating the morphs. They could categorise most familiar and unfamiliar faces into distinctive gender categories. Thus, they could extract the gender information and use it to classify the images. On the other hand, we found no evidence of increased discriminability for the morph pairs that straddle the gender boundary. Apparently, observers did not perceive the gender of a face categorically, even when these faces were familiar to them.
What aspects of facial motion are important for the recognition of familiar faces?

K. Lander, V. Bruce, L. D. Rosenblum (Department of Psychology, University of Stirling, Stirling FK9 4AX, UK; and Department of Psychology, University of California, Riverside, CA 92521, USA; fax: +44 1786 467 641; e-mail: kl3@stir.ac.uk)

Recent studies suggest that seeing a familiar face move adds dynamic information for the viewer, useful in the recognition of identity (Knight and Johnston, 1997 Visual Cognition 4 265–273; Lander et al., 1999 Memory & Cognition 27 974–985). This finding is consistent with the idea that familiar movement patterns, either generally, or of specific faces, aid recognition. It is unclear whether this advantage is due to movement of particular face features, or whether movement of the whole face configuration is important.

Here, we report a number of experiments in which this issue has been investigated. First, recognition of moving and static familiar faces is compared, when viewing just the top or bottom of the face. Motion aids recognition, but the advantage is more pronounced when viewing the bottom half of the face.

Next, we use the Thatcher illusion (Thompson, 1980 Perception 9 483–484) to explore the role of face configuration. The eyes and mouth of the face are inverted, with the rest of the image unchanged. The resulting face looks grotesque, but less so when inverted. We describe an experiment that compares the recognition of moving and static thatcherised famous faces, presented both upright and inverted. Motion also aids the recognition of these images.

Discrimination thresholds for morphed objects in peripheral vision

C. A. Párraga, T. Tróscianko, J. D. Tolhurst (Department of Experimental Psychology, University of Bristol, 8 Woodland Road, Bristol BS8 1TN, UK; and Department of Physiology, University of Cambridge, Downing Street, Cambridge CB2 3EG, UK; fax: +44 117 928 8888; e-mail: Alej.Parraga@bris.ac.uk)

In previous work (Párraga et al., 2000 Current Biology 10 35–38) we demonstrated that the human visual system is optimised to encode the second-order statistics of the visual environment. This was done psychophysically by measuring human discrimination thresholds for small spatial changes in stimuli with natural and unnatural Fourier statistics, by using a ‘morphing’ technique and assuming that the subject can direct his/her gaze at the region of interest so as to project this into the fovea.

However, we know that peripheral vision differs from foveal vision in the representation of spatial information (e.g., there is a marked change in the shape of the peripheral contrast sensitivity function compared to the foveal one) but we do not know how this would affect the ability to perform real tasks such as the one considered in our experiment.

Here, we extend our study to peripheral viewing. Three observers were presented monocularly with morphed objects and we measured their discrimination thresholds foveally and at 3° eccentricity. Our results show less evidence for optimisation to natural scenes in peripheral vision than in foveal vision. We conclude that there is a qualitative difference in discrimination strategy between the periphery and the fovea.

[Supported by BBSRC]

SHAPE

Hierarchy of shape cues in recognition of bent pins

S. S. Baker, S. J. Gilson, D. H. Foster (Visual and Computational Neuroscience Group, Department of Optometry and Neuroscience, University of Manchester Institute of Science and Technology, PO Box 88, Manchester M60 1QD, UK; fax: +44 161 200 3887; e-mail: stephen.baker@stud.mist.ac.uk)

In discriminating articulated objects, observers may use cues such as number of components, length of components, angle between components, and curvature of components. When each potential cue is normalised in terms of its fractional change, are they equally salient?

Computer-generated images of two bent pins, viewed from different directions, were displayed for 100 ms and 2000 ms. Each bent pin comprised 2–4 abutting arms, each of which varied in length, angle, and curvature. Each arm was no more than 35.0 mm long and 3.5 mm wide when viewed at 2 m. Images were realistically rendered with no perspective cues. In half of the trials, images were of the same bent pin viewed from two directions; in the other half, images were of different bent pins viewed from two directions, the difference being in the number of arms, or length of one arm, or angle between two arms, or curvature of one arm. Discrimination was best for a difference in arm number, next best for a difference in arm length, followed by a difference in angle, and worst for a difference in curvature. Observers may use a hierarchy of cues in the recognition of simple, rotated, articulated objects.
Aspects of the first milliseconed of human information processing
M H Herzog, C Koch, M Fahle (Department of Human Neurobiology, University of Bremen, Argonnenstrasse 3, D 28211 Bremen, Germany; Department of Biology, California Institute of Technology, Wilson Street, Pasadena, CA 91125, USA; fax: +49 421 218 9525; e-mail: mhertzog@uni-bremen.de)

Last year, we presented two new illusions: feature inheritance and shine through (Herzog et al., 1999 Perception 28 Supplement, 35b). In both cases a stimulus, like a Vernier, precedes a grating for a very short time. If the number of bars of the grating is small, the foregoing element might remain invisible but bequeathes its features, e.g. the whole grating looks offset in the direction of the Vernier. For a larger number of grating bars the preceding element shines through the grating yielding far lower Vernier discrimination thresholds.

Using the Vernier paradigm, we show that if elements of the grating are delayed by only 10 ms relative to each other, shine-through can be strongly diminished. Therefore, differences of temporal onsets, in the range of only two or three neuronal spikes, can switch perception and change performance dramatically. We also show that information available only during the first milliseconds can prevail over features displayed later. We presented two Verniers successively at the same position for a short time, e.g. 30 ms each, followed by a grating. Offset direction of the two Verniers was always in opposite direction. In feature inheritance as well as shine-through it is always the first Vernier that determines performance and perception.

Stereomorphing: Shape transformation of an illusory form moving in depth
L Likova (Institute of Physiology, Bulgarian Academy of Sciences, Acad. G Bonchev Street bl. 23, BG 1113 Sofia, Bulgaria; fax: +359 2 719 109; e-mail: loralik@bio.bas.bg)

A new 3-D illusion was produced with the use of the newly reported methodology (Minev and Likova, 1999 Perception 28 Supplement, 135b) for investigating stereoscopic vision, based on computer-generated dynamic autostereograms. Each dynamic autostereogram was generated as a succession of static autostereograms with separate elements whose disparity was modified to produce a percept of motion in depth.

Here, conflicts between corresponding elements of two sequential autostereogram frames were introduced: experiment 1 involved a 'changing-form' conflict (for instance, circles were matched with respective squares); both forms were specified by their uniformly coloured surfaces; experiment 2 involved an additional 'surface/contour' conflict: one of the two forms was specified only by its contour.

It was found that (i) the lack of form correspondence between the alternating forms creates an illusory object moving in depth and simultaneously transforming its shape in time. The resulting spatiotemporal phenomenon may be termed 'stereomorphing'; (ii) adding the 'surface/contour' conflict disrupts the stereomorphing process. During the stereomorphing, directional anisotropy of speed perception (which I have previously shown with only disparity variations) was observed. A possible underlying mechanism, subsuming the temporal correspondence-matching problem and the stereo-motion interactions, is discussed.

New visual illusory distortions originated by orientation polarities through luminance
B Pinna, A Kitaoka, S Manca (Department of Behavioral Physiology, Tokyo Metropolitan Institute for Neuroscience, 2-6 Musashidai-Fuchu, Tokyo 183-8526, Japan; Department of Human Sciences and Antiquities, University of Sassari, piazza Conte di Moriana 8, I 07100 Sassari, Italy; fax: +81 42 321 8678; e-mail: akitaoka@tmin.ac.jp)

We present new visual illusions through patterns made up of simple elements that define an orientation polarity. An 'element' can be defined as any clump of lines that is rendered through luminance contrast such as the diagonal organisation of the light and dark sides in square elements. With such elements it is possible to introduce new illusions, and a comprehensive model of all the effects.

The illusions proposed here concern orientation, shape, apparent movement, and parallelism distortions of perceptual grouping. A model is suggested which is based on local and global dynamic interactions in which: (i) a local polarity distortion occurs at each single-square element and in the field around each of its elements, and (ii) an interaction of global grouping processes acts on the pattern of elements.

The properties of this model might be coded by orientation-sensitive cells found in area V1 of the primary visual cortex. The model is in part different from Grossberg's and introduces a double competitive process: a local on--off competition between like and perpendicularly spatially tuned oriented cells produces local orientation distortions in the field around, which is the input of a global opposite competitive process, producing global orientation distortions.
SPATIAL FREQUENCY AND CONTRAST

- **Dynamics of spatial frequency tuning in macaque V1**
  C E Bredfeldt, D L Ringach* (Department of Psychology, University of California at Los Angeles, 405 Hilgard Avenue, Franz Hall, Los Angeles, CA 90095, USA; also Department of Neurobiology; fax: +1 310 206 5895; e-mail: gecko@ucla.edu)

We studied the dynamics of spatial-frequency tuning of macaque V1 neurons by recording the responses of individual cells to a rapid sequence of sinusoidal gratings at a fixed orientation (optimal for the cell) but varying spatial frequencies and spatial phases. Blank images of uniform luminance were interleaved in the sequence to provide a measure of baseline response. We measured the probability that a spike followed a given spatial frequency (or blank) after a time delay of T ms, and observed how the probability distribution evolved as a function of T.

The data indicate that the preferred spatial frequency of V1 cells shifts towards higher spatial frequencies over time, with an average shift of 0.78±0.16 octaves. In 15% of the cases, the magnitude of the shift was higher than 2 octaves. No differences were observed between simple and complex cells. The preferred spatial-frequency shift may be related to a lagged suppression at low spatial frequencies, revealed by response probabilities below baseline.

The results indicate that V1 receptive fields cannot be considered static spatial filters. The shift from low to high spatial frequencies over time may also support the idea that V1 processes images using a coarse-to-fine strategy.

- **S-cone spatial contrast sensitivity as derived from high-spatial-frequency tritanopia data**
  A D Logvinenko, S J Hutchinson (School of Psychology, Queen's University of Belfast, Malone Road, Belfast BT9 5BP, UK; fax: +44 28 9066 4144; e-mail: a.logvinenko@qub.ac.uk)

The colour of patterns is determined by both their spectral and spatial-frequency content. Grey strips inserted into a yellow–pink square-wave grating change their colour appearance when grating spatial frequency increases. This occurs because grating contrast is attenuated by the receptor colour channels unequally—the S-channel has poorer spatial resolution. This effect was measured for three observers to derive S-channel spatial-contrast sensitivity.

An asymmetric colour-matching technique was used to measure appearance of grey (test) strips presented against a yellow–pink grating on a Barco colour monitor driven by a VSG 2/3 board. The test strip width was 25% of the grating strip width. Observers adjusted the uniform (matching) strip beneath the grating to appear the same as the test strip by using a keypad to control hue, saturation, and luminance of the matching strip. The grating frequency was varied from 0.5 to 10 cycles deg⁻¹.

Contrast sensitivity function of the S-channel obtained is reasonably in line with the previous data for frequencies > 2 cycles deg⁻¹. However, we found no contrast attenuation in the low-frequency region. In other words, it follows from our data that the spatial-frequency characteristic of the S-channel has the shape of a low-pass rather than bandpass filter.

- **Perception of form and texture through complementary bar and grating cell channels**
  N Petkov, P Kruizinga (Institute of Mathematics and Computing Science, University of Groningen, PO Box 800, NL 9700 AV Groningen, The Netherlands; e-mail: petkov@cs.rug.nl)

A line that is a part of a grating of parallel equidistant lines is more difficult to perceive as a part of a contour of an object than an isolated line. The effect cannot be explained by the function of simple cells which give a stronger response to the former type of stimulus than to the latter one.

Elsewhere we proposed computational models of grating and bar cells which are selective for gratings of bars and and isolated bars, respectively. While the behaviour of grating cells has been studied in considerable detail, evidence of the existence of bar cells is only occasional. In this paper we elaborate on the role of grating and bar cells in the visual system. We propose a model in which visual information about lines, as coming from simple cells, is split into two complementary and mutually exclusive channels: the grating-cell channel and the bar-cell channel. The former is responsible for the processing of oriented texture, the latter for (isolated) contours of objects. The results derived from the model are in agreement with the psychophysical observation that the perception of texture and form are complementary processes.
• Temporal integration and reaction time to grating-onset detection
  C Totev, D Mitov (Department of Visual Information Processing, Institute of Physiology, Bulgarian Academy of Sciences, Acad. G. Bonchev Street bl. 23, BG 1113 Sofia, Bulgaria; fax: +359 2 719 109; e-mail: ctetenin@iph.bio.bas.bg)
  It is usually assumed that the first 10–20 ms of stimulus presentation are important for the reaction time (RT) to stimulus-onset detection. However, does this critical interval depend on stimulus spatial frequency and what are the temporal-integration properties of underlying mechanisms at different spatial frequencies?
  To evaluate these properties we studied the stimulus-duration effect on the RT to gratings with different spatial frequencies. At each duration value, the product of the contrast and the duration, i.e. the contrast ‘energy’, was kept constant. We found that at near-threshold ‘energy’ levels the RT was constant for durations up to 20 ms at lower spatial frequencies and up to 40 ms at higher spatial frequencies. At higher ‘energy’ levels this critical interval was the same (up to 20 ms) for both lower and higher spatial frequencies.
  The results might be interpreted as new evidence that RT is determined by two mechanisms at a near-threshold contrast and by one mechanism at higher contrast.
  [Supported by the NSF, Bulgaria, Contract L809/98]

VISUAL IMPAIRMENT
• Spatial interactions in strabismic and anisotropic amblyopia
  D Ellemberg, R F Hess*, A S Arsenault# (Department of Psychology, University of Montréal, CP 6128, Succursale Centre-Ville, Montréal, Québec H3C 3J7, Canada; * Vision Research Unit, Department of Ophthalmology, McGill University, 687 Pine Avenue West, H4-14, Montréal, Québec H3A 1A1, Canada; # Department of Psychology, McGill University, 1205 Dr Penfield Avenue, Montréal, Québec H3A 1B1, Canada; fax: +1 514 343 5787; e-mail: ellembed@magellan.umontreal.ca)
  We measured spatial interactions and determined their relationship to the degree of spatial distortion in strabismic and anisotropic amblyopes. Spatial interactions were assessed for each eye of five strabismic and three anisotropic amblyopes by comparing the apparent contrast of a single foveally viewed Gabor to that of a Gabor centred in an array of Gabors. To estimate intrinsic spatial distortions, we then introduced Gaussian jitter to a similar array and determined the minimum amount of jitter necessary to detect spatial misalignment.
  Apparent contrast was reduced on average by 29% in nonamblyopic eyes, 18% in anisotropic eyes, and 5% in strabismic eyes, indicating highly abnormal spatial interactions in strabismic amblyopes. The jitter necessary to detect spatial misalignment in the array averaged 0.06 deg for non-amblyopic eyes, 0.30 deg for anisotropic eyes, and 0.95 deg for strabismic eyes, indicating a high degree of intrinsic spatial distortion in strabismic amblyopes. A normal observer viewing an array of Gabors that contained similar amounts of jitter to that found in strabismic amblyopia displayed similar reductions in apparent contrast. The abnormal spatial interactions that we show in the strabismic group can be accounted for on the basis of their known positional deficit.
  [Supported by MRC grant MT 108-18]
• Visual perceptual assessment of children with ocular visual impairment
  P L Looijestijn, E H F de Haan*, H Nakken#, M Smrkovsky# (Regionale Instelling Noord, Visio, Rijksstraatweg 61, NL 9752 AC Haren, The Netherlands; * Department of Psychonomics, University of Utrecht, Heidelberglaan 8, NL 3584 CS Utrecht, The Netherlands; # Department of Special Education, University of Groningen, Broerestraat 5, NL 9712 CP Groningen, The Netherlands; fax: +31 50 534 4753; e-mail: visio.rin.systeembeheer@wxs.nl)
  Detailed visual profiles of children with visual disabilities can provide correlations between visual impairments, disabilities, handicap, and development. Data have been collected in a research group of forty-five children and youngsters aged 6–21 years with only ocular diseases/disorders. Here we describe the first two experiments: assessments of several functions of visual perception—cognition, visuomotor integration, and some reaction-time tests. The results obtained from the research group have been compared with the results for a matched control group with normal vision. The expectation was that children with ocular visual impairment would have lower scores and longer reaction times.
  We found no significant difference between the scores for the research group and the control group. The exceptions were significantly lower scores on the facial recognition test and maze scores and higher scores on the visual memory test. But the total times to do these tasks were significantly longer. Corresponding with the expectation, children with ocular visual impairment have significantly longer reaction times. With a limited time or under time pressure the scores on
visuomotor functions and on facial recognition are significant lower. We conclude that children with ocular visual impairment need more time compared with normal sighted children, but when they get that time the scores are near average.

- **Lazy eyes** miss out visual illusions
  A V Popple, D M Levi (Department of Optometry, University of Houston, 4901 Calhoun Blvd, Houston, TX 77204-6052, USA; fax: +1 713 743 1888; e-mail: apopple@uh.edu)

Amblyopia ('lazy eye') is an impairment in visual acuity resulting from abnormal neural development in the visual cortex. We tested the responses of amblyopic and normal observers to illusions of perceived orientation in textures of Gabor patches: the 'Fraser illusion', the 'phase illusion', and the 'tilted chain' illusion.

Amblyopes (viewing with their amblyopic eyes) showed a significant increase in the strength of the 'Fraser illusion', a decrease in the 'phase illusion', and a reversal of the 'tilted chain' illusion (compared with their nonamblyopic eyes). In fact, amblyopes observed the amount of illusory tilt recorded by normals when viewing only a small portion of the image [Popple and Levi, 2000 *Investigative Ophthalmology & Visual Science* 41(4) 84244].

To account for the illusions, information must be integrated across visual space (Fraser, 1908 *British Journal of Psychology* 2 307–320). A failure to integrate effectively across visual space could explain the differences in performance between normal and amblyopic eyes, whereas noisy image degradation alone (sparse sampling, topographical jitter) cannot. These results can be modeled by a novel theory which places the neural abnormality in amblyopia at the level of second-stage grouping processes. Additionally, the illusions might be useful in the early diagnosis of amblyopia without the need for prior refractive correction.

### ORAL PRESENTATIONS

#### ATTENTION

- **Gabor contrast sensitivity depends on task relevance of collinear flankers**
  E D Freeman, D Sagti, J Driver (Institute of Cognitive Neuroscience, University College London, 17 Queen Square, London WCIN 3AR, UK; Department of Neurobiology, Brain Research, Weizmann Institute of Science, IL 76100 Rehovot, Israel; fax: +44 171 916 8517; e-mail: elliot.freeman@ucl.ac.uk)

Gabor contrast thresholds are often lower in the context of collinear flankers (Polat and Sagi, 1993 *Vision Research* 33 993–999). We find that this phenomenon depends on the task relevance of the flankers.

We presented two pairs of flankers displayed in an 'X' configuration around the foveal target, which was collinear with one diagonal and orthogonal to the other. Subjects performed two concurrent 2IFC tasks with 80 ms stimulus duration: target detection, and Vernier alignment of flankers on one pre-specified diagonal. The relevant diagonal was manipulated between blocks, with no other manipulations of stimulus, task, or relevant display area.

For target–flanker separation of 4 wavelengths, collinear flankers produced target facilitation when relevant (~0.2 log units relative to an isolated-target single-task baseline) but little or no facilitation when irrelevant (orthogonal flankers relevant). Surprisingly, this pattern was very similar for displays comprising only one set of (collinear or orthogonal) flankers: in terms of their effect on target threshold, therefore, the additional irrelevant flankers in the 'X' configuration were as good as absent.

Our results suggest that goal-directed attention can affect early visual integration processes, supporting growing evidence that activity of V1 cells is modulated both by lateral interconnections and by top–down input.

- **Visual marking is affected by the attentional blink**
  C N L Olivers, G W Humphreys (School of Psychology, University of Birmingham, Edgbaston, Birmingham B15 2TT, UK; fax: +44 121 414 4897; e-mail: c.n.olivers@bham.ac.uk)

We can successfully ignore old, irrelevant visual distractors by inhibiting them before new, relevant information appears. This mechanism has been termed visual marking (Watson and Humphreys, 1997 *Psychological Review* 104 90–122).

We present an experiment showing that a secondary task creating a so-called attentional blink (Raymond et al, 1992 *Journal of Experimental Psychology: Human Perception and Performance* 18 849–860) severely disrupts visual marking. In further two experiments, we explored how the attentional blink affects visual marking. We found evidence for a reduction in spatial memory, as well as for reduced inhibitory power.
The results support the idea that visual marking is a top–down mechanism, demanding attentional resources. Furthermore, they suggest that the attentional blink disrupts a wide range of processes in the visual system.

**Eccentricity and object-based selection**

K J Linnell, G W Humphreys (School of Psychology, University of Birmingham, Edgbaston, Birmingham B15 2TT, UK; fax: +44 121 414 4897; e-mail: k.j.linnell@bham.ac.uk)

Search efficiency falls off with increasing target eccentricity only when distractors occur closer to fixation than the target (Wolfe et al, 1998 *Perception & Psychophysics* **60** 140–156). This suggests that the effect of eccentricity originates from a bias to attend to central items. We ask whether this spatial selection bias can be overcome by object-based selection: even when distractors occur closer to fixation than the target, can we ignore them and attend selectively to a ring of items at the target eccentricity?

Three concentric differently coloured rings were centred around fixation. Eight white letters, one target and seven distractors, were then displayed on the surface of these rings, and participants were asked to signal which one of two possible target letters was present. Letters were either arranged on one ring or distributed across rings. The ring on which the target letter appeared was either unpredictable or predicted by brightening. The presence of distractor letters closer to fixation than the target significantly slowed search at larger target eccentricities on uncued, but not on cued, trials. We conclude that we can ignore central items and attend to ring-shaped objects with holes in the middle.

**One-step feature-based learning in the deployment of transient attention**

A Kristjansson, K Nakayama (Vision Sciences Laboratory, Harvard University, 33 Kirkland Street, Cambridge, MA 02138 USA; fax: +1 617 495 3764; e-mail: kristjan@wjh.harvard.edu)

Previously we have shown that when transient visual attention is summoned by a sudden luminance onset, these deployments can be focused to a part of the suddenly appearing object that has proved behaviourally relevant on previous appearances [Kristjansson et al, 1999 *Investigative Ophthalmology & Visual Science* **40**(4) S80]. This learning of a cue–target relationship was not under voluntary control and developed over the course of a few trials. Here we further investigate this form of learning during deployments of visual attention.

In experiment I we show that there is consistent relationship between the colour of a part of the cue and a target, learning develops rapidly. Such learning was also observed for a similar relationship based on the shape of the cue, whereas a higher-order relationship between the cue and the target, where the colour of the cue predicted where the target would appear, did not result in the same form of learning. Thus we hypothesise that transient attention is capable of one-step inferences, based on particular features. These results are further evidence for the surprising adaptability of transient attention shifts to abrupt luminance onsets, which have often been thought to be stereotypical, stimulus driven, bottom–up reflexes.

**MECHANISMS OF SHAPE PERCEPTION**

**Perception of orientation: an empirical Bayesian model**

T M H Dijkstra, B Liu, A H J Oomes (Department of Psychology, Ohio State University, 1855 Neil Avenue, Columbus, OH 43210, USA; fax: +1 614 292 5601; e-mail: dijkstra.1@osu.edu)

Perception of the orientation of objects is important in our interaction with the environment. So far, research has focused on the orientation of lines and gratings, with the main result that vertical and horizontal orientations are perceived more accurately and precisely than oblique ones (the oblique effect).

We tested the orientation perception of ellipses with different length-to-width (aspect) ratios in various orientations. A circle was included in the test set. Six naive subjects adjusted a broken line (probe) to match the major-axis orientation of an ellipse that was placed at the centre of the probe.

Results show the oblique effect, especially for low aspect ratios (close to a circle). For the circle, subjects had a non-uniform distribution of settings. Furthermore, there are large individual differences among the subjects. We can explain these differences by a Bayesian model that takes the distribution of settings to the circle as a prior distribution. Thus the prior is obtained from the settings to a neutral stimulus. Going beyond the domain of perception of orientation, we believe empirical Bayesian modeling to be a powerful paradigm for vision research.
Competitive global and local dynamics in the formation of contours from perceptual grouping
S Manca, B Pinn (Department Human Sciences and Antiquities, University of Sassari,
piazza Conte di Mornara 8, 1 07000 Sassari, Italy; fax: +39 079 229 619;
e-mail: bainglo@ssmain.uniss.it)

We introduce a neural-dynamic model of boundary perception, different from Grossberg
and Mingolla's, and based on two distinct opposite competitive processes without a feedback
architecture.

A local on–off competition between like and perpendicularly oriented cells acts as output
to a global process. In the local process, the neurons that react to output signals of like-oriented
masks compete in an on-centre-off-surround organisation. The neurons that react to output
signals of perpendicularly oriented masks compete in an off-centre on-surround organisation.
In the global process, the neurons that are fed from like-oriented masks compete in an off-centre
on-surround organisation. The neurons that are fed from perpendicularly oriented masks
compete in an on-centre off-surround organisation. The two processes synthesise two different
perceptual boundary contours: modal contours for the local process, and amodal contours for
the global one.

We hypothesise that both kinds of contours can be illusorily distorted. The model has been
tested with psychophysical data derived from new visual illusions suggested by the model itself.
The new illusions concern apparent misalignment, global shape distortions due to internal
organisation, and apparent eccentricity. We find that both local and global distortions can
be explained without invoking cognitive top–down processes.

Perceptual strength and time course of illusory contour generation explained by a neural
model of recurrent cortico-cortical interaction
H Neumann, W Sepp (Neuroinformatik, Fakultät für Informatik, Universität Ulm,
Oberer Elsendberg, D 89069 Ulm, Germany; fax: +49 731 50 24156;
e-mail: hneumann@neuro.informatik.uni-ulm.de)

Cells in monkey area V2 contribute to the perception of illusory contours. Orientation-sensitive
and contrast-sensitive neurons selectively respond to illusory-contour stimuli generated by abutting
gratings or aligned contrast fragments (von der Heydt and Peterhans, 1989 Journal of Neuroscience
9 1749 – 1763).

We used a neural network model of recurrent V1–V2 processing (Neumann and Sepp, 1999
Biological Cybernetics 81 425 – 444) to explain physiological as well as perceptual data.

Computer simulations demonstrate that the strength of an illusory contour varies as a function
of the ratio of physical to total contour length in a Kanizsa square (Shipley and Kelman,
larger V2-cell response than oriented real contrasts. Correspondingly, the response strengths of
illusory contours generated in Varin figures exceed those of a Kanizsa square with continuous
inducers (Lesher and Mingolla, 1993 Vision Research 33 2253 – 2270). Model V2-cell responses to
illusory contours of abutting gratings develop more gradually than in response to real contours.

The computational model explains a variety of empirical data on illusory-contour perception
and predicts underlying mechanisms and their time course. This helps to further unravel early
mechanisms involved in the generation of neural representations of visual surface layout.

First-order structure induces the 3-D curvature-contrast effect
A M J Kappers, S F te Pas, M el Kaddouri (Helmholtz Institutut, Universiteit Utrecht,
Princetonplein 5, NL 3584 CC Utrecht, The Netherlands; fax: +31 30 252 2664;
e-mail: a.m.j.kappers@phys.uu.nl)

Last year we reported a 3-D curvature-contrast effect in motion-defined stimuli (Kappers and
te Pas, 1999 Perception 28 Supplement, 82d). We set out to investigate whether the structure that
induces the 3-D curvature-contrast effect needs to contain second-order (curvature) information,
or whether a similar effect can be obtained through inducers containing only first-order (slant
and tilt) or zeroth-order (depth) information.

Stimuli consisted of a small central paraboloid (4.6 deg radius) with relatively high curvature
surrounded by one of three possibilities: a large paraboloid (11 deg radius) with a lower curvature
than the central one, a large cone with the same average slant, or a large plane at the same
average depth. The stimuli consisted of random dots and moved with an angular velocity of
30 deg s⁻¹. Viewing was monocular. Observers were presented with two stimuli successively and
had to decide which of the two central parts had the highest curvature. We varied the curvatures,
the slants, and the depths of the outer parts systematically.
We found a distinct curvature-contrast effect that is similar for both the second-order and the first-order surrounds, but only a small effect for zeroth-order surrounds. We conclude that the first-order structure is sufficient to induce a curvature-contrast effect.

**LEARNING**

* A sparse coding network learns both V1 receptive fields and topography from natural images
  P O Hoyer, A Hyvarinen (Neural Networks Research Centre, Helsinki University of Technology, PO Box 5400, FIN 02015 HUT-Espoo, Finland; fax: +358 9 451 3277; e-mail: patrik.hoyer@hut.fi)

The receptive fields of neurons in the primary visual cortex have been characterised as localised, oriented, and bandpass; and neurons with similar position, orientation, and frequency preferences are grouped together, forming a topographic map. Numerous neural-network models have been proposed that learn some of these properties from natural-image data, but to our knowledge no model has been able to learn all these properties.

Olshausen and Field [1996, Nature (London) 381 607–609] showed how the single principle of sparseness of a linear representation leads to realistic simple-cell receptive fields when trained on natural-image data. We extend this model by seeking sparseness of local energies instead of linear outputs. This straightforward extension leads to a topographic representation in many ways similar to that observed in V1, while maintaining realistic receptive fields.

In addition to revealing the topography, the same principle also helps explain the principal properties of complex cells. Most local energies behave in many ways similarly to complex cells: they tend to show phase- and (limited) shift-invariance, in addition to orientation- and frequency-selectivity. This supports the notion that the topography seems to define the pooling into complex cells.

* Position-dependent and position-independent statistical learning of shape-conjunctions
  J Fiser, R N Aslin (Center for Visual Science, University of Rochester, Meliora Hall, Rochester, NY 14627-0268, USA; fax: +1 716 442 9216; e-mail: fiser@bcs.rochester.edu)

How do humans encode the local and global statistics of images that are essential for developing new visual features? Twelve simple shapes were grouped into six two-element base-pairs. Each base-pair had a specific spatial arrangement (horizontal, vertical, oblique). During a 10 min learning phase, subjects viewed display sequences consisting of three randomly selected base-pairs presented simultaneously within a 3 × 3 grid. The joint probability of the two elements in a base-pair was 0.5; all other joint probabilities were below 0.02. During the test phase, subjects viewed two shape-pairs (a base-pair and a pair in novel arrangement) in a temporal 2AFC task and judged which of the two pairs was more familiar from information presented during the learning phase.

Subjects selected the base-pairs significantly more often than the novel shape-pairs (72% correct, p < 0.0001) when the local spatial correlations of element-pairs and the element-positions matched the training set. Performance was poorer, but still significant, when only local spatial correlations distinguished between base and novel elements (60% correct, p < 0.015). Thus subjects can learn higher-order spatial statistics across multiple images and these learned `features' incorporate available relational, positional, and temporal correlations.

[Supported by NSF SPR-9873477 and JSMF 96-322]

* Does perceptual learning affect early stages of visual processing?
  G Meinhardt, K Folta, Y Grabbe, U Mortensen (Fachbereich 07, Westfälische Wilhelms-Universität, Fliedner Strasse 21, D 48149 Münster, Germany; fax: +49 251 833 9105; e-mail: meinhag@psy.uni-muenster.de)

Theoretical concepts of perceptual learning fall into two classes: Early-stage theories conceive perceptual learning to be due to synaptic modifications at early sensory coding stages [Karni and Sagi, 1991 Proceedings of the National Academy of Sciences of the USA 88 4966–4970; Kirkwood et al, 1996 Nature (London) 381 526–528] while higher-stage concepts conceive the gradual improvement of visual discrimination to be the result of task-dependent attentional focusing and information selection refinement (Beard et al, 1995 Vision Research 35 1679–1690).

We report results from various pre-test–discrimination learning–post-test experiments which show that (i) learning spatial-frequency discrimination broadens grating-detection tuning functions; (ii) learning Vernier discrimination broadens orientation-detection tuning functions and lowers discrimination thresholds obtained with simultaneous grating plaid masking for all orientations. Further, we present results which show that spatial-frequency-discrimination learning improves spatial-phase discrimination. The phase-discrimination learning transfer obtained for control learners (spatial-frequency discrimination with spatially jittered gratings) suggests that a wide range of spatial positions must be involved in coding improvement.
We introduce an early-stage multiple-mechanism coding model with bandwidth plasticity and nonlinear pooling which is consistent with our findings.

- **Roles of conscious efforts in perceptual learning**
  T Watanabe, I Mukai, J Liederman, Y Sasaki† (Department of Psychology, Boston University, 64 Cummington Street, Boston, MA 02215, USA; †Department of Radiology, NMR Center, MGH, Harvard Medical School, 149 13th Street, Charlestown, MA 02129, USA; fax: +1 617 353 6933; e-mail: takeo@bu.edu)

  Our sensory systems are under a constant barrage of superfluous information. We compared the effects of attention to the effects of an internal comparison between response and feedback, in preventing the sensory architecture from erosion by superfluous information. A random-dot cinematogam (RDC) consisting of dots engaged in spatiotemporally local motion was used. When subjects were trained to discriminate either the global flow direction or the brightness of the fixation point in the RDCs without response feedback, the discriminability of presented local motion directions was enhanced irrespective of the global motion direction. This passive learning preceded the learning of the global flow discrimination. When subjects received response feedback during their global motion discrimination training, improvement was found for the global motion but not for the presented local directions.

  We conclude that attention alone, generally thought to filter out extraneous information, cannot block the sensory modification resulting from mere exposure to irrelevant stimulus features. In contrast, response feedback enables nearly complete suppression of irrelevant signals while allowing the sensory system to adjust to only the stimulus features relevant to a task.

**BIASES IN SHAPE PERCEPTION**

- **Ambiguous figures and reading direction. A case for small-scale hysteresis?**
  I M Verstijnen, J Wagemans (Department of Psychology, University of Leuven, Tiensestraat 102, B 3000 Leuven, Belgium; e-mail: ilse.verstijnen@psy.kuleuven.ac.be)

  A normative study was undertaken in order to establish levels of ambiguity for a set of ambiguous figures. Triples of figures were presented to the subjects, consisting of an ambiguous figure in the middle flanked by its two possible interpretations (ie more extreme versions). Subjects had to indicate whether the ambiguous figure resembled more the interpretation to the left or the one to the right.

  Results show that the interpretation of the ambiguous figure tended to be more influenced by the interpretation presented to the right. This influence increases with the level of ambiguity of the middle figure. It can be hypothesised that this effect results from reading the triplet from left to right, followed by a return to the middle figure. Hence the rightmost figure is the last one seen, and it therefore may exert a more dominant influence on the interpretation of the ambiguous figure. This phenomenon resembles hysteresis—the tendency to interpret an ambiguous figure similar to the last ones seen. In this study, this effect seems to work on a small scale (one preceding figure in contrast to a whole series). This hypothesis is currently under investigation.

- **The veridicality of shape representation is not altered by shape categorisation**
  H Op de Beeck, J Wagemans, R Vogels† (Department of Psychology, University of Leuven, Tiensestraat 102, B 3000 Leuven, Belgium; †Laboratorium voor Neuro- en Psychofysiologie, University of Leuven, Herestraat, B 3000 Leuven, Belgium; fax: +32 16 32 6099; e-mail: hans.opdebeeck@psy.kuleuven.ac.be)

  Theoretical and empirical work has shown that humans represent artificial shapes in a faithful way, i.e. the structure in the artificial shape space is reflected in the perceived similarities between shapes.

  We investigated whether prior categorisation of artificial shapes into two discrete classes can harm this original veridicality of shape representation by altering the perceived similarities. Our stimuli were Fourier descriptors in which we manipulated the amplitude of two different frequencies. In line with previous studies (Cortese and Dyre, 1996 *Journal of Experimental Psychology: Human Perception and Performance* 22 133–143), we found that this two-dimensional structure in parameter space is reflected in the perceived similarities.

  Prior categorisation for which only one of the two dimensions is relevant made observers more sensitive to differences between the shapes. However, the perceived two-dimensional structure in the shape space was not altered. Moreover, not only differences in the shape dimension that is relevant for categorisation are perceived better, but also differences in the other dimension.

  This basic result was found even after extensive categorisation training (more than 5 hours). We conclude that the veridicality of shape representation is preserved after shape categorisation.
Poster session 4: Anatomy and imaging

A preference for global convexity in local-shape perception
M S Langer, H H Bülthoff (Max Planck Institute for Biological Cybernetics,
Spearmannstrasse 38, D 72076 Tübingen, Germany; fax: +49 7071 601 616;
e-mail: michael.langer@tuebingen.mpg.de, heinrich.bueltthoff@tuebingen.mpg.de)
A hollow face mask tends to appear convex even if the mask is rotating, viewed binocularly
[Gregory, 1970 The Intelligent Eye (London: Weidenfeld and Nicolson)], or illuminated from above.
The standard explanation for this illusion is that the visual system has a strong preference
for familiar shapes (faces) over unfamiliar ones (hollow masks). This illusion confounds two
preferences, however: the first is for a familiar shape, the second is for a globally convex shape. Here we
demonstrate that the latter preference can be significant, using unfamiliar stochastically corrugated
smooth surfaces that are viewed statically and monocularly under perspective projection. Each
surface is illuminated by a collimated light source that is either above or below the line of sight, and
each surface is either globally convex or globally concave. Nine naïve observers judged the local
qualitative shape at 320 isolated points on 64 such surfaces. The percentages of correct scores were
57% vs 38% for globally convex vs concave, and 70% vs 23% for light source from above vs one from
below. Both differences are significant (p < 0.01). We conclude that a preference for global
convexity plays a significant role in local-shape perception, even in the presence of other significant
shape cues.

Positional and symmetry information of concave and convex vertices
M Bertamini (Department of Psychology, University of Liverpool, Bedford Street South,
Liverpool L69 7ZA, UK; fax: +44 151 794 2945; e-mail: m.bertamini@liv.ac.uk)
By using irregular polygons and measuring RT, it was found that comparing the position of
convex vertices was significantly faster than comparing the position of concave vertices. This was
true for a task of relative-position judgment (which contains a higher vertex, the left or the
right?) and a task of bilateral-symmetry detection (are the contours symmetrical?).
A reversal of the figure–ground interpretation reversed the effect, leading again to an advan-
tage for convex vertices, even when they belonged to separate objects. These data are problematic
for any theory that emphasizes the role of concavity (Hoffman and Richards, 1984 Cognition 18
65–96), in that the location of concave vertices does not seem to emerge and be easily accessible.
However, it is possible that concavities are not easily accessible because they serve to segment a
shape into parts and as such are not part of the shape itself.
It was also found that in a symmetry detection task the effect can be reversed if the shape
has more than just one large vertex. It is suggested that a specialised symmetry mechanism based
on virtual quadrangles and bootstrapping (Wagemans et al, 1993 Vision Research 33 1067–1088)
may explain this difference.

POSTER SESSION 4
ANATOMY AND IMAGING
Mapping the visual cortex with stereotactic TMS and functional MRI
T Kammer, M Erb*, S Beck, W Grodd‡ (Department of Neurobiology, Max Planck
Institute for Biological Cybernetics, Spemannstrasse 38, D 72076 Tübingen, Germany;
* Section of Experimental MR of the CNS, Department of Neuroradiology, University
of Tübingen, Hoppe-Seyler-Strasse 3, D 72076 Tübingen, Germany; fax: +49 7071 601 577;
e-mail: thomas.kammer@tuebingen.mpg.de)
Focal transcranial magnetic stimulation (TMS) is able to elicit phosphene when applied over
the occipital pole. The aim of this study was to test whether the site of the phosphenes in the
visual field is linked to the retinotopic map of the visual cortex.
In four subjects we determined the individual retinotopy of the visual field by means of a
dynamic mapping technique (eccentricity and polar angle) with functional MRI. Then we used
focal TMS to register phosphene sites with different coil positions. These positions were
monitored with respect to the head by a custom-made stereotactic measuring device. At each
stimulation position, the subject drew the perceived phosphene directly on a touch screen.
Phosphenes were reproducibly elicited not only from positions corresponding to V1 but also
from extrastriate areas V2–V4. The general appearance of the phosphenes did not change with
the visual area. In all subjects, displacement of the coil from a cortical position which
represents the fovea to a position of more peripheral representation displaced the phosphene
from the centre of the visual field towards the periphery. Our data demonstrate that stereotactic
TMS can be used to create a detailed map of the visual cortex.
fMRI of the scintillating-grid illusion
M Schrauf, R Kleiser, P Stoerig (Department of Physiological Psychology II, University of Düsseldorf, Universitätsstrasse 1, D 40225 Düsseldorf, Germany; fax: +49 211 811 4522; e-mail: schrauf@uni-duesseldorf.de)

We studied activation patterns in the human visual cortex during the presence or absence of the scintillating-grid illusion by functional magnetic resonance imaging (fMRI). The stimulus was a Hermann grid consisting of grey bars and black squares. Bright disks were superimposed upon the intersections (test grid). Dark illusory spots are perceived transiently within the white disks during saccadic eye movements or a brief exposure (Schrauf et al, 1997 Vision Research 37:1033–1038). Shifting the disks horizontally away from the intersections (control grid), abolishes the illusory scintillation (Schrauf and Wist, 1996 Perception 25: Suppl. 78a).

Data acquisition and imaging were performed with a 1.5 T Siemens scanner (anatomical resolution: 1 x 1 x 1 mm²; functional resolution: voxel size = 3 x 3 x 3 mm³, 16 slices; TR = 3 s, TE = 60 ms, flip-angle = 90°). The contrast for the test grid vs control grid during brief exposure and steady fixation revealed an enhanced level of activation within the region of MT/MST.

The result suggests that the dynamic luminance-contrast illusion is mediated by the human motion complex. hMT+ activation has been found to correlate with other instances of subjective dynamic perception [Zeki et al, 1993 Proceedings of the Royal Society of London 252: 215–222; Tootell et al, 1995 Nature (London) 375: 139–141].

ATTENTION, TEXTURE, AND VISUAL SEARCH

Amplitude changes of beta activity in cat’s lateral posterior – pulvinar complex during attention-related behaviour
A Ghazaryan, M Bekisz, A Wróbel (Department of Neurophysiology, Nencki Institute of Experimental Biology, 3 Pasteur Str., PL 02-093 Warsaw, Poland; fax: +48 22 822 5342; e-mail: ana@nencki.gov.pl)

It is generally believed that the lateral posterior – pulvinar complex (LP-P) is involved in modulation of visual signals passing between primary and higher visual cortical areas during attention-related behavioural situations.

To reveal the role of different parts of LP-P in visual processing, we recorded local field potentials from several cortical areas and three subdivisions of cat’s LP-P: the pulvinar proper, and caudal (LPc) and rostral (LPt) parts of the lateral zone of this nuclear group. These recordings were done during a behavioural task based on delayed spatial discrimination of visual and auditory stimuli. During a visual but not an auditory attentive situation we observed an elevation of beta band (16 – 24 Hz) amplitude of fast Fourier transform function calculated from signals recorded from LPc as well as from cortical areas 17, 18, and PMLS. This beta activity appeared only on trials that ended with a successful response, proving its relation to the mechanisms of attentive seeing. In contrast, no enhanced beta activity was observed in LPt and pulvinar proper. Our observations indicate that LPc (which is the only region of LP-P that reciprocally connects with striate cortex) is involved in the cortico-thalamic functional system activated by enhanced beta activity depending on the behavioural needs of the animal.

The spread of visual attention in curve tracing
R Houtkamp, H S Scholte, H Spekreijse, P R Roelfsema (Visual System Analysis, University of Amsterdam, PO Box 12011, NL 1100 AA Amsterdam, The Netherlands; fax: +31 20 638 2566)

In a curve-tracing task, subjects have to judge whether items are located on a single, continuous curve. Here we try to distinguish between an object-based attention model and a moving-spotlight model of curve tracing.

Subjects had to trace a target curve that connected a fixation point to a circle. Another curve served as a distractor. To probe the distribution of attention, colours appeared at different curve segments at various time intervals during the trial. After the curve-tracing task had been completed, one of these segments was cued and subjects had to report the colour of that segment. The percentage of correctly reported colours was used as a measure for the distribution of attention.

We found that the initial segments of the target curve received attention during all time intervals. This is not consistent with a moving-spotlight model, since in such a model attention is not maintained on the initial segments of this curve. Instead, our results support an object-based model in which attention gradually spreads over all segments of the target curve.
Poster session 4: Binocular and spatial vision

- **The benefits of training visual attention in a real-life situation**
  D. D. Lubbers, T. R. M. Coeckelbergh, W. H. Brouwer (Department of Neuropsychology and Gerontology, University of Groningen, Hanzeplein 1, PO Box 30001, NL 9700 RB Groningen, The Netherlands; † Laboratory of Experimental Ophthalmology, University of Groningen, Hanzeplein 1, PO Box 30001, NL 9700 RB Groningen, The Netherlands; fax: +31 50 361 1709; e-mail: DDLubbers@hotmail.com)

Visual attention could be described as those mental processes that ensure that some visual stimuli are processed while others are not. The aim of the study was to determine the effect of visual attention training on everyday tasks.

Sixteen subjects participated in the study. The experiment consisted of four sessions. In the first session, visual attention was assessed by means of a laboratory task as well as by means of a more realistic task. Subjects were then divided into two groups: the experimental group was given instructions on how to perform maximally on the laboratory task on the basis of their results in prior sessions. Subjects in the control group merely repeated the task. In the fourth session, a parallel version of the realistic task was administered.

Results show that visual attention can be trained successfully. In the laboratory task, repeating the task proved to be as effective as being trained by well-specified instructions. However, in the realistic task, the instructions proved to be necessary: subjects in the experimental group improved significantly more than subjects in the control group. Furthermore, the performance of older subjects saturated after three sessions, whereas younger subjects continued to improve.

- **Legend placement in an active viewing condition**
  N. P. Sheehy, M. A. Linden, J. Wylie (School of Psychology, Queen's University of Belfast, David Keir Building, Malone Road, Belfast BT7 1NN, UK; fax: +44 123 266 4144; e-mail: N.Sheehy@QUB.AC.UK)

Traditionally the placement of figure legends is at the bottom of the graph or image, while a similar convention positions the title above a table. Occasionally design characteristics of a document mean these are displaced from their usual locations. How does this affect how much people tend to such legends?

A bar chart was placed within a body of text and the position of the legend was varied. The four conditions were top, bottom, left, and right. Four participants were assigned to each condition, with each person viewing the stimuli for 30 s. Attention was measured with the SMI remote eye-tracking device. This recorded the percentage of total viewing time spent attending to the legend. Both fixations and simple eye-movements showed that the left side of the figure received most attention, while the top received the least. When viewing embedded figures the optimal location for the legend is to the left.

**BINOCULAR AND SPATIAL VISION**

- **Intercocular distance, enhanced disparity information, and the control ofprehension**
  M. F. Bradshaw, P. B. Hibbard, S. J. Watt, R. van der Willigen, I. R. L. Davies, S. Rushton, A. Willis (Department of Psychology, University of Surrey, Guildford GU2 5XH, UK; † Cambridge Basic Research, Nissan Technical Center, 4 Cambridge Center, Cambridge, MA 02142, USA; ‡ Centre for Human Sciences, Defence Evaluation Research Agency, Farnborough GU14, UK; fax: +44 148 325 9553; e-mail: m.bradshaw@surrey.ac.uk)

Binocular disparity is considered pre-eminent in the control of reaching behaviour. One reason for this is that, once suitably scaled, it can specify metrical depth relationships within a scene. Such information is necessary to plan the transport-and-grasp phase of a reaching movement (ie absolute distance and size are required). Ifprehension is controlled via a binocular telepresence system, an opportunity arises to augment disparity information by increasing the intercamera distance (ICD) beyond normal interocular distance, thereby increasing the magnitude (and range) of binocular-disparity information.

Whether an observer can take advantage of enhanced disparities to control reaching movements is unknown. Here we examine the effects of manipulating ICD on reaching movements with ICDs ranging from 6.5 cm to 26 cm. Typically sized, real-world objects (both familiar and unfamiliar) were placed in a scene and reaching performance was assessed. An experimental sequence consisted of three blocks. In the first and last blocks a normal ICD/IOD of 6.5 cm was used, whereas in the middle block the subjects used an increased ICD. Larger than normal ICDs were found to disrupt reaching performance, with slower peak velocities and smaller grip apertures being observed. This was more pronounced for unfamiliar objects. Little evidence for learning was found.
Visuomotor adaptation to translated visual space

J J van den Dobbelsteen, E Brenner, J B J Smeets (Department of Physiology, Erasmus University Rotterdam, PO Box 1738, NL 3000 DR Rotterdam, The Netherlands; fax: +31 10 408 9457; e-mail: vandendobbelsteen@fys.fgg.eur.nl)

We investigated the ability to adapt goal-directed arm movements to translations of visual space. We expected that the magnitude of adaptation to a changed relationship between vision and kinaesthesia would depend on the direction of the translation, owing to differences in the sensitivity of these senses in different directions.

To study this issue, we asked subjects to align a real cube with a 5 cm side that they could not see, with a visual simulation that they saw via a mirror. Subjects made successive self-paced movements between different target locations. During adaptation phases, subjects received continuous visual feedback about the position and orientation of the real cube. This visual feedback could be veridical or translated up to 5 cm in one of three orthogonal directions. Each adaptation phase was followed by a test phase, during which no feedback was given.

Comparing test movement endpoints after translated feedback with ones after veridical feedback showed that subjects adapted to the distortion they were exposed to. Visuomotor adaptation was slightly more than 40% and cross-talk between orthogonal components was less than 5%. Adaptation was roughly equal for all three directions, despite differences in variability, suggesting that there is no relationship between sensitivity and the ability to recalibrate.

Does motion information interact with binocular disparity in object segmentation?

K Kham, C Chung, C Oh (Department of Psychology, Yonsei University, 134 Shinchon Dong, Seodaemun Gu, 120-749, Seoul, South Korea; fax: +82 2 365 4354; e-mail: kham@psylab.yonsei.ac.kr)

Considerable amounts of recent evidence suggest that binocular disparity and motion information are combined during such visual processing as structure-from-motion and computation of depth.

An assumption about the common function of these two types of information is that they serve to segment objects from their background. On the basis of this assumption, we investigated whether motion direction interacts with binocular disparity in the process of object segmentation, using a subthreshold summation method. First, we measured subjects’ thresholds to discriminate vertical and horizontal rectangles defined by common direction or common binocular disparity alone in a random-dot display. Then, we measured threshold to discriminate the target in a compounding stimulus defined by both binocular disparity and motion direction.

The result shows that the threshold for the compounding stimulus is lower than that for the stimulus defined by each cue alone. However, such decrease in threshold fell short of allowing us to reject the prediction of the probability summation, suggesting that motion and disparity information may be independently processed, at least at the stage of object segmentation.

Effect of binocular vision training on the proximal fixation disparity curve

U Pomerening, W Jaschinski*, H Forster, A Kuhl, F A Kiffmeyer (Center for International Studies, Pennsylvania College of Optometry, 8360 Old Jork Road, Elkins Parc, PA 19027-398, USA; * Projekt ‘Visuelle Beanspruchung, Wahrnehmung und Handlung’, Institut für Arbeitsphysiologie, Ardeystrasse 67, D 44139 Dortmund, Germany; fax: +49 40 653 6480; e-mail: jasch@arb-phys.uni-dortmund.de)

In near vision, the vergence response may lag behind the vergence stimulus; this exo fixation disparity amounts to a few minutes of arc for central fusion stimuli. When the viewing distance is shortened, fixation disparity increases linearly with the vergence stimulus (expressed in metre angle); subjects with a steeper slope of this proximal fixation disparity curve tend to have near-vision strain (Jaschinski, 1998 *Ophthalmic & Physiological Optics* 18 30–39).

To investigate whether binocular vision training can improve, ie flatten, this curve in subjects with normal binocular vision, we tested fixation disparity (with dichoptic nonius lines at viewing distances of 100 cm to 40 cm) on days 1 and 9, while 25 min of daily visual training was performed on days 2 to 8. We analysed 19 (of all 34) subjects with curves steeper than average (−1.5 min of arc/metre angle) since only in these subjects can large improvements be expected. This subgroup showed a reduction in slope from before to after training (−4.2 and −1.2 min of arc/metre angle, respectively), which was significantly (p = 0.016) larger than in a control group.

Thus, these tests revealed vergence training effects, as previously shown for the prism fixation disparity curve (Hung et al, 1986 *Documenta Ophthalmologica* 62 165–179).
Recovery of the 3-D centre from three collinear dots moving in a slanted plane
S Tibau, J Wagemans (Department of Psychology, University of Leuven, Tienestraat 102, B 3000 Leuven, Belgium; fax: +32 16 32 6099; e-mail: Stefana.Tibau@psy.kuleuven.ac.be)
Subjects were shown three collinear dots that were rotating rigidly around a fixed centre in a slanted plane. The task was to decide whether the middle dot was centred in 3-D between the two other dots.
Lappin and Fuqua (1983 Science 221 480–482) showed that subjects are accurate at detecting displacements of 2%, 4%, and 6% away from the 3-D centre. They interpreted the results as evidence for the use of 3-D properties that are projectively invariant. However, Wagemans and Tibau (1999 Perception 28 267–282) found effects of 2-D properties that were not reconcilable with this interpretation.
We suggest that in the present study subjects did the task by means of a heuristic that maps the relative length of the two line segments in the image onto their 3-D relative length. We varied the slant of the plane in which the dots were moving and the focal distance from which they were projected. This way, for every combination of slant and focal distance, the 2-D properties of the stimulus were different. Subjects tended to see the middle dot centred in 3-D in most of the conditions, except when the ratio of the two line segments exceeded some criterion.

Volumetric colour filling-up perception with binocular viewing
Q Zhang, M Idesawa (Graduate School of Information Systems, The University of Electro-Communications, 1-5-1 Chofugakoua, Chofu-shi, Tokyo 182-8585, Japan; fax: +81 42 443 5681; e-mail: zhangq@hi.is.ucc.ac.jp)
A transparent volumetric illusory object filled with a transparent medium is perceived when inducing objects are arranged in suitable relations and displayed stereoscopically. We named this phenomenon 'mime effect', and the inducing object 'sustaining cues' (Zhang and Idesawa, 1998 Japanese Journal of Applied Physics 37 L329–L332).
Volumetric colour filling-up, in which the illusory volumetric object is perceived as filled with coloured medium according to the coloured sustaining cues, is observed in mime effect. When cones act as the sustaining cues, the perceived volumetric filling-up colour and its brightness are subjected to the colour of the cone bases and conical surfaces, as well as the cone direction and composition. When the cones point outward of the illusory object, the filling-up colour is largely determined by the base colour, but is also affected by the colour of conical surfaces, owing to the colour contrast between the base and the conical surface. When the cones point inward, or are composed of two parts in different colours, the volumetric filling-up colour is to a large extent determined by the colour of the parts inside the illusory object, but is also affected by the colour of outside parts.

COLOUR AND BRIGHTNESS
The detection of coloured Glass pattern in the presence of chromatic noise
K S Cardinal, D C Kiper (Institute of Neuroinformatics, University and ETH Zurich, 190 Winterthurerstrasse, CH 8057 Zurich, Switzerland; fax: +41 1 635 3053; e-mail: kristen@ini.unizh.ch)
Glass patterns are made by juxtaposing two identical arrays of random dots. The detection of these patterns is mediated by high-level mechanisms important for object perception and recognition. We studied the chromatic properties of these mechanisms. We used a two-interval forced choice task to measure a subject's ability to reliably detect a circular Glass pattern in the presence of a variable number of random noise dots. We measured detection thresholds for various combinations of signal and noise colours.
When signal and noise were in the same direction of colour space, the thresholds remained constant across the colour directions we have tested. When the chromatic content of the signal and noise were varied independently: (i) the noise was most effective when it was in the same direction as the signal; (ii) when the chromatic content of the noise was varied relative to that of the signal, the thresholds increased proportionally to the cosine of the angle between the respective directions of signal and noise in colour space.
Thus, circular Glass patterns are detected by multiple mechanisms whose chromatic properties are determined by a linear combination of their cone inputs.
[Supported by SNSF grant 31-56711.99 to D C Kiper.]
Measuring double-increment illusions
R Actis-Grosso, P Bressan (Dipartimento di Psicologia Generale, Università di Padova, via Venezia 8, I 35121 Padua, Italy; fax: +39 049 827 6600; e-mail: ractis@psico.unipd.it)
The specific grey shades in a visual scene can be derived from relative luminance values only when an anchoring rule is given. The anchoring theory of lightness (Gilchrist et al, 1999 Psychological Review 106 795 - 834) assumes that the highest luminance is perceived as white, and the appearance of all the other regions depends on their relationship to such white. It is thus a crucial prediction of the theory that equal regions representing luminance increments relative to their surrounds shall be perceived as identical.

Our stimuli were incremental targets on two uniform surrounds placed side by side. We used the method of adjustment: observers varied the luminance of the test patch (set on a black surround) to match the achromatic colour of the comparison patch (set on a variable surround). We found that a target on a black surround looks always lighter than the same target on a more luminant surround. Previous failures to observe double-increment illusions may have been due to the fact that the strength of the effect rests on the specific luminances of the target and of the pair of surrounds chosen for the display.

Illusory contours as elements of abstract art
K Kranda (Psychophysiological Laboratory, UKBF, Freie Universität Berlin, Eschenallee 3, D 14059 Berlin, Germany; fax: +49 30 325 6985; e-mail: ksk@zedat.fu-berlin.de)
Following the emergence of abstraction as an art form around 1910, artist techniques gradually drifted from freehand painting to the more formal geometrical patterns requiring ruler and compass. These technical aids sharpened and straightened fuzzy contours and it was the sharpness of contours, combined with high-contrast borders of the geometric figures, that formed the elements of illusory contours embedded in some of the pictures. Although spontaneous emergence of illusory contours must have been a common occurrence in the sketchbooks of the numerous 'abstract' painters in that period, apparently only Frantisek Kupka, who was well versed in natural sciences, elaborated on this perceptual phenomenon.

The elements of illusory contours are already evident in Kupka's monochrome-gouache work executed in the early twenties and reach their zenith by the mid-thirties long before illusory figures drawn by Ehrenstein and Kanizsa appeared in print. Kupka's numerous monochrome and polychrome water-colours and oil paintings from the thirties document the entire range of linear and curvilinear illusory figures, including spatial superposition and occlusions. Finally, Kupka's practical as well as theoretical contributions, compiled in La Création dans les Arts Plastiques, provide a historical framework for the origins of amodal completion: seeing or thinking?

Chromatic quality of natural scenes represented by low-dimensional approximations to reflectance functions
S M C Nascimento, D H Foster (Department of Physics, University of Minho, Gualtar Campus, P 4710-057 Braga, Portugal; Visual and Computational Neuroscience Group, Department of Optometry and Neuroscience, University of Manchester Institute of Science and Technology, Manchester M60 1QD, UK; fax: +351 25 367 8981; e-mail: smcn@fisica.uminho.pt)
Surface spectral reflectances of many naturally occurring surfaces and of entire natural scenes may be mathematically well represented by low-dimensional linear models. The aim of this work was to investigate the chromatic quality of such approximations with real countryside and urban scenes.

Multispectral images of outdoor scenes were collected with a fast multispectral imaging system. For each scene 33 images were captured by a high-resolution digital camera through a fast tuneable liquid-crystal filter with peak wavelengths in the range 400 - 720 nm [Nascimento et al, 1999 Investigative Ophthalmology & Visual Science 40(4) S748]. The spectral reflectance for each pixel was estimated against a white reference located in the scene. The principal components and the distributions of reflectances along each principal axis were computed for each scene. Chromatic representations in CIE LUV space of each pixel under D65 were determined both from the measured reflectances and from the PCA approximations.

Three principal components provided colour reproduction that was good for natural countryside scenes but rather less so for urban scenes. For all scenes, however, the larger errors occurred with the less common reflectances. Low-dimensional approximations to reflectance functions successfully reproduce natural images of country landscape, but are limited with urban scenes.
Lightness determination for an object under two illuminations
S Zdravković, A L Gilchrist (Department of Psychology, Rutgers University, 101 Warren Street, Newark, NJ 07102, USA; fax: +1 973 353 1171; e-mail: sunica@psychology.rutgers.edu)

When a shadow is cast across half of an object, observers can make a separate lightness match for (a) the whole object, (b) the shadowed region, and (c) the nonshadowed region.

We tested three hypotheses concerning whether matches for the whole object agree most closely with: (i) matches for the region in higher illumination, (ii) matches for the region within the larger field of illumination, or (iii) whichever matches show the least error. A row of five adjacent rectangles, ranging from black to white, was suspended in mid-air. A shadow with a blurred edge was cast across this row so that only part of each rectangle was under the shadow. Previously we reported object matches for the black-and-white targets only, and these were closer to veridical values than to the matches obtained for either higher illumination or larger field size. In order to understand how the visual system could minimise the error we tested intermediate shades of gray as well as a truncated range of grays.

The results show object matches to agree with target regions that appear to lie in the prevailing illumination, even if this entails a significant shift away from veridicality.

EYE MOVEMENTS

Transsaccadic representations of saccade-target and flanker objects: Location independence versus dependence
F Germeys, P De Graef, K Verfaillie (Laboratory of Experimental Psychology, University of Leuven, Tiensestraat 102, B 3000 Leuven, Belgium; fax: +32 1 632 6099; e-mail: filip.germeys@psy.kuleuven.ac.be)

To account for the integration of extrafoveal and foveal views across eye movements, two representational systems have been proposed. The first is a permanent lexicon of object detectors, which fire whenever evidence for particular objects is apprehended, regardless of their location in the visual field. The second is a set of temporary, episodic object files, each constructed for a specific object occupying a particular location in space.

Four experiments are reported in which transsaccadic preview benefits have been examined by (i) manipulating the spatiotemporal continuity of a to-be-identified object across a saccade, and (ii) the status of that object, i.e. saccade-target versus flanker object.

The results show substantial preview benefit (reduced gaze durations) for the saccade-target object, regardless of its spatiotemporal continuity (location independence). For the flanker object, preview benefit was dependent on the object's spatiotemporal continuity (location dependence).

Results are interpreted in terms of a revised dual-code theory of transsaccadic object perception (Henderson, 1994 Journal of Experimental Psychology: General 123 410–426).

Effect of stimulus contrast on the speed of visual search and the behaviour of eye movements
R Näsiäinen, H Erkkila, I Kojo (Brainwork Laboratory, Finnish Institute of Occupational Health, Topeliuksetkatu 41 aA, FIN 00250 Helsinki, Finland; e-mail: risto.nasainen@occuphealth.fi)

The task of the observer was to search for, and identify, an uppercase letter from a rectangular array of characters in which the other items were numerals.

The threshold duration of stimulus presentation required for search was determined by a multiple-alternative staircase method. Eye movements were recorded simultaneously with a video eye-tracker. At all set sizes, threshold time for search decreased with increasing contrast. The average number of fixations per search decreased with increasing contrast. For the smallest set size (3×3 items), only one fixation was needed except at the lowest contrast. Average fixation duration decreased only slightly with increasing contrast. Also, the saccade amplitudes were nearly constant. The reduction of the number of fixations with increasing contrast suggests that visual span, is the area from which information can be collected in one fixation, increases with increasing contrast.

Since fixations take most of the time needed for visual search, the reduction of the number of fixations results in reduced search times. Therefore, it seems that most of the improvement of visual-search performance with increasing contrast can be explained by the increase of visual span, which in turn results in a smaller number of fixations per search.

Motion illusions and eye movements
N J Wade (Department of Psychology, University of Dundee, Perth Road, Dundee DD1 4HN, UK; fax: +44 138 222 9993; e-mail: n.j.wade@dundee.ac.uk)

The initial interpretations of motion illusions are often in terms of eye movements. For example, both Purkinje and Addams related the motion aftereffect to eye movements that continued
following inspection of moving objects. Purkinje also linked visual motion illusions generated by prior body rotation to eye movements. His brief analysis was in a long article on vertigo, published in 1820. However, William Charles Wells (1757 – 1817) had previously demonstrated the relationship between involuntary eye movements and postrotary visual motion. He compared the motion of a stabilized retinal image, generated before body rotation, with that of real images viewed afterwards. Wells established the characteristics of postrotary nystagmus, its dependence on head position during rotation, its suppression by fixation, and its diminishing amplitude with time. He also demonstrated torsional nystagmus. The origins of eye-movement research, and its links with visual phenomena, are to be found in the eighteenth century.

LEARNING, MEMORY, AND DEVELOPMENT

- Visual-working-memory characteristics in monkeys with bilateral prefrontal cortex lesions
  I V Cheueva, K N Dudkin, F N Makarov (Pavlov Institute of Physiology, Russian Academy of Sciences, nab. Makarova 6, 199034 St Petersburg, Russia; fax: +7 812 328 0501; e-mail: dudkin@pavlov.infran.ru)
  We have investigated the characteristics of visual working memory in a delayed-discrimination task on two groups of rhesus monkeys. The prefrontal-cortex sulcus principalis was removed bilaterally in monkeys of one group. The remaining animals served as unoperated controls. The monkeys were trained to discriminate stimuli (16 pairs) with different types of visual information (geometrical figures of various shape, size, colour, orientation, various spatial relationships between components of two-dimensional scenes) during development of a delayed (by 0–8 s) instrumental reflex.
  The data obtained demonstrate that the duration of information storage markedly decreases (by a factor of 2–3) in the monkeys after bilateral lesions of sulcus principalis for delayed discrimination of visual stimuli connected with different spatial relationship features, different colour, size, orientation, black-and-white geometrical figures of different shapes. These changes of working-memory characteristics were accompanied by increase of motor reaction time. The results suggest that prefrontal-cortex sulcus principalis is involved in the mechanisms of working memory associated with neural correlates of visual awareness and caused by the synchronisation processes which bind neural networks distributed across the visual object-processing pathway in synchronised assembly activities.
  [Supported by the Russian Foundation for Basic Research, grant 99-04-49645]

MOTION PERCEPTION AND OPTIC FLOW

- Interactions between visual and auditory movement perception in a direction discrimination task
  J E Aspell, D I Bramwell, A C Hurlbert (Department of Physiological Sciences, University of Newcastle upon Tyne, Medical School, Framlington Place, Newcastle upon Tyne NE2 4HH, UK; fax: +44 191 222 6706; e-mail: jace.askell@ncl.ac.uk)
  We investigated interactions between the perception of visual and auditory movement. Five observers viewed random-dot kinematograms while listening to sound movement simulated by interaural amplitude modulation (IAM) of a pure tone over headphones. Each trial began with a 'noise' phase, during which the dots moved at random while the sound remained stationary, followed by a 'coherent' phase, during which a percentage of randomly selected dots moved together leftwards or rightwards, while the sound moved in the same or opposite direction. Observers maintained visual fixation on a central marker throughout. In the visual task, observers ignored the sound and reported the direction of coherent dot movement. In the auditory task, observers reported sound movement direction. The degree of IAM and the percentage coherence were both varied independently in all combinations from subthreshold to suprathreshold levels.
  For all five observers, the presence of concurrent visual motion enhanced performance on the auditory task, whereas conflicting visual motion degraded performance. For three observers, sound movement had significant effects on the visual task performance; for two observers, both concurrent and conflicting sound movement degraded performance. The effects cannot be explained by probability summation of two independent mechanisms signalling motion direction.

- Attentional tunnel vision for motion
  R Gray (Cambridge Basic Research, Nissan Technical Center, 4 Cambridge Center, Cambridge, MA 02142, USA; fax: +1 617 374 9697; e-mail: rgray@cbr.com)
  Distracting an observer's attention away from a target moving in depth can degrade motion processing (Gray, 2000 Vision Research 40 in press). Does attention also modulate the amount of motion-in-depth information processed?
  After adaptation to an expanding radial-flow pattern, observers detected an expanding target amongst 11 static targets. Fixation was 5 deg from the focus of expansion (FOE) of the flow pattern.
There were two attention conditions during adaptation: (a) attend flow—observers detected odd elements in the flow pattern; (b) attend fixation—observers discriminated characters presented at fixation.

For expanding targets located in the position previously occupied by the FOE, detection times (DT) were significantly elevated. The DT elevation was significantly greater for (a) than for (b). The DT elevation decreased as the separation between the expanding target and the FOE increased. For (a) DT elevations were significant for separations less than 2 deg. For (b) DT elevations were significant for separations less than 0.6 deg. The decrease in lateral extent of the aftereffect could not be entirely explained by the reduction in gain of motion-in-depth detectors. These results suggest that when an observer’s attention is distracted away from the FOE, motion-in-depth information is integrated over a narrower spatial extent.

- **Total least squares: a general tool to explain motion and tilt aftereffects**
  K. Langley, M. F. Bradshaw*, P. B. Hibbard† (Department of Psychology, University College London, Gower Street, WC1E 6BT, London, UK; † Department of Psychology, University of Surrey, Guildford GU2 5XH, UK; fax: +44 20 7436 4276; e-mail: k.langley@psychol.ucl.ac.uk)

  To explain motion and tilt aftereffects, a model of visual processing is proposed which assumes that image measurements are prone to errors in both space and time. Response suppression (i.e., adaptation) caused by automatic gain control stems from processes which affect the transfer functions (feedback gain) at two neural sites in the model: simple or complex cells.

  Predictions from these adaptive processes can be used to explain (i) the reduction in the magnitude of aftereffects as a function of increasing image contrast; (ii) the increase in perceived speed when testing with a higher speed in the same direction, or the decrease in perceived speed when testing with motion in the opposite direction; and (iii) tilt aftereffects (both repulsion and attraction) when varying the relative orientation between adapting and test patterns.

  Systematic differences between tilt and motion aftereffects, most notably the absence of reduced perceived speed after adaptation to static patterns (Ascher et al, 1996 ARVO) are attributed to differences in prior assumptions when processing spatial and motion signals.

- **Path-length estimation of oscillating lines**
  M. Sinico (Dipartimento di Psicologia Generale, Università di Padova, via Venezia 8, 35131 Padua, Italy; fax: +39 049 827 6600; e-mail: sinico@psynipd.it)

  The influence of some factors relating to an oscillating line on the path-length estimation was investigated.

  In the first experiment, lines of five length values (10, 30, 50, 70, and 90 mm) were presented moving along two directions: vertically and horizontally. In the second experiment, velocity effects (30, 60, 90, 120, and 150 mm s⁻¹) on path-length estimation during ocular pursuit and during steady fixation were compared. The subjects observed the display from a distance of 500 mm. They had to adjust the amplitude of oscillation. The task was to make the path length of the oscillations equal to the length of the line. In general, results show an underestimate of the path length of an oscillating line. Moreover, the effect increases both when the line length and its velocity are increased. This effect is stronger during ocular pursuit.

  The hypotheses that line movement shifts the system of reference and the illusion of apparent size shrinkage for a moving object (Ansbacher, 1944 *Journal of Experimental Psychology* 44 1–23) are discussed.

- **Motion shifts the apparent positions of remote objects**
  D. Whitney, P. Cavanagh (Department of Psychology, Harvard University, 33 Kirkland Street, Cambridge, MA 02138, USA; fax: +1 617 495 3764; e-mail: whitney@wjh.harvard.edu)

  We show that an aftereffect of motion adaptation causes a shift in the apparent position of a flash even when the flash appears stationary and is located several degrees from the adapted region.

  Following 30 s of adaptation to a rotating radial grating, 500 ms test and 8 s adaptation periods were alternated. In the test period the visual display was blanked and a Vernier stimulus composed of two flashed lines was presented. Each flash was horizontally separated from the adapted region by 2–20 deg. A second experiment demonstrated that the flashes appeared stationary at flash durations greater than 300 ms.

  When the two flashes were physically aligned and appeared stationary, they nevertheless appeared misaligned as if they had moved in the direction of the motion aftereffect (MAE). The maximum perceived misalignment was ~20 min of arc, and was produced even when the flashes were separated from the adapted region by over 20 deg. The misalignment illusion reveals that the MAE can influence apparent position well beyond regions in which the MAE is traditionally seen.
NATURAL IMAGES, BIOLOGICAL MOTION, AND FACES

- Translational motion alters the visual perception of articulatory movements of human gait
  K Fujimoto, A Yagi (Department of Psychology, School of Humanities, Kwansei Gakuin University, Uegahara, Nishinomiya 662-8501, Japan; fax: +81 798 52 7353; e-mail: fff@kwansei.ac.jp)

Actions of a living body are usually goal-oriented. For example, the goal of gait is translation. However, there are only few studies on relations between biological motions and their goals. In this research we investigated the effects of translational motion on the visual perception of human gait. Eleven observers discriminated among four types of walker defined by the combination of body orientation (left or right) and the direction of articulatory movements of limbs (forward or backward). A walker was presented in a texture-defined animation, in which both a stick-figure walker and a background were made of random-dot textures. A horizontal movement of either a walker or a background produced translational motion. The main result was that discrimination of directions of articulatory movements was heavily disturbed when the direction of translational motion was incompatible with the walking direction. In other words, such incompatibility tended to produce the perception of reverse articulatory movements. This result could be due to a synergic effect of daily perceptual experiences and a smaller contribution of articulatory movements toward conveying the goal of a walker.

- The Batman effect: Selective enhancement of facial features during familiarisation
  C O'Donnell, V Bruce (Department of Psychology, University of Stirling, Cottrell Building, Stirling FK9 4LA, UK; fax: +44 1786 467 641; e-mail: col@stir.ac.uk)

Several experiments were designed to isolate the facial information utilised in the learning of new faces. In these experiments, two groups of subjects were each trained on different groups of faces, with a dynamic video presentation. They were then shown both trained and novel faces in a same—different decision task, where 'different’ trials included manipulations of internal and external facial features, and their task was to decide whether two images were identical or had a difference in one or more features. Our experiments show several enhancements, notably that hair change was most easily detected in untrained (unfamiliar) faces. When faces had been trained (familiar), detection of eye changes was selectively enhanced and sensitivity to hair changes was maintained.

While previous studies have suggested that familiar face representations are weighted towards their internal features, our experimental results show that this is due to selective enhancement of the eyes alone, with no reduction in the salience of the hair. Moreover, within the limits of the familiarisation used here, there was no enhancement of the representation of the other internal face features examined. It appears that by concealing both hair and eyes a familiar face identity can be effectively disguised—the Batman effect.

- Local structure facilitates rapid scene perception
  A J Ruppertsberg, B S Tjan§, H H Bülthoff (Max Planck Institute for Biological Cybernetics, Spemannstrasse 38, D 72076 Tübingen, Germany; † Computer Science Division, NEC Research Institute, 4 Independence Way, Princeton, NJ 08540, USA; fax: +49 7071 601 616; e-mail: alexa@kyb.tuebingen.mpg.de)

Local structures, presented briefly in the form of a scrambled image, prime recognition of a target picture (Tjan et al, 2000 ARVO). Does this priming reveal a mechanism intrinsic to rapid scene perception?

Participants had to judge which of two black-and-white cut-outs belong to a natural-scene picture embedded in a presentation sequence. Three types of images could be presented in combinations within the sequence: a coherent colour picture (C), its block-scrambled (46 x 46 pixels) version (J), or its pixel-scrambled colour-preserving version (F). Prior studies showed that performance for 3J2C (three frames of J followed by two frames of C, 14 ms frame−1) is better than for 2C alone.

In the present study, we found that performance decreased if either the 3J or the 2C component of 3J2C was removed by replacing it with 3F or 2F, respectively. Performance also worsened when observers were shown two presentation sequences, one containing only the 3J and the other only 2C, before making a decision. Taken together, these results show that the level of facilitation by local structures (3J) is beyond a simple combination of two sources of information (3J and 2C). Local structures prime scene recognition by interacting with the normal process for rapid scene perception.
SHAPE

- Getting depth from flat images
  M G Bloj, A C Hurlbert (Department of Physiological Sciences, University of Newcastle upon Tyne, Medical School, Framlington Place, Newcastle upon Tyne NE2 4HH, UK; fax: +44 191 222 6706; e-mail: marina.bloj@ncl.ac.uk)

We investigated the relative strength of contour and shading cues in eliciting a 3-D impression from a flat image. 2-D images of a card were computer-simulated and displayed on a CRT. Each image had one of four possible types of shading (spatial gradient in brightness and colour) corresponding to: (i) a flat card uniformly illuminated; (ii) a concave card (corner) with direct and indirect illumination on both sides; (iii) a corner with direct illumination on one side only; and (iv) a convex card (roof) under direct illumination. Each image had one of three types of contour (flat, convex, or concave). Twelve different images (72 distinct pairs) were created, in which all combinations of contour and gradient were used. On each trial, one image pair appeared for 750 ms, followed by a mask which remained until the observer responded which image appeared flatter. Eight observers contributed to a total of 26 comparisons for each pair.

We found that, for any given contour, the addition of a corner or roof gradient makes it appear less flat, whether or not the gradient is appropriate for the shape depicted by the contour. The gradient with the strongest chromatic component (iii) produces the strongest 3-D impression.

- Phonetic–iconic congruency: Takete–Maluma phenomenon
  D Janković, S Marković (Petnica Science Centre, Yugoslavia; Laboratory of Experimental Psychology, University of Belgrade, Cika Ljubina 18-20, 11000 Belgrade, Yugoslavia; e-mail: djankovic@f.bg.ac.yu)

Some pseudowords (ie patterns of phonemes), can be associated with different visual patterns. For instance, Köhler suggested that Takete can be taken as a pseudonym for angular, sharp, rectilinear patterns, and Maluma as a pseudonym for smooth, curvilinear patterns [eg Köhler, 1949 Gestalt Psychology (New York: Liveright)].

Our purpose was to evaluate phonetic–iconic congruency. 126 Serbian-speaking undergraduates were asked to give 20 pseudonames for each of 8 abstract achromatic patterns. The patterns were varied by different dimensions (simplicity–complexity, angularity–curvilinearity, whiteness–blackness, dispersion–compactness). The corpus of 2520 pseudonames per stimulus was obtained. The two clusters of visual patterns were extracted, a cluster of Taketes (four patterns) and a cluster of Malumas (four patterns). A χ² analysis showed that each of the Taketes included significantly more phonemes R, Z, K, T, C (tz), etc than the Malumas. On the other hand, Malumas included more phonemes M, A, L, O, N, etc than Taketes.

The results show that the distribution of phonemes in pseudonames of abstract patterns is not arbitrary. It strongly depends on some physical characteristics of visual patterns: All Taketes contain angular contours and darker surfaces, whereas Malumas are brighter and curvilinear.

- Visual surfaces: perception of illusory contours and neon colour spreading in squirrel monkey
  Y Nagasaka, Y Osada (Department of Psychology, Rikkyo University, 3-34-1 Nishi-Ikebukuro, Toshimaku, Tokyo 171-8501, Japan; fax: +81 33 985 2911; e-mail: nyasuo@hi-ho.ne.jp)

The purpose of this study was to compare the perception of subjective contours (SC) to that of neon-colour spreading (NS) in a squirrel monkey. One squirrel monkey was trained on a matching-to-sample task. On each trial a sample stimulus first came in the centre of the monitor.

Four forms were simultaneously presented, equidistant from the sample stimulus when the monkey touched it. The task was to touch the target stimulus that was similar to the sample. Target stimuli were composed of SC or NS and consisted of crosshatched lines of various widths and spacings. The performance was measured in terms of the percentage of correct responses and reaction times. The performance varied with the width and spacing of crosshatched lines. It also varied with the luminance ratio of the inner to outer segments in the NS condition.

The ability of squirrel monkey to perceive SC and NS indicates that the perception of these visual surfaces relies on the early visual system. The longer latencies in the NS condition than in the SC condition support the results with humans suggesting that SC occur in earlier functional stages in the visual system than NS.

- Similarity effect in the perception of two simultaneously presented figures
  A Soliūnas, O Gurčiūniene (Department of Biochemistry and Biophysics, Vilnius University, Ciurlionio 21, LT 2009 Vilnius, Lithuania; e-mail: alvydas.soliuunas@gf.vu.lt)

Strategies used in the analysis of two simultaneously presented figures were investigated in a psychophysical experiment on human subjects. Test stimuli were irregular polygons composed on the basis of a 4×3 matrix. Five groups of figure pairs with different degrees of reciprocal similarity were presented under the backward masking conditions. Masking of
test figures was followed by a special marker that indicated which one of two test figures must be detected in the subsequently presented table that included all 12 test figures.

Two distinct patterns in the performance of individual subjects were revealed. The same recognition accuracy for the pairs of identical and different figures as well as no effect of similarity on the recognition of different figures characterised the results of 33 subjects. 17 subjects recognised identical figures more accurately than different ones, and the recognition of different figures depended directly on their similarity—the more similar the figures were, the more accurately they were recognised. Experimental results are interpreted on the basis of different analysis strategies applied by different subjects.

**SPATIAL FREQUENCY AND CONTRAST**

- **Interaction of two illusions seen through different eyes**
  A Bulatov, A Bertulis, V Strogonov (Department of Biology, Kaunas University of Medicine, Mickevičiaus 9, LT 3000 Kaunas, Lithuania; fax: +370 7 220 733; e-mail: bulatov@kma.it)

Errors in length discrimination have been measured on two superposed illusory figures. On the monitor, the paired figures differed in orientation (by 180°), contrast (in one figure it was fixed at −1.0 or 0.54, in the other it varied from −1.0 to 0.54 in 50 steps), but had equal size and shape, and coincided precisely, with their arrow tips matched. The shaft section was absent. Each figure was exposed in different frames and presented to different eyes of the subject. The frame rate was 120 Hz, and the subject saw the figures without flickering.

The subjects reported the figure with inward wings as being shorter than that with outward wings. The subjects, using the panel keys, made the two figures equal in size. The illusion strength was found to be as large as 20% of the figure length. It did not change with contrast variations. If both figures were presented simultaneously in the same frames to one or both eyes, a different effect was obtained: the figures appeared to be equal in length, but the illusion persisted—it varied from 0% to 20% with variations of the contrast of one figure. The data are interpreted in terms of two-dimensional spatial filtering in the retinocortical pathways.

- **Reaction times as a behavioural measure of contrast gain; comparison of low and high luminance levels and different eccentricities.**
  N P Holmes, S Plainis, J J Murray (Department of Psychology, University of Manchester, Oxford Road, Manchester M13 9PL, UK; Department of Optometry and Neurosciences, University of Manchester Institute of Science and Technology, PO Box 88, Manchester M20 1HS, UK; fax: +44 161 200 4433; e-mail: s.plainis@umist.ac.uk)

It has been shown physiologically that the sensitivity of visual neurons is dependent on their contrast gain (Lee et al, 1990 Journal of the Optical Society of America A 7 2222–2236). In the present study we investigated the link between reaction times (RTs) and contrast sensitivity by deriving an index of contrast gain from RT data.

Binocular RTs were measured by using vertical, achromatic gratings presented over a range of contrasts from threshold to 0.5. Spatial frequencies of 0.49, 1.71, and 5.57 cycles deg⁻¹; luminances of 0.02 and 20 cd m⁻²; and eccentricities of 0, 5, 10, and 15 deg for both hemifields were tested. Stimuli were generated with a PC. A smart interface ‘CED1401’ measured response time (1 ms resolution).

The RT-based contrast gain changed with eccentricity and spatial frequency in the same way as does the contrast sensitivity; it was maximal at the fovea and decreased linearly with eccentricity. At low luminance, contrast gain was reduced for all conditions and was independent of eccentricity for the low spatial frequencies. These observations were symmetrical for the two hemifields. We conclude that the RT-based contrast gain matches contrast sensitivity over a range of suprathreshold stimulus conditions.

- **Detection thresholds for the Hermann-grid and scintillating-grid illusions and the effect of temporally separating the disks from the grid on the latter**
  E R Wist, M Schrauf (Department of Physiological Psychology II, University of Düsseldorf, Universitätsstrasse 1, D 40225 Düsseldorf, Germany; fax: +49 211 811 3495; e-mail: wist@uni-duesseldorf.de)

The scintillating-grid illusion is a brightness-contrast phenomenon in which small white disks are added to the intersections of a gray-on-black Hermann grid. Dark illusory spots are perceived within the disks as flashing with each flick of the eye (Schrauf et al, 1997 Vision Research 37 1033–1038).

In the first experiment, duration thresholds for the Hermann-grid and scintillating-grid illusions were compared. The threshold of the latter is some 30 ms longer than that of the former. In the second experiment, illusion strength was rated for an entire scintillating grid exposed for various durations as well as for one consisting of a Hermann grid onto which the white disks
were briefly projected. Illusion strength was found to increase less rapidly with exposure duration when only the disks, rather than the whole scintillating grid, were briefly exposed. Furthermore, when the grid and disks were presented briefly but successively, no illusion occurred.

The result of the first experiment is consistent with the assumption that a greater spatial integration is involved in the scintillating-grid than in the Hermann-grid illusion, while that of the second underscores the role of the greater temporal integration in the build-up of this illusion over time.

**VISUAL IMPAIRMENT**

- **Data on dark adaptation and central visual sensitivity in patients with endocrine optic neuropathy**
  J Januškienė, R Lukauskienė, D Jankauskaitė (Department of Ophthalmology, Kaunas University of Medicine, M. Mickevičiaus 9, LT 3000 Kaunas, Lithuania; ‡ Department of Neurosurgery, Kaunas Medical University Clinics, Einėnių 2, LT 3007 Kaunas, Lithuania; fax: +370 7 798 585; e-mail: lukarita@takas.lt)

  The onset of compression of the optic nerve in patients with endocrine ophthalmopathy is frequently insidious and is serious since about 20% of patients with this disease become blind.

  The purpose of our work was to evaluate dark adaptation and central visual sensitivity in patients with endocrine optic neuropathy. We investigated dark adaptation with an ARP adaptometer and a Humphrey automated computerised perimeter with a threshold testing programme extending over the central 30 deg visual field. Seventeen patients with endocrine optic neuropathy were examined. Their age ranged from 27 to 59 years (mean 42.3 years). The control group consisted of seventeen healthy persons of similar age. Mean proptosis was 19.7±2.1 mm.

  In patients with duration of the illness of more than 3 years, dark adaptation was impaired and a reduction of the mean sensitivity of the central visual field was noted (24.1±1.3 dB, p < 0.001). It is suggested from the data that tests on dark adaptation and central visual sensitivity allow earlier detection of retinal disturbances in endocrine optic neuropathy.

- **Evidence for individual effects of intermittency of light at 100 Hz on static accommodation**
  M Schulte-Wörmann, W Jaschinski (Projekt 'Visuelle Beanspruchung, Wahrnehmung und Handlung', Institut für Arbeitsphysiologie, Ardeystrasse 67, D 44139 Dortmund, Germany; fax: +49 231 108 4401; e-mail: Jasch@arb-phys.uni-dortmund.de)

  We investigated whether visual functions may be affected by temporal modulation of light at a frequency of 100 Hz (i.e. above flicker fusion), which is present on cathode ray tubes and in room lighting.

  In a series of 2-min test intervals, subjects binocularly read printed text back-illuminated by a special fluorescent lamp with either intermittent light of 100 Hz or with steady light as a reference (produced with DC current, luminance 61 cd m⁻², viewing distance 50 cm). While pupil size and blink rate were unaffected, static accommodation (measured with an autorefractometer) showed the following results: in some of the twelve subjects accommodation at 100 Hz was stronger, in others it was weaker, by up to 0.15 dioptries. These differences were significantly correlated between two sessions made on separate days (r = 0.66; p = 0.01; for the second half of the sessions when subjects experienced visual fatigue). Further, one subject had an individually significant effect (Bonferroni corrected p = 0.01).

  Thus, in some individuals accommodation appears to be affected by non-visible intermittency of light, probably mediated by the autonomous nervous system. Such effects could be related to the higher visual fatigue under 100 Hz light that has been reported in some studies.
WEDNESDAY

PROF. MULDER LECTURE

- Aging and scotopic dysfunction
  C. Owsley, G.R. Jackson (Department of Ophthalmology, School of Medicine, University of Alabama at Birmingham, 700 South 18th Street, Birmingham, AL 35294-0009, USA; fax: +1 205 325 8692; e-mail: owley@eyes.uab.edu)

A ubiquitous problem of growing old is difficulty seeing under low illumination. Poor vision under low light levels hinders the performance of daily activities, and has been linked to the occurrence of falls and vehicle collisions.

A programme of research is described that seeks to reveal the neural mechanisms underlying scotopic dysfunction in older adults. By the age of 70 years adults have a half log unit loss in scotopic sensitivity, which cannot be attributed to preretinal factors or retinal disease, implying it represents an aging-related neural change. Cross-sectional data suggest that this impairment does not have a sudden onset in late life, but rather gradually emerges over adulthood. Furthermore, older adults experience delays in adapting to darkness. The time needed for 70-year-olds to reach peak light sensitivity is over 10 min longer than for those in their 20s. This slowing in dark adaptation appears to be mediated by a slowing in the visual cycle, specifically a delay in rhodopsin regeneration. The extent of this delay in older adults is not correlated with the extent of scotopic threshold elevation, implying different underlying mechanisms. These rod-mediated deficits are accentuated in early ARM, and in most patients are more severe than cone-mediated deficits.

ORAL PRESENTATIONS

MOTION MECHANISMS

- Do humans act as cross-correlators in motion detection and discrimination?
  W Simpson, C Louden, J McGhie (Department of Vision Sciences, Glasgow Caledonian University, Cowcaddens Road, Glasgow G4 0BA, UK; fax: +44 141 331 3387; e-mail: wsi@cal.ac.uk)

An ideal observer discriminates two signals by cross-correlating the noisy received waveform with each of the signals. The cross-correlation model has been used successfully in the past to explain grating detection; we now apply the model to the discrimination and detection of motion. Three types of motion task were used: motion detection, speed discrimination, and direction discrimination. The stimuli were moving gratings with superimposed dynamic normal luminance noise; the grating contrast and noise power spectral density were fixed. For each motion task, the observer discriminated grating pairs with several speed differences. In this experiment, an ideal observer’s d’ is inversely related to the cross-correlation of the two moving gratings to be discriminated, and this cross-correlation depends only on the speed difference. The obtained psychometric functions (d’ as a function of the cross-correlation between the signals) were well described by the ideal-observer model prediction. The same curve described the data from all motion tasks. Human motion discrimination is therefore consistent with a mechanism that cross-correlates the received spatiotemporal waveform with a stored representation of the signals to be discriminated. This cross-correlation can be computed by a linear spatiotemporal filter (oriented in space–time).

- Velocity adaptation is consistent with a ratio model
  S T Hammett, P Thompson*, S Bedingham (Department of Optometry and Visual Science, City University, 311 – 321 Goswell Road, London EC1V 7DD, UK; *Department of Psychology, University of York, York YO10 5DD, UK; fax: +44 20 7477 8355; e-mail: ST.Hammett@city.ac.uk)

Speed adaptation experiments have told us little about how speed is coded in the visual pathway, but most have been contaminated with concomitant contrast adaptation; we have examined the time course of speed adaptation under conditions that minimise contrast effects.

Subjects adapted to moving low-contrast (10%) gratings (2 Hz or 12 Hz) presented to the left of a fixation point for periods of 8, 16, 32, or 64 s. After adaptation, a standard of the same speed (70% contrast) was located in the adaptation-grating position while the test (70% contrast) was presented to the right of the fixation point. Subjects indicated which grating appeared to move faster. Thirty such adaptation runs, governed by a modified PEST routine, were analysed by probit for the 50% point. The mean of four such estimates was taken as the PSE. Two authors were subjects.

The results show: (i) perceived speed declines exponentially with adaptation duration; (ii) the time constants for the 2 Hz and 12 Hz adaptation rates are different (15.88 s and 1.9 s respectively). We show that a model that assumes that speed is based upon the ratio of two underlying mechanisms (with time constants of 2 – 4 s) can capture much of these data.
**Motion opponency in motion detection**

E J Powell, M A Georgeson (School of Psychology, University of Birmingham, Edgbaston, Birmingham B15 2TT, UK; fax: +44 121 414 4897; e-mail: E.J.Powell@bham.ac.uk)

Several theoretical models of motion detection incorporate an opponent stage of analysis, in which motion direction is coded by the difference in output between opposite (e.g., leftward and rightward) detectors. Psychophysical evidence for motion opponency, however, has been weak or disputed.

We used a two-alternative forced-choice staircase procedure to measure contrast thresholds for moving sine-wave gratings (0.5 cycle deg⁻¹, 8 Hz or 20 Hz drift rate) superimposed on a counterphase flickering mask of the same spatial and temporal frequency. Low-contrast masks made movement detection easier (facilitation) while higher-contrast masks made it more difficult (masking), resulting in a characteristic dipper-shaped threshold function. The slope of the masking function was close to 1 (Weber's law). Importantly, sensitivity to motion depended on the difference between opposite motion signals. Sensitivity doubled when the test signal (an increase in rightward energy) also had a decrease in leftward energy (or vice versa).

A motion-energy model that incorporates subtractive motion opponency and a divisive gain control—with only two free parameters—successfully accounts for both unmasked-detection and masked-discrimination performance. In further experiments we investigated the nature of this gain-control mechanism.

**Neural and behavioural correlates of ambiguous local motion measurements in cortical visual area MT**

C Pack, P L Abrams, R T Born (Department of Neurobiology, Harvard Medical School, 220 Longwood Avenue, Boston, MA 02115, USA; fax: +1 617 734 7557; c-mail: cpack@hms.harvard.edu)

Local measurements of velocity along the length of a moving contour are insufficient to specify the global stimulus motion direction. This ambiguity is called the aperture problem, and it applies to cells in the early stages of visual processing, where receptive field diameters are often smaller than the length of a visual contour.

To study this problem at the neuronal level, we recorded from motion-sensitive cells in the middle temporal (MT/V5) visual area of an alert macaque monkey, while patches of oriented bars were swept through the receptive fields. The orientation of the bars was varied across blocks of trials, so that it deviated from the motion direction by 45°, 90°, or 135°. We then measured the time-varying direction selectivity of each neuron. The results indicate that the earliest responses (<100 ms) of most MT cells primarily encode the component of motion perpendicular to the orientation of the bar, while the later responses encode the actual direction of bar motion, irrespective of orientation.

When a second monkey was trained to pursue the centre of a moving bar, analogous results were obtained, with initial eye movements being displaced in a direction perpendicular to bar orientation.

**IMAGE STATISTICS**

**Centre–surround contrast interactions of textures depend on image statistics**

J S McDonald, Y Tadmor (Department of Psychology, University of Newcastle upon Tyne, Ridley Building, Newcastle upon Tyne NE1 7RU, UK; fax: +44 191 222 5622; e-mail: j.s.mcdonald@ncl.ac.uk)

The perceived contrast of a small random-dot patch is known to depend on the physical contrast of a surrounding random-dot pattern. Unlike random-dot patterns, whose spectra are flat, natural images have characteristic second-order statistics, their amplitude spectra fall off with spatial frequency (f) roughly as 1/f. Here, we have synthesised 1/f texture-probes and inserted them into natural images in order to determine how their perceived contrast is affected by the statistics of the surrounding images. Probes (1 deg × 1 deg) were centred on natural images (4 deg × 4 deg) whose statistics we have manipulated systematically. At each image-statistics, the contrast of a surrounding natural image was modulated sinusoidally in time (0–100% contrast, 0.5 Hz). Subjects had to adjust the contrast modulation of the probe in order to cancel the induced changes in its perceived contrast.

We have found that the perceived contrast of a probe is strongly affected by the particular statistics of the surrounding natural image. Suppression is maximal around the characteristic second-order statistics of real-world images. This result supports the suggestion that neurons in our visual system are 'tuned' to the statistical structure of the real world.

[Supported by the Wellcome Trust 047064 and the University of Newcastle upon Tyne.]
Perceived contrast of natural images is mediated by higher-order image statistics

T Troscianko, M Chirimuuta, A Párraga, D Tolhurst* (Department of Experimental Psychology, University of Bristol, 8 Woodland Road, Bristol BS8 1TN, UK; Department of Physiology, University of Cambridge, Downing Street, Cambridge CB2 3EG, UK; fax: +44 117 928 8588; e-mail: Tom.Troscianko@bris.ac.uk)

Previous research (Párraga et al., 2000 Current Biology 10 35–38) has indicated that human vision is optimised for processing the information in natural visual images. We defined ‘natural’ as having a normal value of the slope of the Fourier amplitude spectrum (the f/1 slope). The task used was the discrimination of objects subtly varying in shape. The results suggested (a) that object discrimination was optimal for natural values of slope; and (b) that a simple model, based on contrast discrimination mediated by local spatial-frequency detecting units, successfully predicted object discrimination performance.

We now ask how this may relate to the perception of overall image contrast. For a variety of natural images, we varied the spectral slope and found that, in general, maximal contrast (as indicated by a matching task), occurs for natural values of spectral slope. This remains the case even when the natural slope deviates from the common value of around f/1.2. However, this peak in perceived contrast for natural slopes is removed by phase-scrambling the image. Since this destroys higher-order statistics, while leaving the Fourier spectrum unchanged, we conclude that perceived contrast is mediated by higher-order statistics of images.

[Supported by BBSRC]

Higher-order statistics and the multivariate probability density function of natural images

C Zetsche, G Krieger*, F Rohrbein (Institut für Medizinische Psychologie, Ludwig-Maximilians-Universität München, Goethestrasse 31, D 80336 Munich, Germany; *Institut für Hochfrequenztechnik, Deutsches Zentrum für Luft- und Raumfahrt, Postfach D 82234 Weßling, Germany; fax: +49 89 599 6615; e-mail: chris@imp.med.uni-muenchen.de)

The statistical structure of natural images is analysed by two complementary approaches: by the measurement of higher-order spectra and by our method of ‘wavelet statistics’, which explores interesting projections of the multivariate probability density function (pdf).

We show that the probability mass is concentrated in low-dimensional subspaces which represent intrinsically one-dimensional image features, and that the multivariate pdf thus resembles a ‘hyper star’. The polyspectra show a corresponding concentration of polyspectral energy for aligned frequency components. This basic statistical structure provides the explanation for the generation of a sparse representation by oriented filters: the kurtosis is maximised if the filter decomposition is adapted to the shape of the tri-spectrum, which is closely related to the fact that only oriented filters can cause the projection of a maximum part of the probability mass to the zero level.

Since the hyper star is not separable in Cartesian axes, linear filters cannot yield independent components of natural images, and there remain substantial statistical dependences across orientation, phase, scale, and position. We show how these dependences are exploited by basic cortical nonlinearities, like the phase-invariance of complex cells, cortical gain control, and end-stopping. The visual cortex thus seems to pursue a higher-order whitening strategy.

Diagnostic spatial frequency for object recognition in natural images

G Giraudet, C Roumès*, J Plantier* (Laboratoire Optique et Thermoptique, DGA, 16bis avenue Prieur de la Côte d’Or, F 94114 Arcueil, France; *Sciences Cognitives, Institut de Médecine Aérospatiale du Service de Santé des Armées, BP 73, F 91223 Brétigny-sur-Orge Cedex, France; fax: +33 1 69 88 33 02; e-mail: ggiraudet@imassa.fr)

Form perception is primarily based on a spatial-frequency (SF) coding of the visual stimulus. A wide range of spatial frequencies may be more relevant for object recognition. Filtered images of natural scenes were briefly displayed (for 50 or 150 ms) and the subjects had to choose among four objects which one had been displayed. Performance varied according to the SF content (0.8 to 12.8 cycles deg−1) of the stimuli. The performance of the diagnostic SF (see the diagnostic SF; Oliva and Schyns, 1997 Cognitive Psychology 34 72–107) shifted toward lower spatial frequencies as larger objects were considered as target.

In a second experiment, the task was more complex—the subjects had to define the orientation of the object in the scene. Neither the diagnostic SF nor the optimal performance changed but the peak effect was enhanced. Splitting the test images in different experimental blocks according to their SF content modified the relative weights of the various bandpass stimuli for object recognition. Performance was improved for most of the filtered stimuli. These data exhibit a
diagnostic SF for recognition depending on the object size. They also show that when visual uncertainty is reduced, the best use of each SF-tuned mechanism is made to optimise performance.

**MOTION MECHANISMS 2**

◆ Third-order versus first-order and second-order motion in ambiguous stimuli: Competition reveals temporal tuning functions, monocularity/binocularity, and the role of attention

G Sperling, C E Ho† (Department of Cognitive Sciences, and Department of Neurobiology and Behavior, University of California at Irvine, Social Sciences Plaza A3, Irvine, CA 92697, USA; † Department of Computation and Neural Systems, California Institute of Technology, Beckman Institute Bldg, Pasadena, CA 91125, USA; fax: +1 949 824 2517; e-mail: sperling@uci.edu)

Motion stimuli consisting of rows of grating patches have been constructed to produce apparent movement in either of two directions depending on which patches perceptually matched in successive frames (Werkhoven et al, 1993 *Vision Research* 33 463–485; Ho, 1998 *Proceedings of the National Academy of Sciences of the USA* 95 400–404). In a first-order direction, patches matched in luminance (light/dark); in a second-order direction, patches matched in texture contrast (high/low); in a third-order direction, patches matched in slant orientation (±45°). Perceived movement was measured in first-order versus third-order displays and second-order versus third-order (frequencies 1–30 Hz). Stimuli were presented interocularly (motion perception requires combining signals from both eyes) or monocularly; the slant cue was either present or absent (same slant throughout).

We found that perceiving the third-order direction requires the slant cue; third-order dominates below 5 Hz. Each competition type (1 vs 3, 2 vs 3) yields two independent, consistent estimates of the temporal tuning functions for each competitor. First-order and second-order motions peak around 10 Hz, whereas third-order motion declines monotonically with frequency between 1–5 Hz. First-order and second-order motion are monocular, third-order motion is indifferent to monocular/interocular presentation but requires attending to slant direction. The temporal, monocular/interocular, and attentive properties of the three perceptual motion systems derived from motion competition are consistent with previous findings.

◆ Motion standstill perceived from rapidly moving red–green gratings

Z-L Lu, L A Lesmes, G Sperling† (Department of Psychology, University of Southern California, SGM 501, CA 90089, Los Angeles, USA; † Department of Cognitive Sciences, University of California at Irvine, Irvine, 3151 Social Sciences Plaza, Irvine, CA 92697, USA; fax: +1 213 740 2282; e-mail: zhonglin@rcf.usc.edu)

A moving red–green grating may appear to be stationary yet is clearly perceived. Motion standstill occurs when the motion systems fail (because the amplitude of modulation is too low) but shape/colour systems have adequate signals. Lu et al (1999 *Proceedings of the National Academy of Sciences of the USA* 96 15374–15379) showed that motion of an isoluminant chromatic grating is detected only by the third-order motion system, which computes motion from salience modulation. When all the colours in the red–green grating are equally 'different' from the background—equally salient—the input to third-order system has no modulation, so motion standstill results.

An experiment was performed in which a sensitive calibration procedure removed residual luminance contamination. At isoluminance, first-order and second-order motion failed. Isosaliency was achieved by setting the saturation of red stripes at a large value and varying the saturation of green (Blaser et al, 1999 *Proceedings of the National Academy of Sciences of the USA* 96 11681–11686). At the presumed isosaliency point, different for each observer, motion direction judgments were at chance and rated speed was 'absolutely motionless'—a clear, stationary grating was perceived. Small deviations from isoluminance or isosalience restored apparent motion. This confirms that isoluminant motion is third-order; shape/colour can be computed from rapidly moving images; and only motion systems yield perceived motion.

◆ Absolute judgments of the trajectory of motion in depth

J M Harris (Department of Psychology, University of Newcastle upon Tyne, Ridley Building, Claremont Place, Newcastle upon Tyne NE1 7RU, UK; fax: +44 191 222 5622; e-mail: J.Harris@ncl.ac.uk)

A body of research has shown that observers can precisely use binocular information to judge the angular difference between different trajectories of motion-in-depth (eg towards or slightly to one side of the nose). However, such relative judgments do not tell us how veridical that perception is. Can observers correctly judge the trajectory angle of an object moving in depth? An absolute trajectory judgment task was used to address this question.
Observers viewed a single point on a computer display, presented via stereo goggles, moving in depth in the dark. A stationary reference pattern at zero disparity was continuously present (distance = 1 m). After viewing the motion, observers indicated the perceived trajectory direction by drawing a straight line on a data collection sheet. They were informed that any angle from -90° (leftwards), through 0° (towards the nose) to +90° (rightwards) could appear.

Observers systematically overestimated the angle of the trajectory. For example, for a physical range close to 4°, one observer perceived a range of 20°, and two others of 40°. This is consistent with incorrect scaling for viewing distance by the visual system, resulting in different systematic errors for the lateral (x) and depth (z) components of motion in depth.

**Short-latency ocular following responses to moving plaids in humans: temporal dynamics and spatiotemporal tuning**

G S Masson, E Castet, D R Mestre (Centre de Recherche en Neurosciences Cognitives, CNRS UPR9012, 31 chemin Joseph Aiguier, F 13402 Marseille Cedex 20, France; fax: +33 4 91 77 49 69; e-mail: masson@inf.cnrs-mrs.fr)

Control of tracking eye movements requires an unambiguous 2-D velocity vector of object motion. To investigate the underlying motion processing, we recorded by the selered search coil technique the ocular following responses to moving plaids. Stimuli were presented for 200 ms, within a 22 deg diameter circular window. All conditions were interleaved so that direction of pattern motion was unpredictable. Grating speed was constant (25 deg s⁻¹).

Grating motion triggered ocular following responses at ultrashort latencies (85 ms). These responses were also elicited at similar latencies in the pattern motion direction of plaids constructed from two sinusoidal gratings (0.27 cycle deg⁻¹; 10 Hz) moving in orthogonal directions. To disentangle the contribution of grating-related and plaids-related motion signals, we recorded ocular responses to monokinetik plaids, where only one grating moved (orientation difference: 45°).

Tracking was initiated in the direction of grating-related motion signals at short latency but a second component was initiated 20 ms later, towards the direction of plaids-related motion signals. With a fixed spatial frequency of the moving grating, we found an inverted-U-shape relationship between the amplitude of the second component and the spatial frequency of the stationary grating, peaking when both gratings have similar spatial frequencies. These results reveal both temporal dynamics and spatiotemporal properties of linear and nonlinear motion processing.

**VISUAL FIELDS**

**Visual perception and performance under conditions simulating prosthetic vision**

G Dagnelie, R W Thompson, G D Barnett, W Q Zhang (Department of Ophthalmology, School of Medicine, Johns Hopkins University, 550 North Broadway, 6th floor, Baltimore, MD 21205-2020, USA; †Department of Computer Science, Johns Hopkins University, 34th and Charles Streets, Baltimore, MD 21218, USA; fax: +1 410 955 1829; e-mail: gislin@lions.med.jhu.edu)

In preparation for retinal and cortical prostheses prototypes for the blind, we are conducting experiments on the properties of pixelated vision. Using a video headset with eye-position feedback, subjects performed reading and face-recognition tasks; in an interactive virtual-reality environment, they will perform mobility, object recognition, and manipulation tasks. Phosphenes are presented as 100 to 1024 uniform dots in a square array; size, separation, contrast, simultaneous gray levels, and random drop-out of dots are varied. The dot array scans the underlying image under control of eye position or mouse movement. Sentence reading speeds of 75 to 100 words min⁻¹ and close to perfect face recognition (four-alternative forced choice) were possible.

In reading, drop-off occurred for any of the following: grid width < 4 letters, < 4 dot + gap cycles per letter, < 10% contrast, or > 50% drop-out; grey levels: no lower limit.

In face recognition, drop-off occurred for any or the following: face width > 3 × grid width, < 8 dot + gap cycles per face, < 20% contrast, < 4 grey levels, > 50% drop-out.

We are adding dynamic noise and will examine the effects of imposed rather than self-initiated image scanning.

**The healthy visual field of recognition**

H Strasburger, J Gotha, K Lutz (Institut für Psychologie, Universität Magdeburg, Universitätsplatz 1, D 39106 Magdeburg, Germany; †Institut für Medizinische Psychologie, Universität Magdeburg, Leipzigerstrasse 44, D 39120 Magdeburg, Germany; fax: +49 894 899 7770; e-mail: hans@imp.med.uni-muenchen.de)

The fovea and perifovea are the locus of highest contrast sensitivity for pattern recognition (Strasburger and Rentschler, 1996 European Journal of Neuroscience 8 1787-1791). Outside this small centre, recognition contrast sensitivity declines, and at medium to high eccentricities at a
rate steeper than would be expected from the mere detectability of stimuli. Low-contrast stimuli are therefore detected but not recognised peripherally.

We have now directly and in a finely-spaced raster compared contrast sensitivity for recognition to that for detection in the full central 20-deg radius field for a group of young healthy observers \((n = 20)\). Detection stimuli were Gabor patterns (1 cycle deg\(^{-1}\), \(\sigma = 1.5\)); recognition stimuli were the digits 0–9 (size 2.4 deg), the contrast thresholds of which were determined at 65 positions in a polar raster. Overall, we acquired close to 100,000 observer responses. Contrast thresholds were obtained by a maximum-likelihood adaptive procedure (R_.Contrast, ML-PEST). All subjects showed stable, inter-individually somewhat different sensitivity surfaces. Contrast thresholds for detection and recognition increased linearly with eccentricity (up to 10 deg eccentricity by 0.03 log unit deg\(^{-1}\). Recognition contrast thresholds were systematically higher than those for detection. We thus show normative data for character-recognition contrast sensitivity in the visual field, for young normal observers.

◆ **Training of visual scanning behaviour and perception in homonymous hemianopia**

M L M Tant, W H Brouwer, A C Kooijman¶, F W Cornelissen¶ (Department of Neuropsychology and Gerontology, University of Groningen, Hanzeplein 1, PO Box 30001, NL 9713 GZ Groningen, The Netherlands; ¶Laboratory of Experimental Ophthalmology, University of Groningen, Hanzeplein 1, PO Box 30001, NL 9713 GZ Groningen, The Netherlands; fax: +31 50 361 1706; e-mail: m.l.m.tant@med.rug.nl)

Homonymous visual field losses can cause severe functional as well as social limitations. In this project we study visual scanning behaviour of patients with homonymous hemianopia. Subjects showing scanning behaviour insufficiently adapted to their hemianopia are trained to develop a more efficient scanning pattern. We have investigated whether improved scanning also carries over to more complex and real-world visuospatial functioning. Our training procedure consists of three consecutive phases. In the first phase, we teach subjects to make large and fast saccadic eye movements into the blind hemifield. In the second phase, these compensatory eye movements have to be applied in more complex and dynamic situations. In the final phase, the scanning pattern has to be employed while driving a car. Training is preceded and followed by registration and evaluation of scanning behaviour.

Results indicate that large differences in scanning performance can be found within the population with homonymous hemianopia showing that not all subjects automatically develop compensatory strategies. Comparison of performance before and after training indicates that, indeed, a number of aspects of visual scanning behaviour can be adapted in a relatively short period of time. Training can also lead to improvements in visuospatial neuropsychological test performance.

◆ **Compensatory viewing strategies and driving performance in a group of subjects with visual field defects**

T R M Coeckelbergh, A C Kooijman, W H Brouwer¶, F W Cornelissen (Laboratory of Experimental Ophthalmology, University of Groningen, Hanzeplein 1, PO Box 30001, NL 9700 RB Groningen, The Netherlands; ¶Department of Neuropsychology and Gerontology, University of Groningen, Hanzeplein 1, PO Box 30001, NL 9700 RB Groningen, The Netherlands; fax: +31 50 361 1709; e-mail: t.r.m.coeckelbergh@med.rug.nl)

Viewing behaviour and driving performance were assessed in seventy-two subjects with central or peripheral field defects who did not comply with the Dutch vision requirements for driving. Those who failed the driving test were given further training in order to acquire compensatory viewing strategies. Three different training programmes were compared: a function training, making use of computer tasks; a mobility training, instructing the subject while walking and cycling; and a strategy training, consisting of driving lessons.

Many subjects (44%) passed the driving test and showed that they had spontaneously adopted compensatory viewing strategies to overcome their visual field defects. For those subjects who failed the driving test, viewing behaviour in the laboratory was enhanced after training. Scanning speed improved in all training groups, but more so in the function (26%) and mobility (24%) training groups than in the strategy training group (12%). In contrast, viewing behaviour while driving a car improved only in the strategy training group. Subjects in the function and mobility training groups did not show any progress at all. These data suggest that training is task-specific and does not necessarily generalise.
POSTER SESSION 5
ATTENTION, TEXTURE, AND VISUAL SEARCH

- The effect of target luminance on the attentional blink
  F K Chua (Department of Social Work and Psychology, National University of Singapore,
  Kent Ridge Crescent, Singapore 119260, Singapore; fax: +65 778 1213;
  e-mail: swkefk@leonis.nus.edu.sg)

When two targets appear within 200–500 ms of each other in an RSVP sequence, identification
of the second is poor. This has been dubbed the attentional blink (AB). The relationship between
the extent of the AB and the stimulus energy of the targets has been examined in three new
studies. In the first study, five spots of varying luminances appeared before a single target.
The results—target identification found to be a function of the luminance of the spots—suggest
that the speed of shifting attention to a new target is influenced by the energy of the spots.
This interpretation is supported by the results of the second study where two targets were
identified: the extent of the AB varied with the luminance of the first target. In the third study,
where the luminances of both targets were correlated, AB was attenuated when the luminances of
the two targets were enhanced. Critically, the luminance of the second target played a bigger role in
this enhancement. It is concluded that, while shifting attention to a new temporal location is
constrained by the luminance of the first target, the AB can be weakened by enhancing the energy
of the second target.

- Memory in visual search: an eye-movement study
  I D Gilchrist, A A E Csete, M Harvey (Department of Experimental Psychology,
  University of Bristol, 8 Woodland Road, Bristol BS8 1TN, UK; fax: +44 117 928 8588;
  e-mail: I.D.Gilchrist@bristol.ac.uk)

When visual search becomes difficult, a series of attentional movements from item to item in
the display occurs. Recent work (Horowitz and Wolfe, 1998 Nature (London) 394 575–577)
suggests that these movements are not accompanied by a memory for previously visited locations
and so occur randomly.

We recorded eye movements, to investigate memory in search. Three observers made over
30 000 saccades in over 2000 trials. For each trial, we calculated the expected probability of a
saccade returning to a previously fixated item on the assumption of sampling with replacement
(no memory), and compared this with sampling without replacement (perfect memory). Combined
across trials, this leads to a memory index from 0 to 1 for each observer. All three subjects
showed some evidence for memory (AH 0.49; MH 0.60; SC 0.12). These estimates are inflated
as the model assumes sampling of a single item in each fixation, and includes benefits from
inhibition of return. We conclude that memory mechanisms are present in multi-fixation visual
search but that these effects are small.

[Supported by EPSRC UK.]

- Reaction time and spatial accuracy of manual aiming at a visual target manipulated in size,
luminance contrast, and location
  M Ishihara, K Imanaka, I Kita (Department of Kinesiology, Faculty of Science,
  Tokyo Metropolitan University, 1-1 Minamiosawa, Hachioji, Tokyo 192-0397, Japan;
  fax: +81 426 77 2961; e-mail: isihara-masami@c.metro-u.ac.jp)

We investigated whether the performance of manual aiming at a visual target on a touch-panel
monitor is affected by either the size, luminance contrast, or location of the target. A graphic

circular disk was presented as the target. The size of the target was manipulated to be either
4 cm, 2 cm, or 1 cm in diameter. The luminance contrast was either 80%, 40%, or 20%. The
location of the visual target was also manipulated to make it appear at one of seven horizontal
positions on the monitor. A computer mouse button was used as the response key to measure
reaction times (RTs) of the aiming movements.

Subjects were asked to press the mouse button to initiate each trial; then a fixation point
appeared at the centre of the monitor. After a while, a visual target appeared at one of the seven
loci. Subjects were then asked to touch the centre of the target as rapidly as possible, after
releasing the index finger from the mouse. RTs, movement times (MTs), and positions aimed at
were measured. Results show that RTs decreases with increasing target size, whereas luminance
contrast does not affect either RTs or MTs. Regarding the aiming accuracy, there appears to be
a significant interaction between the size and the luminance contrast.
Reading rate is affected by word length, distinct from letter spacing and the number of letters in a word
A P McBean, D Schack, F L Florer† (Department of Psychology, Pelham High School, 463 First Avenue, Pelham, NY 10803, USA; † Interactive Telecommunications Program, Tisch School of the Arts, New York University, 725 Broadway, New York, NY 10003, USA; e-mail: linliss@hotmail.com)

Previous studies have found that reading rates fell when word length differed from 6M, regardless of the number of letters in a word, with random presentation of words via RSVP text (Florer et al., 1999 ARVO). This study extends that conclusion to meaningful text, with word breaks. Subjects read uppercase and lowercase Bookman type. Letters subtended 1 deg. We measured reading rate for text composed of sentences that had constant word length, and variable letter spacing. For example, a sentence that would be hard to read, with words longer than 6M, might look as follows,

"I found the coin on the beach."

Average reading rates were 113, 170, and 127 words min⁻¹ for words 3M, 6M, and 9M spaces long, respectively. These results support the proposition that word length, separate from the number of letters in a word or letter spacing, is an important parameter in models of the visual span.

Modelling multiple-target visual search
T Thornton, D L Gilden (Psychology and CVIS, University of Texas at Austin, Mezes 330, Austin, TX 78712, USA; fax: +1 512 471 6775; e-mail: t.thornton@mail.utexas.edu)

Multiple target search augments standard visual search by including trials in which all elements are 'targets'. The method distinguishes serial and parallel mimics, and has proven successful at revealing parallelism in the presence of inefficient processing. The goal of the present work was to build a quantitative model incorporating sensory, attentional, and decisional parameters to account for empirical reaction time and accuracy data.

A random-walk model was constructed that assumes parallel processing, and includes a parameter corresponding to capacity limitation that is independent of sensory and decisional parameters. The model generated excellent fits to data from a variety of basic stimulus domains (colour, size, orientation, motion sign, shape, relative position, and letter identity), using a relatively small number of parameters.

Our model captured important trends in the data not predicted by existing models of search, in part by allowing response criteria to scale with set size. In addition, the value of the best-fit attentional parameter differed systematically across tasks, providing ordinal measures of capacity limitation that ranged from low (colour, translation, size), to moderate (letter), to high (relative position, shape, rotation). The ability of the model to fit search data of varying efficiency argues against a simple processing dichotomy.

BINOCULAR AND SPATIAL VISION

Tonic accommodation predicts perceptual – motor error under stereogram but not under natural viewing
J P Frisby, D Buckley§, H Davis§, P A Duke (Department of Psychology, University of Sheffield, Western Bank, Sheffield S10 2TP, UK; § Department of Ophthalmology and Orthoptics, University of Sheffield, Royal Hallamshire Hospital, Glossop Road, Sheffield S10 2JF, UK; fax: +44 144 276 6515; e-mail: j.p.frisby@shef.ac.uk)

We compared two forms of viewing the child's game of manipulating a hand-held hoop around a bent wire. The first was natural binocular vision. The second was via a monitor displaying video anaglyphs configured to be as similar as possible to natural vision. This was achieved with two video cameras located to simulate parameters of interpupillary distance, image size, etc, and mirrors that made the hoop/wire displayed with anaglyphs appear in the same place as the real hoop/wire. Thus the motor task was very similar in each case.

Observers were selected to cover a wide range of tonic accommodation (TA), measured some months previously in a different study. The main error measure was total time that the hoop was in contact with the wire. No error/TA correlation was found for natural viewing but a strong and significant relationship was found for stereogram viewing. The details of this effect depended upon whether the observers were emmetropes or myopes, and on the plane of the bent wire (giving more/less depth variation with respect to frontoparallel).

We conclude that TA may contribute to individual differences in perceptual – motor performance guided by stereo displays. This result has potentially wide significance for applied settings such as endoscopy.
Decluttering displays: interactions of depth, colour, and shape
F L Kooi, K Wagenaar (Perception, TNO Human Factors, PO Box 23, NL 3769 ZG Soesterberg, The Netherlands; fax: +31 34 635 3977; e-mail: Kooi@tm.tno.nl)
The effects of colour, shape, and stereoscopic depth on symbol identification have been investigated. The target and distractor stimuli were green or red horizontal or vertical bars, placed in the frontal plane (9 min of arc crossed) or back plane (no disparity) of the display. The target stimulus was surrounded by eight identical distractors. The task of the subjects was to discriminate the colour, orientation, and depth of the target stimulus while fixating a dot placed at one of seven eccentricities (varying in equal steps from 5.7 to 21.7 deg).

The orientation of the target was the most easily discriminated and the depth the poorest. Two pronounced biases were found at the more peripheral eccentricities: the target colour tended to blend with the distractor colour, consistent with colour assimilation, and the target orientation tended to be judged as different, consistent with orientation contrast. Surprisingly, the orientation and depth discriminations were significantly poorer when the target was surrounded by distractors in the frontal plane.

Guidelines for the arrangement of symbols in 3-D displays are derived from these results. For example, the results indicate that stereoscopic depth is of limited use for increasing the peripheral identification of small, isolated symbols.

A multi-spatial-frequency channel model for stereopsis
C Roux, J Perrin (Sciences Cognitives, Institut de Médecine Aérospatiale du Service de Santé des Armées, BP 73, F 91223 Bréagny-sur-Orge Cedex, France; †IM-VE, Établissement Technique d'Angers, BP 36, F 49460 Montreuil-Juigné, France; fax: +33 1 69 83 30 02; e-mail: croux@imassa.fr)
Stereopsis is supported by spatial-frequency-selective mechanisms operating both at monocular and at cyclopean stage (Glennerster and Parker, 1997 Vision Research 37 2143–2152). Coarse-to-fine models of stereo matching take advantage of this selectivity to process binocular disparity reiteratively from low to high spatial frequencies in the stereo images (Rohaly and Wilson, 1993 Journal of the Optical Society of America A 10 2433–2441).

A cooperative model of stereo matching is proposed as an alternative. It is based on the computation of correlation processed on a vectorial description of the stimulus, the coordinates of each vector describing the spatial-frequency content of the image at that specific point. So, a simultaneous contribution of all the spatial-frequency-tuned components of the stimulus is considered for stereopsis. First, the relative weights of the various spatial frequencies of the stimulus in binocular vision are determined with uncorrelated filtered random-dot stereograms (RDSs). Data exhibit a band-pass mechanism. Second, spatial-frequency interactions associated with the pooling process are considered from mixed filtered RDSs. This multichannel pooling initiating stereo-matching may be a relevant model for human stereopsis.

Global spatial layout affects local disparity judgment
B S Tjan, T V Paphalomas (Computer Science Division, NEC Research Institute, 4 Independence Way, Princeton, NJ 08540, USA; †Laboratory of Vision Research and Department of Biomedical Engineering, Rutgers University, Psychology Building, Busch Campus, Piscataway, NJ 08854, USA; fax: +1 609 951 2482; e-mail: tjan@research.nj.nec.com)
We measured the precision of depth encoding for disparity-defined illusory contours that are either in front or behind a background. Classical illusory Kanizsa squares were generated for the left-eye and right-eye images on a light background (L = 7 cd m⁻²) with the use of dark ‘pacmen’ (L = 1 cd m⁻²). The pacmen were displaced horizontally in each eye’s image causing an illusory square to appear stereoscopically either in front of the background, producing modal edges for the square, or behind, producing amodal edges. The screen positions of the illusory squares remained fixed across conditions.

As a control, we duplicated both configurations with a luminance-defined square (L = 9 cd m⁻²), also presented stereoscopically. The task of the observers was to decide if a small probe, shown above the top edge of the square, was in front or behind the square. Excluding response bias, sensitivity for this relative-depth judgment was higher for modal edges than for amodal edges. For the real-square conditions, sensitivity was constant but uniformly lower than that in the illusory-square conditions.

Our results show that both modal and amodal contours are encoded in depth; however, the encoding is more precise for contours in the foreground than those in the background. Clearly, the global percept of spatial layout affects local sensitivity of stereoscopic depth.
COLOUR AND BRIGHTNESS

Detecting violations in colour constancy: distributed versus focal attention
K Amano, D H Foster (Visual and Computational Neuroscience Group, Department of Optometry and Neuroscience, University of Manchester Institute of Science and Technology, Manchester M60 1QD, UK; fax: +44 161 200 3887; e-mail: k.aman0@umist.ac.uk)

Measuring colour constancy by colour matching is difficult, and surface-colour matches may be influenced by hue-saturation-brightness matches. In principle, the former depend on distributing attention over several, possibly all, surfaces in the image, the latter on focusing attention on a particular patch. Attentional effects may, however, be less important when there are strong temporal cues.

To test this hypothesis, observers binocularly viewed CRT computer simulations of an illuminated Mondrian pattern consisting of 49 (7×7) abutting square patches; the pattern was first illuminated for 1 s by a daylight of 25000 K and then illuminated for 1 s by a daylight of 6700 K, but at the same time the reflectance of one of the patches was changed. In one experiment the position of the patch was fixed at the centre; in the other it varied randomly from trial to trial. Mean colour constancy indices from the two experiments were not significantly different, suggesting that temporal cues can override attentional effects in colour-constancy judgments.

Illusory contours and neon colour spreading reconsidered in the light of Petter's rule
M L Cococo, B Pinna, L Spillmann (Department of Human Sciences and Antiquities, University of Sassari, Piazza Conte di Moriana 8, I 07100 Sassari, Italy; Brain Research Unit, Institute of Biophysics, Hansastrasse 9a, D 79104 Freiburg, Germany; fax: +39 079 229 619; e-mail: bangio@ssmain.uniss.it)

A black pattern formed by two overlapping surfaces may segregate into its component patterns separated by an illusory contour. Typically, the surface with the shorter contours appears in front of the larger one (Petter's rule, PR).

We studied PR for illusory contours (ICs) and neon colour spreading (NCS) to test the hypothesis that contour formation determined by PR can affect the presence/absence, the strength, and the appearance in depth of ICs and NCS. In the cases of ICs or NCS induced by lines, PR determines the contour orientation (same or perpendicular) abutting a line end. In the 'same' condition, ICs and NCS should be absent. In the 'perpendicular' condition, both ICs and NCS should be strong. Medium strength would be expected for ambiguous orientations. Eight experiments were carried out to test cognitive theories, and computational theories based on interactions at line-ends. The inducing stimuli were interrupted parallel lines, and we varied the thickness of lines, the spacing between lines, and the magnitude of the gap between line-ends.

Results show that both ICs and NCS follow PR. It is proposed that PR derives from the formation of two different kinds of contours, modal and amodal, linked to the dynamics of filling-in of contour gaps.

Differential threshold of saturation in two-dimensional and three-dimensional perception
T Hasegawa, C Eguchi (Department of Psychology, University of the Sacred Heart, 3-4-1, Hiroo, Shibuya-ku, Tokyo 150-8938, Japan; fax: +81 33 407 1986; e-mail: hasegawa@u-sacred-heart.ac.jp)

We studied discrimination of colour purity in 2-D and 3-D modes of perception. The test figure of a given hue was a double square with or without lines connecting each corner, binocularly observed on a CRT screen. For 2-D vision, one test figure was used; for 3-D vision, two figures with parallax in the inner part were displayed with a separation and were visually fused. The reference purity of the outer part was kept constant and the purity of the inner part was varied by the method of limits. Four females judged whether the double square was of the same colour or not. Eight hues were tested.

The results showed that the differential threshold of saturation depended on the mode of appearance and the configuration of the test figure. In 3-D vision, the threshold was wider and significantly more effective in figures with no lines. The lines increased the threshold in yellowish hues and in purplish blue; however, the effect was not clear when the inner area appeared farther.

These results indicate that the perception of the original figure, namely the figure which is originally solid and the same in colour, works like colour adaptation as a basis of colour constancy.
Flicker-based colour illusion in peripheral vision

J Kremliček, A Paäkäkönënen, J Chlubnová, M Kuba (Department of Pathological Physiology, Charles University Prague, Medical Faculty in Hradec Králové, Simkova 870, CZ 50001 Hradec Králové, Czech Republic, † Department of Clinical Neurophysiology, Kuopio University Hospital, PO Box 1777, FIN 70211 Kuopio, Finland; fax: +420 49 551 3597, e-mail: jan.kremlicek@fhk.cuni.cz)

We describe a novel illusion reflecting different temporal processing of colour information in the central and peripheral parts of the visual field. Five subjects with normal colour vision (aged 23 to 52 years) viewed a red–green flicker at eccentricities of 2, 5, 10, 20, and 50 deg. The 35 Hz flicker consisted of alternation of a red and a green Gaussian patch. The standard deviation of the circular luminance profile of both patches was 2 deg. The peak luminance of the red patch was 6.3 cd m⁻² and that of the green patch 9 cd m⁻². The flicker was presented for 1 s after 1 s adaptation to a red or a green patch.

In the central 5 deg the flicker colour was perceived as yellow independently of the adaptation. In the peripheral vision at eccentricities >20 deg the reported flicker colour was opposite to the adaptation colour—if the adaptation colour had been green, the flicker was perceived as red and vice versa. In addition to the eccentricity dependence, the perceived flicker colour depended on the adaptation. When the adaptation time was shortened from 1 s to 0.5 s, the smallest eccentricity at which the illusion was observed increased from 20 to 50 deg.

An assimilative primacy effect in colour-difference judgments

G V Paramei, W H Ehrenstein, E Zschirschke† (Institut für Arbeitsphysiologie, Universität Dortmund, Ardeystrasse 67, D 44139 Dortmund, Germany; † Department of Regulatory Affairs, Intervet International GmbH, Rheingautrasse 190, D 65203 Wiesbaden, Germany; fax: +49 231 108 4401; e-mail: paramei@arb-phys.uni-dortmund.de)

We asked whether colour-difference judgments are biased by the order of presentation, especially by stimuli and/or responses, occurring early in a run. Pairs of colour stimuli, each presented twice (n = 240), were rated according to their perceived similarity on a 0–9 scale. No feedback was provided. On different blocks of trials, either small or large colour differences, defined by objective CIE 1976 distances and their subjective similarity, occurred on initial trials.

A consistent primacy effect was found, in that initial five judgments sufficed to bias the subsequent judgments, which tended to be larger with initial large differences, and smaller with initial small differences (assimilation). This assimilation effect was accompanied by small and inconsistent counteracting effects of response contrast and repetition and, hence, waned by approximately the second half of the run.

Though in general agreement with the response consistency principle, our findings are at variance with the primacy-contrast effect found for absolute judgments (Hautensak, 1992 Journal of Experimental Psychology: Human Perception and Performance 18 303–309). The present primacy-assimilation effect is assumed to represent a special case of the sequential effect, with assimilation propagation considered a strategy of stimulus-response mapping employed under uncertainty (Ward and Lockhead, 1971 Perception & Psychophysics 9 73–78).

EYE MOVEMENTS

Auditory intensity effects on visual–auditory integration in the control of eye and hand movements

P A Arndt, H Colonius (Institut für Kognitionsforschung, Universität Oldenburg, Ammerländer Heerstrasse, D 26111 Oldenburg, Germany; fax: +49 441 798 5170; e-mail: petra.arndt@uni-oldenburg.de)

The presentation of an accessory auditory stimulus reduces mean reaction time of saccadic eye movements and of hand movements towards a visual target stimulus (eg Hughes et al, 1994 Journal of Experimental Psychology: Human Perception and Performance 20 131–153). For both types of movements, the reduction depends on the spatiotemporal relationship between visual target and auditory non-target (Arndt and Colonius, 1999 Proceedings of the 27th Neurobiology Conference, Göttingen page 194). Moreover, the data suggest a stronger dependence on the auditory stimulus for hand movements than for eye movements.

In this experiment, both the intensity of the accessory auditory stimulus and the spatial stimulus arrangement were varied, allowing an analysis of the processing architecture of visual–auditory interaction. The results provide evidence for a separate processing of stimulus intensity and spatial stimulus configuration and support the model of Colonius and Arndt (submitted) where the effect of stimulus intensity is mediated completely by changes in peripheral processing time.

[Supported by DFG (SFB 517)].
Detection of intrasaccadic changes in stationary and moving objects

V J Gysen, P de Graef, K Verfaillie (Department of Psychology, Katholieke Universiteit Leuven, Tiensestraat 102, B 3000 Leuven, Belgium; fax: +32 16 32 6099; e-mail: Veerle.Gysen@psy.kuleuven.ac.be)

Previous research with stationary objects indicated a low detection rate for intrasaccadic position changes and a high detection rate for intrasaccadic in-depth-orientation changes. However, for translating objects these results may not apply.

The stimulus used in all four experiments shows one object moving horizontally towards another stationary object. The primary aim was to clarify the influence of the object's dynamic status (stationary or moving) and the object's saccadic status (target or flanker) on detection of both types of changes. An analysis of variance on sensitivity values was performed.

Position changes were detected with a higher accuracy for moving objects. Furthermore, saccadic status played no role in detecting these changes. For the stationary object, detection was only high in saccade-target conditions. Concerning orientation changes, performance was almost equal for stationary and moving objects. For both types of objects, detection was always better for the saccade target. For detection of changes in stationary objects, it is thus very important that the object is also the saccade target. For moving objects, this is only the case for in-depth-orientation changes. Even when a moving object is not the saccade target, we can keep track of its path and detect changes in that path.

Flickering retinal signal induces larger saccade-contingent mislocalisation

A Noritake, A Yagi (Department of Psychology, Kwansei Gakuin University, Uegahara, Nishinomiya, Hyogo 662-8501, Japan; fax: +81 79 852 7353; e-mail: noritake@kwansei.ac.jp)

Previous findings suggest that a saccade-contingent mislocalisation (SCM) originates from a difference between an extraretinal eye-position signal and a retinal signal. However, it has not been thoroughly investigated what kind of retinal signal affects SCM.

The purpose of this study was to examine whether the magnitude of SCM is influenced by the difference between a flickering and a continuous target. In a dark room, four subjects were required to perform a task under two conditions: the target LED was made to flicker at 200 Hz (flicker condition) or was continuously lit (continuous condition). The task given was to make 20 deg horizontal saccades and to localise both endpoints of perceived dashed or solid lines during a rightward saccade. The fixation LED was placed 10 deg to the left of the target LED, and another LED, the intended goal of saccades, was placed 10 deg to the right of the target. When the saccade amplitude exceeded 5 deg, the target LED was presented for 31 ms.

Results showed that the magnitude of SCM under the flicker condition was larger than that under the continuous condition.

LEARNING, MEMORY, AND DEVELOPMENT

Induced categorical perception of novel, real-world, complex stimuli

S E Adamson, P T Sowden (Department of Psychology, University of Surrey, Guildford GU2 5XH, UK; fax: +44 148 325 9553; e-mail: s.adamson@surrey.ac.uk)

Categorical perception can be demonstrated by enhanced inter-category discrimination of items that are equally spaced along physical continua (eg colour categories and wavelength). Research with novel stimuli has shown changes in the dimensional structure of adults' perceptual similarity space following category learning: induced categorical perception. However, this work has used relatively simple stimuli, artificially constructed complex stimuli, or familiar complex stimuli. In a series of studies we examined induced categorical perception using images of cervical cells. These 'natural' stimuli represent multi-faceted, highly variable and complex data, novel to most adults, thus offering the further advantage of exploring the effect of categorisation experience uncontaminated by previous image exposure.

Experiment 1 showed that the structure of perceptual similarity space varied with expertise at categorising cervical cells. In experiment 2 we used a perceptual similarity measure to explore naïve observers' perception of cervical cells, before and after category learning.

Results showed a post-training increase in between-category dissimilarity on categorisation-relevant dimensions, indicating induced categorical perception. Taken together, our results indicate that induced categorical perception effects are not restricted to simple, artificially constructed or familiar complex stimuli. Current experiments are designed to investigate the effect of different types of categorisation experience, and the level of perceptual processing at which changes occur.
The role of visual information on control of simple low-level motor movements in Alzheimer's disease patients
M B Dick, S Hsieh*, J Bricker, J B Gorospe (Institution for Brain Aging and Dementia, University of California at Irvine, 1100 Medical Plaza, Irvine, CA 92697-4285, USA).
*Department of Cognitive Sciences, University of California at Irvine, 3151 Social Sciences Plaza A, Irvine, CA 92697-5100, USA; fax: +1 949 824 3049; e-mail: medick@uci.edu)
Previous findings indicate that Alzheimer's disease (AD) patients are more dependent on visual feedback for accurate performance of a complex motor skill than healthy older adults. In this study we examined whether AD patients also rely on visual feedback to accurately perform simple ballistic aiming movements.
Thirty AD patients and thirty healthy older adults performed a rapid goal-directed aiming movement with their dominant arm. Each subject received 'full vision' practice trials and 'partial vision' post-test trials.
We found that the AD patients were slower and less accurate than the normals. The AD patients also made more corrective sub-movements to reach the target and made significantly fewer ballistic movements. The movements of AD patients were significantly less accurate than those of the healthy older adults under partial vision conditions. AD patients are thus more dependent on visual feedback than the healthy adults for the control of simple motor movements.

The role of the tool in Michotte's 'tool effect': Evidence from representational momentum
T L Hubbard, A Favretto† (Department of Psychology, Texas Christian University, TCU Box 298920, Fort Worth, TX 76129, USA; †Department of Psychology, University of Trieste, via S Anastasio 12, I 34143 Trieste, Italy; fax: +1 817 257 7681; e-mail: t.hubbard@tcu.edu)
In the 'tool effect', a moving stimulus (the launcher) contacts a stationary stimulus (the intermediary), which then begins to move and subsequently contacts a different stationary stimulus (the target), which then begins to move [Michotte, 1951, reprinted in Thines et al, 1999 Michotte's Experimental Phenomenology of Perception (Hillsdale, NJ: Lawrence Erlbaum Associates)]. Three experiments were performed to test a naïve impetus explanation for Hubbard and Favretto's (1999 Perception 28 Supplement, 44a) finding that representational momentum [displacement of remembered target position in the direction of target motion] of targets in tool-effect displays is decreased relative to representational momentum of targets in isolation.
Experiment 1 presented an invisible intermediary. Experiment 2 presented a stationary intermediary that filled the gap between the final location of the launcher and the initial location of the target. Experiment 3 presented a stationary intermediary that contacted either (but not both) the launcher or target. In all experiments, the launcher, intermediary (if visible), and target vanished simultaneously, and observers indicated the vanishing point of the target. Decreases in representational momentum occurred only when a visible (stationary or moving) intermediary contacted both the launcher and target.
The data suggest that the decreased representational momentum of a target in a tool-effect display results from the perceived impetus of the launcher being conveyed through the intermediary to the target.

MOTION PERCEPTION AND OPTIC FLOW
Estimating internal noise for human visual-motion-detection mechanisms
N R Burns, J M Zanker‡ (Department of Psychology, University of Adelaide, Adelaide, South Australia 5005, Australia; ‡Centre for Visual Sciences, Australian National University, Canberra, ACT 0200, Australia; fax: +61 8 8303 3770; e-mail: nick.burns@psychology.adelaide.edu.au)
Two problems in determining equivalent noise for motion processing are: manipulating signal-to-noise ratio, while keeping mean luminance and contrast of the stimuli constant, and appropriately measuring sensitivity of motion detection. Random-dot kinematograms were generated by superimposing motion and dynamic-noise components.
In one experiment, observers decided the location (2AFC) of a motion-defined object; each run was at a fixed level of noise and the size of the region of coherent motion was varied to allow estimation of detection thresholds. In a second experiment, observers decided in which of two regions of coherently moving dots noise was present; this same experiment was performed for two velocities of motion and for two areas of motion.
Threshold area for detecting coherent motion was constant when external-noise level was low but increased at high levels of external noise; thresholds were greater for higher-velocity coherent motion. Threshold-noise-detection levels were higher when the area of coherent motion was smaller and they were higher when the velocity of the coherent motion was higher. We have
tested novel methods for estimating internal noise associated with visual-motion-processing mechanisms using stimuli that were motion-defined only.

- **Two-system model of the transition from dichoptic motion rivalry to motion transparency**
  W A van de Grind, P van Hof, M J van der Smagt*, M J M Lankheet, F A J Verstraten# (Department of Comparative Physiology and Helmholtz Institute, Utrecht University, Padualaan 8, NL 3584 CH Utrecht, The Netherlands; * Vision Center Laboratory, The Salk Institute for Biological Studies, 10010 North Torrey Pines Road, La Jolla, CA 92037-1099, USA; # Department of Psychonomics and Helmholtz Institute, Utrecht University, W C van Unnik Building, Heidelberglaan 2, NL 3584 CS Utrecht, The Netherlands)

  Dichoptic motion rivalry gives way to transparency if one eye sees a low-speed and the other eye a high-speed random texture. Motion transparency then prevails, while rivalry is found if both moving patterns have low-speed or high-speed. This is one of many indications that there are separate low-speed and high-speed motion systems. They can be tapped separately by the motion aftereffect (MAE): dynamic noise reads out the fast channel (MAE duration \( T_d \)), static spatial noise reads out the slow channel (MAE-duration \( T_s \)).

  From \( T_s \) and \( T_d \), we calculate total adaptational excitation as a function of speed. We hypothesise that mutual contrast between two speeds in one channel during dichoptic stimulation has to exceed a threshold to attain dominance. If one of the dichoptic stimuli dominates the fast and the other the slow channel, we expect motion transparency, otherwise motion rivalry. Transparency probability is thus predicted for any chosen pair of dichoptic speeds for each of our subjects from their MAE durations. The predictions match independently measured psychophysical results, supporting the hypotheses, including that MAE durations can provide valid measures of total excitation in each channel during adaptation.

- **The detection of orientation and motion-direction differences relative to a radial pattern**
  E M van Loon, A V van den Berg, I T C Hooge‡ (Department of Physiology, Erasmus University Rotterdam, PO Box 1738, NL 3000 DR, Rotterdam, The Netherlands; ‡ Department of Comparative Physiology, Utrecht University, PO Box 80085, NL 3508 TB Utrecht, The Netherlands; fax: +31 10 408 9457; e-mail: vanloon@fys.fgg.eur.nl)

  We compared detection of independent object motion in a self-motion display with that of differences in line orientation in a matched static display as a function of presentation time. To probe the spatial scale at which these features are analysed by the visual system, we also examined the effect of local cues.

  The self-motion display consisted of an expanding pattern simulating self-motion (speed 8 m s\(^{-1}\), random heading direction). The static display was matched with the self-motion display in that line length was equal to dot trajectory length for a given presentation time (varying between 149 ms and 745 ms). In the local-cue condition, the element that deviated from the rest of the display was presented simultaneously with a 'correct' element at the same location.

  Results showed that the local cue lowered detection thresholds in both displays, indicating that local cues contribute to the detection of differences in both orientation and motion in radial patterns. Thresholds decreased with presentation time, but more strongly for line orientation than for motion direction. Given the increasing probability of intersecting elements with presentation time, these results suggest that the visual system is more sensitive to intersecting lines than intersecting trajectories of moving dots.

- **Flash lag effect is larger when flashed objects are presented at the onset of a moving object**
  M Nagai, K Kazai, A Yagi (Department of Psychology, Kwansei Gakuin University, Uegahara, Nishinomiya, Hyogo 662-8501, Japan; fax: +81 798 52 7353; e-mail: nagai@kwansei.ac.jp)

  Briefly flashed objects were perceived to spatially lag behind a continuously moving object when they were physically aligned [Nijhawan, 1994 Nature (London) 370 256–257]. This phenomenon is called the 'flash lag effect' (FL). Although in the original study a rotating bar was presented, in the present study a bar moving horizontally was used. In experiment 1, SOA between the moving bar and the flashed bars was manipulated (0, 400, 800, 1200, and 1600 ms). The moving bar moved always leftward.

  The results showed that FL was larger at SOA 0 ms than at the other SOAs. This trend of data was unchanged when participants were asked to pursue the moving bar (experiment 2a) or to fixate the fixation point (experiment 2b). In experiment 3, the direction of the moving bar was randomly altered trial by trial (leftward or rightward). FL at SOA 0 ms in the random condition was larger than in the control condition (always leftward).
These results suggest that FL at SOA 0 ms has different characteristics than at the other SOAs, and that FL at SOA 0 ms is influenced by the predictability of the directions of the moving bar.

- **Contribution of extra-retinal signals to the scaling of object distance during self-motion**
  F Panerai, V Cornilleau-Pérès, J Droulez (LPPA, Collège de France, 11 place M Berthelot, F 75005 Paris, France; fax: +33 1 44 27 13 82; e-mail: francesco.panerai@college-de-france.fr)

We investigated the contribution of extra-retinal signals to the scaling of visual information generated by self-motion. A large field display facility, a head tracker and a graphic station were used to generate dynamic stimulation.

Monocular observers performed frontoparallel head movements to estimate the absolute distance of objects positioned at different locations in depth. The objects were spheres covered with random dots. Their diameter was 6, 15, or 30 deg, and they were presented at eye height in isolation or superposed on a ground plane. Their apparent angular size was kept constant by covarying the size and distance parameters. Hence the only distance cues available to the observer were the motion parallax and the extra-retinal information about the observer's self-motion. Eight subjects had to indicate whether the apparent distance of the object was larger or smaller than established thresholds (50, 100, 200 cm). Perceived distances were correlated with simulated distances for all conditions, with a general tendency to underestimation. This effect was highest for smaller objects (6 or 15 deg) presented in isolation, with errors ranging in the 50–70 cm interval. The presence of the ground plane improved subjects' performance only in the case of small objects (6 deg).

- **Optical information for catching fly balls**
  F T J M Zaal, C F Michaels (Faculty of Human Movement Sciences, Vrije Universiteit, Van der Boechorststraat 9, NL 1081 BT Amsterdam, Netherlands; fax: +31 20 444 8509; e-mail: fzaal@fbw.vu.nl)

Catching a fly ball requires that the catcher gets at the interception location at or before the time the ball arrives there. Running such that the optical velocity of the ball is constant brings the catcher at the interception location, without the need to know about that location or the ball flight time. Previous research has suggested that this strategy is used in catching fly balls travelling along the sagittal plane. However, in those studies, the implied optical information could not be manipulated directly. This would be possible with the use of virtual-reality techniques, such as a CAVE. For this reason, we are studying the catching of virtual fly balls in a CAVE.

In the first experiment, participants had to intercept virtual balls with their hand or to judge whether virtual balls would land in front of them or behind them. The timing of the judgments appeared to be related to optical acceleration profiles, a finding corroborated in the second experiment. A third experiment aimed at further establishing optical acceleration as a basis for the judgment timing, as well as testing an improved interception task: in this experiment participants had to have virtual balls hit their forehead.

**NATURAL IMAGES, BIOLOGICAL MOTION, AND FACES**

- **Lateralised processing of the internal and external facial features of personally familiar and unfamiliar faces: a visual half-field study**
  E H F de Haan, E N M Kollenburg (Psychological Laboratory, Helmholz Institute, University of Utrecht, Heidelberglaan 2, NL 3584 CS Utrecht, The Netherlands; fax: +31 30 253 4511; e-mail: ehdehaan@fss.uu.nl)

In this visual half-field experiment, we investigated possible differences between the left and the right hemisphere in the processing of the internal and external features of familiar and unfamiliar faces. On the basis of previous studies in which famous and unknown faces have been used, it was hypothesised that the right hemisphere is superior to the left hemisphere and that both hemispheres use the same qualitative mode of processing; that is, the internal features are more important for the matching of familiar faces, while external and internal features are equally important for the matching of unfamiliar faces.

In this experiment, personally familiar faces, rather than famous faces, have been used. There are several reasons why personally familiar faces are more appropriate stimuli to investigate face processing, and recent studies with personally familiar faces have produced new insights. The results of the present study showed that, under these experimental conditions, no overall visual field effect occurred, but, more importantly, that face processing in the left hemisphere differed qualitatively from that in the right hemisphere.
The role of facial parts in facial expression judgment

T Ogawa, M Oda, S Akamatsu (Department of Psychology, Graduate School of Letters, Ritsumeikan University, 56-1 Tohjiinaka-machi, Kita-ku, Kyoto 603-8577, Japan; Department of Cognitive Science, Faculty of Letters, Ritsumeikan University, 56-1 Tohjiinaka-machi, Kita-ku, Kyoto 603-8577, Japan; Department 2, ATR Human Information Processing Research Laboratories, 2-2 Hikaidai, Seika-cho, Soraku-gun, Kyoto 619-0288, Japan; fax: +81 75 465 7882; e-mail: tot03322@at.ritsumei.ac.jp)

Physical changes in facial parts are reliable information sources for judging facial expression. However, it is not clear whether every facial part is equally helpful. We conducted serial experiments that differed in the number of transformed facial parts (one part, two parts, and four parts) in which we investigated how partial transformation affected the strength of facial expressions (anger, sadness, smile, and surprise). We morphed facial images to exchange their parts for the same parts of the same individual's expressive faces. Those images and their labels of four expressions were randomly presented. Participants rated each image on a 7-point scale (1 as the weakest, and 7 as the strongest).

The results provided two meaningful suggestions. First, each of the four facial expressions has its own most effective part for judgment. Presumably, this finding indicates that we can recognize a facial expression by giving attention to only one informative part when the context implies information about the probable expression. The other suggestion is that the strength of a facial expression does not become linearly stronger by adding morphed parts: sometimes the mean value of a two-part-morphed face was less than the value of a one-part-morphed face.

Gender bias in Rembrandt's portraits reveals hemispheric asymmetries

J A Schirillo (Department of Psychology, Wake Forest University, PO Box 7778 Reynolds Station, Winston Salem, NC 27109, USA; fax: +1 336 758 4733; e-mail: schirija@wfu.edu)

For centuries painters have predominantly painted portraits with the model's left cheek facing the viewer. This occurs more with portraits of females (~68%) than males (~56%). Numerous portraits painted by Rembrandt typify this unexplained phenomenon. In a preliminary experiment, subjects judged twenty-four emotional and social character traits in twenty portraits painted by Rembrandt. A factor analysis revealed that females with their left cheek exposed were judged to be much less socially appealing than less commonly painted right-cheeked females. Conversely, the more commonly painted right-cheeked males were judged to be more socially appealing than either left-cheeked males or females facing either direction.

It is hypothesised that hemispheric asymmetries regulating emotional facial displays of approach and avoidance influenced the side of the face Rembrandt's models exposed in accordance with prevailing social norms. A second experiment had different subjects judge a different collection of twenty portraits painted by Rembrandt and their mirror images. Mirror-reversed images produced the same pattern of results as their original-orientation counterparts. Consequently, hemispheric asymmetries that specify the emotional expression on each side of the face are posited to account for the obtained results.

SHAPE

An oblique benefit: Kanizsa squares versus diamonds with misaligned edges

M Bross, T Szabó (Department of Psychology, Concordia University, 7441 Sherbrooke Street West, Montréal, Québec H4B 1R6, Canada; fax: +1 514 848 4545; e-mail: mbross@vax2.concordia.ca)

It is well known that Vernier acuity is lower for oblique lines than for the cardinal axes. Since illusory-contour lines do not depend on adjacent line-ends, an increase in distance between the Vernier lines allows for the inference that Kanizsa squares with misaligned edges should retain the illusory quality of the square better when the entire display is rotated 45° than real contour squares. To test this prediction we used two types of inducers (circles and irregular shapes) with six different edge alignments: 0°, 6°, 8°, 10°, 12°, and 14°. Kanizsa squares with both types of inducers at all alignments were judged by trained observers using a 'goodness-of-square' magnitude estimation task, with the squares at both the cardinal and oblique orientations. All figures were presented, in a random order, on a high-resolution computer screen.

The results showed a highly significant difference between the square and diamond orientations at 6°, 8°, and 10° for the Kanizsa squares. These findings indicate that the latter benefit from the oblique effect; real contour squares lose their 'squareness' at both the orthogonal and the oblique orientation when line misalignment reaches about 4°.
• Why is RT of mental flipping shorter than that of mental spinning in mental rotation?
  N Kanamori, K Fujimoto, A Yagi (Department of Psychology, School of Humanities, Kwansei Gakuin University, Uegahara, Nishinomiya 662-8501, Japan; fax: +81 79 852 7353; e-mail: kananobu@kwansei.ac.jp)
When an inverted image was mentally rotated to upright, Murray (1997 Memory and Cognition 25 96–105) showed that RT of mental flipping (rotating in depth about the x-axis) was shorter than that of mental spinning (rotating in the picture plane). We hypothesised that the absence of representation at the midway position in the mental flipping led to the previous finding.
The purpose of the present study was to investigate this hypothesis by the priming paradigm. The rotation task was performed by the same–different task in one trial. In the rotation task, subjects were asked to mentally rotate an inverted image to upright. In the same–different task, they were asked to judge whether two images simultaneously presented were the same or different. Only the flipping in the rotation task did not prime the same–different task, and the result in the rotation task was consistent with the previous finding. It is speculated that there is no representation midway in the flipping. This result could indicate that flipping is not a continuous rotation, which might explain why flipping is faster.

• Perceptual completion in horizontal and vertical directions at the blind spot
  S Nakamizo, M Ohkuma, Y Ninose, M Kondo* (Department of Psychology, Kyushu University, 6-19-1, Hakozaki, Higashi-ku, Fukuoka 812-8581, Japan; †Department of Human Relations, Faculty of Letters, Kitakyushu University, Kitakata, Kokuraminami-ku, Kitakyushu 802-8577, Japan; fax: +81 92 641 2416; e-mail: nakamizo@lit.kyushu-u.ac.jp)
We examined perceptual completion across the blind spot in horizontal and vertical directions. A pair of lines, the lengths of which were varied, was presented to the horizontal or vertical borders of the blind spot for 200 ms. The two independent variables were the orientation of the line (horizontal and vertical) and the width of the line (1–5 mm). Subjects reported whether the line appeared complete or ‘gapped’ when compared to the reference line presented simultaneously to the temporal retina.
The results for seven subjects showed that the mean minimum length of line sufficient for the completion in the vertical direction was 4.03 deg (SD = 1.41 deg), and that in the horizontal direction was 2.85 deg (SD = 0.98 deg): the difference between these means was statistically significant (p < 0.001). The mean vertical and horizontal extents of the blind spot averaged over the subjects was 6.58 deg and 6.00 deg, respectively. The horizontal/vertical ratio of the mean minimum lengths of the lines has no correlation (r = 0.083) to the horizontal/vertical ratio of the extent of the blind spot. These results suggest that the perceptual completion in the horizontal and vertical directions is mediated differently at the blind spot.

• Differential structure as a source of information about the orientation of planar shapes in depth
  B Willems, A J van Doorn*, J Wagemans (Department of Psychology, University of Leuven, Tiensestraat 102, B 3000, Leuven, Belgium; †Department of Industrial Design Engineering, Delft University of Technology, Jaffalaan 9, NL BX 2628 Delft, The Netherlands; fax: +32 16 32 6099; e-mail: bert.willems@psy.kuleuven.ac.be)
We investigated the influence of the perceived orientation of planar elliptical shapes on the perception of these shapes. Because the perception of the metric properties of these shapes is ambiguous without additional information about their orientation in depth, we projected these shapes via a laser on the surface of a real, perfect sphere. The orientation of the elliptical shape was then defined by the differential structure of the sphere at the particular point of the sphere. Because the perceived orientation does not necessarily coincide with the objective orientation, and because there is some uncertainty about the perceived orientation, we found that the perception of these shapes (ie which ellipse out of the set of projected ellipses was interpreted as being a circle) depends on the particular point of the sphere where the ellipses were projected.
In a second experiment we manipulated the perceived orientation by projecting the ellipses not on a real sphere but on a sphere projected on a monitor. We expect the perception of the ellipses to be influenced by slant, which will be underestimated under these conditions (ie more circular interpretations for ellipses with a larger aspect ratio).

SPATIAL FREQUENCY AND CONTRAST
• Contrast dependence of high-speed apparent motion
  S Georges, P Sérié, J Lorenceau (Unité de Neurosciences Intégratives et Computationnelles, CNRS-INAF, Avenue de la Terrasse, Bâtiment 33, F 91198 Gif-sur-Yvette Cedex, France; fax: 33 1 69 82 34 27; e-mail: Sebastien.Georges@iaf.cnrs-gif.fr)
We have previously shown that perceived speed of sequences of Gabor patches depends on their orientation relative to the motion path. We described both an overestimation of apparent speed
for collinear sequences and an underestimation for parallel ones (Georges et al, 1999 Perception 28 Supplement, 80c).

Here, we examined how these effects depend on contrast and phase. We used a 2IFC design to measure speed discrimination for apparent motion induced by rapid sequential presentation of oriented Gabor patches. The apparent speed of sequences composed of collinear Gabors is higher than that of parallel Gabors, independently of orientation and phase variation in and Gabor sequence. Surprisingly, Gabor patches collinear to the motion path (speed = 64 deg s\(^{-1}\)) appear faster at low (8%) than at high (51%) contrast. This effect decreases with decreasing speed.

To account for our data, we developed a computational model of spatiotemporal interactions, in which a ‘dynamic association field’ integrates feedforward and lateral inputs. Lateral inputs shorten or lengthen response latencies, which induces modulation of apparent speed at a later stage. The model accurately simulates the contrast dependence, in that latency modulations are stronger at lower contrasts.

- **Contrast uncertainty effect on simple reaction time**
  M S Mihaylova, A Vassilev (Institute of Physiology, Bulgarian Academy of Sciences, Acad. G Bonchev Street, bl.23, BG 1113 Sofia, Bulgaria; fax: +359 2 719 109; e-mail: milenski@iph.bio.bas.bg)
  Uncertainty effects have been used to discriminate whether a particular stimulus dimension is processed by a single channel or by multiple channels. Theories of pattern vision propose the existence of mechanisms selectively sensitive to spatial frequencies, motion directions, etc. The effects of uncertainty in the case of such stimulus parameters have, indeed, been described. It is not supposed that stimuli differing in contrast are processed by separate channels, hence contrast uncertainty should not alter performance.
  In the present experiments, the reaction time (RT) to 100 ms sinusoidal gratings was measured in a series of experiments with constant or variable contrast. The spatial frequency was constant and ranged from 0.5 to 16 cycles deg\(^{-1}\). Stimulus contrast varied between 2.5% and 50%. Contrast uncertainty did not affect RT at low spatial frequencies (0.5 and 2 cycles deg\(^{-1}\)), while increasing RT at higher spatial frequencies. Response failures were observed at the lowest contrast at high spatial frequencies (10, 12, 16 cycles deg\(^{-1}\)). The failures were significantly higher in the variable-contrast series. In this spatial-frequency range, the uncertainty effect could be due to contrast-sensitivity reduction, reduced subjective stimulus probability, and a more conservative response strategy. Detection threshold was similar at 0.5, 5, and 8 cycles deg\(^{-1}\), yet contrast uncertainty affected RT at 5 and 8 cycles deg\(^{-1}\) but not at 0.5 cycle deg\(^{-1}\). Another mechanism may be responsible for the uncertainty effect at these spatial frequencies.

- **Masking visual stimuli by transcranial magnetic stimulation: Comparison with masking by light**
  K Puls, T Kammer (Department of Neurobiology, Max Planck Institute for Biological Cybernetics, Spemannstrasse 38, D 72076 Tübingen, Germany; fax: +49 7071 601 577; e-mail: klaas.puls@tuebingen.mpg.de)
  Transcranial magnetic stimulation (TMS) applied over the occipital pole is able to suppress the perception of visual stimuli. This suppression is based on a shift of the perception threshold. Here we compared the modulatory effect of a light flash with the suppression effect of TMS.
  Subjects had to report the orientation of a flashed hook. At two different adaptation levels (0.3 and 3 cd m\(^{-2}\)) we determined contrast thresholds by the method of constant stimuli. A light flash (15 or 150 cd m\(^{-2}\) for the different adaptation levels) was applied with different SOAs after the appearance of the hook, and threshold shifts were measured. Similarly, threshold shifts due to focal TMS with SOAs from -25 to +195 ms were measured.
  With high background intensity, TMS shifted thresholds up to 1.2 Weber contrast units (WC), and with low background intensity the shift was up to 6.6 WC. Latency for the maximal effect was shorter at the high background level (85 ms SOA) than at the lower level (115 ms SOA). We found similar effects on threshold shifts with light flashes at SOAs from 20 to 80 ms. Our results suggest that the masking effect of TMS might share similar mechanisms with a masking effect by light.

**VISUAL IMPAIRMENT**

- **Visual effects of eye-lens fluorescence**
  T J T P van den Berg (Department of Physics, The Netherlands Ophthalmic Research Institute, Meibergdreef 47, NL 1105 BA Amsterdam, The Netherlands; fax: +31 20 566 6121; e-mail: t.j.vandenbergen@ioi.knaw.nl)
  Lens autofluorescence is of relevance to visual function of the individual. First of all, the fluorescent light itself emitted by the lens also stimulates the retina. This is visible as a veil
that may hinder observation of weakly illuminated objects (UV headlights). Apart from that, the autofluorescence is indicative for light losses in the lens and light scattering.

Isolated lenses were studied, normal and with cataracts, from donors aged 21 to 86 years. Light emitted by the lenses from a 4 mm diameter monochromatic, 360, 400, or 420 nm pencil beam was collected with a 0.7 deg radius diaphragm and measured as a function of angle and of wavelength. The number of fluorescent quanta was between 5% and 0.25% of that of incident quanta, dependent on angle and wavelength. The dependence on wavelength of fluorescent emission was in accordance with literature.

Because of fluorescence of the eye lens, light with wavelengths of 420 nm and below is visually much more effective than one would deduce from the CIE luminosity function. Absolute values that can be derived from fluorophotometry can be used to assess an individual's visual hindsight from short-wavelength light and other lens-related disturbances.

- **Colour vision abnormalities in dysfunction of peripheral visual neurons**
  A Jasinskiené, R Lukauskiene, K Gurevičius† (Department of Ophthalmology, Kaunas Medical University Clinic, Eiveniu 2, LT 3007 Kaunas, Lithuania; †Department of Neurosurgery, Kaunas Medical University Clinic, Eiveniu 2, LT 3007 Kaunas, Lithuania; ‡Department of Psychology, Vilnius University, Saulėtekio 9, LT 2054 Vilnius, Lithuania; fax: +370 7 798 585; e-mail: lukarita@takas.lt)

Colour vision testing is a sensitive method for detection of subjects affected by optic atrophy (Brown, 1997 *Archives of Ophthalmology* 115 95–99). Eighty-two subjects with dysfunction of peripheral visual neurons were examined with the Farnsworth–Munsell test to determine the extent of colour perception defect. Dysfunctional and healthy control subjects tested ranged in age between 15 and 45 years. Error scores obtained in the Farnsworth–Munsell test correlated with the severity of dysfunction.

Colour vision defects increased markedly for subjects with a visual acuity below 0.6, but colour vision defects were also found in subjects with normal visual acuity and normal contrast sensitivity. Most subjects (45%) showed red colour abnormalities, blue colour abnormalities were in evidence in 40% of cases, and green colour abnormalities were present in only 7.5% of cases. Colour vision testing seems appropriate for the early detection of dysfunctional peripheral visual neurons.

- **Simulation of artificial vision: a setup for eccentric reading using a stabilised area of the visual field and first results**
  J Sommerhalder, M Bagnoud, A B Safran, M Pelizzone (Ophthalmologic Clinic, Geneva University Hospitals, 24 Micheli-du-Crest, CH 1211 Geneva 14, Switzerland; fax: +41 22 382 8382; e-mail: Jorg.R.Sommerhalder@hcuge.ch)

During the past few years, several research groups have initiated important projects aiming at the development of visual prostheses. In this context, one key question is, however, “what are the minimum requirements for useful artificial vision?” We use simulations of artificial vision on normal subjects to answer this important question.

Retinal implants will be permanently implanted at a fixed (and probably eccentric) place in the retina. To simulate this condition, one needs to project stimuli on a defined stabilised area of the visual field. This can be achieved experimentally by online compensation of gaze position on a fast (160 Hz) computer display with a high-speed (250 Hz) video-based eye- and head-tracking system (SMI Eyelink, as used by Cornelissen et al). Images of various sizes and content can be pre-processed (eg pixelised) and projected to defined locations (eccentricities) in the visual field.

Initial experiments on reading four-letter words with various pixelisations and eccentricities showed that reading performance of normal subjects drops abruptly when the information content of the target is reduced below a certain threshold (expressed as the number of pixels). This value is highly dependent of the target eccentricity in the visual field. Under optimal conditions, at least about 250 pixels are necessary to code four-letter words.

- **Form and motion processing in autism**
  J Spencer, J O’Brien, J Braddick, O Atkinson, J Wattam-Bell, K Riggs# (Department of Psychology, London Guildhall University, Calcutta House, Old Castle Street, London El 7NT, UK; †Visual Development Unit, Department of Psychology, University College London, Gower Street, London WC1E 6BT, UK; #Department of Psychology, University of Birmingham, Edgbaston, Birmingham BI5 2TT, UK; fax: +44 20 7320 1256; e-mail:jspencer@lgu.ac.uk)

We report that motion coherence thresholds in children with autism are significantly higher than in matched controls. No corresponding difference in form coherence thresholds was found.
We interpret this as a specific deficit in dorsal stream function in autism. Perceptual abnormalities are frequently cited in reports of people with autism. Clumsiness or coordination deficits are also prevalent in children with autism. To examine the possibility of a neural basis for these perceptually based abnormalities we tested twenty-three children diagnosed with autistic disorder, in three different age groups, on two tasks specific to dorsal and ventral cortical stream functions: global motion coherence thresholds and form coherence thresholds.

The results provide the first evidence that autistic individuals have a specific impairment in dorsal stream functioning compared with VMA matched controls. We conclude that autism may have common features with other developmental disorders and with early stages of normal development, perhaps reflecting a greater vulnerability of the dorsal system.

**ORAL PRESENTATIONS**

**ATTENTION IN DYNAMIC TASKS**

◆ **Do we keep track of where we’ve been or what we’ve done?**
  T S Horowitz, I M Thornton* (Center for Ophthalmic Research, Brigham and Women’s Hospital, 221 Longwood Avenue, Boston, MA 02115, USA; † Department of Biological Cybernetics, Max Planck Institute, Spearmannstraße 38, D 72076 Tübingen, Germany; fax: +1 617 277 2085; e-mail: toddh@search.bwh.harvard.edu)

We explored the interaction between visual search, memory, and action using a simple visuomotor task. Stimuli were eight light-grey disks (targets; ~1 deg diameter) on a medium-grey background. Targets were numbered 1–8, and placed randomly within a 12 deg × 11.5 deg rectangle. The task was to move a mouse pointer to each target and click on it in numerical order, as quickly as possible, starting with number 1. Twelve subjects performed 60 trials in each of two conditions: vanish—each target was removed from the screen after the subject clicked on it; no change—clicking on a target did not change the display. Reaction time (RT) decreased roughly linearly by 22.89 ms per item with each response (not counting RT to the first target). There was no effect of condition, nor an interaction.

We conclude that all targets initially compete at some level to control responses. Each response completely eliminates that target from competition. In a further study, we attempted to separate retrospective (what you did) and prospective (what you will do) elements of the task. We did this by scrambling items ahead of the current target after each response. Preliminary results suggest prospective memory may be driving the decrease in RT.

◆ **Shifts of spatial attention between continuous RSVP streams investigated by event-related fMRI**
  J Schwarzbach, S Yantis‡, R Carlson‡, M A Steinmetz, S M Courtney† (Krieger Mind – Brain Institute, Johns Hopkins University, 3400 North Charles Street, Baltimore, MD 21218, USA; § Department of Psychology, Johns Hopkins University, 3400 North Charles Street, Baltimore, MD 21218, USA; fax: +1 410 516 8648; e-mail: schwarzbach@mspec12.nbh.jhu.edu)

We investigated the time course of the top–down biasing of early sensory representations using event-related fMRI in a paradigm based on rapid serial visual presentation (RSVP).

Subjects fixated centrally and monitored digits (‘3’ or ‘7’) which appeared every 3–5 s among distractor letters in one of two laterally presented RSVP streams (200 ms per item). When the target was a ‘3’, attention was held at that location, and otherwise (‘7’) shifted to the opposite location. The haemodynamic response was acquired by echoplanar imaging (TR = 1 s, 16 axial slices, 6 × 3.75 × 3.75 mm³ voxels). Time series were analysed by multiple regression with four regressors: hold left, hold right, shift left to right, shift right to left.

Significant event-related activations were observed in occipital, parietal, and prefrontal areas. Different events produced distinct time courses in the haemodynamic response depending on the preceding event. The results reveal properties of the time course of spatial attention shifts. We have demonstrated that small but significant event-related effects can be seen with rapid target presentation and overlapping haemodynamic functions, and that activations driven only by target identification, and not by a low-level feature such an onset, can effectively be used in event-related paradigms.

◆ **Differential grouping of features**
  R A Rensink (Cambridge Basic Research, Nissan Technical Center, 4 Cambridge Center, Cambridge, MA 02142-1494, USA; fax: +1 617 374 9697; e-mail: rensink@cbr.com)

‘Flicker’ displays were created where an original and a modified image continually alternated, with brief blanks between them. Each image was an array of simple rectangles, half having one value of a feature (e.g horizontal), the rest a different value (e.g vertical). In half the trials, one of the
items changed its value; in the remainder, no changes occurred. Observers were asked to detect whether a change was present in each trial.

As the display time in each alternation cycle is increased, search slopes become proportional to display time, with the proportionality constant a direct estimate of attentional capacity (Rensink, 2000 Visual Cognition 7 345–376). Two display times were examined here: 80 ms and 800 ms. For orientation changes, slopes for the two conditions differed significantly, with the long-display slope corresponding to a capacity of 5.3 items. However, for contrast polarity, slopes did not differ, indicating a capacity of at least 10. It is suggested that visual attention still has a capacity of 4–5 units, but that items of similar polarity are grouped such that they effectively form a single unit. Such grouping was also found for size and colour.

- **How the window of attention changes shape over time**
  P U Tse (Logothetis Laboratory, Max Planck Institute for Biological Cybernetics, 38 Spemannstrasse, D 72076 Tübingen, Germany; fax: +49 7071 601 652; e-mail: pte@wjb.harvard.edu)

When a brief blank is presented between two static images, attention is required to detect differences between those images (Rensink, 2000 Visual Cognition 7 345–376).

A study is reported in which attention either remained at fixation (no pre-cue), or was drawn to one of four positions away from fixation by cuing for 50 ms. At a variable duration after cue offset, the whole screen blanked for 50 ms in order to induce 'change blindness'. In the pre-flash image, red or green squares were placed on 50% of tested positions at random. In the post-flash image, a square was placed at one position that had previously been blank. Fixation was monitored. The proportion of answers above chance at a given point indicated the strength of attention there.

The results show that while the shape of the 'window of attention' is approximately round in the no-pre-cue condition, it resembles an ellipse with high aspect ratio in the cue conditions. This 'ellipse' is roughly centred at fixation and has the cued position near one end. Surprisingly, change detection is also enhanced on the opposite side of the fixation point from the cued location. The window seems to stretch like a sheet of latex both toward and away from the cued location simultaneously, before regaining its original form.

**BINOCULAR ISSUES**

- **Binocular colour mixing in half-occlusions**
  C J Erkelenz, R van Ee (Department of Physics of Man, Helmholtz Institute, University of Utrecht, PO Box 80000, NL 3508 TA Utrecht, The Netherlands; fax: +31 30 252 2664; e-mail: c.j.erkelenz@phys.uu.nl)

When we view stereograms by using anaglyphs, we perceive an image that is remarkable in three ways. (i) We perceive a single image in stereoscopic depth, despite the different colours of the anaglyphs. (ii) The colour of the image is different from the colours of the anaglyphs. (iii) The image is of uniform colour. The last property is remarkable because one half-image of the stereogram may contain areas whose colours are not mixed with those of the counterparts in the other half-image. These areas represent half-occlusions in the stereoscopic scene.

We created coloured stereograms that contained two depth planes. We independently varied the hues of the backgrounds, foregrounds, and half-occlusions in each of the two half-images. In a dichoptic matching task, we found that the binocularly perceived colours of half-occlusions are mixtures of their monocular colours and the mixed colours of the neighbouring foreground and background in the other half-image. This result shows that half-occlusions in anaglyphs are special cases, which remain unnoticed because foregrounds and backgrounds have the same colour.

- **Are the same effects found for stereogram stimuli presented either with shutter-glasses or as red/green anaglyphs?**
  M L Pedersen, D Buckley, H Davis (Department of Ophthalmology and Orthoptics, University of Sheffield, Royal Hallamshire Hospital, Glossop Road, Sheffield S10 2JF, UK; fax: +44 114 276 6381; e-mail: mdp99mlp@sheffield.ac.uk)

We used a repeated-measures design to investigate observers' reliance on texture/outline cues and binocular cues in cue-consistent and cue-conflict parabolic ridge stereograms (Buckley and Frisby, 1993 Vision Research 33 919–934). As well as measuring judged ridge amplitudes we also measured reaction times to complex random-pattern stereograms. All stimuli were displayed at 57 cm with a Silicon Graphics machine. In half of the conditions Crystal-Eyes shutter-glasses were used to display the stereograms, in the remainder they were displayed as red/green anaglyphs.

In agreement with previous work (Brennan et al, 1998 Perception 27 Supplement, 31c), when judging amplitudes, some observers relied mainly on texture/outline cues, some mainly on binocular cues, whereas others relied on a combination of cues. Similarly those observers who
relied on texture/outline cues in conflict ridges were slow at seeing the objects depicted in complex stereograms, whereas those who relied on binocular cues were quicker. These individual differences were found to be stable across both red/green anaglyph and shutter-glasses presentation. Many aspects of these individual differences were, for all stimuli, significantly related to an observer's tonic accommodation (measured with a Canon RI autorefractor). Therefore very similar effects are found for stimuli presented either as red/green anaglyphs or with shutter-glasses.

**Suppression of rival binocular inputs induced by a blank-field priming stimulus**

K Ikeda, T Morotomi (Research Institute for Education of Exceptional Children, Tokyo Gakugei University, 4-1-1 Nukui-Kitamachi, Koganei, Tokyo 184-8501, Japan; ‡ Faculty of Education, Hokkaido University, Kita 11 Nishi 7, Kita-Ku, Sapporo 060-0811, Japan; fax: +81 42 329 7672; e-mail: kazunari@u-gakugei.ac.jp)

Permanent suppression of one eye is produced by presenting a blank field to that eye and a grating to the other eye (Ooi and Loop, 1994 Vision Research 34 2997–3003). During permanent suppression the visible stimulus is continuous. Then, it is expected that the dominance of an eye receiving a preceding stimulus should persist after the onset of rival binocular stimuli. To test this assumption, we employed a priming method, which was similar to Wolfe's paradigm (Wolfe, 1984 Vision Research 24 471–478).

As rival binocular stimuli we used colour rivalry (equivalent blue versus red squares). Immediately after the presentation of a priming stimulus (a blank field) to one eye alone for 1000 ms, the rival stimuli were simultaneously presented as test stimuli. Duration of the test stimuli varied from 10 ms to 200 ms.

We found that, for the stimuli lasting less than 50 ms, a colour presented to the primed eye was suppressed. In contrast, for the stimuli lasting more than 50 ms, a colour contralateral to the priming was suppressed. That is, the eye primed by a blank field keeps its sensitivity for the test stimuli of longer duration (> 50 ms). This is analogous to the continuous visibility during permanent suppression.

**Paradoxical contrast processing in stereopsis, Vernier acuity, and motion perception**

L K Cormack, S B Stevenson (Department of Psychology, University of Texas, 330 Mezes Hall, Austin, TX 78712, USA; ‡ Department of Optometry, University of Houston, 4901 Calhoun Blvd, Houston, TX 77204, USA; fax: +1 512 471 5935; e-mail: Cormack@psy.utexas.edu)

When contrast increases in both eyes, stereopsis improves, but when contrast increases in just one eye, stereopsis deteriorates. Not surprisingly, explanations of this 'contrast paradox' have been inherently binocular. But could the behaviour be a more general property of signal integration in vision and, thus, require a more general explanation?

We measured stereo, Vernier, and two-frame motion thresholds for Gabor patches that varied in contrast ratio across (i) eyes, (ii) Vernier break, or (iii) motion frames. The contrast paradox was indeed present in all tasks and, moreover, all showed a similar frequency dependence from 1 to 4 cycles deg⁻¹. To determine if the paradox resulted from single-mechanism integration, we measured Vernier acuity versus the width of the gap defining the Vernier break. When gap width became sufficient to prevent single-mechanism integration, the paradox disappeared. Finally, we developed a model incorporating partial normalisation that reproduced the paradox. The model predicts the disappearance of the paradox at high added noise levels, and this prediction was confirmed by measuring Vernier acuity versus added noise.

In conclusion, the 'contrast paradox' seems to be a general property of single-mechanism integration, and can be modeled by endowing the underlying mechanisms with incomplete signal normalisation.

**ATTENTION, CUES, AND MASKING**

**Visual attention to colour cues**

R J Snowden, T Fowler (Department of Psychology, University of Cardiff, Park Place, Cardiff CF1 3YG, UK; fax: +44 122 287 4858; e-mail: snowden@cf.ac.uk)

Can colour cues attract attention in a manner similar to those documented for luminance cues? To test this notion we used a COVERT cueing paradigm where the possible location of a forthcoming target (defined by luminance) was signalled by the presentation of a colour cue at this location, and measured the reaction time and errors made in identifying the orientation of the line target. Three cue validities (80%, 50%, and 20% valid) were tested in separate blocks, for three cue luminance values (dark, equiluminous, and light with respect to the background).

Equiluminance was defined by the minimum flicker for the same cues as used in the main experiment. All cues were presented on a background of dynamic visual noise so as to mask any small errors in the equiluminance point.
Cueing effects were similar for the equiluminance cues as for the luminance cues in all conditions tested. This was true for red cues on a green background, and blue cues on a yellow background. Therefore colour cues behave like luminance cues even when they are purely exogenous (automatic), and even when the observer is searching for targets defined by luminance.

Effects of attentional cueing on the identification of laterally masked targets
A Johnson, S Zuiddock (Department of Psychonomics, University of Utrecht, Heidelberglaan 2, NL 3584 CS Utrecht, The Netherlands; fax: +31 30 253 4511; e-mail: a.johnson@fss.uu.nl)

Lateral masking is typically described as a low-level sensory process that impairs detection of objects in peripheral vision. We looked for effects of attentional cueing on the detection of laterally masked targets. Subjects searched a crowded (360 elements; blue or green lines oriented at 45° or 135°) display while maintaining fixation centrally. The target was defined as the 'odd one out' by a conjunction of orientation and colour. Targets appeared in one of the 48 display locations (1 of 6 positions along the upper, lower, left, and right axes and diagonals) most likely to be affected by lateral masking. On each trial, target presence/absence judgments were made and target attributes were reported. Cues giving the exact or global location of the target were presented at the beginning of each trial. In half of each type of location-cue trial, the identity of the target was also cued. 50 ms separated the cue and stimulus displays. Exact location cues led to significantly better performance than global cues, and cueing the identity of the target also improved the ability to detect the target. We conclude that there are clear effects of attention in identification of laterally masked stimuli.

The role of lateral masking in visual search
K Krikke, A H Wertheim, A Johnson (Department of Psychonomics, University of Utrecht, Heidelberglaan 2, NL 3584 CS Utrecht, The Netherlands; fax: +31 30 253 4511; e-mail: k.krikke@fss.uu.nl)

The relation between lateral masking and reaction time (RT) in visual search was examined. Targets were grey or white vertical or horizontal lines. Target type was crossed with search type (disjunctive or conjunctive) and set size (16, 32, or 64 elements), resulting in 24 conditions.

In a search experiment, position of the target (when present) was randomised, and accuracy and RT to make target-present/absent judgments were recorded. Subsequently, the strength of lateral masking was measured in all 24 conditions by the following method. Subjects were instructed to move their gaze to the left or right of a centrally presented target, following a fixation cross, and to indicate when they no longer could identify the target. The distance between target and fixation cross was taken as a measure of lateral masking. The same factors that increased lateral masking also increased RT in visual search. Lateral masking accounted for 40% to 90% of the variance in visual-search RT as a function of set size, search type, and target attributes.

We argue that future models need to take into account lateral masking as a factor determining performance in visual-search tasks.

Do spatial precues affect preattentive vision when accuracy is the measure?
A R H Gelladly, G Cole (Department of Psychology, University of Keele, Keele ST5 5BG, UK; fax: +44 178 258 3387; e-mail: psa@keele.ac.uk)

The detection of primitive visual features is generally thought to occur preattentively in parallel across the visual field. Visual-search data showing that time to determine the presence or absence of a target defined by a primitive feature is independent of the number of items in the display have been taken as evidence that preattentive vision operates free of attentional capacity limits.

Recently, however, it was reported by Theeuwes et al (1999 Journal of Experimental Psychology: Human Perception and Performance 25 341–347) that the allocation of attention to a particular region of the visual field speeds up search in that region. The finding that precueing a particular region speeds up detection responses for targets in that region is important because it runs directly contrary to the assumption of capacity-unlimited preattentive processing. However, patterns of reaction-time data are always open to the challenge that they reflect response factors rather than purely perceptual processes. Therefore, we studied detection accuracy for a masked red target among masked green distractors using precueing of particular regions of the visual field. Our results are fully consistent with the reaction-time data.
ASYMMETRIES IN STEREOPSIS

- **Stereoanomaly explains inter-subject differences in various stereoscopic depth experiments**
  R van Ee, W Richards, A J van Doorn, J J Koenderink (Department of Physics of Man, Helmholtz Institute, University of Utrecht, Princetonplein 5, NL 3584 CC Utrecht, The Netherlands; Department of Brain and Cognitive Science, Massachusetts Institute of Technology, 77 Massachusetts Avenue (NE20-451), Cambridge, MA 02139-4307, USA; fax: +31 30 252 2664; e-mail: r.vanee@phys.uu.nl)

Stereoeanomaly is the inability to process the complete spectrum of crossed and uncrossed disparities. Since stereoeanomaly was first discovered (Richards, 1971 *Journal of the Optical Society of America* 61: 410–414), few psychophysical studies have taken advantage of the deficit as a tool for understanding depth perception. Recently, two easy-to-use stereoeanomaly tests have been introduced (van Ee and Richards, 2000, submitted).

Here we report for thirteen subjects that performance in the stereoeanomaly tests correlates quite well with performance in (at least) two types of experiments involving stereoscopic depth perception. One of them involves volumetric depth judgments based on the integration of motion and disparity (van Ee, 2000, submitted); the other one involves perceived 3-D-depth relief under monocular, binocular, and synoptic viewing conditions (Koenderink et al, 1995 *Perception* 24: 115–126).

The results indicate that volumetric depth percepts require a comparison between pooled activities over the crossed and uncrossed disparity ranges. Given that as much as 30% of the population is stereoeanomalous, we propose that, generally, the interpretation of stereoscopic experiments would be more meaningful if observers were characterised with regard to their stereo abilities.

- **Stereocuity thresholds are not symmetrical about the fixation plane in the presence of a reference surface**
  T J Andrews, A Glennerster, A J Parker (Department of Physiology, University of Oxford, Parks Road, Oxford OX1 3PT, UK; fax: +44 1865 272 488; e-mail: tim.andrews@physiol.ox.ac.uk)

With isolated stereo targets, the best depth discrimination is found in the fixation plane [eg Blakemore, 1970 *Journal of Physiology (London)* 111: 399–422].

We measured stereocuity thresholds in the presence and absence of a frontoparallel reference surface to determine whether the plane of maximal stereocuity was altered by the reference surface. Subjects judged the depth of a vertical target line presented above a comparison line in a blank window within a random-dot field. Exposure duration was 150 ms and psychometric functions with different conditions were interaltered to reduce the likelihood of anticipatory vergence movements. Without a reference surface, thresholds rose as the target and comparison were moved away from the horopter. With a reference surface, stereocuity thresholds were (i) lowered by adding the surface at the same depth as the comparison line, and (ii) no longer symmetrical about the fixation plane. Thus, they were consistently lower for pedestal disparities with the same sign as the reference surface. The implication is that the reference surface has influenced the stereoscopic system at a level that is often assumed to be anatomically hard-wired.

- **Modal and amodal surface interpolation**
  B L Anderson, M Singh, R Fleming (Department of Brain and Cognitive Sciences, Massachusetts Institute of Technology, NE20-447, 77 Massachusetts Avenue, Cambridge, MA 02139, USA; fax: +1 67 253 8335; e-mail: bart@psyche.mit.edu)

New phenomena are presented that reveal asymmetries between modal and amodal completion. We show that modally completed surfaces depend critically on the luminance and contrast relationships in the scene, whereas amodally completed surfaces do not. Sinusoidal gratings were viewed stereoscopically through multiple circular apertures on a homogeneously coloured surround, and a relative disparity was introduced between the aperture boundaries and the gratings. When the disparity relationships placed the grating behind the aperture boundaries, and the phases of the gratings were aligned, the gratings appeared as a single interpolated surface. This percept was independent of the luminance of the adjacent surround. But when the disparity relationships were reversed, the grating appeared to split into multiple depth planes, appearing as stripes that completed in front of uniform discs. In contrast to the amodal case, completion was only observed when the luminance of the adjacent surround fell outside the luminance values within the grating. Using a 2AFC procedure, we found that observers were more accurate in discriminating the relative phases of the gratings when completion was observed.

It is argued that the mechanisms underlying modal and amodal completion must differ because of the different constraints imposed by partial occlusion and camouflage.
The reasons for anisotropy in stereoscopic slant contrast
B J Gillam, S G Blackburn, M J Pianta (School of Psychology, University of New South Wales, Sydney, NSW 2052, Australia; fax: +61 2 9385 3641; e-mail: b.gillam@unsw.edu.au)
Van Ee and Erkelens (1996 Vision Research 36 2253–2262) and Pierce et al (1998 Perception 27 87–103) found greater stereo slant contrast for horizontal slant when the inducer is above/below the test surface than when it is left/right. Van Ee and Erkelens attribute this to the different effect contrast has on perceived axes of slant in the two cases. Neither group considers the possibility that the contrast effect has a different basis in the two cases.

We have argued that up/down, but not left/right, inducers enhance slant and contrast by introducing a gradient of shear along the boundary. Van Ee and Erkelens found a contrast effect for overlapping left/right inducers which is consistent with the view that this gradient is the critical feature. We measured slant contrast for up/down and left/right inducer/test arrangements in a variety of configurations including those with the axes of the inducer and test at different depths (ruling out the van Ee–Erkelens explanation). The contrast effect was much greater in the up/down case, regardless of whether one or two flanking surfaces were present. This supports the view that slant enhancement and contrast arise because a second surface provides a gradient of shear along the boundary.

POSTER SESSION 6
ATTENTION, TEXTURE, AND VISUAL SEARCH

Spatiotemporal discrimination thresholds for dynamic random fractal (1/f) textures
D W Cunningham, V A Billock, B H Tsou† (HECV, Logicon Technical Services, PO Box 317258, Dayton, OH 45437-7258, USA; † HECV, United States Air Force Research Laboratory, Building 248, 2255 H Street, Wright Patterson Air Force Base, OH 45433-7022, USA; fax: +49 7071 601 616; e-mail: douglas.cunningham@tuebingen.mpg.de)
Natural scenes are fractal in space (ie they have 1/f spatial frequency spectra) and time (1/f^4 temporal spectra), and can be compellingly mimicked by fractal textures. If dynamic fractal texture statistics are used to describe natural scenes, then data on discriminability of such textures are required.

The smallest detectable change was measured separately for 10 spatial (0.4 to 2.2) and 8 temporal exponents (static, and 0.2 to 1.4) with an adaptive staircase. Computational constraints limited each fractal to 64 frames (~2 s) of 64 x 64 pixel images. Spatial discriminations were easiest when the spatial exponent B was ~1.6 and were similar across all temporal exponents. Temporal discriminations were easiest when the temporal exponent A was ~0.8, and increased in difficulty as the spatial exponent increased.

This similarity in spatial discrimination thresholds for static and dynamic fractals suggests that the spatial and temporal dimensions are independent in dynamic fractals (at least for spatial judgments), as is often assumed. The dependence of temporal judgments on the coarseness of the texture (ie on the spatial exponent) is understandable, as a 1 mm change in position is more noticeable for a 1 mm object than for a 100 m object.

Texture orientation detection: visual field and spatial frequency effects
V Gvozdenović, S Marković (University of Belgrade, Laboratory for Experimental Psychology, Čika Ljubina 18–20, 11000 Belgrade, Yugoslavia; fax: +381 11 630 542; e-mail: vgvozden@f.bg.ac.yu)
The visual field factor is important in a spatial pre-cuing task with discrimination of Landolt squares, broken-line, and Vernier target (Carrasco and Yeshurun, 1999 Vision Research 39 293–306).

In our study, the visual field factor was tested in a texture orientation detection task. Two experiments were conducted. In the first, our subjects were detecting the orientation of horizontal and vertical lines, on five textures with different line density (spatial frequency factor) using 17 positions on the screen (visual field factor). In order to disable rapid eye movements, the visual stimulus was exposed for only 50 ms followed by masking. Subjects used a mouse key to indicate one of the two possible texture orientations (horizontal or vertical). The second experiment was conducted in the same manner as the first, with the exception of the line order which was random in the second experiment.

An ANOVA showed that both visual field and spatial frequency factors were statistically significant. The line order, as a grouping factor, did not reach statistical significance. The spatial frequency was shown to be a statistically significant predictor of RT. In a texture orientation detection task, the spatial frequency was facilitating (ie the higher spatial frequency, the shorter RT).
Inhibition of return and visual masking at invisible objects behind occluders
M-S Kim, D-J Yi (Department of Psychology, Yonsei University, Shinchon-Dong 134, Seoul 120-749, South Korea; fax: +82 2 361 4354; e-mail: kimm@yonsei.ac.kr)

When an object moves behind another object and goes out of sight, we do not think of it as ceasing to exist but as still existing in the visual environment. Such experience suggests that occluded objects might show similar perceptual/attentional effects to visible objects. To explore this possibility, we tested if inhibition of return (IOR) and visual masking can be observed with occluded objects.

In experiment 1, one of two moving objects was cued when they disappeared behind occluders. Then a target appeared at one of four locations (cued/uncued × location/object) when the two moving objects reappeared. IOR was found at the cued object as well as at the cued location, contrary to a previous study (Tipper et al., 1994 Journal of Experimental Psychology: Human Perception and Performance 20 478–499). In experiment 2, a cue and a target appeared when moving objects were occluded. We found IOR again at the cued locations and invisible objects behind occluders. Moreover, visual masking was found at blank locations where objects were covered. These results suggest that occluded objects are represented in a similar way to visible ones and that early visual processing can be influenced by higher visual representations.

Discriminating networks for spatial and selective attention in visual search—A correlational fMRI study
G Mueller-Plath, S Pollmann*, D Y von Crasson* (Institut für Psychologie, Universität Halle, Brandbergweg 23, D 06099 Halle, Germany; † Max Planck Institute of Cognitive Neuroscience, Stephanstrasse 1a, D 04103 Leipzig, Germany; fax: +49 345 552 7302; e-mail: g.mueller-plath@psych.uni-halle.de)

We investigated the interplay of visuospatial and selective attention in visual search. Whereas usually different paradigms are used to localise these functions in the brain, we activated both networks simultaneously and discriminated which area serves which attentional process with a correlational analysis.

With our reaction-time model STRAVIS (Müller-Plath, 1998 Perception 27 Supplement, 36c), a visual search process can be decomposed into distinct subprocesses and described quantitatively by individually estimated parameters. In the present study, we validated the model with an RT experiment. In the following fMRI experiment, we related estimated model parameters to BOLD responses.

We found activations correlating with the parameter ‘attention dwell time’, eg in the right dorsolateral prefrontal cortex (rDPFC), the intraparietal sulcus (IPS), and extrastriate visual areas. We concluded that these areas are involved in selective attention to stimulus features. Activations correlating with ‘movements of attention’ were found also in the rDPFC and the IPS, but in each anterior to the above mentioned areas. These areas may be involved in visuospatial attention. Additionally, in extrastriate visual areas and the IPS we observed lateralisations of activations corresponding to the attentional focus size. This finding may contribute to the discussion on global and local stimulus processing in the two hemispheres.

Quantifying target conspicuity
A Toet, F L Kooi (Vision, TNO Human Factors, Kampweg 5, NL 3769 DE Soesterberg, The Netherlands; fax: +31 34 365 3977; e-mail: toet@tm.tno.nl)

Target conspicuity can operationally be defined as the maximal angular distance between target and eye fixation at which the target can be distinguished. TNO Human Factors recently developed a simple and efficient psychophysical procedure to quantify the visual conspicuity of a target in a complex scene. This method can be used in situ, with full prior knowledge of the target and its location in the scene.

Visual conspicuity and search time were measured for a large number of military vehicles in different rural backgrounds, both for observers viewing the actual scenes (in the field) and for observers viewing slide projections of the same scenes (in the laboratory). The results show a linear relation between the logarithmic values of the conspicuity and the mean search time. Also, target conspicuity measured in the field agrees with measurements done on projections of photographic slides.

The first result means that conspicuity determines (predicts) human visual-search performance in realistic (complex) scenarios. The second result implies that target conspicuity can be determined from photographic reproductions of a scene. Photomulation studies can therefore be used to optimise the conspicuity of a target. Examples are shown of applications of this method to a range of different practical problems.
BINOCULAR AND SPATIAL VISION

- Influence of local orientation distractors on Vernier acuity
  V N Chihman, Y E Shelepina, M V Danilova, V M Bondarko (Sector of Information Technologies, Pavlov Institute of Physiology, Russian Academy of Sciences, nab. Makarova 6, 199034 St Petersburg, Russia; Laboratory for Vision Physiology, Pavlov Institute of Physiology, Russian Academy of Sciences, nab. Makarova 6, 199034 St Petersburg, Russia; fax: +7 812 328 05 01; e-mail: chi@physiology.spb.ru)

In psychophysical experiments we studied how Vernier acuity depends on local distracting lines having different orientations. A Vernier stimulus was formed by two thin (1 min of arc) horizontal lines (10 min of arc long). The two lines were either abutting or had a gap of 2.5 or 5 min of arc. One line served as a referent and was presented alone or in the presence of two symmetrical distracting lines (5 min of arc long). The distracting lines formed an arrow pointing to the middle of the stimulus. The angles changed from 0° (when the distractors were parallel to and separated by 2 min of arc from the line) to 90° in 15° steps. The observers’ task was to indicate the direction of the offset of the test line.

We found that offset discrimination thresholds depend on the orientation of the distractors: the thresholds rose at angles up to 45° (for abutting stimuli) and 60° (for stimuli having 5 min of arc gap) and then returned to the thresholds measured for an isolated stimulus. For the stimulus having 2.5 min of arc gap, the thresholds increased, but did not depend on the orientation of the distractors. The results are discussed in terms of local interactions between the parts of activated visual field.

- Spatial summation of orientation information across gaps: no influence of stereoscopic occlusion cues
  S J Guest, M A Georgeson (School of Psychology, University of Birmingham, Edgbaston, Birmingham B15 2TT, UK; fax: +44 121 414 4897; e-mail: m.a.georgeson@bham.ac.uk)

Orientation discrimination for a patch of grating is greatly improved when there are two separated but collinear patches instead of one (Guest and Georgeson, 1999 Perception 28 Supplement, 101c).

What process links the information from the two patches? Some cells in the visual cortex respond well to a pair of separated, collinear line segments that fall outside the classical receptive field, but only when the gap was filled by a blank region that was stereoscopically nearer than the lines [Sugita, 1999 Nature (London) 401 269–272]. Thus, as early as V1, stereo cues may enable neural responses that correspond to amodal completion of contours. We measured orientation discriminability (d') for pairs of collinear luminance-modulated or contrast-modulated gratings (2 cycles deg⁻¹, 1 deg aperture) shown for 80 ms in a 7 deg field of binary spatial noise. A rectangular strip of noise (1.3 deg high) between the gratings had crossed, zero or uncrossed disparity in different blocks of trials. Across several experiments we found that d' for two gratings was often 2–4 times better than for a single grating, but the stereo depth of the gap region had little or no effect. Thus we found no role for stereoscopic occlusion cues in this form of contour integration.

- Effect of a head-mounted visual frame on the subjective vertical
  F Mars, C Bourdin, J L Vercher (UMR-CNRS Mouvement et Perception, Université de la Méditerranée, 163 avenue de Luminy, F 13288 Marseille, France; fax: +33 4 91 17 22 52; e-mail: mars@laps.univ-mrs.fr)

When instructed to adjust a visual rod surrounded by a tilted frame to the vertical, observers tend to set the rod in an intermediate direction between the gravitational vertical and the axis of the frame (the rod-and-frame illusion). Tilting the head results in larger errors, suggesting increased weighting of the visual reference.

In the present experiment we aimed to investigate the influence of a head-centric visual frame with the use of a head-mounted display. This equipment allowed a strict collinearity between the axis of the head and the vertical symmetry axis of the frame while the subject was performing free head movements. After the head was tilted at given angles, the subject set the rod to the perceived vertical. Subject performance following active or passive head movements, with or without vision of the frame during the movement, was contrasted with the effect of head tilt and visual frame alone. Results are discussed in the conceptual framework of visual, vestibular, and postural integration for spatial orientation.
Plaid motion coherence can be achieved under dichoptic viewing
D Saint-Amour, F Lepore, J P Guilleminot (Département de Psychologie, Université de Montréal, CP 6128, Succursale Centre-Ville, Montréal, Québec H3C 3J7, Canada; Département de Kinaesthesia, Université du Québec, CP 8888, Succursale Centre-Ville, Montréal, Québec H3C 3P8, Canada; fax: +1 514 343 5787; e-mail: stamourd@magellan.umontreal.ca)

Plaid motion coherence was studied with orthogonal spatial-frequency components presented separately to each eye. In order to characterise the limits for binocular fusion, plaid motion coherence was assessed as a function of the difference in spatial frequency between the components. Plaid patterns composed of two square-wave drifting gratings (same contrast, velocity, and phase) were presented dichoptically through LCD shutter glasses. Interocular spatial-frequency differences were introduced by keeping the spatial frequency of one component constant at 5 cycles deg⁻¹, and varying the spatial frequency of the other component in steps of 1/4 octave. The component gratings were oriented +45° and −45° from the horizontal axis so that, when binocular fusion of the two components was achieved, observers perceived horizontal coherent motion.

Results showed that, when both components were of identical spatial frequency, the subjects perceived coherent plaid motion. However, the binocular fusion broke down rapidly as the difference in spatial frequency between the components exceeded 1/4 octave. Overall, these findings suggest that plaid motion coherence can occur from combined inputs from each eye, but that this binocular fusion can tolerate only narrow spatial-frequency differences.

[Supported by FCAR and NSERC]

Neuronal connections within and between cortical areas 17 and 18 of the cat
S N Toporova, S V Alexeenko, F N Makarov (Vision Physiology Laboratory, Pavlov Institute of Physiology, Russian Academy of Sciences, nab. Makarova 6, 199034 St Petersburg, Russia; fax: +7 812 328 0501; e-mail: sveta@va.ur.cn.ru)

We reported previously (Toporova et al, 1999 Perception 28 Supplement, 97d) that areal distributions of the population of cells sending axons to a single cortical column of the same area are orthogonal in areas 17 and 18. We have tried to find out whether these peculiarities of intrinsic connections are reflected in neuronal connections between these areas.

Horseradish peroxidase was microiontophoretically injected into one of these areas and retrogradely labelled cell region in the other area as reconstructed. Areal distribution of labelling (in tangential plane) was elongated in area 17 along the representation of the horizontal meridian of the visual field and in area 18 along the representation of the vertical meridian. Such projection patterns appear to be common throughout the central 10 deg for various elevations (from −40° to 0°) of the visual-field representation in these cortical areas. Thus, spatial arrangements of extrinsic connections (from area 17 to 18 and from area 18 to 17) are orthogonal as well. The following visual information exchange scheme may be suggested. Area 17 may supply area 18 with more detailed information on the horizontal component of the visual image, and the information on the vertical component of the same image may be supplied in the opposite direction.

[Supported by RFBR grant 00-04-49289]

COLOUR AND BRIGHTNESS

Colour constancy redefined and an invariance hypothesis for saturation
S S Bergström, K A Gustafsson, T Jakobsson (Department of Applied Psychology, University of Umeå, S 90187 Umeå, Sweden; fax: +46 90 786 6692; e-mail: sten-sture.bergstrom@apsy.umu.se)

The AMBEGUIAS phenomenon is a reversible 3-D figure (cf the Necker cube), where the two phases appear different even in colour. The chromatic surface colours of phase A disappear in phase B, where the chromatic colours appear as a chromatic illumination and shadow. The shift of the mode of appearance of colour is synchronised with the reversal of the 3-D figure (Jakobsson et al, 1997 Perception 26 531–547; Bergström et al, 1999 Perception 28 Supplement, 65a).

Classical colour constancy is defined as an invariance of perceived surface colour under varying illumination. This seems to be a special case of the mode of appearance of colour: the perceived surface colour is locked to the distal stimulus (veridicality, 'regression to the real object'). As a consequence of the AMBEGUIAS phenomenon, a different definition of colour constancy is proposed, which is totally perceptual (in the subjective domain). The phenomenon is demonstrated and psychophysical measurements of surface and illumination saturations are presented to try to state an invariance hypothesis for these two modes of appearance of colour.
Spectral and thermal properties of visual pigments bear no simple relation
K Donner, P Ala-Laurila*, N Fyhruquist, R Albert*, A Koskelainen* (Department of Biosciences, University of Helsinki, PO Box 17, Arkadiantukatu 7, FIN 00014 Helsinki, Finland; * Laboratory of Biomedical Engineering, Helsinki University of Technology, PO Box 2200, FIN 02015 HUT-Espoo, Finland; fax: +358 9 191 28701; e-mail: kristian.donner@helsinki.fi)

It is generally assumed that the tuning of spectral absorbance by structural factors in the visual-pigment (rhodopsin) molecule is equivalent to tuning the transition energy (E_t) for isomerisation of the chromophore. The assumption that the wavelength of peak absorbance (λ_max) is inversely related to E_t was originally proposed by Barlow [1957 Nature (London) 179 255–256], following a simple physical idea of Stiles. Further, the probability for purely thermal activation of rhodopsin, producing a noise component that must necessarily limit absolute visual sensitivity, would also be inversely related to E_t. Thus a 'red-sensitive' rhodopsin would always be noisier than a 'blue-sensitive' one.

Using microspectrophotometric and electrophysiological measurements from photoreceptor cells, we have studied the relation between λ_max and E_t for several amphibian rod and cone rhodopsins, considering also the apparent rate of thermal activation if available (ie for rod pigments). We find that frog 502-nm rod pigment and 562-nm cone pigment have similar E_t (ca 45.5 kcal mol⁻¹), but 502-nm rod pigments of frog and European toad have significantly different E_t, as is true also of the rod pigments of European toad (E_t ca 49 kcal mol⁻¹) and cone toad (E_t ca 43 kcal mol⁻¹) which have indistinguishable rates of thermal activation.

The effect of SOA on brightness under glare condition
L A Issolio, E M Colombo, J F Barraza (Departamento de Luminotecnia, Luz y Visión, Universidad Nacional de Tucumán, Avenida Independencia 1800, 4000 San Miguel de Tucumán, Argentina; fax: +54 381 436 1936; e-mail: lissolio@herrera.unt.edu.ar)

Previous studies have shown the effect of brief exposures to glare on brightness, related to scotopic – mesopic range of adaptation (Colombo et al, 1999 SPIE 3749 504 – 505). The perceived brightness is reduced when a test patch is presented under glare condition. In this work, we measured the effect of SOA on brightness for several glare intensities.

Subjects had to compare brightness of two uniform luminance fields sequentially displayed, one of which was presented under a glare condition produced by shining a bright light on the eyes. The observer reported which field was brighter with respect to another. A forced-choice paradigm with the method of constant stimuli was adopted to determine the luminance corresponding to the perceptual matching luminance. The experiment was carried out for values of SOA between 0 and 500 ms and glare intensities of 15, 30, and 60 lx measured at a point between the two pupil centres.

Results show that the effect of transient glare on the matching luminance is less as SOA increases, suggesting that the time course of rapid events of adaptation affects the evaluation of brightness.

Colour perception deficiency in demyelinating processes of visual system
R Lukauskienė, K Gurevicius*, V Viliunas* (Neurosurgical Department, Kaunas Medical University Clinic, Eiveniu 2, LT 3007 Kaunas, Lithuania; * Department of Psychology, Vilnius University, Saulėtekio 9, LT 2054 Vilnius, Lithuania; fax: +370 7 798 585; e-mail: lukarita@tukas.lt)

Menage stated that Farnsworth–Munsell 100 data for demyelinating optic neuritis revealed abnormality in the blue – yellow axis [Menage, 1993 British Journal Ophthalmology 77(2) 68 – 74].

Forty-eight subjects with optic neuritis were tested with computerised Farnsworth–Munsell test. The zones of colour confusion and degrees of colour discrimination were measured. Contrast sensitivity testing and ophthalmological examination were also performed. Colour deficiency was identified by bipolarity and clustering of maximum errors in two regions which were nearly opposite. The regions in which the errors were made were used to identify the type of colour deficiency.

The patients were divided into three classes according to the number of mistakes they made: normal—between 20 and 100 mistakes (20.1%); average—more than 100 mistakes (57.2%); and poor—more than 300 mistakes (22.7%). Colour deficiency for red was 46.2%, deficiency for blue 38.5%, and for green 11.5% of cases. It is concluded that demyelinating processes revealed abnormalities in the perception of red and blue colours when the visual acuity and contrast sensitivity remained unchanged.
**Effects of \(+G_z\) on colour vision**

D L Post, T L Chelette, R A Alnutt (Visual Display Systems Branch, Air Force Research Laboratory, AFRL HECV 2255 H Street, Room 300, Wright–Patterson Air Force Base, OH 45433-7022, USA; Acceleration Effects and Escape Branch, Air Force Research Laboratory, AFRL HEPA, 2800 Q Street Room 206, Wright–Patterson Air Force Base, OH 45433-7022, USA; Experimental Safety Office, Air Force Research Laboratory, AFRL HEH, 2245 Monahan Way, Wright-Patterson Air Force Base, OH 45433-7022, USA; fax: +1 937 255 8366; e-mail: david.post@wpafb.af.mil)

The US Air Force is developing colour helmet-mounted displays and night-vision goggles for use in tactical aircraft. One of the main purposes of this development is to provide colour-coded weapons-targeting information, which must remain intact perceptually if it is to serve its intended purpose during the high-\(G\) turns that are often required during combat. Surprisingly, there seems to be essentially no scientific literature documenting the effects of \(G\)-forces on colour vision.

Recent research at the Air Force Research Laboratory, however, has shown that colour perception is altered when human observers are subjected to high \(+G_z\). Specifically, colour stimuli become desaturated and their hues may shift as \(+G_z\) increases; furthermore, colour vision is lost altogether at \(+G_z\) levels near the observer’s gray-out point. Results from psychophysical investigations of the effects of luminance contrast and saturation on colour perception under \(+G_z\) are presented, and experiments are described that more realistically simulate tasks requiring accurate colour perception that might be performed by pilots. These results hold the important promise that display-design guidelines can be developed that will ensure sufficiently accurate colour perception at \(+G_z\) levels up to the point at which all vision is lost.

**EYE MOVEMENTS**

**Incidence rates of eye dominance in various fields of professional activity**

B E Arnold-Schulz-Gahmen, W H Ehrenstein, A Siefer (Institut für Arbeitsphysiologie, University of Dortmund, Ardeystrasse 67, D 44139 Dortmund, Germany; fax: +49 231 1084 403; e-mail: arnold@arb-phys.uni-dortmund.de)

Eye dominance was investigated in 251 surgeons (urology), 144 musicians, 57 Alpine skiers (German National Team), and in 53 handball or basketball players. Together with handedness, it was assessed in each subject by a German adaptation of Coren’s questionnaire (Coren, 1993 Bulletin of the Psychonomic Society 31 1–3) and by Walls’ pointing test (Walls, 1951 Archives of Ophthalmology 45 387–412). The resulting incidence rates were compared with those of a representative reference sample of 3372 unselected persons.

While surgeons and Alpine skiers did not differ in their incidence rates from the reference sample (20%), significantly higher rates for left-side eye dominance were found in musicians and ball players (30% and 36%). No differences in handedness were found. Eye dominance assessed by the questionnaire did not always conform with that found experimentally, revealing a right-side bias (dependent on handedness) for the questionnaire data.

The results suggest that different fields of professional activity and their respective differential requirements of sensory–motor skills (which need to be further investigated and identified) favour persons with left-side or right-side eye dominance.

**Isoluminance makes saccade programming more difficult**

A W Hendriks, M J H Puts (Nijmegen Institute for Cognition and Information, University of Nijmegen, PO Box 9104, NL 6500 HE Nijmegen, The Netherlands; fax: +31 24 361 6066; e-mail: hendriks@nici.kun.nl)

Although many recent studies have been devoted to the magnocellular part of the visual system, the role of magnocells in programming eye movements is still largely unknown.

In an explorative experiment under isoluminous and nonisoluminous conditions, subjects were asked to do a speeded task that required making accurate saccades only. During each trial, four horizontal lines were presented that crossed each other at various locations. The lines were approximately equal in length and ended at the right in the numbers 1, 2, 3, and 4. The subject was asked to follow the line marked by an arrow from left to right in order to arrive at the correct number. Subjects needed approximately 500 ms longer to respond when the lines were presented isoluminously than when they were nonisoluminous (response times were between 2 s and 3 s for most subjects). There were no differences between conditions in the number of errors. To perform the task, subjects only needed to program their saccades accurately.

The considerably longer time needed for tracking the line under isoluminance suggests that magnocellular input is important for programming saccades. Whether the absence of luminance contrast increases the number of saccades or the fixation durations is currently under investigation.
Evidence for a psychological refractory period in a visual–auditory countermanding task
J Oezyrut, H Colonius (Institut für Kognitionsforschung, Universität Oldenburg, Ammerlaender Heerstrasse, D 26111 Oldenburg, Germany; e-mail: oezyrut@psychologie.uni-oldenburg.de)

In the countermanding paradigm, the primary task for subjects is to perform succediac eye movements toward eccentric targets (go-task) but to inhibit their reaction whenever a stop-signal is presented with one of several delays after target presentation (stop-task). A widely accepted assumption, formalized in an influential model (Logan and Cowan, 1984 Psychological Review 91 295–327) holds that internal inhibitory and reaction processes are largely independent. Whereas most experimental data are consistent with this assumption, one of the findings indicating a violation is that of unexpected long reaction times for short-delay conditions. This finding is usually ignored, as only few reactions occur for such delays.

To study the effects of auditory stop-signals presented shortly after a visual go-stimulus subjects were required to react at a speed level determined in a previously run experiment without stop-signals. With these rapid reactions, enough responses could be collected for the short-delay conditions. We found significantly delayed responses for the short-delay conditions, decreasing with increasing stop-signal delay. This is interpreted as a psychological refractory effect in terms of an enlarged stop-signal processing time, enabling relatively long reactions to escape inhibition. Altogether, the results suggest a serious violation of the independence assumption of the Logan–Cowan model.

LEARNING, MEMORY, AND DEVELOPMENT

Visual motion processing deficits in dyslexia
S Amitay, M Ahissar§ (Interdisciplinary Center for Neural Computation, The Hebrew University of Jerusalem, Givat Ram, IL 91904 Jerusalem, Israel; § Department of Psychology, The Hebrew University of Jerusalem, Mount Scopus, IL 91905 Jerusalem, Israel; e-mail: sygal@music.md.huji.ac.il)

Recent findings indicate that motion processing is impaired in a large proportion of poor readers. These results have been interpreted as reflecting a magnocellular deficit in dyslexia.

In this study, we tested adult dyslexic and control subjects on a variety of visual-motion tasks, asking: (a) whether difficulties occur in all motion-processing tasks; and (b) whether the difficulties are consistent across tasks. The minimal interval required to detect direction of apparent motion of a single dot moving horizontally between the right and left visual fields was significantly longer in dyslexics. In a coherent-motion task, a significant group difference was found when the adaptive variable was presentation time, but not when the adaptive variable was coherence. Motion detection posed difficulties for about 50% of the dyslexics tested (at least when the adaptive parameter was stimulus duration). Motion detection measures were only moderately correlated with another and with reading, and only marginally correlated with contrast sensitivity in the range governed by the magnocellular system.

We conclude that associating difficulties in motion detection, contrast detection, and reading with a single magnocellular deficit is questionable.

Face-specific processes during visual discrimination learning in monkeys with bilateral cortex lesions
K N Dudkin, I V Chueva, F N Makarov (Pavlov Institute of Physiology, Russian Academy of Sciences, nab. Makarova 6, 199034 St Petersburg, Russia; fax: +7 812 328 0501; e-mail: dudkin@pavlov.infran.ru)

To identify a possible cortical mechanism in rhesus monkeys intended for face recognition, we studied the characteristics of learning processes involving visual discrimination of stimuli with different animal body parts and faces, as well as with various spatial relationships between these body parts. The prefrontal cortex sulcus principalis was removed bilaterally in animals of one group, and the parietal cortex 7 area was removed bilaterally in monkeys of another group. The remaining animals served as unoperated controls.

Monkeys' decisions and motor reaction times were recorded. Bilateral extirpation of sulcus principalis did not influence learning characteristics for different animal faces, nor for various spatial relationship between these body parts. After bilateral lesions of the parietal cortex 7 area, these learning characteristics for different animal body parts also were not changed; however, learning to discriminate different spatial relationships between animal faces and body parts was dramatically impaired.

From the above results and the learning deficit shown recently after the bilateral lesions of sulcus principalis for visual discrimination learning of nonface objects and their spatial relationships (Chueva et al 1999 Perception 28 Supplement, 92a), we suggest the existence of a special mechanism of face recognition separate from nonface object-recognition structures.

[Supported by the Russian Foundation for Basic Research, grant 99-04-49645.]
Colour and luminance interference effects on object and location recognition
A Postma, R P C Kessels, E H F de Haan, F E F Mevissen (Psychological Laboratory, Helmholtz Institute, University of Utrecht, Heidelberglaan 2, NL 3584 CC Utrecht, The Netherlands; fax: +31 30 253 4511; e-mail: a.postma@fss.uu.nl)

There is substantial evidence for separate cerebral processing of visuospatial information and visual recognition. In this experiment we were interested in the relative contributions of the P channel and the M channel to these different processes.

We studied interference effects of colour or luminance peripheral flicker (in order to saturate either the parvocellular or the magnocellular stream) on object-identity and spatial-location memory. The results showed that colour flicker interfered with object-identity recognition, whereas luminance flicker affected memory for spatial location. Moreover, it was found that overall performance was worse if coloured compared to grey-scaled objects were used in the stimulus display. There was no selective effect of colour flicker affecting coloured objects and achromatic flicker affecting achromatic objects. These results provide strong evidence for the theoretical position that the ‘what’ pathway relies heavily on information derived from the P stream and the ‘where’ pathway on that derived from the M stream.

New research is currently being conducted on the stage during which interference is effective (during presentation or during a subsequent delay) and on the critical flicker frequencies.

MOTION PERCEPTION AND OPTIC FLOW

Time course of the lower threshold of motion during rapid events of adaptation
E M Colombo, J F Barraza (Departamento de Luminotecnia, Luz y Visión, Universidad Nacional de Tucumán, Avenida Independencia 1800, 4000 Tucumán, Argentina; fax: +54 381 436 1956; e-mail: ecolombo@herrera.unt.edu.ar)

To examine how the time course of rapid events of adaptation affects motion vision, we measured the lower threshold of motion (LTM) for temporally windowed sine gratings (300 ms stimulus duration) in the presence of steady and transient glare caused by shining a bright light on the eyes. Glare and stimulus were presented separated in time by a variable interval (SOA: 50–450 ms). We adopted a 2AFC paradigm using the constant-stimuli method for LTM measurements. We found that transient LTM (LTMT) is greater than steady LTM (LTMS) and follows the typical Crawford’s time course of adaptation (Crawford, 1947 Proceedings of the Royal Society of London, Series B 134 283–302).

We hypothesised that the increment of LTM is caused by: (i) a reduction of the effective stimulus duration due to the sudden onset of glare, and (ii) an increment of the minimum displacement due to the increase in the contrast threshold for displacing gratings, according to the proposal of Nakayama and Silverman (1985 Journal of the Optical Society of America A 2 267–274). In order to check these hypotheses, we measured LTM using an additional stimulus duration (500 ms). Results show that the LTMT/LTMS ratio is similar for both stimulus durations which strengthens the hypothesis of increasing contrast threshold.

Spatial displacement limits for stereoscopic and luminance apparent motion with random patterns
H Ito (Department of Visual Communication Design, Kyushu Institute of Design, 4-9-1, Shiobara, Minami-ku, Fukuoka-shi, 815-8540, Japan; fax: +81 92 553 4496; e-mail: ito@kyushu-id.ac.jp)

Spatial displacement limits in stereoscopic (cyclopean) apparent motion were measured from random-depth patterns consisting of rectangular elements of various sizes, and then compared with those in luminance-defined apparent motion. The stereoscopic random patterns consisted of rectangular elements, each of which had an alternative depth position (near or far), while the luminance-defined patterns consisted of elements each of which had an alternative luminance (bright or dark). The first frame pattern was presented for 182 ms and, then, the second frame pattern that was displaced to the right or to the left was presented without ISI. The subjects' task was 2AFC of the perceived motion direction of the sequentially presented random patterns.

The result was that $D_{max}$ (75% correct responses) with stereoscopic patterns became larger in proportion to increases in the size of the elements. The $D_{max}$ values were consistent with those measured from luminance-defined patterns with the same element sizes. This result suggests that the strategy for the discrimination of motion direction of random patterns is the same in both stereoscopic and luminance-defined apparent motion.
• Whether target speed influences a hitting movement from the start depends on the target velocity

M H E de Lussanet, J B J Sneets, E Brenner (Department of Physiology, Erasmus University of Rotterdam, PO Box 1738, NL 3000 DR Rotterdam, The Netherlands; fax: +31 10 408 9457; e-mail: delussanet@fys.leg.cur.nl)

When executing a fast hit, the hand starts to move about 250 ms after the target appears. The position of the target at the reaction time (RT) influences the subject’s initial movement direction. A change in the target position takes less time to influence the hand movement than does a change in the target speed (110 ms vs 200 ms).

In the present study, we asked whether the target speed also influences the initial movement direction. Subjects had to hit targets moving at different speeds. Targets were matched to have the same position at RT despite moving at different speeds. Movements towards targets of low and intermediate speed differed in starting direction, implying that velocity information was used for deciding where to aim. On the other hand, movements towards targets of intermediate and high speed started in the same direction, implying that the speed was not used for deciding where to aim. This seems counterintuitive, considering that faster movement is detected more quickly.

• An oblique viewpoint improves wayfinding performance, but not cognitive-map acquisition

M Ohmi (MATTO Laboratories, Kanazawa Institute of Technology, 3-1 Yakkahoko, Matto 924-0838, Japan; fax: +81 76 274 8251; e-mail: ohmi@mattoab.kanazawa-it.ac.jp)

Although it has been believed that for successful navigation in real-world environment a cognitive map, namely allocentric representation of an environment, should be learned, it is not clear what information is indispensable for the acquisition of a cognitive map.

Here, a study is reported of the effects of different viewpoints, an oblique viewpoint with semi-bird’s eye view and frontal viewpoint, on cognitive-map learning. Landmarks were presented randomly at intersections of streets in a virtual maze with a hexagonal layout. Observers were instructed to find a way to reach designated landmarks consecutively. Although many landmarks were visible from the oblique viewpoint, only one landmark was visible from the frontal viewpoint. The results showed that time spent on wayfinding was significantly shorter under the oblique-viewing condition. On the other hand, there was a statistically significant improvement of the quality of the acquired cognitive map under the frontal viewing condition. This trend was heightened for larger size of virtual maze.

These results suggest that presenting an oblique viewpoint, which has become so popular in in-vehicle route-guidance systems, does not necessary improve acquisition of a cognitive map even though it facilitates wayfinding performance.

• False depth and motion in Hughes’s reverspectives: the role of pictorial cues

T V Papathomas (Laboratory of Vision Research and Department of Biomedical Engineering, Rutgers University, Psychology Building, Busch Campus, Piscataway, NJ 08854, USA; fax: +1 732 445 6715; e-mail: papathom@ecn.rutgers.edu)

In Patrick Hughes’s sculptured paintings (‘reverspectives’), pictorial cues compete with the actual depth configuration. Because of this, reverspectives appear in reverse depth, and turn vividly as viewers move in front of them. To isolate the role of pictorial cues in eliciting these false percepts, I compared results obtained with a fully painted reverspective to those obtained with two versions of the same sculptured surface: one containing only perspective edges, and one that was unpainted.

Observers retreated from or approached the art piece, and reported the critical distance D at which the depth percept switched from veridical to reverse, or vice versa, respectively. Both monocular and binocular viewing was tried. The role of perspective cues was significant; the false percept was not obtained at all for the unpainted version by some observers, but always obtained for the other two versions. A strong hysteresis effect was obtained across conditions: D was significantly larger when retreating from than when approaching the surface. D was reduced significantly with practice, indicating learning effects.

A model that accounts for the false motion of reverspectives as a consequence of the false depth percept is presented. The model can also explain false motion in the hollow-mask illusion and in stereograms.

• An illusion of relative motion dependent upon figure–ground segregation

L Spillmann, B Pinn‡ (Brain Research Unit, Hansastrasse 9a, D 79104 Freiburg, Germany; ‡Department of Human Sciences and Antiquities, University of Sassari, Piazza Conte di Cavana 8, I 07100 Sassari, Italy; fax: +49 761 203 9500; e-mail: spillman@uni-freiburg.de)

In the Ouchi illusion, two regions spatially in register and of the same depth appear to move relative to each other with one region (disk) floating behind the other (ring). Although the illusion is well documented, the underlying mechanisms are not well understood.
We examined the role of figure–ground segregation in Ouchi-type motion. A central array of solid black circles is presented within a larger surround of empty circles, the two regions being separated by a square frame. Under these conditions, the central array is perceived as lying behind the surround. If the stimulus is moved, subjects report floating motion of the central region. When the polarity of the circles is reversed, the central array is now seen floating not behind, but in front of the surround. We manipulated the strength of figure–ground segregation by varying the shape, orientation, and colour of the elements, as well as the distinctness of the frame. Ouchi-type floating motion increased with increasing figure–ground segregation, suggesting that the two are intimately related.

The results may be explained by a competitive network of spatially overlapping ON and OFF receptive fields responding to different stimulus properties and interacting to produce an unstable representation of element position.

**NATURAL IMAGES, BIOLOGICAL MOTION, AND FACES**

- **Spiral pattern as an attractor of human visual attention**
  T. Bando (Department of Knowledge Engineering and Computer Sciences, Doshisha University, Tatara, Miyakodani 1-3, Kyotanabe 610-0321, Japan; fax: +81 77 465 6801; e-mail: tbando@mail.doshisha.ac.jp)
  In designs of various cultures and periods we can find many spiral patterns that remind us of patterns in nature. It seems that the reason why there are so many spiral patterns in our designs is that spiral patterns catch human attention. In order to confirm this experimentally and to analyse how these patterns lead our attention, eye movements were recorded with an eye camera under apposition of a spiral pattern and a non-spiral control pattern. Texture spiral patterns made from natural textures by image processing were used, and illusory spiral patterns as well as typical geometric spiral patterns.
  Duration of fixation on the two patterns and first fixation point indicate that the spiral pattern attracts our attention. In the case of apposition of a texture spiral pattern and its original texture, the texture spiral pattern attracted fixation significantly more than the original texture with few exceptions. Illusory spiral patterns that are not spiral at all also attracted fixation significantly more than corresponding very similar concentric circles that do not induce an illusion of a spiral. These results suggest that the spiral or spiral-like patterns that we find in nature as patterns of animals, plants, and water attract our attention.

- **Spatial inference in scene perception for 3-D scenes**
  H. Intraba (Department of Psychology, University of Delaware, Newark, DE 19716, USA; fax: +1 302 831 3645; e-mail: intraba@udel.edu)
  Physiological constraints prevent viewers from seeing an entire surrounding scene at once. Successive views are the input. How does the visual system integrate these views to yield perception of a stable, continuous world?
  One possibility is that visuospatial expectancies guide and facilitate integration. Indeed, when remembering a photograph of a natural scene, viewers remember having seen the area that existed just outside the picture's boundaries (Intraba and Richardson, 1989 *Journal of Experimental Psychology: Learning, Memory, and Cognition* 5 179–187). This spatial extrapolation appears to be rapid and automatic. Is it limited to pictures or does it occur in perception of real scenes? Is there an analogue in touch perception?
  Subjects viewed or touched (while blindfolded) 6–7 common scenes for 30 s each. Shortly thereafter, subjects adjusted scene boundaries to their remembered location (recall or recognition). In all conditions, subjects remembered exploring a greater expanse of the scene than they actually had. Vision subjects remembered seeing 29–79% more area and touch subjects remembered having felt 11%–29% more area. Mental extrapolation of spatial expanse appears to be inherent in memory for scenes regardless of whether the primary modality is vision or touch. Implications for scene perception and cross-modal representation are discussed.
  [Supported by grant NIH R01MH54688]

- **Movement duration influences judgments of affect for point-light displays of simple arm movements**
  H. M. Paterson, F. E. Pollick, A. M. B. Walker (Department of Psychology, University of Glasgow, 58 Hillhead Street, Glasgow G12 8QQ, UK; fax: +44 141 330 3987; e-mail: Helena@psy.gla.ac.uk)
  Although human observers appear able to discriminate between different styles of movement, the physical properties on which such discriminations are based are not well known. We examined the role of velocity (as mediated through movement duration) in the categorisation of affective biological-motion displays.
A three-dimensional position analysis system was used to record the arm movements of actors as they expressed different affects in their actions. In the data, the sad movements had a longer duration than the angry movements, and from these original movement data new movements of different duration, but identical spatial displacement, were created with an interpolation algorithm. This technique yielded re-sampled stimuli with movement durations ranging from the original angry duration to the original sad duration for each affect. Observers viewed the movements as point light displays. Their task was to rate the movements on a 100 mm scale from sad to angry.

Results of the rating task showed that, when sad movements were played at a shorter duration, the ratings of sadness decreased relative to the original sad movement. In a similar fashion, when the angry movements were played at a longer duration, the anger ratings decreased relative to the original angry movement.

- **The role of attention in the processing of biological motion**

  1 M Thornton, P Cavanagh, A T Labianca (Max Planck Institute for Biological Cybernetics, Spemannstrasse 38, D 72076 Tübingen, Germany; Vision Sciences Laboratory, Department of Psychology, Harvard University, 33 Kirkland Street, Cambridge, MA 02138, USA; fax: +49 7071 601 616; e-mail: ian.thornton@tuebingen.mpg.de)

  Previous studies have shown that some forms of biological-motion displays—specifically those in which bottom-up integration is possible—can be processed very effectively when attention is allocated to a demanding secondary task (Thornton et al, 1998 Perception Supplement, 68b; Thornton et al, 1999 Perception Supplement, 35c).

  Here we further explore the role of attention in biological-motion processing using visual search and flanker interference paradigms. Even in the absence of masking elements, detection of a target walker amongst distractor walkers (set size ranged between 1 and 4 walkers) was always slow and effortful, requiring approximately 116 ms per item when the target was defined in terms of direction of locomotion (left-facing walker amongst right-facing walkers or vice versa), and close to 200 ms per item when the nature of target motion was varied (phase-scrambled versus phase-normal walkers).

  These findings suggest that the individuation of walking figures in these displays requires attention. We are currently using a concurrent flanker task to explore whether this reallocation of attention is a controlled or automatic process.

**SHAPE**

- **The influence of environmental cues on pictorial relief**

  A van Doorn, J J Koenderink (Department of Industrial Design Engineering, Delft University of Technology, Jaffalaan 9, NL BX 2628 Delft, The Netherlands; Fakulteit Natuur- en Sterrenkunde, Universiteit Utrecht, Postbus 80000, NL 3508 TA Utrecht, The Netherlands; fax: +31 15 278 4956; e-mail: a.j.Koenderink-vanDoorn@io.tudelft.nl)

  In pictorial perception, strict shape constancy does not hold. It has been shown that pictorial relief is subject-dependent and that it is highly influenced by the viewing conditions, the task, or the rendering.

  In this study, the effects of background and frame on pictorial relief were investigated. The relation between background and object in the picture was manipulated by changing the luminance conditions of each of them. In this way, contrast and contour visibility of the object were varied in a systematic way. The relation between frame and object in the picture was manipulated by systematically changing form, size, and contrast of the frames surrounding the pictures. Pictorial relief was quantified via a probe for surface attitude: a gauge figure had to be adjusted such that it appeared as a circle painted upon the surface of the object. In this way, slant and tilt values were sampled at many locations. The stimuli were scanned (gray-scale) photographs of mannequins used for shop windows and (gray-scale) photographs of triaxial ellipsoids finished matte-white and approximating Lambertian diffuse reflection.

  We find that the presence of a frame tends to flatten pictorial relief in a systematic fashion. The background is also of influence.

- **Visual form perceived purely on temporal features**

  F Kandil, M Fahle (Institute of Human Neurobiology, University of Bremen, Argonnenstrasse 3, D 28211 Bremen, Germany; fax: +49 421 218 9525; e-mail: kandil@uni-bremen.de)

  Within the last decade, several groups have addressed the question whether one can perceive a visual form created solely from temporal structure. However, positive results have usually turned out to be explainable by means of ‘classical’ cues like brightness or motion. By thorough analysis of the criticisms we created a design that avoids these artifacts.
Subjects looked at a screen filled by 20 × 20 randomly oriented colons which flipped to their orthogonal orientation once within every cycle. Those constituting the background flipped in phase whereas those within the target area flipped in counter-phase. Subjects had to report at which of four sites the target had been shown. We (a) systematically increased the temporal frequency from 8 Hz to 32 Hz (and thus reduced the delay from 60 to 15 ms) and (b) decreased target size from 6 × 6 to 2 × 2 colons.

Results indicate great inter-individual variance but show uniformly (a) that performance decreases with increasing frequency (from nearly 100% at 8 Hz to chance level at around 30 Hz) and (b) that smaller stimuli cannot be seen as reliably as bigger ones. Thus, the visual system is actually able to group elements to a figure by temporal structure, though this process appears to be limited to delays of more than 15 ms.

- **Object recognition in the mental rotation of line-drawn and dot-defined objects**
  M Nakayama, G W Mather* (The Center for Research and Development of Educational Technology, Tokyo Institute of Technology, 2-12-1, O-okayama, Meguro-ku, Tokyo 152-8552, Japan; † Department of Experimental Psychology, University of Sussex, Falmer, Brighton BN1 9QG, UK; fax: +81 3 5734 2994; e-mail: nakayama@cradle.iittech.ac.jp)
  We examined whether mental-rotation performance is preserved with dot-defined objects, represented only by isolated points at the vertices of cubes, either with or without stereo information and with or without opacity information (Nakayama and Mather, 1998 *Perception* 27 Supplement, 122a). Experiments were conducted to examine whether identification could be achieved when pairs of line-drawn and dot-defined objects are presented in our previous experimental design.
  In the first experiment, both objects were presented with or without stereo cues. All percentages of correct responses except one were significantly higher than chance. Reaction time (RT) increased with angular difference for most presentations, as in previous experiments. The exception was 2-D presentation of depth rotations. Here responses were at chance, and RT did not rise monotonically. Most subjects suggested that some vertex points looked both in near and far positions. In the second experiment, one object was presented with stereo and the other was presented without stereo. RTs for all presentations increased with angular difference because depth cues were given by either object. There was no difference in RTs between depth and picture-plane rotations in most conditions.
  The results from both experiments provide evidence that line-drawn and dot-defined objects share a common underlying representation.

- **Closure under equiluminance: a comparison between two-tone and equiluminous coloured Mooney faces**
  M J E van Zandvoort, M J H Putse, C C M de Weert†, E H F de Haan
  (Psychological Laboratory and Helmholtz Institute, University of Utrecht, Heidelberglaan 2, NL 3584 CS Utrecht, The Netherlands; † Nijmegen Institute for Cognition and Information, University of Nijmegen, PO Box 9104, NL 6500 HE Nijmegen, The Netherlands; fax: +31 30 253 4511; e-mail: m.vanzandvoort@ fiss.uu.nl)
  Closure is described by the Gestalt law as contours that form a closed region tending to be attracted to each other and forming a figure. To what extent closure is dependent on luminance is to be questioned.
  Closure can be assessed by the Mooney-faces test in which a face becomes a two-tone perceptual puzzle that has to be solved by closure; accuracy of the perceptual Gestalt is tested by judging the gender and age. We created 200 two-tone Mooney-like faces in which the exchange of black and white parts (positive versus negative) made judgments still possible. This set of faces was used in two conditions. In the first, chromatic, condition, the faces were orange/green and yellow/green and were presented at five different luminance contrasts (−10%, −5%, 0%, 5%, and 10%). In the second, achromatic, condition, the normal black-and-white faces were presented in the same polarity of luminance-contrast. The judgment of the subjects in the two conditions were evaluated for their consistency.
  The results show that subjects are less consistent in judging age and gender when the luminance contrast between the two colours decreases. This study shows that at equiluminance the judgment based on closure was clearly less consistent.

**SPATIAL FREQUENCY AND CONTRAST**

- **Different contrast response functions underlying contrast adaptation and the tilt aftereffect**
  M A Georgeson (School of Psychology, University of Birmingham, Edgbaston, Birmingham B15 2TT, UK; fax: +44 121 414 4897; e-mail: m.a.georgeson@bham.ac.uk)
  What can we learn from aftereffects about the selectivity, contrast response, and adaptive properties of visual coding mechanisms?
I modelled the tilt aftereffect (TAE) by assuming that the response of each orientation-selective neuron is represented by a contrast-gain-control equation in which the divisive term contains a pattern-selective effect of adapting contrast and a nonselective effect of test contrast. Encoded orientation was the vector sum of responses across cells. The TAE was measured by a nulling method for gratings of 2 cycles deg⁻¹, with adapting and test contrasts from 4% to 64%. The TAE peaked around ±2° adapting orientation and grew almost linearly with log adapt: test contrast ratio. Data were well fit (r = 0.97) by the model with Gaussian orientation tuning of each unit (σ = 7.2°) but only when the response was compressive over the whole contrast range. This is very different from the accelerating response at low contrasts that is required to model contrast discrimination and the loss of perceived contrast after adaptation, and is shown by V1 cells. Thus the TAE may reflect a later, more contrast-invariant stage whose role is orientation coding, not contrast coding. The finding of substantial TAE transfer between first-order and second-order gratings further supports this view.

- Does spatial-frequency or contrast uncertainty influence reaction time?
  D Mitov, C Totev (Visual Information Processing, Institute of Physiology, Bulgarian Academy of Sciences, Acad. G Bonchev Street, bl. 23, BG 1113 Sofia, Bulgaria; fax: +359 2 719 109; e-mail: mitov@iph.bio.bas.bg)
  Reaction time (RT) is often measured in mixed blocks with randomly varying spatial frequency and contrast, ie under conditions of uncertainty. The effect of uncertainty on RT was studied with the use of two gratings with different spatial frequencies or contrasts.
  We found that spatial-frequency uncertainty increased RT and its standard deviation when: (i) spatial frequencies of the two stimuli were within two different ranges, below 3–4 cycles deg⁻¹ for one of the gratings and above this critical value for the other grating; (ii) stimulus contrast was low. When spatial frequencies of both gratings were within the same range, or the contrast was higher, no effect of spatial-frequency uncertainty on RT was observed. It was also found that contrast uncertainty increased RT for higher spatial frequencies only and at low contrast of one of the gratings. The results support our previous suggestion that RT is determined by two mechanisms (transient and sustained) at a near-threshold contrast, and by one (transient) mechanism at a higher contrast.
  [Supported by the NSF, Bulgaria, Contract L809/98.]

VISUAL IMPAIRMENT

- The role of visual experience in early motor development
  I V Blinnikova (Laboratory of Cognitive Processes, Institute of Psychology, Russian Academy of Sciences, Yaroslavskaya 13, 129366 Moscow, Russia; e-mail: blinnikova@psychol.ras.ru)
  The motor development of infants aged from 4 to 18 months with heavy visual deprivation was studied by observation and testing. The subjects were 17 infants with diagnosed retinopathy of prematurity (ROP), optic nerve hypoplasia, and retinal disorders other than ROP; their visual acuity ranged from 0 to 0.2.
  Their results were compared with two control samples of full-term and premature infants with normal vision. It was found that visually impaired infants were less successful in performing tasks that required auditory-motor integration, and also in self-initiated movements. The differences between infants with normal and poor vision in these cases were highly significant. At the same time, tests on maintaining balance revealed no differences between the groups. The same results were obtained when the movements were stimulated by tactile touching or took place within own body dimensions.
  All this leads to the conclusion that visual afferentation provides necessary support to the development of auditory-motor coordination and stimulates external motor activity. Without visual experience the early motor development relies mostly on tactile and kinesthetic stimulation with the infant's body scheme as the integration factor.
  [Supported by Russian Foundation for Humanitarian Research, grant N98-06-08123.]

- Natural variation in both position coding and visual attention affects visual word recognition
  R E Lavis, C T Cooper, P L Cornelissen (Department of Psychology, University of Newcastle, Ridley Building, Newcastle upon Tyne NE1 7RU, UK; fax: +44 191 222 5622; e-mail: ruth.lavis@ncl.ac.uk)
  Letter-position coding is known to be important in text processing, and may be impaired in those with reading disability. We have studied the natural variability in, and possible relation between, relative-position coding (for non-word stimuli) and visual word recognition.
  An unselected sample of fifty adults performed a series of tasks, including measurement of attentional dwell time, visual word recognition (assessed by a lexical decision task), coherent-motion
detection, colour detection, and relative-position coding. We measured the latter with a paradigm based on the lexical decision task, but which required the subject to process the relative order of a string of novel symbols.

Controlling for age, IQ, and reading ability, we found that accurate visual word recognition was best predicted by independent contributions from both the attentional-dwell-time and position-coding tasks. Previous findings were also replicated with regard to coherent-motion detection and lexical decision (Cornelissen et al, 1998 Vision Research 38 2181 – 2191). Subjects’ performance in colour detection was uncorrelated with their performance in the attention, motion, and position tasks. Since many developmental dyslexics exhibit poor performance on dynamic visual tasks, these findings may have implications for whether reading difficulties can be caused by visual-system impairment.

- Visuospatial attention influences residual vision of patients with brain lesions and near-threshold vision of healthy subjects
  D A Poggel, E Kaufm, E M Müller-Oehring, H Strasburger\textsuperscript{f}, B A Sabel (Institut für Medizinische Psychologie, Universität Magdeburg, Leipzigerstrasse 44, D 39120 Magdeburg, Germany; \textsuperscript{f}Institut für Psychologie, Universität Magdeburg, Universitätsplatz 1, D 39106 Magdeburg, Germany; fax: +49 391 611 7103; e-mail: dorothe.poggel@medizin.uni-magdeburg.de)

We applied high-resolution suprathreshold campimetry repeatedly to determine partially defective visual-field areas (transition zones) in twenty-three brain-lesioned patients. The findings were compared with results from a campimetric attention test with a visuospatial cue used to direct subjects’ attention to their visual-field border (Posner’s paradigm). A matched group of normal subjects was tested with both methods with suprathreshold as well as near-threshold stimuli.

Stimulus detection and reaction times of the patients improved in valid trials in comparison with neutral (uncued) conditions, but we also observed facilitation in invalid trials indicating an unspecific effect of alertness. The extent of improvement depended upon the size of the transition zone, i.e. there was a higher gain in patients with soft visual-field borders. In normal subjects, this effect could be simulated in the near-threshold condition.

We hypothesise that thresholds of perception are increased in transition zones but that directing attention to the visual-field border reduces thresholds and thereby facilitates conscious perception. Presumably, partially lesioned regions of the visual cortex are the neuronal basis of transition zones, and attention induces short-term neuronal plasticity in areas of residual vision. This effect might have important implications for the rehabilitation of patients with visual-field defects.

- Subjective experience of visual-field defects caused by cortical infarctions
  K Spang, M Spranger\textsuperscript{f}, C Timm\textsuperscript{f}, M Fahle\textsuperscript{#} (Department Human Neurobiology, University of Bremen, Argonnenstrasse 3, D 28211, Bremen, Germany; \textsuperscript{f}Department of Neurology, Stroke Unit, Central Hospital Bremen Ost, Züricherstrasse 40, D 28325 Bremen, Germany; \textsuperscript{#}Department Optometry and Visual Science, City University, 311 – 321 Goswell Road, London EC1V 7DD, UK; fax: +49 421 218 9525; e-mail: kspang@uni-bremen.de)

Visual-field defects caused, for example, by infarction of the occipital cortex, are frequently not subjectively detected by the patient, similar to the blind spot. This lack of awareness regarding blind portions of the visual field is probably due to mechanisms of filling in, perceptually filling the defect with patterns present close to its borders.

In order to make patients aware of their defects, we presented 12 different stimuli to patients suffering from recent infarction of the occipital cortex. These stimuli, presented on a colour monitor, extended over a circular area of the visual field with a diameter of 60 deg. Luminance, colour, orientation, position, or stereoscopic depth of the stimulus elements varied rapidly in order to preferentially stimulate different submodalities of vision.

Patients indeed experienced, under appropriate conditions, their visual field defects when looking at these stimuli. The spatial extent of the defects experienced subjectively was generally somewhat smaller than the extent of the scotomata present in the Goldmann perimetry that was performed in all patients as a gold standard. Obviously, not for all types of stimuli, defects can be filled in and some people are able to perceive their blind spots when looking at our stimuli.
STICHTING BLINDENPENNING LECTURE

- Vision multiplexing for vision rehabilitation: from basic research to applications and back
  E Peli (The Scheepens Eye Research Institute, Harvard Medical School, 20 Stanford Street, Boston, MA 02114, USA; fax: +1 617 912 0111; e-mail: eli@vision.erl.harvard.edu)

Low-vision is a fast growing problem due to the aging of the population. Vision research could and should provide insights that will help in the rehabilitation of impaired vision. Vision impairment usually affects either the central or the peripheral field. Visual aids frequently compensate for the loss in one function without attention to the need to reconstruct also the interplay of central and peripheral vision. Many aids impede the use of eye movements that are essential for this interplay in normal sight.

I have proposed a general paradigm for vision rehabilitation called vision multiplexing that explicitly emphasises this need. The implementation of various modes of vision multiplexing in the design of new optical and electronic aids for patients with hemianopia, severely restricted peripheral fields, and central field loss is illustrated. The principles as well as the specifics of various implementations derived insights from basic-research results. On the other hand, I argue and demonstrate that the development and testing of new visual aids provide an opportunity and impetus to further studies and understanding of vision in general.

ORAL PRESENTATIONS

HEADING

- Heading in the right direction?
  B J Rogers (Department of Experimental Psychology, University of Oxford, South Parks Road, Oxford OX1 3UD, UK; fax: +44 186 531 0447; e-mail: bjr@psy.ox.ac.uk)

Using displacing prisms, Rushton et al (1998 Current Biology 8 1191) and Rogers and Allison (1999 Perception Supplement, 2a) showed that straight-line walking and cycling paths are determined principally by the egocentric direction of a target rather than the ‘centre of outflow’ or other optic-flow-field properties. Does this mean that optic flow plays no role in locomotor control?

Two issues were investigated in the present study. First, could the previous results have been an artifact of using displacing prisms; and, second, are walking paths (in the absence of prisms) significantly straighter when optic-flow information is available? To answer the first question we used mirror spectacles (which create none of the distortions associated with prisms) to displace egocentric visual direction. The results were identical to those found previously. To answer the second question, we measured the deviations from straightness of both walking and running paths towards either (i) a visual target in an otherwise dark room, (ii) a target located on a homogeneously textured ground plane, or (iii) a target in a cluttered environment. Locomotor paths were not significantly straighter in conditions (ii) and (iii), reinforcing our previous conclusion that optic flow plays no significant role in the control of straight-line locomotion.

- Can we be forced off the road by the visual motion of snowflakes? Immediate and longer-term responses to visual perturbations
  A Chatziastros, D W Cunningham, H H Büllthoff (Department of Psychophysics, Max Planck Institute for Biological Cybernetics, Spemannstrasse 38, D 72076 Tübingen, Germany; fax: +49 7071 601 616; e-mail: astros.chatziastros@tuebingen.mpg.de)

Several sources of information have been proposed for the perception of heading. Here, we independently varied two such sources (optic flow and viewing direction) to examine the influence of perceived heading on driving.

Participants were asked to stay in the middle of a straight road while driving through a snowstorm in a simulated, naturalistic environment. Subjects steered with a forced-feedback steering wheel in front of a large cylindrical screen. The flow field was varied by translating the snow field perpendicularly to the road, producing a second focus of expansion (FOE) with an offset of 15°, 30°, or 45°. The perceived direction was altered by changing the viewing direction 5°, 10°, or 15°. The onset time, direction, and magnitude of the two disturbances were pseudo-randomly ordered.

The translating snow field caused participants to steer towards the FOE of the snow, resulting in a significant lateral displacement on the road. This might be explained by induced motion. Specifically, the motion of the snow might have been misperceived as a translation of the road. On the other hand, changes in viewing direction resulted in subjects steering towards the road's new vantage point. While the effect of snow persisted over repeated exposures, the viewing-direction effect attenuated.
Heading encoding in MST during simulated eye movements
B Krekelberg, M Paolini, F Bremer, M Lappe, K-P Hoffmann (Department of Neurobiology, Ruhr University Bochum, Universitätsstrasse 150, D 44780 Bochum, Germany; fax: +49 234 321 4278; e-mail: bart@neurobiologie.ruhr-uni-bochum.de)

Eye rotations destroy the correspondence between the focus of expansion and the direction of heading. The retinal flow contains information for solving this problem. We used information theory to determine whether cells in macaque area MST can solve this problem from the retinal input, and whether they do so by decomposing the flow into translational and rotational components.

Spike data were gathered while a monkey viewed large-screen optic flow corresponding to a long trip (~1 h) through a 3-D cloud of dots. Trajectories included translations and eye rotations. We determined how much heading and gaze-change information is contained in the spike counts of cells. This was done for the whole data set, for the subset of pure translation trials and for the subset including eye rotations.

The cells in our sample of 45 on average encode 0.7 bit s⁻¹ of heading information. Extraction of heading information was equally good in pure translation and rotation trials: MST cells provide significant heading information even in the presence of simulated eye rotation. MST cells also represent gaze-change information (0.3 bit s⁻¹ on average). This suggests that a full decomposition is not performed at the single-cell level, because information on gaze change is still present. [Supported by HFSP]

Calibrated direction of heading
A Glenerster, A W Fitzgibbon, M E Hansard (Department of Physiology, University of Oxford, Parks Road, Oxford OX1 3PT, UK; Department of Engineering, University of Oxford, Parks Road, Oxford OX1 3PJ, UK; Department of Computer Science, University College London, Gower Street, London WC1E 6BT, UK; fax: +44 186 527 2488; e-mail: ag@physiol.ox.ac.uk)

It has long been assumed that the visual system analyses retinal flow by decomposing it into rotational and translational flow (Longuet-Higgins and Prazdny, 1980 Proceedings of the Royal Society, Series B 208 385 – 397), where translational flow specifies heading direction. For a fixating observer, rotational and translational flow are tightly linked to one another, suggesting alternative heuristics may be used.

Here we show how the following information can be computed, with increasing levels of precision. For a set of translations in the base plane (containing the fixation point and the translating optic centre): (i) divide the translations into two groups with respect to the fixation point, for example 'left' and 'right'; (ii) recover the component of translation perpendicular to the line of sight up to some unknown scale factor (k₁) and the component along the line of sight up to a different scale factor (k₂); and (iii) recover the ratio k₁ : k₂, providing a fully calibrated estimate of the directions of heading. Two elements of this scheme support it as a biologically plausible hypothesis. First, it is valuable if the observer maintains fixation on a point as he moves. Second, there are intermediate stages, each providing useful information.
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Introduction to noise and efficiency
D G Pelli (Department of Psychology and Neural Science, New York University, 6 Washington Place, New York, NY 10003, USA; fax: +1 212 995 4701; e-mail: denis@psych.nyu.edu)

Noise limits all forms of communication, including vision. As an empirical matter, it is often useful to measure the human observer's threshold with and without a noise background added to the display, to disentangle the observer's ability from the observer's intrinsic noise. When we know how much noise there is, it is often useful to calculate ideal performance of the task at hand, as a benchmark for human performance. This strips away the intrinsic difficulty of the task to reveal a pure measure of human ability. The talks in this session, invited and submitted, exploit these measures—efficiency and equivalent noise—in the study of vision.

The equivalent input noise: what it tells us about intrinsic visual noise
M Raghavan (Comprehensive Epilepsy Center and Department of Neurology, New York University School of Medicine, 560 1st Avenue, Rivergate 4th Floor, New York, NY 10016, USA; fax: +1 212 263 8342; e-mail: raghavan@psych.nyu.edu)

Noise arises at several different stages of visual processing from phototransduction onwards. But which of these noises determine visual sensitivity?

The intrinsic noise that limits visual detection can be characterised as an equivalent input noise added to the signal. The equivalent input noise of different sources of intrinsic noise has
characteristic dependencies on the spatiotemporal frequency of the signal, luminance, and number of eyes to which the signal is delivered. We compared the observer's equivalent input noise, measured as a function of spatiotemporal frequency, luminance, and monocular/binocular observability of the signal, with that expected for the thermal noise of photoreceptors, photon noise, ganglion-cell noise, and cortical neural noise.

We find that photopic visual sensitivity is limited by an intrinsic noise that is well modeled as the sum of the photon noise resulting from transduction of 2% of the incident light, and a neural noise arising in the visual cortex, with a 1/f spatiotemporal spectrum. When the integrated light from the stimulus exceeds 7 td deg² s, the cortical noise dominates and threshold follows Weber's law. Below this, photon noise dominates and threshold follows the Rosenthal–DeVries law.

- Lesions of extrastriate visual cortex cause local increases in internal noise
  R D Hayes, W H Merigan† (Graduate Neuroscience Program, University of Rochester, 601 Elmwood Avenue, Rochester, NY 14642, USA; †Department of Ophthalmology and Center for Visual Science, University of Rochester, 601 Elmwood Avenue, Rochester, NY 14642, USA; fax: +1 716 271 3043; e-mail: hayes@cvs.rochester.edu)

Lesions of ventral extrastriate visual cortex in two human subjects and two macaques caused moderate, retinotopic decreases in contrast sensitivity. We consider two possible mechanisms of this loss.

Complete removal of one parallel cortical pathway might eliminate functions specific to that pathway. Compared with lesions of the P and M inputs to cortex (Merigan and Maunsell, 1993 Annual Review of Neuroscience 16 369–402), the loss after a cortical lesion was not sufficiently selective to suggest loss of some parallel pathways. A second possibility is that lesions reduce the efficiency of a cortical pathway. We tested this by adding graded amounts of noise to the stimuli. Slopes of noise-masking functions were elevated compared to the control part of the visual field. We estimated internal/external noise ratios in some of the subjects by measuring the consistency of their responses to a fixed sequence of noise-masked stimuli. At the same percentage of correct responses, subjects showed lower consistency in the lesioned visual field, suggesting that the lesion caused an increase in processing noise.

In the four subjects of this study, visual loss following cortical lesions is better thought of as impaired processing efficiency than as the complete loss of some cortical pathways.

- An early-noise model of complex-pattern discrimination
  L A Olzak, T D Wicksens*, J P Thomas† (Department of Psychology, Miami University of Ohio, Benton Hall, Oxford, OH 45056, USA; †Department of Psychology, University of California at Los Angeles, PO Box 951563, Los Angeles, CA 90095, USA; fax: +1 513 529 2420; e-mail: olzakla@muohio.edu)

A four-stage, late-noise model incorporating pooled gain-control processes followed by selective summing mechanisms (Olzak and Thomas, 1999 Vision Research 39 231–256) accounts for a large body of discrimination data. When the task is a spatial-frequency discrimination made on plaids, however, both concurrent-response data and uncertainty data suggest that the Olzak and Thomas account is not fully adequate. In an earlier work, Thomas (1983 Journal of the Optical Society of America 73 751–758) demonstrated that models incorporating early neural noise can provide a good quantitative account of how frequency discrimination performance varies with contrast.

We have developed a new quantitative model of this class which omits a pooled gain-control stage, yielding a simpler structure than the four-stage model of Olzak and Thomas. Using data from a concurrent-response discrimination task and analyses we previously developed, we reconstructed the underlying bivariate response space, permitting us to estimate parameters of the new model. We show how this model correctly predicts the pattern of masking and cue-summation discrimination data obtained with complex frequency judgments, and demonstrates that effects of early noise passed through nonlinear systems may mimic effects attributed to divisive gain control.

VISUAL CONTROL OF ACTION

- Use of target velocity in hitting moving objects
  A Brouwer, E Brenner, J B J Smeets (Department of Physiology, Erasmus University Rotterdam, PO Box 1738, NL 3000 DR Rotterdam, The Netherlands; fax: +31 10 408 9457; e-mail: Brouwer@fys.fgg.eur.nl)

We investigated whether velocity information is used to predict target position when hitting moving targets. Subjects hit spiders which ran from left to right at three different velocities. The spiders disappeared from view after 150, 250, or 350 ms. For each presentation time, the distance that subjects hit ahead of the disappearance point depended on spider's velocity. This means that target velocity is used. However, spiders that disappeared at different times but
moved at the same speed were hit at different positions. This means that differences in target velocity are only partly accounted for.

Two models seem to be able to explain the present data reasonably well. The first assumes that velocity is not really used to predict target position, but that the position at which the target disappeared is misperceived in the direction of ocular pursuit. The second proposes that target velocity is used to predict the position at which to hit, but that such information becomes available only gradually during target presentation and therefore manifests itself only during the course of the movement.

**Visually guided control of locomotor pointing: Importance of optical expansion of the target**

A de Rugy, G Montagne, M J Buckers*, M Laurent (UMR Mouvement et Perception, CNRS et Université de la Méditerranée, 163 avenue de Luminy, CP 910, F 13288 Marseille, France; * Department of Kinesiology, Faculty of Physical Education, Katholieke Universiteit Leuven, Tervuursevest 101, B 3001 Leuven, Belgium; fax: +33 49 117 2252; e-mail: de_rugy@lapx.univ-mrs.fr)

Optical expansion of a target for pointing at is an element of optic flow that may be used for visually guided control of locomotor pointing (e.g. for pointing at a visible target on the floor with a foot while walking). But does it actually serve its purpose?

A virtual-reality setup (virtual environment coupled to a treadmill) permitted us to answer this question, by manipulating the target expansion. First, we confronted subjects with targets that provided no expansion (extensionless dots), and with targets that provided normal expansion at the point of observation. Locomotor pointing control and performance in these two conditions were found to be similar. Obviously, target expansion was not essential. This fact, however, remains compatible with the use of target expansion when it is available. Because visual restriction of target expansion puts a limit on testing its use, we further confronted subjects with targets that provided over-expansion, normal expansion, and under-expansion at the point of observation.

Differences were found in the mean locomotor patterns, depending on our manipulation of target expansion. We provide a functional explanation of those differences in terms of locomotor pointing control, based on a perceivable variable that takes into account target expansion.

**First-order optic flow and the control of action**

D S Young (School of Cognitive and Computing Sciences, University of Sussex, Falmer, Brighton BN1 9QH, UK; fax: +44 127 367 1320; e-mail: daviyd@cogs.susx.ac.uk)

First-order optic flow—dilation, shear, and rotation—provides powerful information for the control of action, and can be accurately measured. The ‘forward problem’—calculating first-order flow from surface orientation, distance, and relative motion—is well understood (Koenderink, 1986 Vision Research 26 161–179), and the result that immediacy is specified by dilation for an approaching surface has been investigated in depth. However, there is no simple solution to the ‘inverse problem’ of how to make general inferences from first-order flow. There has also been less attention to shear and rotation, and to oblique surfaces on non-collision courses, for which foreshortening becomes important.

This paper introduces a new theoretical framework for the interpretation of first-order flow. Five variables, readily related to the control of locomotion, are introduced. Two are temporal quantities like immediacy, two are angles, and the fifth is spin. I demonstrate (i) that the first-order flow plus any one of these determines the other four; and (ii) that this set of variables provides sufficient information for the precise control of manoeuvres such as docking in 3-D. The framework suggests ways in which visuomotor systems might exploit full first-order flow, and experiments that can test these ideas.

**The influence of non-visual cues on steering behaviour**

G Wallis, J Tresilian, A Chatziastros† (Human Movement Studies, University of Queensland, Connell Building, St Lucia, QLD 4072, Australia; † Max Planck Institute for Biological Cybernetics, Spemannstrasse 38, D 72076 Tübingen, Germany; fax: +61 7 3365 6877; e-mail: gwallis@hms.uq.edu.au)

In an earlier study of lane changing with a fixed-based simulator, Wallis et al (1997 Perception 26 Supplement, 100c) demonstrated that the manoeuvre comprises two, roughly antisymmetric phases. Failure to provide visual information midway through the manoeuvre prevents initiation of the second phase, causing the vehicle to career off the road. In a real car, the windscreen and bonnet provide a visual reference frame, and vehicle movement provides both visual and haptic information. To test the importance of these cues we repeated the earlier study using a driving simulator comprising a motion platform, car chassis, and all-round vision.
Subjects drove the length of a two-lane highway and were asked to change lanes to the left or to the right. Lane-changing was conducted either with full vision or in complete darkness. As in the previous study, in the absence of visual information a clear relation between direction of lane change and final heading emerged, owing to a failure to complete the manoeuvre ($p < 0.002$). We conclude that subjects have little appreciation of the effect movement of a steering wheel has on their heading, and that they rely heavily on intermittent visual feedback even in the presence of other sensory information.
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- **Efficiency and Gestalt**
  N Majaj§, N Raizman#, E Kim§, C Christian†, M Palomares‡‡, D G Pelli‡‡
  (§ Center for Neural Science, New York University; † Washington Place, New York, NY 10003, USA; # Brown University, Box 1144, Providence, RI 02912, USA; ‡ Stuyvesant High School, 345 Chambers Street, New York, USA; ‡‡ Department of Psychology, New York University, 6 Washington Place, New York, NY 10003, USA; fax: +1 212 995 4701; e-mail: najib@cns.nyu.edu)

  The Gestaltists proposed several laws of grouping. For example, the Gestalt law of proximity says that things that are close together are grouped together.

  We wanted to test the role of the Gestalt laws in letter identification. We constructed letters out of Gabor patches. We imagined that the observers will be able to identify these letters much more easily when they can group the Gabor together. We measured threshold contrast for identification of these letters in noise as a function of several variables: spacing, orientation, and phase. We computed efficiency by comparing human and ideal thresholds.

  With the assumption that grouping contributes to efficiency, the law of proximity predicts that efficiency will fall as a function of spacing. Instead, we find that efficiency is a U-shaped function of spacing, first falling from 6% to 2%, only to rise again at the largest separation to 10%. It seems that efficiency drops in inverse proportion to the number of Gabor's, that is by grouping the Gabor's into an effectively smaller number.

- **Perceptual organisation and perceptual efficiency**
  R F Murray, J M Gold, P J Bennett (Department of Psychology, University of Toronto, 100 St George Street, Toronto, Ontario M5S 3G3, Canada; fax: +1 416 978 4811; e-mail: richard@psych.utoronto.ca)

  Perceptual organisation greatly affects performance in perceptual tasks, but little is known about how visual processing changes with the perceptual organisation of a stimulus. We addressed this question using a noisy cross-correlator model (Pelli and Farrell, 1999 *Journal of the Optical Society of America A 16* 647–653).

  We measured contrast thresholds for discrimination between two slightly warped Kanizsa squares embedded in noise. Stimuli were modally completed Kanizsa squares (Modal condition), amodally completed Kanizsa squares (Amodal), Kanizsa-like squares with luminance-defined edges (Real), and Kanizsa inducers arranged so as not to perceptually complete into a square (Fragmented) (Ringuich and Shapley, 1996 *Vision Research 36* 3037–3050). In each condition we determined observers' equivalent input noise, calculation efficiency, and classification images.

  Classification images showed that observers used similar templates for Modal, Amodal, and Real stimuli, and a very different template for Fragmented. This template difference was reflected in calculation efficiency: efficiency was higher for Modal, Amodal, and Real than for Fragmented stimuli. Furthermore, efficiency was highly correlated with the similarity of an observer's template to the ideal observer's template. Equivalent input noise was the same in all conditions.

  We conclude that perceptual organisation affects shape discrimination by changing the efficiency of observers' classification templates.

- **Estimating the psychophysical receptive fields of edge detection mechanisms**
  A J Sachs, J H Elder (Centre for Vision Research, York University, 4700 Keele Street, Toronto, Ontario M3J 1P3, Canada; fax: +1 416 736 5814; e-mail: asachs@yorku.ca)

  Orientation selectivity of neurons in primary visual cortex is believed to facilitate the detection of luminance edges. Here we examine the psychophysical efficiency of edge detection to elucidate properties of these early visual mechanisms.

  In a 2AFC task, observers judged the polarity of a vertical luminance edge in additive white noise, windowed by a circular or elliptical aperture. In experiment 1 we measured contrast thresholds and efficiencies as a function of stimulus size for a circular aperture. Efficiency was found to decline dramatically as a function of aperture size. In experiment 2 we measured efficiency for elliptical apertures of equal area over a range of aspect ratios, elongated either along the edge or orthogonal to the edge. Results were found to depend upon the area of the stimulus.
For small stimuli (0.36 deg²), efficiency was highest (30%–40%) for circular apertures, declining for elongation in either direction. For large stimuli (5.7 deg²), efficiency increased dramatically as the aperture was extended along the edge, up to aspect ratios of 16 : 1, suggesting a narrowly orientation-tuned mechanism for the efficient detection of extended edges. These findings are related to receptive field structure of neurons in primary visual cortex of primate.

- Multiple alternative mechanisms in the detection of collinear elements in noise

S P Tripathy, H M Curran, H B Barlow* (Department of Optometry, University of Bradford, Richmond Road, Bradford BD7 1DP, UK; † Physiological Laboratory, University of Cambridge, Downing Street, Cambridge CB2 3EG, UK; fax: +44 122 423 5570; e-mail: s.p.tripathy@bradford.ac.uk)

In recent experiments on the detection of a row of dots against a background of randomly placed dots we varied the number of collinear dots in the target and measured the background dot density required to mask it (Tripathy et al, 1999 Vision Research 39 4161–4171). We concluded that the results do not fit any current theory about the method of detecting the target. Here we report additional experiments in which the arrangement of the masking random dots was varied, hoping that, by changing the resemblance between the masking dots and the target dots, we could change how effectively the target was masked. This expectation was fulfilled qualitatively, but the results also revealed some unexpected features of the system, and again we could not formulate a single theory to account for all the results. We now think that parallel and different mechanisms are used to detect the target in different circumstances. Parallel mechanisms used in such an opportunistic way make biological sense, but are difficult to model. The output from each mechanism would have to be assessed on each trial for its statistical significance for the tested hypothesis, and then combined appropriately with the equivalent outputs for the other mechanisms.

SPECIAL SYMPOSIUM

COMPUTATIONAL NEUROIMAGING OF THE HUMAN VISUAL SYSTEM

- Computational neuroimaging: beyond modern phenology

G M Boynton (Department of Systems Neurobiology, The Salk Institute, 10010 N Torrey Pines Road, La Jolla, CA 92037-1099, USA; fax: +1 858 546 8526; e-mail: boynton@salk.edu)

The majority of functional MRI (fMRI) studies employ a localisationist approach, which attempts to locate specific brain centres associated with various perceptual, motor, and cognitive functions. However, as equipment and techniques improve, more researchers are exploiting the continuous, quantitative nature of the raw fMRI signal to detect subtle covariations between the fMRI signal and various stimulus parameters.

I discuss recent applications of this quantitative approach to explore the mapping between the fMRI signal and parameters, such as position in the visual field (mapping retinotopy), stimulus strength and duration, and the behavioural performance from psychophysical tasks.

- Using fMRI to infer the physiological properties of neurons

A T Smith (Department of Psychology, Royal Holloway, University of London, Egham TW20 0EX, UK; fax: +44 1784 434 347; e-mail: a.t.smith@rbhnc.ac.uk)

fMRI has mainly been used to establish which brain regions are active when a subject performs a given cognitive task. In occipital cortex, fMRI can be used to assess physiological response properties of neurons, albeit averaged across sizeable neuron populations. An example is the estimation of average receptive field size in different visual areas.

Subjects viewed a flickering checkerboard ring which slowly and repeatedly expanded from the centre to the edge of the stimulus. The duty cycle of the fMRI response modulation obtained as the stimulus periodically traversed the receptive fields (RFs) of the cells in a given voxel was quantified by fitting a rectangular wave to the temporal response function. For small RFs, the duty cycle should simply reflect the proportion of time that the stimulus covers the RF. As RF size increases, the duty cycle is expected to increase, because activity will commence when the stimulus first enters the RF and subside only when the trailing edge leaves it.

The results show a gradual increase in RF size as eccentricity increases. Clear differences in RF size also occur among the various visual areas (V1 to V4). These results are discussed in relation to those of single-unit studies.

- Linear and nonlinear models of brain activations and interactions

C Buechel (Cognitive Neuroscience Laboratory, Department of Neurology, Hamburg University School of Medicine, Martinistrasse 52, D 20246 Hamburg, Germany; fax: +49 404 2803 5086; e-mail: buechel@uke.uni-hamburg.de)

Cortical organisation is based on the principles of functional specialisation and functional integration. Those two concepts exist at multiple spatial scales. For example, at a macroscopic
level, functionally segregated areas V1 and V5 are integrated within the dorsal visual stream. At a microscopic level, it is possible to infer the functional integration of (segregated) ocular dominance columns within area V1. At the macroscopic level, functional specialisation and integration can be tested with functional neuroimaging, by fMRI/PET or EEG/MEG.

A framework that allows making inferences on functional integration between brain regions from fMRI is presented. The common feature of all techniques within that framework is that they can incorporate second-order terms and therefore explicitly allow for contextual modulations. Two examples demonstrate how attention can modulate effective connectivity within the ventral and dorsal visual stream. Furthermore, these models can incorporate nonlinear modulatory feedback connections that can account for the increase in effective connectivity observed.

- **fMRI as tool for testing computational models of cortical processing: lessons from stereo**
  B T Backus (Department of Psychology, University of Pennsylvania, 3815 Walnut Street, Philadelphia, PA 19104-6196, USA; fax: +1 215 898 7300; e-mail: backus@psych.upenn.edu)

  The response of neurons in cat and monkey primary visual cortex (V1) to binocular disparity is well studied. Yet there are disparity-sensitive neurons throughout the visual cortex. One hopes that fMRI can be used to help figure out what they are doing.

  In recent fMRI experiments (Backus et al, 2000, in revision) fMRI has been used to characterise the response of different visual areas to a variety of stereoscopic stimuli. Different visual areas responded differently: V3A was relatively more sensitive to disparity, and V1 was relatively more sensitive to the presence of stimulus energy per se. This confirms that the neural composition of V1 and V3A is different, and shows that fMRI has some ability to distinguish between computational models of cortical disparity processing.

  There remain significant challenges to the use of fMRI to decide between models that differ only subtly. fMRI measurements reflect the average activity of many neurons in a given area of cortex. There are multiple types of neuron, that respond differently, within an area. To be distinguished with fMRI, two models would have to take into account not only the relative responses of different neuron types, but also their relative numbers.

- **Mapping human ocular-dominance columns with 4 T fMRI**
  K Cheng, R A Waggoner, K Tanaka (Laboratory for Cognitive Brain Mapping, RIKEN Brain Science Institute, and CREST, Japan Science and Technology Corporation, Hirosawa 2-1, Wako, Saitama 351-0198, Japan; e-mail: kcheng@mailman.riken.go.jp)

  In the primary visual cortex (V1), neurons located in, and (to lesser extent) above and below layer IVc, are primarily driven by inputs from either the left or the right eye, and are organised in periodic left-right alternating stripes known as ocular-dominance columns (ODCs).

  ODC provides an ideal model for testing the capability of functional magnetic resonance imaging (fMRI) at high spatial resolution. We have attempted to map ODCs in normal human subjects using high-field (4 T) fMRI with a segmented EPI technique. The differential responses to the left-eye or the right-eye stimulation could be reliably resolved in anatomically well defined sections of V1. The patterns of revealed ODCs conformed to those studied with cytochrome oxidase stain applied to the brains obtained after death from patients who had undergone enucleation of one eye many years before death (Horton et al, 1990 Archives of Ophthalmology 108 1025–1031). In addition, we have shown that mapped ODC patterns could be largely reproduced in different experiments conducted either within the same experimental session or over different sessions.

  Our results demonstrate that high-field fMRI can be used for studying functions of living human brains at higher (< 1 mm) spatial resolution.

- **Time course of attentional modulation in the visual system**
  T Noesselt, T Hagner, M Rotte, C Tempelmann, T Maertens, L Jaencke*, H Hinrichs, S A Hillyard#, H J Heinze (Department for Neurology II, Otto von Guericke University, Leipzigerstrasse 44, D 39120 Magdeburg, Germany, *Department of Psychology, Otto von Guericke University, Lennestrasse 6, D 39120 Magdeburg, Germany, # Department of Neurosciences, University of California at San Diego, 9500 Gilman Drive 0662, La Jolla, CA 92093-0608, USA; fax: +49 391 671 5233; e-mail: toemme@neuro2.med.uni-magdeburg.de)

  Perceptual theories on vision claim that the visual system is hierarchically organised. Research on cortical connectivity indicates that the interaction of visual areas is even more complex. In support of this contention, the present paradigm provides evidence from a MEG and fMRI recorded spatial-attention task.
Subjects performed a symbolic cueing task that required complex visual discriminations at covertly attended locations. The results indicate that cue-related shifts of attention to different locations (left or right visual fields) result in activity over frontal, parietal, and extrastriate areas. During the complex visual discrimination, additional attentional modulation appeared in different visual areas, including V1. Differential time courses were particularly revealing and are discussed in detail.

**Event-related fMRI of cortical activity related to pro-saccades and anti-saccades**

M W Greenlee, F W Cornelissen, H Kimmig (Department of Cognitive Neuropsychology, University Oldenburg, Ammerlaender Heerstrasse 114, D 26111 Oldenburg, Germany; Department of Psychiatry, University of Groningen, Hanzeplein 1, NL 9700 RB Groningen, The Netherlands; Department of Neurology, University of Freiburg, Breisacherstrasse 64, D 79106 Freiburg, Germany; fax: +49 441 798 5170; e-mail: mark.greenlee@uni-oldenburg.de)

We compared the results of event-related fMRI to those of conventional block-design fMRI while subjects performed a saccade task. Five subjects viewed stimuli that were projected onto a screen attached to the back end of a MR scanner (Siemens Vision 1.5 T). Each trial started with a central blue fixation point, which changed colour and then disappeared. A colour change to green indicated that the subject should make a pro-saccade, whereas a change to red indicated that an anti-saccade should be executed. After a temporal gap (200 ms), a saccade target (1500 ms) appeared either 10 deg to the left or to the right of central fixation.

During task performance, the subject's eye movements were recorded by a newly developed infrared limbus-tracking technique (Kimmig et al, 1999 Experimental Brain Research 126 443–449). Activation on each trial was measured (6 × 128 × 128 voxels, 4 mm slices, TE = 66 ms, TR = 1.5 s) and averages of 10 trials were calculated. Analysis of eye-movement recordings determined the saccadic reaction time, and saccade amplitude and direction. The results indicate task-related activity in primary visual cortex, the frontal eye fields, and the supplementary motor area. We discuss the present results in relation to other studies on fMRI correlates of saccadic activity.

**SPECIAL SYMPOSIUM**

**MODELS OF EARLY VISION: MECHANISMS CHALLENGED BY THE VISUAL ENVIRONMENT**

**Retinal responses to natural movies**

M J Berry II (Department of Molecular Biology, Princeton University, Princeton, NJ 08544, USA; fax: +1 609 258 1028; e-mail: berry@princeton.edu)

The responses of retinal ganglion cells to natural stimuli were studied. Natural movie clips were made with a digital video camera from scenes around the Charles River in Cambridge, MA. These clips were played back to an isolated retina of the larval tiger salamander on a computer monitor, and spike trains from ganglion cells were measured with a multi-electrode array. Qualitatively, ganglion cells were silent most of the time and fired in precise firing events, similar to how they respond to flickering checkerboards.

A simple model of ganglion cell firing—the LN model, which convolutes the stimulus with a linear filter and follows it with a static nonlinearity—does a strikingly bad job. Responses to natural movies were compared with those to random flicker in order to investigate some of the sources of the poor performance of the LN model.

**Fixed gain in human foveal cones**

W L Makous (Center for Visual Science, University of Rochester, PO Box 270270, Rochester, NY 14627-0270, USA; fax: +1 716 271 3043; e-mail: walt@ cvs.rochester.edu)

Superimposing on the retina two interference fringes of slightly different orientation creates illusory gratings (distortion products) at the site of a nonlinearity that lies proximal to the outer segments of foveal cones. The amplitude of the distortion grating is proportional to the product of the amplitudes of the fringes producing it. Then the visibility of the distortion grating is reduced in proportion to the square of any attenuation preceding the nonlinearity, but that of a single interference fringe of the same spatial frequency as the distortion grating is reduced in direct proportion to any such attenuation. The visibilities of both gratings are reduced equally by any attenuation following the nonlinearity. So the ratio of thresholds for the two kinds of gratings is proportional to any gain change preceding the nonlinearity.

Observations with static gratings of varying mean illuminance, and with gratings of constant illuminance flashed for 2 ms on backgrounds of varying illuminance, agree in limiting gain changes in the outer segments of foveal cones to negligible amounts over a 1000-fold change of illumination. Theoretical analysis shows that gain changes in foveal cones are not necessary to preserve discrimination over the normal range of light levels.
Coding of visual motion information from retina through primary visual cortex of the cat
M J M Lankheet (Department of Comparative Physiology and Helmholtz Institute, University of Utrecht, Padualaan 8, NL 3584 CH Utrecht, The Netherlands; fax: +31 30 254 2219; e-mail: m.j.m.lankheet@bio.uu.nl)

Directional selectivity in the cat visual system is first established in primary visual cortex, presumably through spatiotemporal correlations of low-level information. Measurements are reported of the temporal resolution for direction discrimination in cortical complex cells with the use of random pixel arrays alternately drifting in the preferred and nonpreferred directions. Data show that correlation is established very fast (within 100 ms). Motion sensitivity thus depends on similarity of response patterns on a relatively short time scale.

To study the available motion information at various time scales in retinal ganglion cells, the reproducibility of responses to different motion stimuli, including drifting sine gratings, moving random-line patterns, and movies of natural stimuli has been quantified. Differences in spike timings are quantified for repeated measurements, for the same cell, and among different cells. Next, a bilocular motion-detector model is used to assess the relevance of accurate spike timing for generating directional selectivity, and for determining the optimal time scale for spatiotemporal correlation. The results stress the importance of exact spike timing, rather than mean firing rates, for motion responses to natural stimuli.

The pleistochrome: optimal nonlinear codes and colour opponency
D I A MacLeod, T von der Twer (Department of Psychology, University of California at San Diego, 5121 McGill Hall, La Jolla, CA 92037-0019, USA; Department of Physics, Bergische Universität, Gaustrasse, D 42097, Wuppertal, Germany; fax: +1 619 534 7190; e-mail: dmacleod@ucsd.edu)

The cone excitations are strongly correlated, because the cone sensitivities overlap, and also because naturally encountered spectral distributions are broad. But, as often noted, colour opponency can provide relatively uncorrelated measures of colour. The efficiency of a colour-opponent code depends on the distribution of cone excitations from natural colours. Although some balisical motion-detector model is used to assess the relevance of accurate spike timing for generating directional selectivity, and for determining the optimal time scale for spatiotemporal correlation. The results stress the importance of exact spike timing, rather than mean firing rates, for motion responses to natural stimuli.

Adaptation and information transfer in the primate retina
B B Lee (Department of Neurobiology, Max Planck Institute for Biophysical Chemistry, Fassberg 11, D 37077 Göttingen, Germany; fax: +49 551 201 1039; e-mail: blee@gwdg.de)

Two sets of experiments are reviewed. First, recent physiological data have shown that adaptation to changes in light level occurs at multiple sites through both outer and inner retina. In outer retina, horizontal cell recordings show that adaptation is both cone-specific and local, but falls short of Weber's law at low-photopic to mid-photopic levels. In inner retina, further gain-control mechanisms must be present, since cells of the magnocellular pathway achieve Weber's law, although those of the parvocellular pathway do not.

Together with other physiological studies, these results provide a framework for studying ganglion-cell responses to stimuli designed to mimic the temporal pattern of natural (chromatic) stimulation. Information transmission rates, and their partition to luminance and chromatic components of the stimulus, can be estimated for various cell types. The goal of these measurements is to establish and model how naturally occurring stimuli can be reconstructed on the basis of ganglion-cell spike trains.
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