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High-bandwidth optical communications will greatly benefit from optical switches since they could eliminate the optical/electronic conversion. Optical logic gates allowing data regeneration, gain, and controllability, would allow even more complex all-optical routing functions. In this work we report on an in-depth study of an optical logic gate based on spatial and spatio-temporal solitons. Optical solitons that propagate long distances without change, act as the natural carrier of binary data due to their stability to perturbations and intrinsic threshold. The non-diffracting nature of spatial optical solitons lends to their use in a class of angular deflection logic gates, in which a weak signal can alter the propagation of a strong pump in order to change the device state from high to low, thereby implementing a controlled inverter which is cascadable to produce logically-complete, multi-input NOR.

This work develops theoretical and numerical framework to describe general, multi-dimensional, nonlinear spatio-temporal wave phenomena. From Maxwell's equations we derive via the multiple-scales perturbation technique a first-order, fully-vectorial, nonlinear wave equation, that is valid beyond the standard slowly-varying amplitude, slowly-varying envelope, and paraxial approximations. In addition to coupling with the orthogonal transverse field, vector coupling with the weak longitudinally-projected field is also treated, along with the cascaded interaction with a weak third-harmonic wave which can produce a desirable saturation effect.

Photonic switching, optical logic, nonlinear optics, optical solitons, spatiotemporal solitons, multiple scales, derivation, nonlinear wave equation

Unclassified

Unclassified

Unclassified

UL
Part II

AASERT Final report F49620-95-1-0432
II  AASERT Final report F49620-95-1-0432

1  Introduction, Motivation and Background  
   1.1  Outline ........................................... 4  
   1.2  Applications in Switching and Computing 
        1.2.1  Optical Communications Networks ............... 5  
        1.2.2  Digital Optical Computing and Processing ... 5  
   1.3  Requirements for Digital Switching and Logic Devices 
        1.3.1  Switching Devices ............................ 7  
        1.3.2  Logic Devices ................................ 7  
        1.3.3  Optical Devices .............................. 9  
   1.4  Digital Optical Switching and Logic Devices 
        1.4.1  Nonlinear Directional Coupler ................. 9  
        1.4.2  Kerr Gate ................................... 13  
        1.4.3  Nonlinear Optical Loop Mirror ................. 18  
        1.4.4  Terahertz Optical Asymmetric Demultiplexer ... 20  
   1.5  Optical Soliton Logic Devices 
        1.5.1  Temporal Soliton Dragging Gate ............... 23  
        1.5.2  Angular Deflection Gate based on Spatial Soliton Dragging .......................................................... 27  

2  Optical Solitons ............................................. 33  
   2.1  Historical Background ............................... 33  
   2.2  Preliminaries ...................................... 35  
   2.3  1-D Spatial Optical Solitons 
        2.3.1  The Non-Paraxial Fundamental Soliton ......... 37  
        2.3.2  The Paraxial Fundamental Soliton ............... 37  
   2.4  1-D Temporal Optical Solitons 
        2.4.1  The Non-SVEA Fundamental Soliton ............... 42  
        2.4.2  The SVEA Fundamental Soliton ................. 43  
        2.4.3  Higher-Order 1-D Temporal NLS Solitons ....... 44  
        2.4.4  Higher-Order Temporal Effects ................. 48  
   2.5  2-D and 3-D Spatio-Temporal Solitary Waves .. 53  

5  1-D Spatial Soliton Logic Gates ............................ 60  
   5.1  Soliton Interactions ............................... 61  
        5.1.1  Definition of Parameters ................. 62  
        5.1.2  Phase-Sensitive Interactions ............... 64  
        5.1.3  Phase-Insensitive Interactions ............... 72  
   5.2  Soliton Collision and Dragging Logic Gates 
        5.2.1  The Soliton Collision Logic Gate ............... 79  
        5.2.2  The Soliton Dragging Logic Gate ............... 81  
        5.2.3  Comparison of Logic Gates .... 83  
   5.3  Effects of Material Absorption ...................... 84  
        5.3.1  Adiabatic Evolution of a Single Soliton ....... 86  
        5.3.2  Figures-of-Merit for Example Materials ....... 89  
        5.3.3  Comparison of Logic Gates with Absorption ... 94  
   5.4  Cascading of Collision and Dragging Gates 
        5.4.1  Gate Transfer Function ...................... 95  
        5.4.2  Ring Oscillator Configuration ................. 98  
        5.4.3  Two-Input NOR Configuration ................. 101  


6  2-D Spatio-Temporal Solitary Wave Logic Gates  118
  6.1  (2+1)-D Spatio-Temporal Propagation and Stability  118
     6.1.1  Propagation without Saturation  120
            6.1.2  Propagation with Saturation  124
  6.2  2-D Spatio-Temporal Dragging Logic Gates  128
  6.3  Cascaded Spatio-Temporal Dragging Logic Gates  138
     6.3.1  Ring Oscillator Configuration  139
            6.3.2  Two-Input NOR Configuration  146
  6.4  Effects of Material Properties  148

7  Conclusions  150
Chapter 1

Introduction, Motivation and Background

This thesis deals with the topic of ultrafast, all-optical switching and logic using spatial and spatio-temporal solitons. The main focus is on the accurate analytical and numerical modeling of the interaction among solitons in geometries that allow for logically-complete, cascadable logic gates with fanout and level restoration. Detailed modeling will assist in subsequent experimental investigation by identifying regions of stability, robust operation and reliability, and candidate material systems.

The work in this thesis makes significant contributions in the areas of fundamental nonlinear spatio-temporal propagation and optical switching and logic. The first contribution is the result of a multiple-scales derivation directly from Maxwell's equations, which results in a first-order, multi-dimensional, vectorial differential equation that is accurate beyond the standard paraxial and slowly-varying envelope and amplitude approximations. This result is fundamental to the studies of this thesis and will have application in other areas as well, such as optical communications, short-pulse passively mode-locked lasers, and atmospheric pulse propagation.

The second contribution arises from the systems-level approach taken to optical switching and logic. Most optical switching technologies do not satisfy the basic requirements for a logic gate, thereby rendering them of little use in applications beyond simple, single-stage switching operations. The novel logic gates studied here satisfy the necessary requirements and thus have the potential to make an impact in areas of ultra-high speed switching and logic systems. The desirable properties of these logic gates are facilitated by the non-diffracting and/or non-dispersing nature of optical solitons.

1.1 Outline

The remainder of this chapter briefly presents background in device requirements and optical switching and logic. Section 1.2 provides motivation and a brief overview of promising applications for optical logic. Section 1.3 covers generic requirements for switching and logic devices and additional specific requirements for optical devices. A brief review of other contemporary optical switching devices and their shortcomings is presented in section 1.4. Logic devices which specifically take advantage of the properties of optical solitons are discussed in section 1.5, which also provides an introduction to the optical soliton logic gates studied in this thesis.

Detailed background on optical solitons is given in Chapter 2. First, section 2.1 provides historical background in solitary wave and soliton phenomena. Section 2.2 covers some preliminary details that lead directly to the discussion of optical solitons and solitary waves. The following sections then discuss spatial (sec. 2.3), temporal (sec. 2.4), and spatio-temporal (sec. 2.5) optical solitons.

Chapter 3 derives the multi-dimensional vector wave equations necessary for the numerical simulations of the soliton-based logic gates presented in later chapters. Section 3.1 covers a standard treatment of a fully vectorial, nonlinear Helmholtz-type wave equation along with background on the linear and nonlinear susceptibilities. This second-order wave equation is unsuitable for the purposes of this thesis due to the difficulty in numerically propagating an initial field distribution because of the fast time and space scales in the equation. Instead, section 3.2 derives an asymptotic vector nonlinear wave equation directly from Maxwell's equations which is first-order in the propagation coordinate and depends only on the scales of the slowly-varying envelope, and is thus more suitable for numerical propagation. The importance of the results obtained in this chapter arises from the higher-order nature of the derived equation, which extends beyond the approximations made in the well-known multi-dimensional nonlinear Schrödinger (NLS) equation, resulting in the capability to describe propagation of vector optical field envelopes with very broad spectral content in both the spatial and temporal frequency domains, including the effects of higher-order nonlinearities.

Chapter 4 describes the split-step numerical method used to solve the vector nonlinear wave equations. The basis of
this method is to treat linear and nonlinear (inhomogeneous) propagation in separate steps, performing linear propagation in its natural Fourier domain and nonlinear propagation in the real-space domain. For a small step size, this splitting is a good approximation. Section 4.1 covers multi-dimensional linear spatio-temporal diffraction, which can be solved without approximation as an initial value problem. Noting that linear and nonlinear propagation are not separable, section 4.2 derives a split-step formulation which is approximately second-order accurate in step size. This formulation is then applied separately to (1+1)-D spatial and (2+1)-D spatio-temporal nonlinear propagation, to be used in later chapters. Finally, section 4.3 discusses the accuracy of the method as it applies to problems of later chapters.

The use of one-dimensional spatial soliton interactions for logic gates is presented in Chapter 5. The first section covers the basic soliton interaction geometries useful for three-terminal, restoring logic, noting that the collision and dragging geometries using orthogonally polarized solitons, which are of the general class of angular deflection gates, provide the best performance in terms of large gain with high contrast. Section 5.3 then examines the effects of linear and two-photon absorption on the propagation of a single spatial soliton and develops appropriate figures-of-merit for use in comparing the suitability of nonlinear materials for soliton logic gates. The collision and dragging logic gates are then compared in the presence of absorption using the material parameters of fused silica, where the spatial dragging gates generally perform better because of their shorter gate lengths. The final section (5.4) computes the transfer functions of the collision and dragging gates and determines the maximum fanout that these gates can provide in a cascaded system. The results of this chapter provide guidance for the spatio-temporal logic gates of the next chapter, which is of ultimate interest.

Logic gates based on the interactions between two-dimensional spatio-temporal solitary waves is the subject of Chapter 6, which have the potential for greater than THz switching rates with N to P J switching energies. Section 6.1 discusses the propagation of a single spatio-temporal solitary wave with higher-order linear and nonlinear effects as derived in Chapter 4. This section shows numerically that stabilized solitary waves suitable for logic gates should exist. With these results, section 6.2 studies the vectorial interaction between these spatio-temporal solitary waves with emphasis on the dragging interaction. For completeness, section 6.3 presents results on cascaded logic. It is shown that the dragging logic gates can provide reasonable fanout in a cascaded, logically-complete, system, but also that, ultimately, the performance of the logic gate will be limited by the effects of Raman scattering.

Finally, Chapter 7 concludes, noting that this thesis provides the theoretical and numerical development that is necessary to study a novel class of all-optical logic gates. Numerical simulations have shown that these gates satisfy the system requirements that suggest their use beyond simple, single-stage operation, and paves the way for future theoretical and experimental work on ultrafast, all-optical logic systems.

1.2 Applications in Switching and Computing

The traditional advantages that optics hold over electronics are the inherent speed, parallelism, and lack of inductive or capacitive crosstalk, although crosstalk does occur to some extent in linear propagation due to scattering and diffraction, and in nonlinear propagation, which plays an important role in the topic of this thesis. These properties allow linear optics to map well onto problems in interconnection [1]. It is generally accepted that optical interconnects will replace electric transmission lines in many applications. Indeed, this is already occurring in long-haul communications networks and is expected to occur in short-haul and local-area networks as well. It is an open question to determine how far down the interconnect hierarchy this trend will reach, but it is fairly clear that it will extend to system level switching fabrics. In all of these cases though, the data is actually switched electronically, or under electronic control, and processed electronically.

It is less clear what role optics will play in switching and digital computing however. The soliton-based logic devices studied in this thesis are one approach to all-optical logic for switching and computing applications. Numerous all-optical switching and logic devices have been proposed, but none so far have reached the stage of practicality for real systems. There are certain minimum requirements for a logic device, and many of the optical approaches to logic fail to meet them. These requirements are discussed in section 1.3 and some contemporary optical switching devices and their failings are discussed in section 1.4. A clear understanding of these failings aids the present study of optical soliton-based logic devices. As section 1.5 explains, the soliton devices completely satisfy the fundamental requirements (and most of the practical requirements as well) for digital logic [2, 3] and might succeed where the other optical approaches have failed.

The following sections discuss two general areas for which restoring, cascadable logic gates, such as those studied in later chapters of this thesis, might find widespread application.

1.2.1 Optical Communications Networks

With the advent of high-bandwidth optical communications [4], high-speed switching technology becomes a necessity. Because information will be transmitted optically, it makes sense to explore optical technologies and devices to perform (or at least assist
in) the switching necessary to multiplex, demultiplex, and route information to the correct destination. Future bandwidth needs will be too great for an electronic-only solution to the switching problem. An advantage of optical devices in communications systems is the ability to switch and/or perform logic at the bit rate. This means that switching and logic operations are performed at and scale with the rate of incoming data, which is especially important in Tb/s communications switching and routing applications. Conversely, interconnected electronic gates cannot arbitrarily scale with the data rates and may ultimately be limited to speeds of about 50 Gbit/s [5].

Optical switching and logic devices are well suited for time-division multiplexed (TDM) data transmission [6], in which many low bandwidth channels are interleaved into individual time slots within a single high bandwidth channel. Here, the aggregate data rate may exceed 100 Gb/s [7], which is well beyond the performance expectation of practical, low power, electronic or optoelectronic switching networks. Therefore, at the very least, optical switching technology will find use in the intermediate processing layer in which the individual channels are optically separated (demultiplexed) from the single, high-speed transmission channel, for subsequent processing in the electronic/optoelectronic domain. An additional area of use is in data regeneration within an optical transmission line, which requires an optical logic gate. Given sufficient noise margins, an optical logic gate regenerates a noisy or attenuated data stream with fresh pulses that are derived from a power supply or clock, such that timing, amplitude, shape, etc., are completely restored. This type of all-optical repeater may eliminate the need for high-speed, high-power electronic repeaters in long-haul transmission.

Currently, the most popular multiplexing technique for long-haul communications and local-area optical networks is wavelength division multiplexing (WDM), in which each low bandwidth source channel is assigned a slot in the optical frequency spectrum. WDM has the advantage that multiplexing and demultiplexing can be performed by spectrally selective, passive, optical elements. However, due to the difficulties in developing a large array of stable wavelength sources, the individual channels in a WDM system may exceed data rates of 10 Gb/s [8,9], which may be of sufficient bandwidths that other advantages of optical switching and logic devices, such as the elimination of the optoelectronic conversion process [10], potentially lower power, and the use of deep optical circulating delay lines [11] for contention resolution, may play a role in the choice of implementation technology.

More complex operations are required in packet switched optical networks [10,12]. In these networks, at each node, a packet header is decoded, which determines the direction in which to route the packet. Header recognition is a simple digital correlation operation, but must be performed at the bit rate. Typical implementations based on optical switches [13] perform this operation in parallel, which results in a 1/N loss where N is the number of bits in the header. In order to reduce the latency at each node and avoid the fanout loss, a digital comparator, or shift register, could be used instead, based on optical logic gates. In addition, optical logic could be used for contention resolution, real-time encryption/decryption, and other complex tasks as well. Therefore, intelligent digital optical processing may play a significant role in the development in the next generation of high-speed optical communications networks.

### 1.2.2 Digital Optical Computing and Processing

Determining what role optics should play in general-purpose computing is an open question. The technological lead, resources, and infrastructures that electronics enjoy may be insurmountable for general-purpose optical computing. Even a compelling optical technology may not be enough to impact the future of digital computing, but there is potential in niche areas which are discussed in this section.

Simple digital optical logic circuits have been demonstrated [14,15] and proposed [16], which pave the way for more complex systems. However, many of these studies have been based on optical switches or gates that do not completely satisfy the requirements for digital logic. For example, the nonlinear Fabry-Perot etalon [17] is a two-terminal device which must be biased about an operating point with a holding beam and is very sensitive to variations in device parameter (i.e. the transfer characteristics vary from device to device). All of these factors preclude their use in complex systems. The logic gates studied in this thesis, on the other hand, do not suffer from these problems and could serve as fundamental building blocks in more complex systems.

In the absence of high space-bandwidth optical interconnections, bit-serial computation and signal processing [18] is a promising application area, especially when the problems of interest can be processed in a highly pipelined manner [19]. General purpose optical computers [20] have even been demonstrated using the bit-serial approach. One potential limitation for ultra-fast digital optical computing is the memory store. It has been shown, however, that an optical delay line can be used to implement a general machine [16], at the cost of increased latency. These tradeoffs are based on the transformations of computational origami [21]. Even more computational capacity can be realized with the combination of optical logic gates with optical interconnection, for which the power of the interconnection network allows for the efficient mapping of problems that would be difficult to process electronically [22].
1.3 Requirements for Digital Switching and Logic Devices

Routing switches and logic elements must possess certain properties in order to function properly within a system. The major distinction made here between switching elements and logic gates is that switching elements physically direct electrons or photons from one or more input ports to one or more output ports, while logic gates replace electrons or photons on the input ports with "new" electrons or photons derived from a power supply which then appear at the output ports. The requirements for a switching device are much less stringent than those for a logic device and will be discussed first. Additional requirements for an optical logic device are discussed in the following section.

1.3.1 Switching Devices

Optical routing switches are typically used just in the first switching stage to reduce data bandwidth to a level that electronics can handle in subsequent stages. These switching elements use a control to physically direct light from one or more input ports to one or more output ports and thus can be used to implement multiplexing and demultiplexing functionality. The routing decision is based either on the intensity of the signal inputs or by the presence of an externally derived control which is independent of the switching fabric. Therefore, the control is typically not of the same format as the data, meaning that the output of the switch cannot directly serve as the control for another switch [3]. As a result, this type of routing switch has fewer requirements than a logic gate.

The most important requirement of a switching device is high contrast operation. In binary transmission, the contrast determines the threshold level which separates the high and low states. Higher contrast gives larger noise margin, resulting in lower bit-error-rate (BER). For the output of a switching element, the overall contrast depends both on the contrast of the data stream (the difference in signal level between the two binary states which depends on the modulation ratio at the input of the transmission line and on the transmission line itself) and the contrast of the switching operation.

Another important requirement is switch transparency. If the switch is lossy or only a small fraction of the input is diverted to the output by the switching action, then high-speed, single-shot detection may become impossible, resulting in information loss. This does not mean that the switching operation must provide gain, though. For high-contrast output, saturation of an external amplification stage can be used to restore the data signal levels, but the gain recovery time may limit the data rate and introduce inter-symbol interference, the contrast at the output of the amplifier may be reduced, and complete logic level restoration (as discussed later for optical devices) is not obtained. The amount of gain is also limited due to amplified-spontaneous emission (ASE) noise, which increases the noise floor.

Routing switches do not have signal level restoration (in the absence of external amplification or level shifting) and the outputs may degrade due to loss or crosstalk and therefore BER may suffer from a long cascade of switches. If data pass through many levels of switching, such as in a multi-level implementation of an N:N crossbar or the binary tree structure required for 1:N or N:1 multiplexors or demultiplexors constructed from 1:2 or 2:1 switches, then gain and level restoration as mentioned previously may be a necessity, subject to the limitations discussed in addition to ASE noise. Three-terminal operation also becomes necessary when many levels of switching elements are used such that the operation of the switch in unidirectional, which prevents any light entering the output ports from affecting the operation of the switch.

Therefore, in order to implement more complex, multi-level switching fabrics, or to handle data-dependent (i.e. self-routing) switching operations, switching elements must have the additional properties and fulfill the more demanding requirements of a logic gate. It is in these applications that most all-optical switching devices are inadequate, as discussed in section 1.4.

1.3.2 Logic Devices

A digital logic gate performs a Boolean operation on one or more binary inputs. All inputs and outputs are of the same physical format thus allowing control to be distributed throughout the switching fabric [3] such that one data stream can control another. The logic gate completely restores signal integrity and timing by replacing the electrons or photons at the input with new electrons or photons from the power supply that go to the output.

Logic levels (i.e. 0 or 1 in digital logic) are physically represented by signal levels, which may be voltage or current for electronics, or for the representationally richer case of optical logic, amplitude, phase, polarization, or color, and are differentiated by a threshold nonlinearity. Information is carried by the logic level and is determined by the interpretation of the signal level (based on the threshold). Since the signal level can be altered during a logic operation, small noise or loss can accumulate throughout the computation and cause information loss. A digital representation of information avoids this degradation if the signal level is restandardized at each step [23]. Restandardization means that the signal levels are restored to values (that are the same throughout the system) which represent valid logic states. As a result, a small deviation about a valid logic level propagates at most one stage and the logic level remains intact (within the allowable noise margin). The is termed logic level restoration.
nMOS inverter

Figure 1.1: nMOS inverter circuit and associated transfer function. Near the threshold voltage is a region of small-signal gain. Large-signal gain is also provided (V_{dd} > V_{th}) and the high and low output states are saturated.

The properties required by a digital electronic [24] or optical [25] logic device are well known. Perhaps the most important requirements, upon which many other requirements depend, are gain, saturation, and threshold. These characteristics are illustrated in Figure 1.1, which shows the sigmoidal input-output relationship for a simple nMOS inverter. At the most fundamental level, a region (typically near the input threshold) of differential or small signal gain in the input-output transfer function, where a small change in the input produces a large change in the output, is required (but not sufficient) for a restoring logic gate [26]. Small-signal gain provides sharp switching characteristics and allows for low modulation depth on the input signal biased about the threshold level to produce high contrast switching. Outside the linear region of small-signal gain, saturated levels are key to providing large noise margin by attenuating small variations in the input about valid logic levels (i.e. inputs lying within the “on” and “off” regions shown in the figure), thus producing little change in the output.

Restoration of the logic level prevents accumulation of errors due to attenuation or crosstalk by providing fresh gate output levels directly from the power supply. In the case of an optical gate, logic level restoration must include, in addition to power levels, beam shape and position, pulse duration, color, polarization, and timing [25]. These levels are standardized throughout the entire system typically by the common power supply and ground. Standardization is possible because small-signal gain and saturated levels in the nonlinear transfer function allow for a wide tolerance to the variation in operational characteristics of the devices in the system [24].

Large-signal gain means that the output of the gate is larger than the input required (at least threshold) to switch the gate. Without large-signal gain, fanout, in which the output of a gate provides inputs to many gates in order to implement arbitrary logic functions, is impossible. Most optical logic gates cannot intrinsically provide large-signal gain, and in fact, the output is typically much smaller than the input. Although a separate, external amplification stage can be used, this may limit the bit rate and result in reduced contrast and increased BER when the amplifier noise exceeds the device noise margins. A logic gate with intrinsic gain, in which a small input controls a large power supply, does not suffer this source of noise.

Additional requirements for synthesis of arbitrary logic and switching are logical completeness and cascadability. A complete set of logic functions must include inversion [24]. Inversion is a basic function of MOSFET electronics and the inverter structure forms the basis towards implementing more complex Boolean operations such as multi-input and logically complete NOR. Cascadability means that the output of one gate can directly drive the input to the next and allows the direct implementation of multi-level logic. Logic level restoration and inputs and outputs of the same format are therefore crucial to allowing cascadability.

The most successful logic devices have three orthogonal ports (which can be separate in time, space, wavelength, or polarization) and input-output isolation. A three-terminal device, such as an electronic transistor, ensures that the output of the gate depends only on the inputs and the output does not perturb the operation of the gate [24]. This input-output isolation results in one-way operation and prevents downstream noise which enters the output port from affecting the operation of the gate. There are many examples of two-terminal devices in optics. The problem with two-terminal devices is that they work equally well in either direction [25]. The classic examples are the laser [27] (a two-terminal device with gain) and nonlinear Fabry-Perot etalon [17] which, when critically biased [28], can switch either through the input or through an unwanted reflection back into
the output.

1.3.3 Optical Devices

The main additional requirement for an optical logic device is operation independent of the relative phase between the beam or pulse of light that induces the switching operation and the one that is switched. Phase-sensitivity is not an issue in electronic devices since the phases of the interacting electrons are continuously randomized from phonon collisions [3]. Phase insensitive logic operation is critical in optics because of the coherence of laser sources and since phase is difficult to control in complex systems due to the small optical wavelength. An optical logic gate can be made insensitive to relative phase by using the interaction between optical inputs of orthogonal polarizations or inputs that are spectrally resolved in angle or frequency such that there is no linear interference, but there may be nonlinear interference.

Material nonlinearity is a necessary requirement in order to implement an optical logic gate. The desire for a low loss, ultrafast gate opposes the desire for low switching energy which can be achieved via the use of resonant nonlinearity. Because of the large loss associated with resonant nonlinearity, most ultrafast optical switching and logic gates utilize a much smaller nonresonant nonlinearity. A detailed exploration of the effect of loss on optical soliton logic gates is presented in section 5.3.

It is also desirable for the nonlinear coupling between the interacting optical fields to depend only on intensity, but this can only be guaranteed in certain situations, such as with orthogonal circular polarizations in bulk isotropic media [2, 29]. Other situations can reduce phase-dependent nonlinearity by using the accumulating phase difference between orthogonally polarized linear eigenmodes of naturally or artificially birefringent media to wash out the phase-dependent nonlinear effects.

1.4 Digital Optical Switching and Logic Devices

Some of the most promising all-optical devices for ultrafast switching and logic are the nonlinear directional coupler (NLDC), optical Kerr gate, nonlinear optical loop mirror (NOLM) or Sagnac gate, and the terahertz optical asymmetric demultiplexer (TOAD) and its variants. Even though these devices may possess a region of small-signal gain, only the NLDC has saturated levels in the device input-output curve and none intrinsically provide a robust way to obtain large-signal gain. As a result, the main requirements for these devices are those of a single-stage switch, the most important of which is high contrast, which results from complete switching.

In many of these devices, complete switching occurs upon accumulation of a $\pi$ differential nonlinear phase shift. This phase is between two independent components of the same beam or pulse and is not to be confused with the relative phase between control and data as discussed earlier on phase-insensitive operation. The accumulated nonlinear phase shift can be written generically

$$\Delta \Phi = \frac{2\pi n_2}{\lambda_f} |A|^2 d,$$

(1.1)

where $n_2$ is the nonlinear Kerr coefficient defined by the total index $n = n_0 + n_2 |A|^2$, $\lambda_f$ is the free-space wavelength, $d$ is the interaction length, $A$ is the electric field amplitude of the light that induces the switching operation, and $\delta$ is a constant factor determined by the nonlinear interaction. The phase shift is proportional to the nonlinear index, the peak intensity, and the interaction length, and can be made large by an increase in any one of these parameters. At the output of the device, this phase shift manifests itself as an amplitude change, either as a rotation of the polarization followed by an analyzer or due to coherent beam combining at an output coupler.

Even though silica has a small nonlinear index for example (see Appendix D), low loss fiber can provide very long interaction lengths $d$ with tight transverse confinement [30], thus making fiber based switching devices very popular [3]. Because switching occurs within the fiber, the control and data must be of different wavelengths and/or polarizations in order to avoid the power loss in coupling in the absence of phase locking and in order to discriminate the switched data from the control at the output. As a result, operation independent of the relative phase between data and control is achieved, but group-velocity or birefringence walkoff limits the interaction length (the walkoff must be less than the pulse durations) and therefore the data rate. These devices are now discussed individually in some detail.

1.4.1 Nonlinear Directional Coupler

This nonlinear switching device is based on the directional coupler as shown in Figure 1.2. The linear directional coupler relies on the coherent interaction between two waveguides placed near each other. The coherent interaction is due to evanescent overlap between fields confined within the individual waveguides and results in periodic energy exchange between the guides. The presence of nonlinearity frustrates this coherent exchange by detuning the waveguides and can result in intensity-dependent
switching between the output ports. The NLDC was originally proposed [31] as an alternative to bistable switching devices such as the nonlinear Fabry-Perot etalon. More recently, it has received much attention, particularly in the capacity of a prototype all-optical switching device [32], and for ultrafast optical demultiplexing [33].

In the limit of weak coupling between identical guides, the coupled mode equations for the NLDC are

\begin{align}
-i \frac{\partial A_1}{\partial z} &= \kappa A_2 + k_n n_2 |A_1|^2 A_1 \\
-i \frac{\partial A_2}{\partial z} &= \kappa A_1 + k_n n_2 |A_2|^2 A_2,
\end{align}

(1.2)

(1.3)

where \( \kappa \) is the linear coupling constant, and \( A_1 \) and \( A_2 \) represent the electric field amplitudes in guides 1 and 2 respectively. Assuming no nonlinearity, the amplitude in each guide can be written

\begin{align}
\frac{\partial^2 A_1}{\partial z^2} &= -\kappa^2 A_1 
\Rightarrow
A_1(z) &= a_1 \cos(\kappa z) + b_1 \sin(\kappa z) \\
\frac{\partial^2 A_2}{\partial z^2} &= -\kappa^2 A_2 
\Rightarrow
A_2(z) &= a_2 \cos(\kappa z) + b_2 \sin(\kappa z).
\end{align}

(1.4a)

(1.4b)

With the boundary conditions \( A_1(0) = A_0 \) and \( A_2(0) = 0 \), the coefficients \( b_1 = a_2 = 0 \), leading to the result

\begin{align}
A_1(z) &= A_0 \cos(\kappa z) \\
A_2(z) &= A_0 \sin(\kappa z).
\end{align}

(1.5a)

(1.5b)

The output intensities at the bar and cross ports are given by

\begin{align}
I_1(d) &= I_0 \cos^2 \left( \frac{\pi d}{L_{\text{coh}}} \right) \\
I_2(d) &= I_0 \sin^2 \left( \frac{\pi d}{L_{\text{coh}}} \right),
\end{align}

(1.6a)

(1.6b)

where the coherence length is defined \( L_{\text{coh}} = \pi/\kappa \) and is the length over which light is completely coupled from one guide to the other and back. Therefore, for a half-beat length coupler with \( d = L_{\text{coh}}/2 \), input into guide 1 emerges at the output from guide 2 (cross state).

In nonlinear operation, using the nonlinear coupled-mode equations, the fractional intensity in each guide is written [31]

\begin{align}
\frac{I_1(d)}{I_0} &= \frac{1}{2} \left\{ 1 + \text{cn} \left( \frac{2\pi d}{L_{\text{coh}}}, \left[ \frac{I}{I_{\text{crit}}} \right]^2 \right) \right\} \\
\frac{I_2(d)}{I_0} &= \frac{1}{2} \left\{ 1 - \text{cn} \left( \frac{2\pi d}{L_{\text{coh}}}, \left[ \frac{I}{I_{\text{crit}}} \right]^2 \right) \right\},
\end{align}

(1.7a)

(1.7b)

where \( \text{cn}() \) is a Jacobi elliptic function. As before, this solution assumes that there is no light initially launched into guide 2. The critical intensity is defined as

\[ I_{\text{crit}} = \frac{\lambda f}{n_2 L_{\text{coh}}} \]
Figure 1.3: Operation of half-beat length nonlinear directional coupler. For low power, or linear, operation, the input pulse exits the cross port (guide 2) while in nonlinear operation, the central portions of the pulse, which exceed the critical intensity, exit the bar port (guide 1) with the wings exiting the cross port.

and represents the input intensity for which the light is divided equally between the two output ports [31]. For a half-beat length coupler, the critical intensity results in a $\pi$ phase shift for the field in guide 1, and $\delta = 1$ in equation 1.1. Above the critical intensity, the fraction of light exiting the bar port increases towards unity. This two-terminal device performs a switching operation since photons from the data stream are directed into one of two output ports.

A half-beat length NLDC is shown schematically in Figure 1.3, where a low-power data pulse couples to the cross port while a high-power data pulse remains in guide 1 (bar state). The high-power case can be understood intuitively by considering the nonlinear increase in the core index which more strongly guides the light, thus detuning the coupler. Notice that only the central portion of the high-power pulse exceeds the critical intensity and remains in guide 1. This effect is called partial switching, or pulse breakup, and is characteristic of many optical switching devices and results in reduced integrated energy contrast [33]. In fact, partial switching is a problem with all of the non-soliton devices discussed in this section. Solutions to this problem are the use of square pulses [34] such that the intensity is constant across the pulse duration, or the use of temporal solitons [35–37], which propagate unchanged and tend to switch as a unit because of uniform phase across the pulse profile [38].

Figure 1.4 shows a plot of the switching fraction into the bar output port versus normalized peak pulse intensity launched into guide 1 for the half-beat length NLDC. The solid curve shows the fraction of the light that remains in the bar state assuming a constant intensity square-top pulse as given directly by equation 1.7a. The curve for the soliton case has similar shape with sharp switching characteristics [35], but the switching intensity threshold is about twice the critical intensity because the induced nonlinear phase is half that of the plane wave case, as shown in section 2.2. The dashed curve shows the light fraction assuming a non-soliton sech$^2$ input intensity profile and takes into account partial switching which leads to reduced contrast operation as indicated by the greatly reduced switching fraction. In either case, at low input levels, all of the light switches over to the cross port, while at high inputs, most of the light exits the bar port.

Direct cascading may also be addressed using Figure 1.4, where the dotted line represents the input threshold for which the output of the bar port exceeds $I_{\text{crit}}$. Figure 1.5, which shows the transfer function for each port of the device, provides the same information more clearly. As shown in the figure, for a square-top pulse, an input intensity greater than 1.1 $I_{\text{crit}}$ is required to exceed the threshold intensity at the bar port. In this case, the output of the bar port can be used as the input to another device resulting in 50% switching of that second device. Therefore, much higher inputs than 1.1 $I_{\text{crit}}$ are necessary to cascade to another device. But, due to the lack of large-signal gain and in the absence of external amplification, any optical losses in the system will eventually result in the degradation of the signal level to the point that switching ceases. The situation is worse in the case of a nonuniform pulse. Here, a peak input intensity of greater than 1.6 $I_{\text{crit}}$ is required for at least 50% switching of a subsequent device. Indeed, because of partial switching, attempts at cascading two such devices have met with limited success [39]. A final point to note is that when designed as a half-beat-length coupler in linear operation, the NLDC transfer function has quasi-saturated levels which attenuate fluctuation in the input level and allow for some noise margin.

As described so far, the NLDC is a two-terminal device whose switching operation is determined by the intensity of the input signals. A three-terminal version can also be constructed by using a high-power control pulse to switch a low-power data pulse as shown in Figure 1.6, but this device is not directly cascadable either due to the lack of large-signal gain and inconsistent signal representation (using different wavelengths). The control pulse must be of different central frequency or polarization in order to avoid phase-sensitivity and to extract the data at the output with zero background. Experimental demonstrations have used different frequencies because of the large difference in coherence lengths between orthogonal polarizations [33]. There are still partial switching problems if the control pulse does not have constant amplitude. An additional problem is dispersive walkoff, which will be discussed in more detail for the Kerr gate. A recent demultiplexing demonstration [33] used a longer control pulse length and allowed the data pulse to walk-through the control to achieve complete switching, and therefore, high contrast. Lengthening of the control pulse means that the separation between data pulses needs to be larger, thereby reducing
Figure 1.4: Switching fraction into the bar port for a half-beat length NLDC versus input peak intensity. The fraction into the cross port is inverse of the curves shown. The solid curve is for a square-top pulse while the dashed curve is for a non-soliton sech²() intensity profile pulse indicating incomplete switching. The dotted curve shows the threshold for which the bar state output exceeds the critical intensity.

the data rate and increasing the switching energy, but also allows for some tolerance to timing jitter.

Because of the region of small-signal gain shown in Figure 1.5, it is possible to obtain large-signal gain with this device, based on the process of light-induced symmetry breaking [40], as originally studied using a phase-dependent interaction between light input into each port. The input into port 1 is biased with a "power supply" or clock pulse near the critical intensity, which is an unstable operating point. Due to small-signal gain, a weak control input into port 2 is amplified, resulting in complete switching into either the bar or cross state depending on the relative phase between the inputs in ports 1 and 2. For a multiple of 2\pi relative phase, the inputs add constructively and the output emerges from the bar state, while for \pi relative phase, the inputs add destructively causing the output to emerge from the cross state. This switching is critically dependent on the relative phase between the data and control, and therefore cascaddability may be difficult to achieve if the phase of the output depends on the intensity of the inputs. It also appears that such a device would be sensitive to variation in waveguide parameters.

A phase-independent version of this three-terminal device with gain can be realized using weak amplitude to initiate switching into the bar port, thereby providing a controlled inversion operation at the cross port. This device must therefore meet the more demanding requirements of a logic gate. Again, if port 1 is biased by a clock pulse at some level less than the critical intensity such that the clock exits the cross port, then additional light of orthogonal polarization or color entering port 1 can activate switching into the bar port. Therefore, logic level restoration is obtained since only the power supply or clock pulse (from the cross port) is passed to subsequent gates when the control pulse is blocked by an analyzer or spectral amplitude filter. For instance, referring to Figure 1.5, for bias in port 1 of 0.8 I_{crit}, then an additional contribution of 0.6 I_{crit} (for cross-phase modulation coefficient of 2/3) can cause complete switching into the bar port. This example illustrates a gain of 1.3, which is the maximum for the standard device and may not be achievable in practice because there is strong variation in switching intensity with power supply and device variations will not allow for level standardization. It is clear that the larger the small-signal gain, the less the input required to switch the state of the device. Because of the ripples in the transfer function, a control pulse of intensity 1.2 will allow for an output level of 0.2 at the cross port, thereby significantly reducing the contrast of the gate. When the switching is incomplete, though, the small-signal gain may be less than unity, precluding the possibility for large-signal gain, as illustrated by the transfer function for the non-soliton sech²() (in intensity) pulse.
Figure 1.5: Output intensity into the cross and bar states as a function of input peak intensity the half-beat length NLDC. The solid curve is for a square-top pulse while the dashed curve is for a non-soliton sech²() pulse.

Figure 1.6: Three-terminal half-beat length NLDC. The control pulse is of a different color or polarization than the data pulse.

1.4.2 Kerr Gate

The optical Kerr gate was proposed as an ultrafast photonic gating device [41]. In the implementations discussed here, the Kerr gate is a three-terminal device in which data is either passed or blocked at the output. Since logic-level restoration is not possible, this device is simply an optical switch. The bulk geometry is shown in Figure 1.7. By virtue of the difference between self-phase modulation and cross-phase modulation, the gate beam A₁ induces a differential phase shift which rotates the polarization of the signal beam A₂, as long as there is nonzero projection of the polarization of A₂ onto a direction orthogonal to the polarization of A₁. Assuming plane waves interacting at small angles, the total electric field at the input can be written

\[ E(0) = \hat{x} [A_1(0)e^{-j\omega d} + \cos \theta A_2(0)e^{-j\omega d} + cc] + \hat{y} [\sin \theta A_2(0)e^{-j\omega d} + cc], \]

where θ is the angle that the polarization vector of A₂ makes with the x axis, which is the assumed polarization direction of A₁. Note that in practice beams must be used in order to spatially separate A₁ and A₂ at the output, where the angle of interaction is greater than the diffraction angle of either beam such that the beams are spatially resolvable in the far field. An additional consideration when dealing with beams (or pulses as in the fiber geometry) is that partial switching occurs analogous to the situation with the NLDC. For simplicity, the plane-wave analysis is used and is sufficient for the present purposes.
Figure 1.7: Bulk Kerr gate geometry. The polarization of the signal (or data) $A_2$ rotates based on the intensity of the gate (or control) $A_1$. In the absence of $A_1$, $A_2$ is blocked by the analyzer at the output. For $A_1$ of sufficient intensity, $A_2$ is transmitted by the analyzer.

After a propagation distance $d$ in the nonlinear medium, the polarization components accumulate linear and nonlinear phase

$$A_1(d) = A_1(0)e^{i\Phi_1}$$  
$$A_{2x}(d) = A_{2x}(0)e^{i\Phi_{2x}}$$  
$$A_{2y}(d) = A_{2y}(0)e^{i\Phi_{2y}}$$

where the nonlinear phases are written as

$$\Phi_1 = \frac{2\pi n_2}{\lambda_f} \int_0^d \left( |A_1(z) + A_{2x}(z)|^2 + 2\Delta |A_{2y}(z)|^2 \right) dz$$

$$\Phi_{2x} = \frac{2\pi n_2}{\lambda_f} \int_0^d \left( |A_1(z) + A_{2x}(z)|^2 + 2\Delta |A_{2y}(z)|^2 \right) dz$$

$$\Phi_{2y} = \frac{2\pi n_2}{\lambda_f} \int_0^d \left( |A_{2y}(z)|^2 + 2\Delta |A_1(z) + A_{2x}(z)|^2 \right) dz.$$  

The factor $2\Delta$ denotes the cross-phase modulation coefficient and is equal to 2/3 in isotropic media. Assuming that $|A_1| \gg |A_2|$, thus precluding the possibility for large-signal gain, and that there is no absorption or power exchange throughout the interaction, the nonlinear phase induced on $A_2$ can be simplified to

$$\Phi_{2x} = \frac{2\pi n_2}{\lambda_f} |A_1(0)|^2 d$$

$$\Phi_{2y} = 2\Delta \frac{2\pi n_2}{\lambda_f |A_1(0)|^2 d},$$

with the differential change in phase between the polarization components of $A_2$ written

$$\Delta \Phi = \Phi_{2x} - \Phi_{2y} = \frac{2\pi n_2}{\lambda_f} \left[ 1 - 2\Delta \right] |A_1(0)|^2 d,$$

such that $\delta = 1 - 2\Delta$.

In terms of a Jones vector, the output $A_2$ before the analyzer can be written

$$A_2(d) = A_2(0)e^{i\Phi} \begin{bmatrix} \cos \delta \Delta \Phi \\ \sin \delta \end{bmatrix},$$

$$\begin{bmatrix} A_{2x}(d) \\ A_{2y}(d) \end{bmatrix}$$
The transmission of a linear polarizer (analyzer) oriented at an angle $\phi$ relative to the $x$ axis is [42]

$$T(\phi) = \begin{bmatrix}
\cos^2\phi & \sin\phi\cos\phi \\
\sin\phi\cos\phi & \sin^2\phi
\end{bmatrix}.$$  \hspace{1cm} (1.20)

The output intensity of the signal beam after passing through the analyzer is therefore

$$I_2(d) = I_2(0) \left[ \sin^2\phi \cos^2\phi + \cos^2\theta \cos^4\phi + \sin^2\theta \sin^4\phi \\
+ 2\cos\theta \sin\theta \cos\phi \sin\phi \cos\Delta\Phi \right],$$  \hspace{1cm} (1.21)

where the intensity $I_2(0) = \varepsilon_0c n_0 |A_2(0)|^2 / 2$.

Typically, $\phi = \theta \pm \pi/2$ so that complete extinction is obtained with no nonlinear phase shift, thus implementing a pass gate. In this case, the output intensity is

$$I_2(d) = 2I_2(0) \cos^2\theta \sin^2\theta [1 - \cos\Delta\Phi].$$  \hspace{1cm} (1.22)

In order to maximize the contrast of the device, $\theta = \pi/4$, leading to the final result

$$I_2(d) = I_2(0) \sin^2(\Delta\Phi/2).$$  \hspace{1cm} (1.23)

Therefore, a minimum of a $\pi$ phase shift is again needed for complete switching, but over switching results when $\Delta\Phi > \pi$. A contrast ratio can be defined based on the difference between the high and low output states of a single port

$$\rho \equiv \frac{I_2(d)_{\text{high}} - I_2(d)_{\text{low}}}{I_2(d)_{\text{high}} + I_2(d)_{\text{low}}}.$$  \hspace{1cm} (1.24)

In the case of the pass gate, $\rho = 1$, assuming an analyzer with perfect extinction.

An inverter can also be realized by setting $\phi = \theta$. The output intensity is

$$I_2(d) = I_2(0) \left\{ 1 - 2 \cos^2\theta \sin^2\theta [1 - \cos\Delta\Phi] \right\}.$$  \hspace{1cm} (1.25)

Again, $\theta = \pi/4$ maximizes the contrast, leading to the result

$$I_2(d) = I_2(0) \left[ 1 - \sin^2(\Delta\Phi/2) \right],$$  \hspace{1cm} (1.26)

with $\Delta\Phi = \pi$ for complete extinction of the signal. The contrast ratio of the Kerr gate inverter is

$$\rho = \frac{\sin^2(\Delta\Phi/2)}{2 - \sin^2(\Delta\Phi/2)}, \hspace{1cm} 0 \leq \rho \leq 1.$$  \hspace{1cm} (1.27)

Now the contrast is limited by the precision to which the intensity of the gate beam can be controlled in order to exactly achieve the condition $\Delta\Phi = \pi$ for complete extinction of the signal.

Figure 1.8 shows the input-output relationships for the pass gate and inverter geometries. The maximum small-signal gain occurs when $\Delta\Phi = (2m + 1) \pi/2$, but, since $I_1 \gg I_2$, small-signal gain is always much less than unity. In addition, there are quasi-saturated levels for $\Delta\Phi = \mp 2m\pi$, where $m$ is a positive integer. The most important point to note is that over switching can occur. As $\Delta\Phi$ increases towards $\pi$, the pass gate switches on and the inverter switches off, but as $\Delta\Phi$ increases past $\pi$, the pass gate switches off and the inverter switches on. Therefore, there are no true saturated levels giving rise to stable states insensitive to variations in the gate beam intensity.

Because of the condition $I_1(0) \gg I_2(d)$, large-signal gain is not intrinsically possible with the Kerr gate either. In other words, it takes a high intensity gating beam to switch a small intensity signal beam. External amplification can be used to bring the high output state after the analyzer to the level required for switching a subsequent stage, but because of the over-switching problems inherent in the device, this process may not stable and could eventually lead to attenuation of the signal level after a long cascade of devices due to unavoidable amplitude fluctuations. This process can be made stable through the use of a saturating amplifier, but the gain recovery time of the amplifier will place a limit on the data rate.

As an example of the switching intensities needed for the Kerr gate, consider a 1 cm thick sample of fused silica, with $n_2^s = 3.3 \times 10^{-16}$ cm$^2$/W at $\lambda_f = 1.55 \mu$m (see Appendix D). In this situation, a gate intensity of $I_1(0) = 700$ GW/cm$^2$ is required. This intensity can be lowered by orders of magnitude by going to a fiber geometry in which the interaction length can be extended to many km’s, as shown in Figure 1.9. For a 1 km fiber gate, $I_1(0) = 3.5$ MW/cm$^2$. Another advantage of the fiber
Figure 1.8: Transfer functions for the Kerr gate. The solid curve shows the normalized output versus induced phase shift $\Delta \Phi$ for the pass gate geometry, while the dashed curve shows the same information for the inverter.

Figure 1.9: Fiber Kerr gate geometry. The gate and data pulses are of different central wavelengths. The gate pulse is timed to co-propagate with and extract one data pulse. Wavelength-division multiplexing (WDM) couplers launch the gate pulse into the interaction region and extract the gate pulse at the output for background-free operation. The bulk analyzer shown can be replaced by an in-fiber polarizer.

gate pulse

in communications situations is that there is no need to couple the signal, or data, pulses out of and back into the fiber in order to achieve the desired switching operation.

Since the pump and data pulses must be separated at the output for background-free operation (i.e. high contrast), the two pulses must be of different color. An additional constraint is that the fiber must be polarization preserving, or birefringent, in order to keep the polarization of the data pulses from randomly evolving due to thermal or stress variations. As a result, the polarization components of the data pulses pick up a nonzero relative phase due to the intrinsic birefringence

$$A_{2x}(d) = A_{2x}(0)e^{ik_xd}e^{i\Phi_2x}$$  \hspace{1cm} (1.28)

$$A_{2y}(d) = A_{2y}(0)e^{ik_yd}e^{i\Phi_2y},$$  \hspace{1cm} (1.29)

where $k_x = 2\pi n_x/\lambda_f$, $k_y = 2\pi n_y/\lambda_f$ and $n_x$ and $n_y$ are the indices of refraction along the principal axes of the fiber. The final polarization state without the gate pulse is in general elliptical, but the original state of polarization can be recovered using a
compensator plate. Now, the nonlinear phases are written

\[ \Phi_{2x} = 2 \frac{2 \pi n_2}{\lambda_f} |A_1(0)|^2 d \]

\[ \Phi_{2y} = 2 \Delta \frac{2 \pi n_2}{\lambda_f} |A_1(0)|^2 d, \]

where the factor of 2 in the x phase is due to the interaction between waves of different frequency, and the four-wave mixing terms have been neglected. The differential phase is

\[ \Delta \Phi = \frac{4 \pi n_2}{\lambda_f} [1 - \Delta] |A_1(0)|^2 d, \]

which, when \( \Delta = 1/3 \), is a factor of 2 larger than in the bulk geometry due to the increased cross-phase modulation coefficient between different colors in the same polarization state.

In an early Kerr gate demultiplexing experiment in fiber [43], it was recognized that birefringent and dispersive walkoff would limit the performance of the device due to the long interaction lengths needed to obtain a \( \pi \) phase shift with low switching energies. The result of walkoff is the reduction of the interaction distance as given by the length of the fiber, as shown in Figure 1.10, to an effective interaction distance given by one of the walkoff lengths. If the gate and data pulses have temporal duration \( \tau \), then the walkoff lengths can be defined

\[ L_{\text{bire}} = \frac{\tau}{|k_x'(\omega_d) - k_y'(\omega_d)|} \approx \frac{c \tau}{|n_x - n_y|} \]

\[ L_{\text{disp}} = \frac{\tau^2}{|k_x'(\omega_d) - k_y'(\omega_d)|} \approx \frac{\tau^2}{k_x''(\omega_d)}, \]

where \( k_y'(\omega_d) \) and \( k_y'(\omega_d) \) are the group delay coefficients for the polarization components at the data wavelength, \( k_x'(\omega_d) \) is the group delay coefficient at the gate wavelength, \( \Delta \omega \sim 1/\tau \) is the approximate spectral separation (by one FWHM), and \( k_x''(\omega_d) \) is the group delay dispersion coefficient. For \( \tau = 1 \) ps pulses (for a data rate \( \sim 100 \) Gb/sec with pulse separation \( 10 \) \( \tau \)), typical walkoff lengths in silica fiber are \( L_{\text{bire}} = 30 \) m for \( |n_x - n_y| \sim 10^{-5} \) and \( L_{\text{disp}} = 35 \) m, using \( k_x''(\omega_d) = -2.79 \times 10^{-8} \) ps\(^2/\mu\)m from Appendix D.

The birefringent walkoff length is the distance over which the two polarization components of the data pulse maintain overlap by at least their temporal FWHM. This is also the distance over which the gate pulse and the orthogonal polarization of the signal pulse maintain overlap. The dispersive walkoff length is the distance over which the gate pulse and the same polarization of the signal pulse maintain overlap. In the worst-case scenario, the gate pulse propagates down the fast (slow) axis of the fiber and has the greater (lesser) group velocity. The interaction distance is therefore limited to the minimum of
the birefringent and dispersive walkoff distances. The best-case is for the gate to propagate down the fast (slow) axis and have the lesser (greater) group velocity. Here, the interaction distance is limited to the birefringent walkoff length between the polarization components of the data pulse.

The effective interaction distance can be increased to twice the walkoff length by launching the slower pulse one pulse duration ahead of the faster pulse, but this technique still does not solve the underlying problem. Birefringent walkoff can be effectively eliminated by cross-axis splicing the polarization maintaining fiber such that the distance between each splice is less than the walkoff length $L_{\text{bire}}$ [43]. The effects of dispersive walkoff can be reduced by decreasing the spectral separation between the data and gating pulses, thus limiting the data rate because $1/\tau \sim \Delta \omega$, or by equally spacing the central wavelengths about the zero dispersion wavelength such that both pulses travel with the same group velocities. This does not allow for both pulses to be temporal solitons, however.

A recent fiber Kerr gate demonstration used a 1.5 cm length of silica fiber (which is about $L_{\text{disp}}$ for the experimental pulse duration) to perform demultiplexing of a 460 Gb/s data stream [44]. In the experiment, the peak gate intensity 43 GW/cm$^2$ (about 5 nJ pulse energy) resulted in a gating efficiency of less than 10%. A $\pi$ phase change requires peak gate pulse intensity of nearly 235 GW/cm$^2$ (about 25 nJ pulse energy), which, except for the benefits of compactness and increased coupling efficiency, eliminates the original advantages of going to the fiber geometry.

1.4.3 Nonlinear Optical Loop Mirror

The nonlinear optical loop mirror [38], or NOLM, has been used extensively in ultrafast all-optical demultiplexing experiments [45, 46]. Studies have also focused on the use of NOLMs to realize simple logic gates [45] and more complicated logic circuits [16]. The most basic two-terminal configuration is shown in Figure 1.11. A pulse which enters port 1 is split at a 2x2 fiber coupler into two counter-propagating pulses which recombine at the coupler. For a perfectly symmetric device, the pulses constructively interfere at the coupler and exit from port 1, thus acting as a mirror. Deviations from symmetry result in light exiting both ports 1 and 2. In nonlinear operation of a non-symmetric device, the pulse intensity can control the ratio of light exiting each output port.

Immediately after the coupler, the field amplitude in each counter-propagating direction of the loop can be written

$$A_3 = tA_1$$
$$A_3' = A_4 e^{i\Delta \omega \gamma}$$
$$A_4 = rA_1$$
$$A_4' = A_3 e^{i\Delta \omega \gamma}$$

when it is assumed that no light enters port 2. The unprimed quantities represent the amplitudes before propagation around the loop while the primed quantities are after propagation around the loop and just before the coupler. The phases around the loop are allowed to be different as justified later. Here $t$ is the (real) amplitude transmission coefficient and $r$ is the (real) amplitude reflection coefficient. When the angle of incidence is less than the critical angle (as it must be here), there is a $\pi$ phase shift upon
reflection from one of the coupler interfaces. Since the 3dB fiber coupler is symmetric, this phase is distributed symmetrically with the reflection coefficient in each direction. The amplitudes at the output ports are then

\[ A'_1 = t A'_2 + i r A'_3 = i t r A_1 e^{i \phi_{ccw}} \left[ 1 + e^{i \Delta \Phi} \right] \]
\[ A'_2 = t A'_4 + i r A'_5 = A_1 e^{i \phi_{ccw}} \left[ r^2 e^{i \Delta \Phi} - r^2 \right], \]

where \( \Delta \Phi = \phi_{cw} - \phi_{ccw} \). Finally, the output intensities are written

\[ I'_1 = 2r^2 \left[ 1 - r^2 \right] \left[ 1 + \cos \Delta \Phi \right] I_1 = 4t r^2 \left[ 1 - r^2 \right] \cos^2 \left( \Delta \Phi / 2 \right), \]
\[ I'_2 = I_1 - 4t r^2 \left[ 1 - r^2 \right] \cos^2 \left( \Delta \Phi / 2 \right), \]

assuming a lossless system such that \( r^2 + t^2 = 1 \).

For the original NOLM device which switches based on the intensity of the incoming data pulses, the phases are

\[ \phi_{ccw} = k_0 L + \frac{2 \pi n_2}{\lambda_f} \int_0^L \left| A_4(z) \right|^2 dz \approx k_0 L + \frac{2 \pi n_2 L}{\lambda_f} \left| A_4(0) \right|^2 \]
\[ \phi_{cw} = k_0 L + \frac{2 \pi n_2}{\lambda_f} \int_0^L \left| A_3(z) \right|^2 dz \approx k_0 L + \frac{2 \pi n_2 L}{\lambda_f} \left| A_3(0) \right|^2, \]

where the differential phase is written

\[ \Delta \Phi = \frac{2 \pi n_2 L}{\lambda_f} \left[ \left| A_3(0) \right|^2 - \left| A_4(0) \right|^2 \right] = \frac{2 \pi n_2 L}{\lambda_f} \left[ 1 - 2r^2 \right] \left| A_1(0) \right|^2, \]

and \( \delta = 1 - 2r^2 \). For a symmetric device in which \( r^2 = 0.5 \), the phase shift is zero and all the light exits port 1, independent from the strength of the nonlinear interaction. Therefore, the loop must be unbalanced in order for self-switching to occur, in which the light exits port 2.

An example of the self-switching of the NOLM is shown in Figure 1.12, which plots the peak intensity in each of the two output ports (assuming square-top pulses) using \( r^2 = 0.25 \). This figure is different than Figure 1.8 of the Kerr gate, which plots the switching fraction, not the output intensity. This is done here to emphasize the low contrast of the two-terminal NOLM. Like the Kerr gate, over switching can occur for input intensity beyond that required for \( \Delta \Phi = \pi \), thus making this device difficult to cascade. It should also be noted that partial switching will occur if square-top or soliton pulses are not used.

Because the self-switching behavior is similar to the two-terminal NLDC, a three-terminal NOLM with large-signal gain can be constructed in the same way, by biasing the device with a strong power supply or clock pulse and using a weaker control or data pulse (of different polarization or color) to initiate switching, thereby providing complete logic level restoration. Unlike the NLDC, the NOLM switching function does not possess saturated levels, thus making the device sensitive to input fluctuations, but also allowing for multiple intensity levels for the clock pulse (spaced by even intervals on the figure) to achieve inverting operation. Because the switching intensity is fixed at \( 1/2 \Delta \) for the coordinate system used in the figure, the large-signal gain can be arbitrarily high (subject to limitations placed by nonlinear absorption, for example). The output from either port 1 or port 2 can be used. The contrast from port 1 is unity, but since this is also the input port, a coupling loss must be taken both at the input and at the output in order to extract the switched data.

The contrast of the NOLM at output port 2 is

\[ \rho = \frac{2r^2 \left[ 1 - r^2 \right]}{1 - 2r^2 \left[ 1 - r^2 \right]}, \]

which is maximized when \( r^2 = 0.5 \). The peak intensity required for a \( \pi \) phase shift is

\[ I_1 = \frac{\lambda_f}{2n_2^2 L \left[ 1 - 2r^2 \right]}, \]

which is infinite when \( r^2 = 0.5 \). Here, the intensity \( I_1 \) represents the data pulse intensity plus any additional control pulse intensity. For example, \( I_1 = I_{\text{data}} + 2N_{\text{control}} \), in the case of the biased device. The minimum required intensity is when \( r = 0 \), but the contrast is 0. Therefore, in the two-terminal or biased three-terminal NOLM, there is a tradeoff between high contrast operation and low switching intensity (energy).

Some of these problems can be solved by using a balanced \((r^2=0.5)\) and un-biased three-terminal NOLM [47]. This configuration is shown in Figure 1.13, in which an external control pulse of different polarization or wavelength is used to
Figure 1.12: Switching characteristics of the two-terminal NOLM. If a non-square-top or non-soliton pulse is used, the output energy will not follow the intensity curve and the energy contrast will be reduced over the ideal case of unity for port 1 or as given by equation 1.44 for port 2. The amplitude reflection coefficient of the 2x2 fiber coupler is set to $r = 0.5$, giving a reflectance of $r^2 = 0.25$.

switch a much weaker data pulse by inducing a $\pi$ phase shift on the counter-clockwise pulse via cross-phase modulation. In this case, the phases of the counter-propagating pulses can be written

$$\phi_{cw} = k_0 L + 2\Delta \frac{2\pi n_2 L}{\lambda_f} |A_{ct}(0)|^2$$  \hspace{1cm} (1.46)

$$\phi_{sw} = k_0 L,$$

where $A_{ct}$ is the amplitude of the control pulse, which co-propagates $A_{cw}$ and therefore counter-propagates $A_{sw}$, inducing negligible nonlinear effect on the latter. For orthogonal polarizations, $2\Delta = 2/3$, while for different wavelengths, $2\Delta = 2$. In this device, the switching intensity and contrast are independent of $r$, because the change in phase is

$$\Delta \phi = 2\Delta \frac{2\pi n_2 L}{\lambda_f} |A_{ct}(0)|^2$$  \hspace{1cm} (1.47)

and the contrast at output port 2 is $\rho = 1$ assuming that the control pulse intensity can be maintained to achieve $\Delta \phi = \pi$.

Due to the long interactions lengths of 10 km or more [46], these switching elements suffer from polarization or dispersive pulse walkoff (unlike the fiber Kerr gate, the control pulse does not have to be of different polarization and wavelength). Walkoff can be minimized by using cross-spliced polarization maintaining fiber or choosing the control and data wavelengths symmetrically about the zero dispersion wavelength [45], as discussed for the fiber Kerr gate. Recent experiments have achieved demultiplexing of 100 Gbit/s data streams [48] in a 6 km loop using 1 pJ control pulses, and two-stage cascaddability using low birefringence fiber loops with an amplification stage in between [49].

1.4.4 Terahertz Optical Asymmetric Demultiplexor

The terahertz optical asymmetric demultiplexer [50], or TOAD, was developed to reduce the long latency inherent in the NOLM and reduce switching energies by asymmetrically positioning a thin, highly (resonant) nonlinear element on one side of center of a fiber loop mirror, as shown in Figure 1.14. The fiber nonlinearity is not utilized and therefore the fiber loop can be on the order of meters in length rather than kilometers.
Figure 1.13: Three-terminal NOLM in two-pulse configuration. Wavelength division multiplexing (WDM) or polarizing (PBS) couplers transfer the control pulse into and out of the loop with nearly unity efficiency. For polarizing couplers, the fiber loop must be polarization maintaining. The control pulse only propagates counter-clockwise, and only interacts strongly with the counter-clockwise component of the data pulse.

Figure 1.14: Three-terminal terahertz optical asymmetric demultiplexor. The nonlinear phase shift is provided by the control pulse excitation of an asymmetrically placed nonlinear element.

The TOAD switch works similarly to the three-terminal NOLM by imposing a \( \pi \) phase shift in one arm (direction) of the loop, and cannot be configured as a true logic gate. The differentiating factor from the NOLM is that a thin nonlinear element excited by the control pulse is responsible for the nonlinear phase shift induced on the data pulses. In the diagram, pulses 1-3 pass through the nonlinear element before the control pulse and experience no nonlinear phase shift in the clockwise and counter-clockwise parts because the nonlinear element is in the un-excited state. As a result, there is no differential phase shift (\( \Delta \Phi = 0 \)) and the pulses exit the input port (or reflect). Pulses 5-8 pass through the element after the control pulse, but now each direction experiences a nonlinear phase shift, but, given constraints of long relaxation time of the nonlinear element as discussed later, experience no significant differential phase shift and also exit the input port. Pulse 4, on the other hand, switches out the other port because the clockwise propagating part of the pulse passes through the nonlinear element before the control pulse and experiences no nonlinear phase shift, but the counter-clockwise part reaches the nonlinear element just after
excitation by the control pulse and experiences a nonlinear phase shift. If the differential phase shift \( \Delta \Phi = \pi \), then the pulse will exit the output port.

The counter-clockwise and clockwise phases can be written

\[
\phi_{cw} = k_0L + \Delta n(t_i - t_{cl} + 2\Delta x/v_g) \tag{1.48}
\]

\[
\phi_{ccw} = k_0L + \Delta n(t_i - t_{cl}) \tag{1.49}
\]

where \( t_i \) is the time that the clockwise portion of the \( i \)th pulse reaches the nonlinear element, \( t_i + 2\Delta x/v_g \) is the time that the counter-clockwise portion of the same pulse reaches the nonlinear element, \( t_{cl} \) is the time that the control pulse excites the nonlinearity, and \( v_g \) is the group velocity. The time-dependent nonlinear index change is written

\[
\Delta n(t) = \int_0^\infty R(t') |A_{cl}(t-t')|^2 dt' \quad t \geq 0 \tag{1.50}
\]

\[
= 0 \quad t < 0, \tag{1.51}
\]

where \( R(t) \) is a nonlinear response function, typically of the form of an exponential decay. It is clear that, assuming an instantaneous rise time,

\[
t_i < t_{cl} < t_i + 2\Delta x/v_g, \tag{1.52}
\]

in order to switch the \( i \)th pulse. A much more complete analysis has been performed [51], with the basic conclusion that the nonzero length of the nonlinear element places a restriction on the minimum duration of the switching window, which must be at least twice the transit time through the element plus the rise time of the nonlinearity. The relaxation time of the nonlinearity sets the lower bound on the frame time because the nonlinear material must be in the ground state before re-excitation by another control pulse. These requirements are expressed by [50]

\[
\tau_{rise} + 2\tau_{transit} < T_{bit} \ll \tau_{fall} < T_{frame}, \tag{1.53}
\]

where \( \tau_{rise} \) is the rise-time of the nonlinearity and can usually be considered instantaneous, \( \tau_{transit} \) is the transit time through the nonlinear element, \( T_{bit} \) is the time between adjacent bits in the data stream, \( \tau_{fall} \) is the fall time of the nonlinearity and does not have to be instantaneous as in the other devices which require \( \tau_{fall} \ll T_{bit} \) and \( T_{frame} \) is the frame time for time-division multiplexed data. The fall time \( \tau_{fall} \) must be greater than the time difference \( 2\Delta x/v_g \) between when the two parts of the same pulse pass through the nonlinear element so that the clockwise and counter-clockwise portions accumulate approximately the same nonlinear phase shift. A disadvantage is that only one data pulse can be switched within the relaxation time of the nonlinear element, so that the switching events must occur at least \( \tau_{fall} \) apart. Unlike the other devices, the TOAD is relatively insensitive to timing jitter between the control and data pulses. All that is required is that the control pulse arrives (up to one bit time) at the nonlinear element before the intended data pulse. The amount of timing jitter that can be tolerated is limited to \( T_{bit} - \tau_{rise} \).

Because the nonlinearity need not be instantaneous (and in fact the fall time must be long), very large, resonant nonlinearity, such as that produced by real particle excitation and decay, can be used. The optical path length of the nonlinear element must be less than that between the element and center and, since the nonlinear phase shift is proportional to the product of nonlinear index, control pulse intensity, and the thickness of the nonlinear element, the latter is perhaps the main limitation on high contrast, low energy switching for THz data streams. A recent demonstration [52] showed single-pulse demultiplexing of 250 Gbit/s data with 0.8 pJ switching energy.

A related device, based on a Mach-Zehnder configuration with asymmetric placement of a nonlinear element in each of the two arms (where the difference between the distance from the coupler to each element is \( \Delta x \)), has also been demonstrated [53]. As in the TOAD device, a control pulse is used to excite the nonlinear elements, where the time difference between the excitation of each element leads to a switching window of duration \( \Delta x/v_g \), but again, large-signal gain cannot be realized. Because the two arms are physically distinct, any differential environmental variations can disturb the operation of the gate, but the effect is less important for an integrated device.

Another variation, which perhaps is more akin to the fiber Kerr gate, is the so-called ultrafast nonlinear interferometer [54], or UNI. This device is shown in Figure 1.15. The input data pulses split equally along the polarization axes of birefringent fiber. Because the group velocity is different along each axis, the polarization components walk-off from each other in time. The time difference between the leading and trailing components allows for asymmetric excitation of the nonlinear element by a strong gate pulse such that the leading pulse is affected only by the amplification process of the device (the device is electrically pumped) and the trailing pulse is affected by the device after gain saturation by the strong gate. Therefore, due to sub-ps carrier
heating and gain depletion, and virtual electronic processes, both differential amplitude and phase changes are induced between the data components. Long-lived carrier population and thermal nonlinearities ensure that no differential change is induced between subsequent data pulse components. After traveling through another length of birefringent fiber with fast and slow axes reversed, the components overlap at an analyzer biased to produce the desired logic operation. For example, if the analyzer is set to pass the data pulse in the absence of the gate pulse, then the device will act as an inverter, albeit without logic level restoration and large-signal gain.

Like the TOAD, the switching rate is limited by the gain recovery time of the SOA, but it should be noted that only enough recovery time is needed so that the control pulse can induce another π phase shift. If only TDM de-multiplexing is performed, then recovery time only limits the frame period, while the bit rate is limited by the optical thickness of the element and the rise time of the nonlinearity. For switching operations that occur on a bit-by-bit basis, then the π phase shift recovery time places the main limitation on bit rate, which can be as high as 100 Gb/s [55]. A recent experiment [11] demonstrated the cascadability of this three-terminal device by implementing a 40 Gb/s inverting shift register. A fiber amplifier was used to bring the inverted data output of the device up to the necessary 0.1 pJ switching energy.

### 1.5 Optical Soliton Logic Devices

The devices discussed in the previous section all suffer from drawbacks that may limit their use in cascaded digital logic and switching systems. Except for variations of the nonlinear directional coupler (NLDC) and nonlinear optical loop mirror (NOLM), none of these switching devices have complete logic level restoration with large-signal gain. In the standard configurations, the data pulse itself is transmitted to the output. The strong control pulse only initiates the switching and is thrown away afterwards. As a result, the transmitted data is never restored allowing signal level variations to build up over time. The roles of control and data can be reversed such that weak “power supply” pulses are passed on to subsequent gates, and are controlled by strong data pulses. Here, restoration is almost complete, with the lack of obtaining a valid signal level without external amplification which introduces ASE noise and bandwidth limitations. The biased three-terminal NLDC and NOLM have complete logic level restoration because of large-signal gain, but the gain of the NLDC is very limited and suffers from low contrast in practice, and the NOLM does not possess saturated levels and is lossy in order to achieve high contrast.

In the three-terminal configurations, these devices are only directly cascadable when using control or gate pulses of orthogonal polarization to the data pulses. Cascadability is achieved simply by using a half-wave plate to rotate the polarization of the output to serve as a control input. Using different colors also allows for cascadability, but the system becomes more complicated. In the first realization, the output of the gate must be converted through some nonlinear process such as three- or four-wave mixing, to the appropriate control input color. A second realization is to alternate the correct control color at each stage such that no wavelength conversion is necessary, but this may require two device designs in order to achieve optimum performance. These two-color schemes are the only way to cascade the fiber Kerr gate, since different colors are necessary in the fiber geometry, and the NLDC, because the use of different polarizations greatly reduces the switching performance [33].

The Kerr gate, NOLM, and terahertz optical asymmetric demultiplexer (TOAD) all suffer from over switching, although saturated gain in the nonlinear element can clamp the total induced phase shift in the latter device. In each of these three devices, a control intensity higher than that required for a π phase shift will cause over switching [45] and result in reduced contrast. Therefore, each gate in the system must be precisely tolerated if high contrast operation is required, but because of
unavoidable variations, the signal level will be attenuated through a long cascade with eventual loss of the logic level.

The performance of all of the devices, except TOAD, is reduced considerably by walkoff and incomplete switching. Means of reducing walkoff were discussed for each device, but it should be noted that, since the use of orthogonal polarizations is more practical for transmissibility considerations, cross-axis splicing is an elegant solution. Because square-top pulses possess high frequency components at the leading and trailing edges leading to rapid pulse broadening, the most robust way to eliminate incomplete switching is to use temporal solitons for the control and data pulses. The use of temporal solitons can also reduce or eliminate walkoff by the mechanism of temporal trapping [56,57].

The limitations of these devices motivates the study of a new class of devices based on optical solitons, which make full use of the soliton properties. Because solitons are threshold phenomena, they are natural carriers of digital information. Below a critical power or energy, a nonlinear wave will asymptotically disperse, but above the critical power or energy, a nonlinear wave will evolve into one or more stable (possibly higher-order) solitons. Therefore, binary logic levels can be represented by the amount of detected power or energy, or even by spatial or temporal size (a soliton could readily pass through a spatial or temporal aperture, while the majority of a dispersive wave would not). A related issue is resolvability. Since solitons beat the linear diffraction/dispersion limits, a logic gate (without absorption) could be arbitrarily long. This property is used to great advantage in the soliton collision and dragging gates as discussed later, where a small angular/frequency change (induced by a nonlinear phase shift less than π) manifests itself as a resolvable spatial/temporal shift.

Other benefits arise from the use of solitons in digital logic systems. Solitons are stable to weak perturbations meaning that the soliton tends to maintain its shape in the presence of material inhomogeneities or input profile variations, which is an important property for logic restoration. In fact, the original amplitude and shape can be restored even after absorption by the use of adiabatic amplification. This property is useful for logic restoration and in long haul communications. Additionally, in some cases, solitons will maintain their shape even after collision with another soliton, which turns out to be a disadvantage for optical switching. The logic gates presented in this thesis use a configuration in which the interaction is inelastic such that soliton shape is not necessarily maintained after collision. The most important benefit to optical switching is that solitons (or nonlinear waves in general) can exert a force on one another, unlike light in linear propagation. These forces can alter the direction in space or velocity in time of one or both solitons resulting in a switching or logical operation.

In order to achieve low switching energy per gate operation, the ideal optical soliton logic gate should be based on one of the three geometries that allow for complete three-dimensional confinement [2]: 1-D temporal solitons in fiber, 2-D spatio-temporal solitary waves in slab waveguides, and 3-D light bullets. The advantage of spatio-temporal solitary waves over temporal solitons for switching and logic is the removal of one or two transverse dimensions of linear confinement. This allows for spatial parallelism (without the loss of ultrafast temporal pipelining) and the freedom to use spatial interactions with much easier output state discrimination [2,58] than their temporal counterparts [59] in order to implement amplitude keyed logic for eventual conversion to the electronic domain. Even though one dimension of spatial parallelism is lost, the 2-D solitary wave has the important advantages over the 3-D "light bullet" case in that it should be more easily realizable experimentally [60], and the slab waveguide geometry allows for the possibility for tailoring of the dispersion properties [61], photolithographic circuit definition, and cooling through the area of the substrate. The (2+1)-D case also presents an efficient test bed allowing for the study of the effects of higher-order terms in the evolution equation by retaining full spatio-temporal dynamics without resorting to the time-consuming (3+1)-D simulation.

The remainder of this section briefly discusses two soliton-based logic gates based on the trapping interaction. These gates satisfy the requirements for a logic device, including large signal gain and logic level restoration. The first device is the temporal soliton dragging gate [62], and the second is the related spatial dragging gate [58], which is the main subject of this thesis. Note that other soliton interactions can be used for logic devices and are discussed further in Chapter 5.

### 1.5.1 Temporal Soliton Dragging Gate

The soliton trapping [62] and dragging [59] gates are based on the temporal trapping mechanism [56,57]. Two nonlinear waves of different polarization and/or wavelength propagate down a fiber with different group velocities. If they are initially overlapping in time, in linear propagation, one will reach the end of the fiber before the other. In nonlinear propagation though, they can trap each other through nonlinear attractive forces such that they both propagate at the same group velocity. In this case, each wave must experience a frequency shift in order to propagate at the common, weighted-mean, group velocity. The two nonlinear waves do not need to be of the same size (in terms of pulse area) in order for trapping to occur [57], and the frequency shift experienced by the smaller wave is greater than that experienced by the larger wave.

Figure 1.16 shows the generic three-terminal gate geometry. In the most basic geometry as shown, these gates perform an inversion operation in which the pump is passed in the absence of the signal and blocked by a spectral filter or time gate (as discussed later) in the presence of the signal. Note that the signal is always blocked at the output and the pump of one gate becomes the signal of the next, resulting in true three-terminal operation. Since the pump pulse may be passed on to later gates,
Figure 1.16: Temporal soliton trapping/dragging gate. Soliton pump pulses (always present) initially overlap in time with (non-soliton) data or signal pulses of different wavelength and/or polarization. Cross-induced chirp causes the pump and signal to propagate with the same group velocity. This frequency shift must be resolvable for the trapping gate. The change in group velocity becomes an arbitrarily large timing shift after propagation through a dispersive fiber delay line. For the dragging gate, this timing shift must be resolvable.

it is convenient for it to be a temporal soliton in order to maintain its shape after propagation through many tens to hundreds of meters of fiber, thereby ensuring logic level restoration. The trapping and dragging gates use pulses of the same wavelength but with orthogonal polarizations. Note that similar type gates can be constructed using pulses of different wavelength [63], based on the analogous trapping mechanism [64], but this gate is not readily cascadable because frequency shifters are necessary to drive the subsequent gate, while in the case of different polarizations, a wave plate can be used to rotate the output pump pulse to the correct state. In either case, the gate operation is independent of the relative phase between the pump and signal.

The soliton trapping gate relies on a resolvable spectral shift of the pump soliton [62], so that an unshifted pump will pass through a spectral bandpass filter while a shifted pump (in the presence of the signal) will not. This results in amplitude keyed logic and is compatible with common high-speed optical detectors for eventual conversion into an electronic signal. In order for this to occur, the fiber birefringence must be sufficiently large to produce the necessary difference in group velocity between the pulse propagating down the slow axis and the pulse propagating down the fast axis, which when compensated due to trapping, results in a spectrally resolved shift. The pump and signal pulses must also be of nearly the same amplitude so that the shift is not weighted preferentially towards the signal. As a result, this gate cannot provide significant large-signal gain. In fact, the first experimental demonstrations [62, 65] used solitons of 300 fs duration and 42 pJ energies for the pump and signal. A final note is that, because complete trapping can occur in a few soliton periods, the gate length need only be a few tens of meters in length, thereby reducing latency.

The temporal soliton dragging logic gate utilizes the fiber dispersive delay line as a “lever-arm” in order to allow a weak control or signal soliton to “drag” a strong pump in time [3]. In this way, even a small spectral shift of the pump (i.e., less than a π phase shift induced by a weak signal pulse) can result in a large time delay due to non-zero group delay dispersion. Because the pump is a temporal soliton and does not broaden in time, a resolvable temporal shift can be achieved by choosing the appropriate length delay line, according to the expression

$$\Delta \omega k_0^\delta L > \tau_{FWMH},$$

(1.54)

where the frequency shift $\Delta \omega$ is a function of the pump and signal pulses and the birefringence, and $k_0^\delta L$ is the group-delay dispersion. Therefore, there is a tradeoff between gain and fiber birefringence (which determine the amount of spectral shift) and gate length. If the pump were a linearly dispersive wave, broadening occurs at the same rate as the temporal delay (neglecting higher-order dispersion) and temporal resolvability can only be achieved by a resolvable spectral shift.

Temporal dragging logic must be time-shift keyed, which is still fully cascadable in the optical domain (but may limit bit rate somewhat) for a clocked system, but not compatible with high-speed electronic detection. Detection can be achieved by using a trapping gate in the last stage [3] or an ultrafast optical gating mechanism, such as the Kerr gate. One problem with time-shift keyed logic is that the dragged pump is difficult to remove from the system (although it is blocked by the polarization beam splitter at the output of every second dragging gate) and may cause interference in subsequent switching stages. Note that, in contrast to the problems imposed by birefringent walkoff on the previous fiber gates, the temporal soliton trapping/dragging
Figure 1.17: Temporal soliton dragging NOR gate geometries. Diagram a) shows a two-input soliton dragging gate which implements NOR. Diagram b) show two cascaded single-input soliton dragging gates which also implements NOR.

gates use birefringent walkoff (in combination with nonlinear cross-phase modulation) to induce the switching operation. The only constraint is that the walkoff length should be greater than about one soliton period because the bulk of the interaction occurs within that distance [66].

The first demonstration [59] of temporal soliton dragging was of a two-input, logically complete NOR gate. Two possible realizations of this logic gate are shown in Figure 1.17, where the first geometry is the one used in the experiment. In this experiment, the 300 fs pump pulse had energy of 132 pJ, while the non-soliton control pulses had 30 pJ energy, realizing a gain of 4.5 with high contrast. The fiber length was 75 meters, giving a gate latency of 360 ns. A cascading demonstration was also performed using a geometry similar to that shown in Figure 1.17 a). This demonstration suffered from the effects of Raman amplification, in which lower spectral components of a pulse are amplified at the expense of higher spectral components, resulting in asymmetric temporal broadening of the pump pulse, and may limit cascadability due to the shift in mean frequency. When both control pulses are present, the output of the device is sensitive to the relative phase between the control inputs.

Using the geometry of b), a follow-on work [66] obtained switching with reduced control pulse energy and no phase sensitivity. In this demonstration, a 500 fs, 54 pJ pump pulse was used along with 6 pJ control pulses. The pulse durations were lengthened and energies were lowered to reduce the effects of Raman gain. For this geometry, the length of fiber between the coupling region for each control pulse need only be that required for the interaction to occur (about 75 meters in this case). The long dispersive delay line (350 meters) can be placed at the end in order to achieve the timing shift due to the spectral shift induced by either control. This is one instantiation of the more general time-domain chirp architecture [3]. Dragging was obtained with lower control pulse energies because each control pulse completely overlapped the pump pulse in time, resulting in a stronger interaction than in the partial overlap geometry of a).

Subsequent extensions to the time-domain chirp architecture used 30 m of moderately birefringent fiber in which the spectral shift occurred, followed by 2 km of polarization maintaining fiber as the dispersive delay line to obtain the timing shift [3]. In this case, the control pulse energy was about 1 pJ. Another modification used a short (~ 2 mm), highly nonlinear semiconductor as the nonlinear chirping element, followed by 600 m of fiber. Control energies were on the order of 100 pJ because the control and pump were slightly offset in time to achieve spectral shift upon trapping due to the lack of strong group velocity mismatch in the semiconductor.

These trapping and dragging interactions are described by the coupled, temporal NLS equations [67]

\[
2 ik_0 \left( \frac{\partial A_1}{\partial z} + \frac{1}{2} \Delta k_0 \frac{\partial A_1}{\partial \tau} \right) - k_0 k_0 \frac{\partial^2 A_1}{\partial \tau^2} + 2 k_0 \frac{n_2}{n_0} \left( |A_1|^2 + 2 \Delta |A_2|^2 \right) A_1 = 0
\] (1.55a)
where $\Delta k_0'$ is the difference between the group delay coefficients, and the reduced time is defined $T = t - k_0' \zeta$ with $k_0'$ being the average group delay coefficient. Here, the group-delay dispersion coefficients are assumed equal and $A_1$ and $A_2$ represent the orthogonal polarizations. Note that the vector four-wave mixing terms have been neglected due to unavoidable intrinsic, stress-induced, or bend-induced birefringence which leads to accumulating phase difference between the orthogonal polarizations. Much more will be said about this fundamental system of equations in later chapters of this thesis.

### 1.5.2 Angular Deflection Gate based on Spatial Soliton Dragging

Spatial dragging gates [58] are one instantiation of a more general class of angular deflection logic gates studied in this thesis. The first spatial trapping gate was demonstrated experimentally [68] using spatial solitons of the same polarization (i.e. phase-dependent), but propagating at different angles. Due to cross-focusing, which is the spatial analogy to cross-phase modulation, the solitons mutually attract and under the right condition, form a trapped pair. The analogous temporal trapping interaction between two temporal solitons of different color (and hence different group velocities), has been studied analytically [64] and experimentally [63]. The direct spatial analogy to the Islam temporal trapping [62] and dragging [59] gates is the interaction between spatial solitons in the orthogonal eigenpolarization states of a uniaxial crystal [69]. In linear propagation, these eigenstates would normally walk-off in space, but nonlinear cross-focusing causes trapping or dragging to occur. A different arrangement, which is the one used in this thesis, has also been analyzed theoretically [58, 70], in which the interaction occurs between tilted orthogonally-polarized spatial solitons in linearly isotropic media. The temporal analog to this interaction is temporal solitons of different color and orthogonal polarization.

The use of solitons or solitary waves in optical logic is critical in that solitons beat the diffraction and/or dispersion limit over distances much longer than the characteristic linear lengths. Here, the main interest is in the use of lateral spatial confinement over distances larger than the linear diffraction distance. The key idea is illustrated in Figure 1.18, which shows the basic angular deflection logic gate. A pump soliton (left-hand side) propagates the length of the gate (which is assumed to be in a slab waveguide geometry) and passes through a spatial aperture at the output, forming the high output state of the device. Because the spatial soliton does not diffract, the size of the aperture can be the same as the size of the wave at the input, independent of the actual gate length.

The switching operation is performed by disturbing the propagation of the pump beam such it does not exit the spatial aperture, thus providing the low output state of the device. This can be accomplished by inducing a change in propagation angle which leads to a spatially-resolved shift at the output. If the beam propagates linearly (as shown on the right-hand side), a spatially-resolved shift can only be produced by inducing a change in the propagation angle (with a change in phase across the aperture of the beam of at least $\pi$) that is greater than twice the linear diffraction angle. In nonlinear soliton propagation, an induced angle change that is less than linearly resolvable (i.e. less than a $\pi$ phase change across the spatial aperture) results in a differential spatial shift which can be integrated over non-diffracting propagation such that a spatially-resolvable shift occurs at the output. Thus, as shown in the figure, the gate length must be at least the minimum resolvable dragging distance, which depends on the spatial width of the soliton beam and the amount of angular change, much like the case of the deflection of a linear pump by a much larger angle and well within the linear diffraction length.

The angular change is produced through the nonlinear interaction between the pump and another, orthogonally-polarized beam, called the signal, which initially overlaps the pump and propagates at a non-zero relative angle. The signal beam must be strong enough to induce a nonlinear index change felt by the pump through cross-focusing. If the pump propagates linearly, then large-signal gain is not possible because the signal beam is necessarily stronger. In this case, there is no mutual nonlinear interaction and the nominal effect of the signal is to create a nonlinear prism which deflects the pump in the direction of the signal. The deflection angle depends on the relative propagation angle and intensity of the signal, with the maximum angle occurring when the pump is completely guided, or trapped, by the signal. Therefore, the angle $\theta$ must be at least the defraction angle of the pump because the deflected pump will be non-linearly guided by the signal, which may be a spatial soliton in the limiting case.

If the pump is a spatial soliton, then large-signal gain is possible, but the interaction is more complicated due to mutual nonlinear coupling:

\[
2ik_0 \frac{\partial A_y}{\partial \zeta} + 2ik_0 \frac{\partial A_x}{\partial \zeta} + \frac{\partial^2 A_y}{\partial \zeta^2} + 2k_0^2 \frac{n_2}{n_0} [ |A_y|^2 + 2\Delta |A_x|^2 ] A_y = 0, \tag{1.56a}
\]

\[
2ik_0 \frac{\partial A_x}{\partial \zeta} + \frac{\partial^2 A_x}{\partial \zeta^2} + 2k_0^2 \frac{n_2}{n_0} [ |A_x|^2 + 2\Delta |A_y|^2 ] A_x = 0, \tag{1.56b}
\]
Figure 1.18: Logic gate geometry based upon the light-induced deflection of an optical "pump" beam away from a spatial aperture at the output. At one extreme, the pump can propagate nonlinearly as a spatial soliton (left), or at the other extreme, the pump can propagate linearly and diffract (right). Deflection is induced by the cross nonlinear interaction with a signal beam which is tilted with respect to the pump. The dashed contours represent the deflected pump.
Figure 1.19: Transfer function for spatial soliton dragging logic gate demonstrating small-signal gain and saturated levels. The pump and signal are fundamental solitons of width \( w_0 \). The signal soliton amplitude is varied to obtain the increasing input power as indicated on the horizontal scale. This transfer curve illustrates a large-signal gain of 2.0, as discussed in section 5.4.

where, for consistency with temporal interaction equations, the angle of propagation \( \theta \) of the signal \( A_s \) (which is analogous to group delay) is included explicitly in the paraxial approximation such that \( \theta = k_x / k_0 \). Here, \( k_0 \) is the wavenumber, \( n_2 \) is the nonlinear Kerr index, and \( A_s \) is the pump envelope. This is the base system of equations used in Chapter 5 for the study of the interaction between spatial solitons. Now, during propagation, each beam affects the other through cross-focusing. If large-signal gain is realized, then the pump exerts a greater attractive force on the signal than the signal does on the pump. Nevertheless, as mentioned previously, only a small angular deviation of the pump is needed. As in the case with the linear pump, two interaction scenarios can occur: each soliton simply deflects the other, or they form a bound, orbiting pair propagating at the weighted-mean angle [58]. The former is typically referred to as dragging [59], while the latter is referred to as trapping [65]. Soliton trapping is more likely to occur when the relative propagation angle is small and the solitons are nearly the same size, while deflection, or dragging, occurs for large angles and/or large gain. Note also that the optimal interaction may not occur in complete trapping, in which case part of the signal, the “shadow” [71], may remain bound to the pump, while the rest propagates at a much larger angle as an unbound linear diffractive wave. Therefore, this interaction will be generically referred to as dragging since the high gain situation is of ultimate interest.

Figure 1.19 shows a typical input-output relation for the spatial dragging logic gate. Note that the same function would be obtained for the temporal dragging gate as well. The most important feature to note is the region of small-signal gain at the input threshold level near 0.3, surrounded by saturated levels. The transfer function shows that the dragging gate has the same operational characteristics as an nMOS inverter [26], as shown in Figure 1.1. Here, the role of the electric power supply is provided by the pump wave and the role of the gate voltage is played by the signal wave. The presence of small-signal gain at the threshold level allows the output to be driven low with very sharp switching characteristics. The threshold level is the point on the curve in which the input and output levels are the same. For an input level beyond threshold, the output of the device is switched into a valid low state; therefore, the threshold level is the minimum input signal level required to switch the output.
state of the device, and determines the operating point on the transfer curve where large signal gain is unity. When small signal gain is greater than unity at the threshold level, then the input switching level can be chosen such that large signal gain and contrast greater than unity can be obtained. The transfer curve is terminated by saturated levels, showing that over switching is not possible. As a result, when operating well into the “on” and “off” regimes, small variations in the input signal level are attenuated and do not affect proper gate operation, thus providing large noise margin. A more detailed examination of soliton logic gates, based on spatial interactions, is presented in Chapters 5 and 6.

Because these gates have two inputs and only one output, they are three-terminal devices with input-output isolation. Only the undeflected pump is passed on to subsequent gates, and it is important that the pump propagate stably over the length of the gate with little change in its physical parameters. This allows for restoration of not only the logic level (because of small-signal gain), but also restoration of timing, position, polarization, color, and shape, which is crucial to cascaded operation [25]. Cascading of these gates can result in more complex logic functionality, as discussed in the next paragraph. Since the pump and signal have orthogonal polarizations, the interaction between them is phase insensitive. In the case of linear polarizations, this is not strictly true because of the presence of phase-dependent vectorial four-wave mixing terms in the nonlinear polarization. Here, it is assumed that these terms can be neglected because of waveguide birefringence, which causes each polarization to propagate with a different phase velocity. This assumption is valid when the interaction length is much greater than the birefringence beat-length.

In analogy with temporal dragging logic gate [66] of Figure 1.17 b), logically complete, \( n \)-input NOR gates can be implemented with spatial dragging in an \( n \)-stage system in which a cascaded pump is dragged to the side and blocked by the presence of a signal in any stage, thereby producing a low output, as shown in Figure 5.35 for a two-input NOR. In this implementation, the same pump is passed through two (or more) subsequent stages, so that standardized output levels (in terms of both the inverter and the multi-input NOR) may not obtained due to absorption incurred in the additional stages. Complete logic level restoration is not strictly obtained either, because broadening of the pump in the presence of absorption also depends on total propagation distance, as discussed in section 5.3, such that the shape is not necessarily restored. However, complete logic level restoration is not necessary for a small cascade of gates (just as with electronic pass gates) and it is important to note that the pump soliton is the one that passes through multiple levels. Absorption will be the ultimate limit to the fan-in (number of stages) of this type of NOR gate. Another implementation, in which the total length of a multi-input NOR gate is held constant, so that the length of each signal input stage gets smaller with the degree of fan-in, results in both standardized output levels and complete restoration, and is discussed in more detail in sections 5.4.3 and 6.3.2.

The main benefit of the spatial dragging logic gate over the temporal dragging gate is that amplitude keyed logic is straightforward to implement while providing gain. In the spatial case, an aperture can be used to discriminate the output. For temporal dragging though, an ultrafast time gating mechanism is required to implement amplitude keyed logic instead of the more natural time-shift keyed logic [3]. A spectral filter is all that is necessary to implement amplitude keyed logic for temporal trapping, but the leverage of the dispersive delay line is lost and gain cannot be provided. Therefore, only the spatial dragging geometry has the simultaneous advantages of simple output state determination and the leverage of non-diffracting propagation which allows for large-signal gain. Additional advantages are spatial parallelism, as discussed previously, and latency. Typical spatial soliton logic gates as studied in this thesis are on the order of cm’s long, while typical temporal soliton gates are on the order of 10’s of m’s. This results in a factor of 1000 reduction in latency. Much shorter temporal solitons can be used to reduce the length of the fiber-based gates, but higher-order temporal effects can cause problems as discussed in Chapter 6.

Spatial dragging of purely spatial solitons loses the advantages of gate-level temporal pipelining and low energies (due to complete confinement) of the temporal dragging gates, though, and spatial dragging between non-soliton pulses could yield partial switching behavior with low contrast, as shown in previous sections. That is why, in Chapter 6, this thesis studies spatial dragging of spatio-temporal solitary waves in order to retain the best features of short gate lengths, ultrafast operation and temporal pipelining, and low switching energies. The spatial dragging gate utilizing spatio-temporal solitons is perhaps the only all-optical switching and logic technology that satisfies all of the requirements for digital switching and logic and has the potential for implementation into large scale systems utilizing the high degrees of spatial and temporal parallelism available to optics.

Figure 1.20 shows the generalization of the deflection gate architecture to the use of 2-D spatio-temporal solitary waves. Utilization of fully-confined spatio-temporal waves allows for low energy operation and the additional flexibility to use spatial and/or temporal interactions. Here the focus is on spatial dragging, but temporal trapping/dragging may also occur and allow for the reduction of the requirements on allowable timing jitter between the pump and signal. Note that after the first gate, timing is restored in the system (because only the undeviated pump clock stream is passed) such that jitter no longer becomes a concern. Also, since the solitary wave does not disperse, temporal pipelining can be employed at the gate level, resulting in very high throughput which is independent of actual gate length. This architecture maps well onto the processing of a large number of independent data streams, such as ultra-fast time-division multiplexed transmission, bit-serial computation [20], and bit-serial digital signal processing [18], as discussed briefly in section 1.2.
Figure 1.20: Spatio-temporal solitary wave dragging logic gate. A pump solitary wave (left) will propagate the length of the gate and pass through a spatial aperture at the output. In the presence of a tilted, orthogonally-polarized signal (right), mutual deflection will cause the pump to shift to the side and not pass through the aperture. The inset schematically shows the input-output relation for the gate. The threshold level is set at the point where the input and output are equal. This gate performs an inversion operation and can achieve large-signal gain.
It is important to make clear that dragging is an asymmetric interaction. The nonlinear waves are brought into temporal and/or spatial coincidence in linear propagation, such that they overlap at the beginning of nonlinear propagation. For a symmetric interaction, such as collision, the waves are brought into coincidence in purely nonlinear propagation where the nonlinear interaction forces are present both before and after the point of overlap. These interaction forces are symmetric in that the net change in frequency or angle is zero (the change before complete overlap is exactly compensated by the equal and opposite change after overlap), but with a small (not resolvable) residual temporal or spatial shift. Since the dragging interaction is asymmetric, the nonlinear interaction forces occur only after the point of overlap such that the frequency or angular change is not compensated. This is the key point in understanding the advantages of soliton dragging over other, symmetric, collision geometries.
Chapter 2

Optical Solitons

Outside of the communications, switching, and computing applications, optical solitary waves and optical solitons (and solitons in general) are interesting in their own right. An entire field of mathematics is devoted to the study of nonlinear integrable equations and their soliton solutions [131]. These nonlinear equations are associated with a linear scattering problem and time-evolution equation. The bound-state eigenvalues of the linear scattering equation correspond to the soliton solutions and only those solutions remain in the asymptotic limit of large time (or long distance). The nonlinear evolution of an arbitrary initial condition is described by decomposing into the linear eigenfunction basis set given by the scattering problem. These eigenvalues are then iso-spectrally evolved and transformed back to the original space using the inverse scattering transformation [73,161, 162]. This thesis will not make direct use of the inverse scattering transform because in general the multi-dimensional vector nonlinear wave equations employed are not known to be integrable [163] and can be solved instead via more simple numerical and approximate analytical techniques.

Numerous examples of these integrable and non-integrable nonlinear wave equations exist in physics, but the examples from optics are most closely related to this thesis. There are many mechanisms of optical nonlinearity through which solitons or solitary waves can form, many of which will be discussed in section 2.1. The most ubiquitous example is the optical Kerr nonlinearity (section 2.2), which gives rise to the integrable (1+1)-D nonlinear Schrödinger (or NLS) equation, in both spatial (section 2.3) and temporal (section 2.4) forms. The multi-dimensional NLS equation (section 2.5) is not known to be integrable [163] and describes the propagation of optical waves with additional dimensions of linear and nonlinear behavior. With suitable modifications, the NLS equation serves as the basis for describing the soliton behavior necessary for the logic gates studied in this thesis.

2.1 Historical Background

A solitary wave is a nonlinear wave phenomenon that propagates without change. The most notable recorded discovery of a solitary wave occurred in 1834 when J. Scott Russell observed a solitary water wave in the Edinburgh-Glasgow canal [164,165]. Through laboratory experiments, Russell deduced that the wave speed is proportional to its amplitude, i.e. taller waves travel faster than shorter waves. This wave phenomenon is termed a gravity wave. He also deduced that an arbitrary initial profile will asymptotically evolve into multiple solitary waves, and that two solitary waves, with the taller one overtaking the shorter one, will interact and emerge undistorted [165]. These solitary waves were later called solitons by Zabusky and Kruskal [166]. In 1871 and 1876, respectively, Boussinesq and Lord Raleigh showed that, by assuming that the length of the solitary wave is much greater the water depth, such a solitary wave has a \( \text{sech}^2() \) amplitude profile. At this point it was realized that the length of the solitary wave is inversely proportional to its amplitude, such that a shorter wave is longer than a taller wave.

The governing nonlinear wave equation for shallow water waves was derived by Korteweg and deVries in 1895 [167], now known as the KdV equation:

\[
\frac{\partial u}{\partial t} + 6u \frac{\partial u}{\partial x} + \frac{\partial^3 u}{\partial x^3} = 0, \tag{2.1}
\]

written in normalized form where \( u \) is the normalized amplitude of the wave as a function of position and time. In 1955, Fermi, Pasta, and Ulam [168] studied a numerical model closely related to discrete KdV, and in 1965, Zabusky and Kruskal numerically solved the KdV equation with periodic boundary conditions [166] and found that two or more KdV solitary waves do not break up upon collision. This particle-like nature led them to coin the term "soliton". In this thesis, the term solitary wave is used when it is not known that the nonlinear wave is indeed a soliton.
The first study of solitary wave phenomena in optics was the self-trapping of one- and two-dimensional filaments [169]. This was one study out of a large body of theoretical work that arose from experimental observations of beam filamentation due to self-focusing in liquids [170], bulk glasses and crystals [171, 172], and atomic gases [173]. Self-focusing was also determined responsible for anomalously low stimulated Raman scattering threshold intensities [174]. It was quickly realized in numerical studies based on the radial NLS equation [175] that two-dimensional nonlinear propagation could become unstable when diffraction does not balance self-focusing, leading to a focusing singularity. In fact, in two and three dimensions, the operating point representing the stationary solution where nonlinearity and diffraction balance is unstable, and results in the well-known critical collapse or blow-up phenomenon due to form instability [176], referred to as large-scale self-focusing [177] in two spatial dimensions. At some point in the process of focusing to a point, the beam breaks up into many filaments giving rise to small-scale self-trapping [178, 179] and is a result of modulational instability such that small transverse amplitude or phase perturbations cause a plane wave (or large scale filament) to decay into individual beams whose subsequent propagation dynamics depend on the scale of the perturbation [178].

Blow-up is an unphysical manifestation of the multi-dimensional NLS equation and indicates that the original assumptions used in the derivation of the equation break down. One mechanism of arresting this behavior is to include saturation of the nonlinear index [180, 181], resulting in stable self-trapping, thus explaining the stability of small-scale filaments. Another numerical study [179] showed the formation of small-scale filaments by following the self-focusing of a beam and subsequent breakup into an annular structure with the center portion resembling a small-scale filament. This ring structure was a result of the analysis being based on a radial nonlinear wave equation and by symmetry is the only structure possible, but will be indicative of an experimental situation in an isotropic medium in which strict radial symmetry of the initial conditions is maintained. The full picture of filamentary structure via transverse instability can only be captured with a two-dimensional analysis [178]. It was also realized that other higher-order nonlinear effects such as Raman and Brillouin scattering arrested collapse. The vector nonlinear wave equation derived in Chapter 3 includes non-paraxial terms which should also be included in the study of two-dimensional self-focusing, and will always prevent self-focusing to transverse cross-sectional areas smaller than order $\lambda^2$.

In 1972, Zakharov and Shabat [73] published the seminal paper on the inverse scattering transform for the (1+1)-D spatial optical NLS equation. A year later, Hasegawa and Tappert [132] derived the (1+1)-D temporal NLS equation for single-mode optical fiber and proposed the use of temporal solitons as data carriers for long-haul communications. It wasn’t until 1980, though, that the first temporal optical soliton was observed experimentally [182]. This experiment was made possible by the availability of low-loss optical fiber in the anomalous dispersion regime (i.e. wavelengths longer than about 1.28 µm in fused silica fiber) and the color-center laser producing ps pulses in that regime. More recent work has focused attention on the modifications of the base NLS equation required to adequately describe long distance, short-pulse propagation in fiber. These modifications include: higher-order dispersion [30], such as third- and fourth-order; optical shock [183] (also called self-steepening or the intensity-dependent group-velocity [184]); and stimulated Raman scattering [185, 186] (responsible for the soliton self-frequency shift [145, 187]). Spatial optical solitons have also been realized experimentally in liquid Cs$_2$ [188, 189], glass [118, 120] and AlGaAs [190] slab waveguides, and in Cs$_2$ cells using highly elliptical beams [191] to avoid critical collapse inherent in (2+1)-D nonlinear propagation [175]. Much more theoretical and experimental attention has been paid to temporal solitons, though, due to their potential for important applications, such as long-distance fiber communications.

The previous paragraphs discussed optical solitons formed through the Kerr nonlinearity, but there are other nonlinear mechanisms in optics that also allow for solitons or solitary wave behavior. It has been known since the early 1970s that a third-order like nonlinearity can be obtained by cascading two second-order nonlinearities, such as occurs with the interaction between a fundamental and a field generated through DC rectification [192] or a generated second-harmonic [193]. The former mechanism has been shown theoretically [194, 195] to be described by the Davey-Stewartson (or Benny-Roskes) equation that exhibits stabilized 2-D spatio-temporal solitons [162], but to date, these solitons have not been observed experimentally. The latter mechanism has generated a new field of study in nonlinear optics as a means of producing extremely large, ultrafast third-order nonlinear effects [196]. Second-harmonic cascading been shown theoretically [197, 198] and experimentally to support bright spatial [199] and temporal solitons.

Other nonlinear mechanisms that support solitons include: formation of temporal solitons in the Stokes pulse via stimulated inter-pulse Raman scattering (SRS) [200, 201], dark 1-D [84] and stable 2-D vortex [202] spatial solitons in self-defocusing media with thermal nonlinearity, plasma filaments in air [203], and so-called photorefractive solitons [204]. These nonlinear mechanisms do not respond on the fs time scales of the Kerr and cascaded nonlinearities and, as a result, may not be as useful for ultrafast optical switching.
2.2 Preliminaries

This thesis concentrates on bright one-dimensional spatial solitons and multi-dimensional spatio-temporal solitary waves in media exhibiting optical Kerr nonlinearity. The entire class of dark solitons are omitted from study because they have nonzero boundary conditions at infinity, implying the requirement of infinite power/energy. This boundary condition can be relaxed somewhat by embedding a dark stripe or vortex within a localized bright diffraction background. A multi-dimensional hybrid bright/dark solitary wave, or symbion, may also exist for either bright in time and dark in space (which might be important for materials with \( n_2 < 0 \) and normal dispersion [205]), or bright in space and dark in time (which might be important for materials with \( n_2 > 0 \) and normal dispersion).

In one dimension of space, a spatial soliton exists through the balance between linear diffraction and nonlinear self-focusing [73, 169]. In time, a temporal soliton exists through the balance between linear dispersion and nonlinear self-phase modulation [132]. Kerr-type (nonresonant and non-dispersive) refractive nonlinearity is responsible for both self-focusing and self-phase modulation and is the fundamental requirement for the so-called nonlinear Schrödinger (NLS) solitons in optics which are the subject of this thesis. In one dimension, NLS solitons are stable, meaning that small amplitude or phase perturbations do not upset the balance between the opposing linear and nonlinear effects.

Under special conditions on the amplitude and beam width/pulse duration, optical solitons can form when the total refractive index is well-described by the expression

\[
n = n_0 + n_2 |A|^2, \tag{2.2}
\]

where \( n_0 \) is the linear index of refraction at some frequency \( \omega_0 \) and \( n_2 \) is the total ultrafast nonlinear index, or Kerr index, with units of \( \text{cm}^2/\text{V}^2 \), and \( A \) is the electric field envelope with units \( \text{V}/\text{cm}^2 \). The definition of the nonlinear index in terms of the third-order susceptibility, given by equation 3.59, was chosen such that the above expression for the total refractive index is valid. A further generalization includes the quintic contribution to the refractive index through ultrafast \( \chi^{(5)} \),

\[
n = n_0 + n_2 |A|^2 + n_{\text{eff}}^{\text{q}} |A|^4, \tag{2.3}
\]

where the effective quintic index, with units \( \text{cm}^4/\text{V}^4 \), is defined as

\[
n_{\text{eff}}^{\text{q}} = n_4 - \frac{n_2^2}{2n_0}, \tag{2.4}
\]

ignoring the cascaded contribution. The direct quintic index \( n_4 \) is discussed in section 3.1.3. In this case, the relative dielectric constant takes the form

\[
\varepsilon = n^2 = n_0^2 + 2n_0 n_2 |A|^2 + 2n_0 n_4 |A|^4 + \cdots. \tag{2.5}
\]

It is now seen that the second term in the definition of \( n_{\text{eff}}^{\text{q}} \) is the result of taking the square-root of the dielectric constant to obtain the refractive index. An additional contribution, produced through the process of cascading between the fundamental and third-harmonic, is derived in the multiple-scales analysis of section 3.2.

The quintic nonlinearity will be used in the multi-dimensional solitary wave case as a means for providing stability, but first 1-D spatial and temporal solitons as described by the cubic NLS equation will be discussed in detail.

2.3 1-D Spatial Optical Solitons

Spatial solitons result from the balance between linear diffraction and nonlinear self-focusing as shown in Figure 2.1. In one transverse spatial dimension, these solitons are stable such that the balance between the linear and nonlinear effects prevents small amplitude or phase perturbations from destroying the soliton. If a perturbation acts to widen the soliton, nonlinear self-focusing overpowers diffraction to restore balance. In the opposite case, if a perturbation narrows the soliton, linear diffraction overcomes self-focusing.

The analytical study of spatial solitons begins with the scalar Helmholtz equation which describes the propagation of a monochromatic beam in weakly inhomogeneous media

\[
\nabla^2 A + k^2 A = 0 \tag{2.6}
\]

where \( E = \frac{1}{\varepsilon} \bar{A}(x, y, z) e^{-i\omega d} + c.c \) is the time-harmonic electric field, \( k = \omega n(r, \omega_0)/c \) is allowed to have weak spatial variation, and the over bar indicates the presence of a fast phase variation due to propagation. Assuming for the moment that \( k \) has no spatial variation, equation 2.6 can be transformed into the spatial frequency, or Fourier, domain

\[
[k_x^2 + k_y^2 + k_z^2] \bar{A} = k_0^2 \bar{A}, \tag{2.7}
\]
where $k_x$, $k_y$ and $k_z$ are spatial frequency variables representing the Cartesian components of the optical wave vector. The solution to this equation is

$$\sqrt{k_x^2 + k_y^2 + k_z^2} = k_0,$$

which describes the momentum sphere of isotropic propagation and prescribes one spatial frequency component when the other two are known. This sets up an initial-value problem for propagation, such that when the electric field is known on a plane for example, guaranteeing that two of the three components of momentum are known, propagation to another parallel plane at an arbitrary distance is then fully determined by specifying the third component using equation 2.8. If $z$ is the direction of propagation, then the initial-value problem has the solution in the Fourier domain

$$\tilde{A}(k_x, k_y, z) = e^{\pm i \sqrt{k_x^2 + k_y^2 - k_0^2} z} \tilde{A}(k_x, k_y, 0),$$

where $\tilde{A}(k_x, k_y, 0)$ is known by the Fourier transform of the initial field on the input plane. The field distribution $\tilde{A}(x, y, z)$ at the observation plane is calculated by the inverse Fourier transform of $\tilde{A}(k_x, k_y, z)$. Linear diffraction is described in more detail in section 2.3.2 and Chapter 4.

In media of isotropic symmetry class with Kerr-type nonlinear index $n_2$, the inhomogeneous wave number is

$$k^2 (|A|) = k_0^2 + 2k_0^2 \frac{n_2}{n_0} |A|^2,$$

where the quintic nonlinear index is neglected. Substituting into equation 2.6 results in

$$\nabla^2 \tilde{A} + k_0^2 \tilde{A} + 2k_0^2 \frac{n_2}{n_0} |A|^2 \tilde{A} = 0.$$  

This equation describes the (2+1)-D spatial propagation of a beam in a weakly inhomogeneous, weakly nonlinear medium. Since the 1-D spatial soliton is of present interest, it is assumed that the beam is confined in the $y$ dimension by a slab waveguide. As a result, assuming that the linearly guided and nonlinear soliton envelopes are separable, i.e.

$$\tilde{A}(x, y, z) = \Phi(y) \tilde{A}(x, z),$$

where $\Phi(y)$ represents the guided profile and is real and of unity magnitude, the nonlinear Helmholtz equation 2.11 reduces to

$$\frac{\partial^2 \tilde{A}}{\partial z^2} + \frac{\partial^2 \tilde{A}}{\partial x^2} + k_0^2 \tilde{A} + 2k_0^2 \frac{n_2}{n_0} |A|^2 \tilde{A} = 0.$$
and is the starting point for the following analysis of 1-D spatial solitons.

Note that the effects of waveguide confinement have been formally neglected in equation 2.13. This omission can be remedied by using an effective wavenumber $\beta_{\text{eff}}$ and nonlinear coefficient $n_{\text{eff}}$ determined by the appropriate modal overlap integrals, but the analysis in the next two sections neglects the effects of transverse waveguide confinement for simplicity. The fully confined case of 2-D spatio-temporal solitary waves in a slab waveguide is discussed in full in Appendix C.

### 2.3.1 The Non-Paraxial Fundamental Soliton

A soliton is by definition a stationary solution, therefore, using the field amplitude ansatz

$$A(x, z) = A(x)e^{\beta z}$$

(2.14)

in equation 2.13, the stationary transverse envelope becomes the eigenfunction of the ordinary nonlinear differential equation

$$\frac{d^2 A(x)}{dx^2} + \left[ k_0^2 - \beta^2 + 2k_0^2 \frac{n_2}{n_0} |A(x)|^2 \right] A(x) = 0,$$

(2.15)

where $\beta^2$ is the eigenvalue and $\beta$ represents the total wavenumber and contains both linear and nonlinear contributions.

The transverse envelope is assumed to be of the form [169]

$$A(x) = A_0 \text{sech} \left( \frac{x}{w_0} \right),$$

(2.16)

where $A_0$ is the real amplitude and $w_0$ is a measure of the beam width. Since the soliton is non-diffracting, there is no transverse phase variation. The stationary solution is given by

$$A_0 = \frac{1}{k_0w_0} \sqrt{\frac{n_0}{n_2}}$$

(2.17)

$$\beta^2 = k_0^2 + \frac{1}{w_0^2} = k_0^2 \left[ 1 + \frac{n_2 A_0^2}{n_0} \right],$$

(2.18)

with the total wavenumber $\beta \approx k_0 + k_n n_2 A_0^2/2$ when the induced nonlinearity is small.

Since equation 2.13 is invariant under the unitary transformation

$$\begin{bmatrix} x' \\ z' \end{bmatrix} = \begin{bmatrix} \cos \theta & \sin \theta \\ -\sin \theta & \cos \theta \end{bmatrix} \begin{bmatrix} x \\ z \end{bmatrix},$$

(2.19)

a more general stationary solution is given by

$$A(x', z') = A_0 \text{sech} \left( \frac{\cos \theta x' - \sin \theta z'}{w_0} \right) e^{i\theta \left[ \cos \theta x' + \sin \theta z' \right]}.$$

(2.20)

Equation 2.20 is a fully linear and nonlinear non-paraxial solution when the optical field polarization is in the $y$ direction such that vectorial effects are absent. Unfortunately, it is mathematically and numerically difficult to propagate this (or other) solution using the evolution equation 2.13; therefore, a common practice is to reduce this full Helmholtz equation to a parabolic one so that robust numerical techniques based on finite-difference or split-step methods, and analytic techniques such as the scattering/inverse-scattering transform, can be used. This procedure is carried out formally in Chapter 3 for the fully vectorial (3+1)-D and (2+1)-D evolution equations which uncovers the linear and nonlinear physics buried in the second-order equation 2.6, but done in an ad-hoc manner in the next section for the (1+1)-D case.

### 2.3.2 The Paraxial Fundamental Soliton

Paraxial propagation is described about some mean direction of propagation. For simplicity, choosing $z$ to be this direction, the electric field envelope is assumed to be of the form

$$\tilde{A}(x, z) = A(x, z)e^{ik_0 z},$$

(2.21)
where $k_0 = \omega_0 n_0 / c$ is the bulk propagation constant or wave number. The fast phase due to propagation is explicitly removed from the transverse envelope so that the slowly-varying amplitude (SVA) and paraxial approximations can be made. Substituting this expression into the nonlinear Helmholtz equation 2.13, and making the approximation

$$\left| \frac{\partial^2 A}{\partial z^2} \right| = \frac{1}{2k_0} \left[ \frac{\partial^2 A}{\partial z^2} + \frac{\partial^2 A}{\partial z \partial x^2} + 2k_0^2 n_2 \frac{\partial |A|^2 A}{\partial z} \right] \ll |2k_0 \partial A / \partial z|,$$

(2.22)

results in the (1+1)-D spatial NLS equation

$$2ik_0 \frac{\partial A}{\partial z} + \frac{\partial^2 A}{\partial x^2} + 2k_0^2 n_2 |A|^2 A = 0.$$

(2.23)

The first two terms in equation 2.23 simply describe linear diffraction in the paraxial approximation which is seen by taking a transverse spatial Fourier transform

$$\frac{\partial A}{\partial z} = -i \frac{k_x^2}{2k_0} A \quad \Rightarrow \quad A(z) = \tilde{A}(0)e^{-i[k_z^2/(2k_0)]z},$$

(2.24)

and reduces the $z$-directed accumulated phase from the maximum value $k_0$ to $k_0 \left[ 1 - k_x^2 / 2k_0^2 \right]$ due to the off-axis projection of the phase-velocity onto the mean direction of propagation $z$. This expression only allows for propagation in one direction (along $z$ or very near it) and is the result of the using the slowly-varying amplitude approximation which reduces the Helmholtz equation to a uni-directional wave equation. The SVA is valid when backscattered radiation from linear or nonlinear inhomogeneity can be neglected to avoid order of approximation, as discussed in Chapter 3.

Figure 2.2 illustrates diffraction in spatial frequency space. For full (2+1)-D spatial diffraction in isotropic space, the surface of allowed $k$ vectors is a sphere. Diffraction in (1+1)-D as shown in the figure is represented by slicing the sphere with a plane passing through the origin, resulting in a circle. The paraxial approximation represents this circle as a parabola and is valid for small transverse spatial frequencies (small angular bandwidths). Linear propagation is described by appropriately phasing each transverse spatial frequency component $\tilde{A}(k_x)$ with $\exp(ik_z z)$, where $k_z = \sqrt{k_0^2 - k_x^2}$ in the non-paraxial case and $k_z \approx k_0 - k_x^2 / 2k_0$ in the paraxial case.

Figure 2.3 shows the diffraction of an initial sech$(x/w_0)$ profile beam over 5 confocal distances. Here the confocal distance $Z_0 = \pi w_0^2 / \lambda$ is twice the Rayleigh range, which represents the distance over which the FWHM intensity pattern increases by $\sqrt{2}$. Note that the intensity FWHM is 1.7627$w_0$[30].

Neglecting the diffraction term in equation 2.23 results in the nonlinear equation

$$i \frac{\partial A}{\partial z} + k_f n_2 |A|^2 A = 0,$$

(2.25)

where $k_f = \omega_0 / c$ is the free-space wavenumber. The solution to this equation is written in the real space domain as

$$A(z, x) = \tilde{A}(0) e^{i\phi_{NL}(z, x)} A(x, 0)$$

(2.26)

with the nonlinear phase accumulation

$$\phi_{NL}(z, x) = k_f n_2 \int_0^z |A(x, z')|^2 \, dz'.$$

(2.27)

For small $z = \Delta z$, the nonlinear phase is approximated by the expression

$$\phi_{NL}(z, \Delta z) \approx k_f n_2 \left| A(x, \Delta z/2) \right|^2 \Delta z.$$

(2.28)

which is second-order accurate in $\Delta z$. This nonlinearly induced phase is illustrated in Figure 2.4 for propagation distance $\Delta z$ and peak amplitude chosen such that the maximum nonlinear phase is 4 radians.

The spatial frequency space is the natural domain in which to solve the linear diffraction problem, while real space is the natural domain in which to solve the nonlinear problem (ignoring diffraction). This insight will be used in the development of the split-step Fourier method outlined in Chapter 4, which efficiently implements nonlinear propagation by switching between the two domains for linear diffraction and nonlinear refraction.

\[ \text{Footnote: Unlike the case for Gaussian beams, in the case of a sech}(x), this distance is not the same as that obtained by interpolating the far-field diffraction pattern, which results in a confocal distance } 1.605 \pi w_0^2 / \lambda. \]
Figure 2.2: k-space diagram graphically showing the z-projected wavenumber $k_z$ as a function of the transverse wavenumber $k_x$. The paraxial approximation is illustrated by the dashed curve. The transverse spatial frequency spectrum of a beam is shown in order to illustrate propagation by associating $k_z$ with every $k_y$ of the spectrum. The paraxial approximation is good for small $k_x$ but breaks down for larger $k_x$ where the associated value for $k_z$ deviates significantly from the exact result.
Figure 2.3: Diffraction of a beam of initial sech(x/w₀) profile, and intensity profile sech²(x/w₀), where w₀ = 14.2 μm and intensity FWHM 25 μm. After propagating 5 Z₀, where Z₀ = π² w₀²/λ = 1.85 mm is the confocal distance, the intensity FWHM broadens to 140 μm.

Figure 2.4: The nonlinear phase (dashed curve) induced by an electric field envelope (solid curve). The induced phase is proportional to the local intensity and in a material with positive Kerr nonlinearity, tends to reduce the phase velocity of the central portion of the beam resulting in a focusing, or lensing, effect.

Now, looking for a paraxial soliton solution, the stationary ansatz 2.14 is substituted into equation 2.23 with the result

\[
\frac{d^2A(x)}{dx^2} + 2k₀ \left[ -β + k₂ |A(x)|² \right] A(x) = 0.
\]  

(2.29)

Assuming the fundamental soliton form of equation 2.16, the amplitude and phase become

\[
A₀ = \frac{1}{k₀w₀} \sqrt{\frac{n₀}{n₂}}.
\]  

(2.30)
Figure 2.5: Spatial soliton beam of initial sech($x/w_0$) amplitude profile, where $w_0 = 14.2 \mu m$ and intensity FWHM 25 $\mu m$. Even after propagating 5 $Z_0$, where $Z_0 = 1.85$ mm, the beam width and position are unchanged.

$$\beta = 1/2k_0w_0^2 = k_fn_2A_0^2/2,$$

(2.31)

where the amplitude is the same as in the non-paraxial solution and $\beta$ represents the slow phase nonlinear correction to the fast phase linear wavenumber $k_0$. The total wavenumber $k_0 + \beta$ is the same as that obtained in the non-paraxial case given by equation 2.18 when $w_0 \gg \lambda$. The nonlinear correction to the wave number $\beta$ is half that obtained for a plane wave of amplitude $A_0$, and simply reflects the fact that the soliton does not have constant amplitude.

The full paraxial solution is written

$$\tilde{A}(x,y,z) = \frac{1}{k_0w_0} \sqrt{n_0/n_2} \Phi(y) \sech \left( \frac{x}{w_0} \right) e^{i[k_0y + 1/2k_0w_0^2]z},$$

(2.32)

where the linearly guided profile $\Phi(y)$ and linear wavenumber $k_0$ are added for completeness. Spatial soliton propagation using the split-step numerical scheme of section 4.2.1 is shown in Figure 2.5 with $w_0 = 14.2 \mu m$. After a propagation distance of 5 $Z_0$, the soliton is unchanged, thereby obeying the limits imposed by linear diffraction as shown in Figure 2.3, which would result in spatial broadening by a factor of 5.6.

Defining the optical intensity with units W/cm$^2$

$$I(x,y,z) = \frac{\varepsilon_0c}{2} \left| A(x,y,z) \right|^2 = \frac{1}{2n_f} \left| A(x,y,z) \right|^2,$$

(2.33)

and neglecting the nonlinear contribution to the index and impedance, the intensity of the fundamental soliton is written

$$I(x,y,z) = \frac{\varepsilon_0c}{2k_fw_0^2n_2} \Phi^2(y) \sech^2 \left( \frac{x}{w_0} \right),$$

(2.34)

for $n_2$ in units of V$^2$/cm$^2$. The power of the soliton is

$$P(z) = \int \int I(x,y,z) dy dx = \frac{\varepsilon_0c}{k_fw_0n_2} \int \Phi^2(y) dx$$

(2.35)

and has units of W. Note that $\int \sech^2(x/w_0) dy = 2w_0$.

From these expressions, it is clear that the peak intensity of the soliton increases inversely proportionally to the square of the width and the power of the soliton increases inversely proportionally to the width, so that a narrow soliton requires more power to launch and propagate than a broader one.

A further generalization of the paraxial soliton solution is given by

$$A(x,z) = A_0 \sech \left( \frac{x - 3\theta z}{w_0} \right) e^{i[k_0x + \beta z]}.$$

(2.36)
Substituting this expression into the NLS equation 2.23 results in

$$A_0 = \frac{1}{k_0 w_0} \sqrt{\frac{n_0}{n_2}}$$

(2.37)

$$\theta = \delta k_0$$

(2.38)

$$\beta = \frac{1}{2k_0 w_0^2} - \frac{\delta k_0^2}{2k_0}$$

(2.39)

which is the paraxial version of equation 2.20. Notice that, like the non-paraxial soliton solution, the NLS soliton solution has two free parameters: the width $w_0$ and angle of propagation $\theta$.

### 2.4 1-D Temporal Optical Solitons

Temporal optical solitons result from the balance between linear dispersion and nonlinear self-phase modulation (SPM). In order to arrive at this one-dimensional system, the temporal soliton is confined transversely in an optical fiber. Even though the nonlinearity of silica glass is very small, optical fiber is an ideal system in which to perform experimental studies because of the very low linear loss $\sim 0.2$ dB/km ($\sim 5 \times 10^{-7}$ cm$^{-1}$) and long interaction lengths [30]. Because a temporal soliton is inherently a one-dimensional nonlinear phenomenon described by the NLS equation, stability is guaranteed as it is in the one-dimensional spatial case.

The scalar wave equation describing temporal propagation in fiber is

$$\frac{\partial^2 \tilde{A}}{\partial t^2} + k^2 \left( \omega_0 + i \frac{\partial}{\partial t} \right) \tilde{A} + 2i \omega_0 n_2 \frac{\partial n_2}{\partial \omega} \left( \omega_0 + i \frac{\partial}{\partial t} \right) \tilde{A} = 0,$$

(2.40)

where the electric field $E = \frac{1}{\sqrt{2}} \tilde{A}(x,y,z,t)e^{-i\omega_0 t} + cc$ and Raman scattering has been neglected. The wave number function of the operator $\frac{\partial}{\partial t}$ is interpreted by its Taylor expansion [194], as shown in equation 2.44. Here, parenthesis enclosure function arguments, while braces and brackets are used for grouping. The effects of Raman scattering are considered in section 2.4.3. Equation 2.40 describes the evolution of the pulse envelope, therefore soliton solutions are termed envelope solitons, in contrast to field soliton solutions of other nonlinear wave equations such as KdV.

In the following analysis it is assumed that $\tilde{A}$ has the separable form $\tilde{A} = \Phi(x,y)\tilde{A}(z,t)$, where $\Phi$ is the transversely guided profile of unity magnitude. The effects of transverse guidance will be neglected for simplicity, as already done in equation 2.40. In Appendix C, the derivation in the case of spatio-temporal propagation in a slab waveguide is presented in full.

The linear part of equation 2.40 has the simple solution in the temporal frequency domain

$$\tilde{A}(\Delta \omega, z) = e^{i\Delta \omega z} \tilde{A}(\Delta \omega, 0).$$

(2.41)

The term $\Delta \omega$ describes some (small) frequency variation about the central frequency $\omega_0$. Similar to the case for linear diffractive dispersive propagation is fully described by phasing each temporal frequency component $\tilde{A}(\omega_0 + \Delta \omega)$ using the appropriate dispersive wave number $k(\omega_0 + \Delta \omega)$.

The variation in wavenumber $k$ with wavelength is shown in Figure 2.6 for bulk silica glass, where waveguide dispersion is neglected. The linear and nonlinear optical properties of silica are discussed in more detail in Appendix D. Also shown is the wavelength dependence of the group delay coefficient, which is related to the wavenumber by $k' = \partial k/\partial \lambda$, and can be evaluated in two forms

$$k'(\omega) = \frac{1}{c} \left[ n(\omega) + \omega \frac{\partial n(\omega)}{\partial \omega} \right]$$

(2.42)

$$k'(\lambda) = \frac{1}{c} \left[ n(\lambda) - \frac{\lambda \partial n(\lambda)}{\partial \lambda} \right]$$

(2.43)

It is clear from the figure that when $\lambda > 1.28 \mu m$, shorter wavelengths are delayed less than longer wavelengths, meaning that shorter wavelengths (higher frequencies) travel with a greater group velocity than longer wavelengths. This is the anomalous dispersion regime and is the regime in which bright temporal solitons can form with positive Kerr nonlinearity.

Much effort has been placed on using waveguide dispersion of fiber to tailor the overall dispersion characteristics. One example of this is dispersion-shifted fiber, in which the zero value of group-delay dispersion is shifted to longer wavelengths, particularly near 1.55 $\mu m$ where the fiber loss is minimum. Double or quadruple clad fiber has flattened dispersion characteristics where the GDD is small and nearly uniform over a 25 nm range [30]. Both of these examples are used mainly for linear propagation where dispersion is not compensated by SPM. Appendix D briefly covers the effects of waveguide parameters on the overall linear dispersion relation.
Figure 2.6: Wave number and group delay versus wavelength for bulk silica. The dashed vertical line separates the normal (NGDD) and anomalous (AGDD) dispersion regimes. The spectrum of a 16.5 fs intensity FWHM sech() pulse with time-bandwidth product 0.316 is also shown. Linear dispersive propagation occurs by phasing each temporal frequency component using the appropriate wave number.

2.4.1 The Non-SVEA Fundamental Soliton

It is not known that equation 2.40 has a general solution. There are solutions for specific material parameter values when the full dispersion relation \( k^2(\omega) \) is truncated at a given order. This truncation amounts to making the slowly-varying envelope approximation (SVEA), although the standard SVEA keeps terms only up to second-order in time derivatives and results in the temporal NLS equation.

An analytic solution to equation 2.40 has been obtained [206] keeping linear dispersion terms up to fourth-order in time derivatives and all nonlinear terms, excluding Raman scattering. To fourth order, the linear dispersion is

\[
k^2 \left( \omega_0 + \frac{i}{\tau} \frac{\partial}{\partial t} \right) \approx k_0^2 + 2 i k_0 k'_0 \frac{\partial}{\partial t} - \left[ k_0^2 + k_0 k'_0 \right] \frac{\partial^2 \tilde{A}}{\partial t^2} + \frac{i}{3} \left[ 3 k_0^2 k''_0 + k_0 k'''_0 \right] \frac{\partial^3 \tilde{A}}{\partial t^3} + \frac{1}{12} \left[ 3 k_0^2 + 4 k_0 k'_0 + k_0 k''_0 \right] \frac{\partial^4 \tilde{A}}{\partial t^4}.
\]  

(2.44)

With this approximation, equation 2.40 can be rewritten

\[
\begin{align*}
\frac{\partial^2 \tilde{A}}{\partial z^2} &+ k_0^2 \frac{\partial \tilde{A}}{\partial t} - k_0^2 \frac{\partial^2 \tilde{A}}{\partial t^2} - \frac{1}{3} \left[ 3 k_0^2 + k_0 k''_0 \right] \frac{\partial^3 \tilde{A}}{\partial t^3} + \frac{1}{12} \left[ 3 k_0^2 + 4 k_0 k'_0 + k_0 k''_0 \right] \frac{\partial^4 \tilde{A}}{\partial t^4} \\
&+ \frac{1}{12} \left[ 3 k_0^2 + 4 k_0 k'_0 + k_0 k''_0 \right] k_0^2 \frac{\partial \tilde{A}}{\partial t} + 2 n_0 \frac{2 \text{i} k_f}{c} \frac{\partial}{\partial t} \left[ k_0^2 + \frac{2 \text{i} k_f}{c} \frac{\partial}{\partial t} - 1 \frac{\partial^2}{\partial t^2} \right] |A|^2 \tilde{A} = 0.
\end{align*}
\]

(2.45)

Notice that the SVA has not been made, even though the SVEA has been made to fourth-order in time derivatives. Equation 2.45 will still be referred to as a non-SVEA equation because it includes two orders of time derivatives beyond the standard SVEA equation.

A solitary wave solution to equation 2.45 is given by [206]

\[
\tilde{A}(z,t) = A_0 \text{sech} \left( \frac{t-z/v}{\tau_0} \right) e^{i [\omega_0 - \delta \omega] t},
\]

(2.46)
where the expressions for the quantities $A_0, v, r_0, \beta$ and $\delta \omega$ can be found in the reference. One important property of the solution is that all of the parameters are determined by the material constants; there are no free parameters so only one solitary wave profile can be a self-consistent solution. This is unlike the NLS case in which there are two free parameters - width/duration (or amplitude) and propagation angle/frequency [117]. A condition on the existence of the solution 2.46 is that the material dispersion parameters $k_0^m$, $k_0^m$ and $k_0^{m'}$ are negative, which can be accomplished using quadruple-clad fiber for example [207].

Another property of this solution is that, like the non-paraxial spatial soliton solution of the previous section, there is no backscatter of radiation from the induced inhomogeneity due to the nonlinear index. This is because the wave is a stationary state and does not change with propagation, therefore there is no energy loss due to scattering. The stability properties of this non-SVEA solution have not been studied to date, and it should be pointed out that experimental realization may be difficult due to the restrictive nature of the solution.

### 2.4.2 The SVEA Fundamental Soliton

Writing the field amplitude in terms of a fast propagation phase and slowly-varying envelope,

$$\tilde{A}(z, t) = A(z, t)e^{i k_0 z}, \quad (2.47)$$

and substituting into equation 2.40, the (1+1)-dimensional scalar nonlinear wave equation usually considered for soliton propagation in optical fiber [132] is obtained

$$2i k_0 \left[ \frac{\partial A}{\partial z} + k_0 \frac{\partial A}{\partial t} \right] - k_0 k_0^2 \frac{\partial^2 A}{\partial z^2} + 2 k_0^2 n_z^2 \frac{\partial |A|^2}{\partial z} = 0, \quad (2.48)$$

where the slowly-varying amplitude and envelope approximations have been made. The quantity in brackets simply indicates that the wave nominally moves at the group velocity $v_g = 1/k_0$. This quantity can be simplified by making the transformation into the reduced time coordinates

$$T = t - k_0 z \quad (2.49)$$

$$Z = z,$n_z^2 \frac{\partial |A|^2}{\partial z} = 0,$$

and noting that

$$\frac{\partial}{\partial t} = \frac{\partial T}{\partial t} + \frac{\partial Z}{\partial T} = \frac{\partial}{\partial T} \quad (2.50)$$

$$\frac{\partial}{\partial z} = \frac{\partial T}{\partial z} + \frac{\partial Z}{\partial Z} = -k_0 \frac{\partial}{\partial T} + \frac{\partial}{\partial Z}. \quad (2.51)$$

With these substitutions, equation 2.48 can be written

$$2i k_0 \frac{\partial A}{\partial z} - k_0 k_0^2 \frac{\partial^2 A}{\partial T^2} + 2 k_0^2 n_z^2 \frac{\partial |A|^2}{\partial z} = 0, \quad (2.52)$$

which is the temporal nonlinear Schrödinger (NLS) equation. Apart from a scaling factor, this equation is the same as the (1+1)-D spatial NLS equation. For bright soliton solutions analogous to equation 2.32, it is clear that $k_0^2 < 0$, meaning that the wave propagates in the anomalous dispersion regime.

By using the transformation 2.49, the coordinate system is changed such that the pulse moving with the group velocity $1/k_0$ is stationary on the reduced time axis $T$, instead of moving on the time axis $t$ at the group velocity. This results in the leading-order frequency-dependent correction to the wavenumber $k_0$ being proportional to the group-delay dispersion coefficient $k_0^m$, or

$$k(\omega) \approx k_0 + \frac{1}{2} \Delta \omega^2 k_0^m, \quad (2.53)$$

where $k_0 = k(\omega_0)$ and $\Delta \omega = \omega - \omega_0$.

The linear part of equation 2.52 has a simple solution in the temporal frequency domain

$$\tilde{A}(\Delta \omega, z) = e^{ik_0^m \Delta \omega^2 z/2} \tilde{A}(\Delta \omega, 0). \quad (2.54)$$

Analogous to paraxial linear spatial diffraction, linear dispersion is described by phasing each temporal frequency component with the appropriate quadratic phase factor $e^{ik_0^m \Delta \omega^2 z/2}$ in this case where SVEA was made such that higher-order dispersion is
Figure 2.7: Effect of negative group-delay dispersion on a 16.5 fs quasi-monochromatic wavepacket with $\lambda_f = 1.55 \mu m$. The initial sech() packet is shown on the left and the dispersed packet on the right. The electric field oscillation at optical frequencies is shown for illustrative purposes.

Figure 2.8: Dispersion of a pulse of initial sech($T/t_0$) amplitude profile, where $t_0 = 9.36$ fs and intensity FWHM duration 16.5 fs. After propagating 5 $Z_0$, where $Z_0 = \pi n_0^2 / 2 |k_0|^2 = 4.93$ mm = $2L_D/\pi$ is the dispersive confocal distance and $L_D$ is the standard dispersion length, the pulse FWHM broadens to 91.5 fs.

neglected. The dispersion of a wavepacket is illustrated in Figure 2.7 in the time domain. Even though group delay dispersion is an envelope phenomenon, the local phase of the envelope affects the underlying carrier. The figure indicates that in the dispersed envelope, higher frequencies move towards the pulse leading edge (negative time) and lower frequencies move towards the trailing edge (positive time), characteristic of the AGDD regime.

Figure 2.8 shows the effect of group-delay dispersion on a 16.5 fs FWHM pulse envelope over the dispersive equivalent distance of 5 $Z_0$. Note that higher-order dispersive effects must be considered for this wavepacket, but are presently neglected for illustrative purposes. The definition of $Z_0$ is obtained by using the substitution $t_0 \rightarrow w_0 \sqrt{\alpha_0} |k_0|^2$ in the definition of the confocal distance used for spatial diffraction of the sech$(x/w_0)$ profile. With the consideration of only group-delay dispersion, the broadening of the temporal profile depends on the magnitude of GDD, not the sign. The chirp of the carrier does depend on the sign of GDD, as shown in Figure 2.7.

The nonlinear part of equation 2.52 has the solution

$$A(T, z) = e^{i \Phi_{NL}(T, z) A(0)}$$

(2.55)

with the nonlinear phase accumulation

$$\Phi_{NL}(T, z) = k_{j} m_{j} \int_{0}^{z} |A(T, z')|^2 dz'.$$

(2.56)
Figure 2.9: Effect of positive self-phase modulation on a 16.5 fs quasi-monochromatic wavepacket where the initial sech() packet is on the left and the nonlinearly modulated packet on the right, with π peak nonlinear phase change. Positive self-phase modulation reduces the phase velocity proportionally to the square of the field envelope resulting in an instantaneous frequency shift (top right), such that the pulse leading edge is downshifted and the pulse trailing edge is upshifted.

Because of the nonlinear phase modulation, there is an instantaneous frequency change across the pulse envelope. This frequency shift is defined as

\[
\delta \omega = -\frac{\partial \Phi^{NL}}{\partial T} \approx -k_{jn2} \Delta \omega \frac{\partial |A(T, \Delta \omega/2)|^2}{\partial T},
\]

(2.57)

and is known as self-phase modulation (SPM) [30]. This effect is illustrated in Figure 2.9. The frequencies at the center of the pulse are not shifted because the derivative there is zero. At the inflection points of the envelope the derivative is maximum resulting in the largest frequency shift such that the leading edge is downshifted while the trailing edge is upshifted for positive SPM. Therefore, in the anomalous dispersion regime, the leading edge will travel with a slower group velocity than the trailing edge. The net effect is a narrowing, or compression, of the pulse and a temporal soliton results from the dynamical balance between positive SPM and linear dispersion in the anomalous regime. This balance is the reason for the existence of stable temporal solitons. In the normal regime, pulse lengthening is enhanced due to positive SPM.

It is clear from Figure 2.9 that, even though the envelope amplitude is unchanged, SPM alters the phase and hence the spectral content. This phenomenon is known as SPM-induced spectral broadening and is shown in Figure 2.10 by comparing the temporal Fourier transforms of the two wavepackets in Figure 2.9, where significant spectral broadening has occurred. In the absence of asymmetric, higher-order effects, spectral broadening is symmetric about the central frequency.

By analogy with the 1-D spatial soliton, the existence of a temporal soliton of the form

\[
A(T, z) = A_0 \text{sech} \left( \frac{T}{\tau_0} \right) e^{i\beta z}
\]

is postulated where \( \beta \) is the nonlinear wave number correction. Using this trial solution in equation 2.52 results in

\[
A_0^2 = -\frac{k_{jn2}^2 n_0}{k_0 n_2 \tau_0^2}
\]

(2.59)

\[
\beta = -k_j^2/2\tau_0^2 = k_{jn2} A_0^2/2.
\]

(2.60)

In order for the amplitude \( A_0 \) to be real, \( k_j^2 < 0 \), which is the anomalous dispersion regime as anticipated. By comparing the expression for the amplitude in the temporal and spatial cases, there is a correspondence between the temporal duration and spatial width give by \( \tau_0 = \sqrt{-k_0 k_j^2} \) \( \tau_0 \), also indicating that \( k_j^2 < 0 \) in order for \( \tau_0 \) to be real.

The full SVEA temporal soliton solution is then

\[
\tilde{A}(x, y, z, T) = \frac{1}{\tau_0} \sqrt{-\frac{k_j^2 n_0}{k_0 n_2}} \Phi(x, y) \text{sech} \left( \frac{T}{\tau_0} \right) e^{i[k_0 \tau_0 - k_j^2/2\tau_0^2]z},
\]

(2.61)

where the guided profile \( \Phi(x, y) \) and linear wave number \( k_0 \) are added for completeness. The numerical propagation of a temporal soliton is shown in Figure 2.11 over \( 5 Z_0 \). As for the spatial soliton, the pulse duration and position in the reduced time coordinate frame are unchanged.
Figure 2.10: Self-phase modulation induced spectral broadening. The peak nonlinear phase change is \( \pi \), resulting in spectral broadening by greater than a factor of 2. Subsequent pulse compression utilizing the appropriate net negative group-delay dispersion will result in a pulse shorter than the initial pulse.

Figure 2.11: Temporal soliton pulse of initial sech\((T/\tau_0)\) profile, where \( \tau_0 = 9.36 \) fs and intensity FWHM duration 16.5 fs. After propagating 5 \( Z_0 \), where \( Z_0 = 4.93 \) mm, the pulse duration and position are unchanged.

The optical intensity is given by

\[
I(x,y,z,T) = -\frac{\varepsilon_0cn(x,y)k_0^2}{2k_f\tau_0^2n_2} \Phi^2(x,y) \text{sech}^2\left(\frac{T}{\tau_0}\right),
\]

where the spatial variation of the linear refractive index responsible for transverse guidance is retained. The optical power of the soliton is

\[
P(z,T) = -\frac{\varepsilon_0cn_0k_0^2A_{\text{eff}}}{2k_f\tau_0^2n_2} \text{sech}^2\left(\frac{T}{\tau_0}\right),
\]
and the effective transverse spatial area is defined by the expression

\[ A_{\text{eff}} = \frac{1}{n_0} \int \int n(x,y) \Phi^2(x,y) \, dx \, dy. \]  

(2.64)

The total energy of the soliton is then

\[ E = - \frac{\varepsilon_0 c n_0 k'_2 A_{\text{eff}}}{k_f t_0 n_2}. \]  

(2.65)

with the same scaling as the 1-D spatial soliton.

As was done for the spatial paraxial soliton solution, the temporal SVEA soliton solution can be generalized to the form

\[ A(z, T) = A_0 \text{sech} \left( \frac{T - \delta k'_2 z}{\tau_0} \right) e^{i(\beta - \delta \omega T)}. \]  

(2.66)

Substituting into the temporal NLS equation 2.52 results in

\[ A_0^2 = - \frac{k'_2 n_0}{k_0 n_2 \tau_0^2} \]  

(2.67)

\[ \beta = - \frac{k'_2}{2 \tau_0^2} + \frac{\delta \omega^2 k''_0}{2} \]  

(2.68)

\[ \delta k'_2 = \delta \omega k''_0. \]  

(2.69)

This result simply means that a change in optical frequency \( \delta \omega \) changes the linear wave number from \( k'_0 \) to \( k'_0 + \delta \omega^2 k''_0/2 \) and the group delay from \( k'_0 \) to \( k'_0 + \delta \omega k''_0 \). Notice that the amplitude is unchanged which is the result of neglecting the third-order dispersion contribution \( k''_0 \) in the NLS equation.

### 2.4.3 Higher-Order 1-D Temporal NLS Solitons

Taking the temporal nonlinear wave equation one order of approximation beyond SVEA results in the modified NLS, or mNLS, equation

\[ 2ik_0 \frac{\partial A}{\partial z} - k_0 k''_0 \frac{\partial^2 A}{\partial T^2} - \frac{i}{3} k_0 k'''_0 \frac{\partial^3 A}{\partial T^3} \]

\[ + 2k'_0 \frac{n_2}{n_0} |A|^2 A + 4ik_f n_2 \left[ \frac{n_0}{c} - \frac{k'_0}{2} \right] \frac{\partial |A|^2 A}{\partial T} = 0. \]  

(2.70)

A similar equation was previously considered [140] but lacked the correct form of the shock term. As shown in Chapter 3, this is the order at which the effects of stimulated Raman scattering also appear for the given scalings. Raman scattering is a dissipative effect and is considered in the next section on higher-order temporal effects.

A solution to the mNLS equation is given by

\[ A(z, T) = A_0 \text{sech} \left( \frac{T - \delta k'_0 z}{\tau_0} \right) e^{i(\beta - \delta \omega T)}, \]  

(2.71)

with the following parameter values

\[ A_0^2 = - \frac{k_0 k''_0}{6k_f n_2 \tau_0^2 \left[ n_0/c - k'_0/2 \right]} \]  

(2.72)

\[ \beta = - \frac{1}{2 \tau_0^2} \left[ k'_0 + \delta \omega k''_0 \right] + \frac{\delta \omega^2 k''_0}{2} + \frac{8 \omega^3 k''_0}{6} \]  

(2.73)

\[ \delta k'_0 = \delta \omega k''_0 + \frac{k''_0}{2} - \frac{k'_0}{6 \tau_0^2} \]  

(2.74)

\[ \delta \omega = \frac{k_0}{4 \left[ n_0/c - k'_0/2 \right]} - \frac{3k''_0}{2k''_0}. \]  

(2.75)

The only free parameter is the pulse duration \( \tau_0 \), which allows for multiple solitons of different durations/amplitudes to be used for switching. Stability has not been investigated theoretically, but numerical simulation verifies that the solution propagates
stably. Note that this solution is a generalization of that obtained previously [140] in which temporal walkoff in the reduced time coordinate frame was not allowed, resulting in no free parameters. This is explained further below.

There are two special cases of interest in which \( \delta k_0' = 0 \) and \( \delta \omega = 0 \). When \( \delta k_0' = 0 \), there is no pulse walkoff in the reduced-time coordinate frame. In this case there are no free parameters [140] since the pulse duration is now fixed at the value

\[
\tau_0^2 |_{\delta k_0' = 0} = \frac{k_0''}{6 [\delta \omega k_0'' + \frac{1}{2} \delta \omega^2 k_0''' k_0'']}. \tag{2.76}
\]

Another way of expressing this relationship is to determine the value of TOD needed to sustain a given pulse duration. Therefore, choosing the pulse duration \( \tau_0 \) as a "free" parameter, the following conditions hold

\[
\delta \omega |_{\delta k_0' = 0} = \frac{2 \tau_0 k_0 - \sqrt{4 k_0^2 \tau_0^2 - 16 \left[ n_0/c - k_0'/2 \right]^2}}{4 \tau_0 \left[ n_0/c - k_0'/2 \right]} \tag{2.77}
\]

\[
k_0'' |_{\delta k_0' = 0} = -\frac{6 \delta \omega k_0' \tau_0^2}{3 \delta \omega k_0'' \tau_0^2 - 1}, \tag{2.78}
\]

where the \( -1 \) sign was chosen in front of the square-root as the proper solution which is verified by numerical simulation.

The other interesting case is when \( \delta \omega = 0 \), meaning that the original choice of center frequency \( \omega_0 \) is a solution to the mNLS equation. This can only occur when the material dispersion parameters satisfy the condition

\[
k_0'' |_{\delta \omega = 0} = \frac{6 k_0' [n_0/c - k_0'/2]}{k_0'}, \tag{2.79}
\]

such that the change in group delay is written

\[
\delta k_0' |_{\delta \omega = 0} = -\frac{k_0'' [n_0/c - k_0'/2]}{k_0' \tau_0^2}. \tag{2.80}
\]

Note that \( \tau_0 \) remains a free parameter. The temporal walkoff in the reduced time coordinate frame can be eliminated by redefining the coordinate transformation as \( T = t - (k_0' + \delta k_0') z \).

A special case of mNLS, written in normalized form, is known to be integrable [208]

\[
i \frac{\partial u}{\partial z} + \frac{1}{2} \frac{\partial^2 u}{\partial T^2} + |u|^2 u + i\beta \left[ \frac{\partial^3 u}{\partial T^3} + 6 |u|^2 \frac{\partial u}{\partial T} \right] = 0 \tag{2.81}
\]

because it is a member of the NLS hierarchy and has an associated scattering problem and inverse scattering transform. This equation is not of interest here because, like the general mNLS solution with \( \delta \omega = 0 \), it places restrictions on the material constants which may not be feasible to satisfy. Instead, this thesis deals with more general, non-integrable cases using parameters of materials currently in use for nonlinear optical switching.

### 2.4.4 Higher-Order Temporal Effects

The previous section considered additional non-SVEA terms to the NLS equation that still allowed for analytic soliton-like solutions. This section considers additional terms that result from the scalar, temporal reduction of the full evolution equation derived in Chapter 3 for use in spatio-temporal propagation. The additional terms included here that are not present in equation 2.70 are fourth-order dispersion (FOD) and stimulated Raman scattering:

\[
2ik_0 \frac{\partial A}{\partial z} - k_0 k_0'' \frac{\partial^2 A}{\partial T^2} - \frac{i}{3} k_0 k_0' \frac{\partial^3 A}{\partial T^3} + \frac{1}{12} k_0 k_0''' \frac{\partial^4 A}{\partial T^4} + \frac{2 k_0^2 n_k}{n_0} |A|^2 A + 4ik_k n_k \left[ \frac{n_0}{c} - \frac{k_2}{2} \right] \frac{\partial |A|^2 A}{\partial T} \tag{2.82}
\]

\[
+ \frac{k_f}{2} \left( k_f + \frac{i}{n_0} \left[ \frac{n_0}{c} - \frac{k_0'}{2} \right] \frac{\partial}{\partial T} \right) \int_0^T R_k(\tau) |A(T - \tau)|^2 Ad\tau = 0.
\]

Here, \( k_0''' \) is the fourth-order dispersion coefficient, \( n_k \) is the nonlinear Kerr index, and \( R_k(\tau) \) is the Raman response function. To date, there is no known analytic solution to this equation. As a result, the effects of these higher-order temporal terms on the fundamental NLS soliton are now discussed.
Figure 2.12: Effects of linear dispersion on a sech() pulse with initial intensity temporal FWHM of 16.5 fs. Based on the dispersion properties of fused silica, the group-delay dispersion (GDD) coefficient $k_0'' < 0$, the third-order dispersion (TOD) coefficient $k_0''' > 0$, and the fourth-order dispersion (FOD) coefficient $k_0'''' < 0$. The propagation distance in each figure is 5 $Z_0$.

**Higher-Order Linear Dispersion**

First, the effects of higher-order linear dispersion will be considered in the absence of nonlinearity. In this case, equation 2.82 reduces to

$$2ik_0\frac{\partial A}{\partial z} - k_0k_0'' \frac{\partial^2 A}{\partial T^2} - i\frac{1}{3}k_0k_0'' \frac{\partial^3 A}{\partial T^3} + \frac{1}{12}k_0k_0'''' \frac{\partial^4 A}{\partial T^4} = 0.$$  
(2.83)

The group delay as a function of frequency, as shown in Figure 2.6, can be written $k'(\omega) = k'_0 + \Delta k' (\Delta \omega)$, where the approximation

$$\Delta k' (\Delta \omega) \approx \Delta \omega k''_0 + \frac{1}{2} \Delta \omega^2 k'''_0 + \frac{1}{6} \Delta \omega^3 k''''_0,$$  
(2.84)

is made and is cubic in frequency deviation about $\omega_0$.

The effects of linear dispersion on a temporal wavepacket are shown in Figure 2.12. The top plot shows temporal broadening due to GDD alone, and is based on the same data used for Figure 2.8. The symmetry of the broadening can be understood by considering the change in group delay, which is linear in $\Delta \omega$. Therefore, symmetric deviation about the center frequency results in anti-symmetric deviation in group delay about $k'_0$, such that

$$k'(\omega_0 \pm \Delta \omega) \approx k'_0 \pm \Delta \omega k''_0.$$  
(2.85)

As a result, GDD leads to symmetric broadening, with red-shifted frequencies trailing blue-shifted frequencies in the AGDD regime.
Figure 2.13: Effects of higher-order linear dispersion on a temporal soliton with initial intensity temporal FWHM of 16.5 fs. The initial (dashed curve) and final (solid curve, after 5 $Z_0$) temporal envelopes are shown on the left plot, while the initial (dashed) and final (solid) spectral envelopes are shown on the right. The soliton is delayed by 7.25 fs and narrows slightly to 16.2 fs.

The second plot shows temporal broadening due to TOD alone. In this case, the group delay

$$k' (\omega_0 \pm \Delta \omega) \approx k'_0 + \frac{1}{2} \Delta \omega^2 k''_0,$$

(2.66)

which results in a symmetric change in group delay with frequency. This expression indicates that both red-shifted and blue-shifted frequencies will move towards the leading edge (TOD < 0) or trailing edge (TOD > 0). For positive TOD as shown, the peak will be delayed in the reduced time coordinate frame with steepening of the trailing edge and oscillations in the tail [30].

The third plot shows the effect of FOD alone. The group delay can be written

$$k' (\omega_0 \pm \Delta \omega) \approx k'_0 + \frac{1}{6} \Delta \omega^3 k'''_0,$$

(2.87)

which, like GDD, is anti-symmetric. Again, broadening will be symmetric, but with much stronger change in group delay for frequencies far removed from $\omega_0$. FOD can either enhance (same sign) or oppose (opposite sign) the broadening due to GDD. As shown in the plot, the FOD coefficient of fused silica is small enough that its effect is negligible for the choice of initial pulse duration and propagation distance.

Finally, the fourth plot shows the temporal broadening due to the combined effects of all dispersion terms. In fact, the full dispersion relation using the Sellmeier coefficients for fused silica (see Appendix D) is used, but the primary effects arise from GDD and TOD. Because of TOD, broadening is asymmetric. The signs of GDD (< 0) and TOD (> 0) indicate that TOD opposes the change in group delay due to GDD when $\Delta \omega > 0$, and enhances the change due to GDD when $\Delta \omega < 0$, as shown in Figure 2.6. Therefore, the broadening of the red-shifted trailing edge will be increased while broadening of the blue-shifted leading edge will be reduced. Opposite to the case of TOD alone, the peak is now slightly advanced.

The effect of higher-order dispersion on a temporal soliton is shown in Figure 2.13, as described by the evolution equation

$$2ik_0 \frac{\partial A}{\partial z} - k_0 k'_0 \frac{\partial^2 A}{\partial T^2} - \frac{i}{3} k_0 k''_0 \frac{\partial^3 A}{\partial T^3} + \frac{1}{12} k_0 k''_0 \frac{\partial^4 A}{\partial T^4} + 2k_0^2 n_2 \frac{\partial^2 A}{\partial T^2} = 0,$$

(2.88)

where $n_2 = n_K + \frac{4}{4\pi} \int_0^\infty R_R(\tau) d\tau$ is the total instantaneous nonlinear refractive index. Because AGDD is balanced with self-phase modulation, the soliton is delayed by 7.25 fs in the reduced coordinates. This delay is primarily the result of positive TOD, and is similar to the case previously discussed with TOD acting alone on a linear pulse, where the delay was 7.08 fs. The peak of the spectrum is also downshifted, as shown on the right-hand plot, which corresponds to the delay experienced in time. Except for the delay, in real space, the soliton is mostly unaffected by higher-order dispersion, a testament to (1+1)-D stability.

Optical Shock

Optical shock [183] is the first-order time derivative of the nonlinearity and gives rise to an intensity-dependent group delay [184]. The evolution equation describing nonlinear refraction and optical shock is

$$2ik_0 \frac{\partial A}{\partial z} + 2k_0^2 n_2 \frac{\partial^2 A}{\partial T^2} + 4ik_0 n_2 \left[ \frac{n_0}{c} - \frac{k'_0}{2} \right] \frac{\partial |A|^2}{\partial T} = 0.$$

(2.89)
Figure 2.14: Effects of optical shock on a 16.5 fs wavepacket for a propagation distance of 1.5 $Z_0$. The left-hand plot shows the initial (dashed) and final (solid) temporal intensity envelopes and indicates slight narrowing to 16.3 fs and delay of the peak by 5.68 fs. The right-hand plot shows the initial (dashed) and final (solid) spectral envelopes and indicates spectral broadening from 19.1 THz to 33.9 THz due to SPM with asymmetry caused by shock.

The optical shock expression obtained here has two contributions, one (proportional to phase delay) directly from Maxwell's equation in the time derivative of the nonlinear polarization, and one (proportional to group delay) due to the removal of the SVE approximation by one order.

Expressing the field envelope as

$$A = |A|e^{i\phi},$$  

(2.90)
equation 2.89 can be written as the coupled differential equations

$$\frac{\partial |A|}{\partial z} = 6\frac{n_2}{n_0} \left[ k_0^2 \left( \frac{k_0}{2} - \frac{n_0}{c} \right) \right] |A|^2 \frac{\partial |A|}{\partial T},$$  

(2.91a)

$$\frac{\partial \phi}{\partial z} = k_f n_2 |A|^2 + \frac{n_2}{n_0} \left[ k_0^2 \left( \frac{k_0}{2} - \frac{n_0}{c} \right) \right] |A|^2 \frac{\partial \phi}{\partial T}.$$  

(2.91b)

The first equation has the simple solution

$$|A(T, z)| = |A(z - v_{igv} T)|,$$  

(2.92)

where the intensity-dependent group velocity is defined

$$v_{igv} = \frac{1}{\epsilon_0 n_0 \left[ \frac{k_0^2}{2} - \frac{n_0}{c} \right] |A|^2}.$$  

(2.93)

Therefore, the group velocity is reduced with increasing intensity.

The self-steepening effect due to optical shock is shown in Figure 2.14. The peak is delayed more than the wings resulting in a steepening of the trailing edge. An estimate of the time delay of the peak is

$$\Delta T = \frac{dZ_0}{v_{igv}} = \frac{3}{2} \lambda d \left[ \frac{n_0 - k_0^2}{c} \right],$$  

(2.94)

which gives the value $\Delta T = 5.73$ fs using the parameters of the simulations. This compares very well with the value of 5.68 fs obtained by numerically locating the peak. The second plot shows that the spectral broadening due to self-phase modulation (as shown in Figure 2.10) becomes asymmetric, with slight down-shift of the peak corresponding to delay in the temporal domain.

The steepening of the trailing edge results in broad frequency content. Therefore, dispersion must be considered, which dissipates steepening. The following evolution equation well describes the effects of shock and dispersion

$$2ik_0 \frac{\partial A}{\partial z} - k_0 k_0'' \frac{\partial^2 A}{\partial T^2} - \frac{i}{3} k_0 k_0'' \frac{\partial^3 A}{\partial T^3} + \frac{1}{12} k_0 k_0''' \frac{\partial^4 A}{\partial T^4} + 2k_0^2 n_2 |A|^2 A + 4ik_f m_k \left[ \frac{n_0}{c} - \frac{k_0^2}{2} \right] \frac{\partial |A|^2 A}{\partial T} = 0,$$  

(2.95)
Figure 2.15: Effects of optical shock and higher-order dispersion on a 16.5 fs wavepacket for a propagation distance of 5 Z₀. The left-hand plot shows the initial (dashed) and final (solid) temporal intensity envelopes and indicates slight narrowing to 15.8 fs and overall (centroid) delay of 13.7 fs. The right-hand plot shows the initial (dashed) and final (solid) spectral envelopes and indicates asymmetry due to shock and TOD.

and is used for the simulation results presented in Figure 2.15, using the fundamental soliton A=sech(T/τ₀) as the initial condition. Dispersion dissipates the shock and the balance between AGDD and SPM stabilizes the pulse. As a result, the effect of shock is to delay the entire pulse. The overall delay of 15.8 fs is due to both shock and positive TOD, where the delay without shock is 7.25 fs, as shown in Figure 2.13.

Raman Scattering

This section considers the full evolution equation 2.82, which includes higher-order dispersion, shock and Raman scattering. The Raman nonlinearity is described via the full Raman response function [186] for a single resonance:

$$R_R(\tau) = \frac{R_0e^{-\gamma/2} \sin(\Omega_R\tau)}{\Omega_R},$$

where $\Omega_R = \sqrt{\Omega_f - \gamma^2/4}$ is the optical phonon frequency, $\Omega_f$ is the natural oscillation frequency and $\gamma$ is the damping constant. Raman scattering results in a continuous frequency down-shift by providing gain at lower frequencies at the expense of higher frequencies, as discussed in Appendix B. This effect is often referred to as the soliton self-frequency shift [145]. In the AGDD regime, the downshifted frequencies travel with a greater group delay (slower group velocity) thereby delaying the wave in the reduced time coordinates, as shown in Figure 2.16.

Spectral narrowing and downshift are clearly seen on the right-hand plot. The peak of the Raman gain in fused silica is 13.2 THz (or 82.9 rad/ps). The peak of the downshifted spectrum is about 80 rad/ps below the knee of the high frequency side of the curve, indicating that the low frequencies are amplified and the high frequencies are attenuated, resulting in spectral narrowing. Spectral four-wave mixing continuously creates new frequencies, called the Stokes (low-frequency) and anti-Stokes (high-frequency) side bands, allowing for a Raman downshift which exceeds the original spectral bandwidth. The manifestation of these effects in the temporal domain is temporal broadening (due to spectral narrowing) and delay (due to downshift). Note that the delay of 20.0 fs is only slightly greater than the delay of 13.7 fs without the Raman term. This indicates that, in this case, the Raman effect is about the same order as the other higher-order temporal effects, but because of the large, continuous spectral downshift, the Raman term will manifest itself over much longer distances and eventually dominate.

2.5 2-D and 3-D Spatio-Temporal Solitary Waves

The propagation and interaction of multi-dimensional spatio-temporal solitary waves, which are stationary in both space and time, is of ultimate interest to this thesis. These multi-dimensional nonlinear phenomena are termed solitary waves instead of solitons because, like solitons, they are stationary, but may not satisfy the additional properties of solitons such as inelastic collisions (which preserve the soliton eigenvalues) and integrability of the defining equations. Like temporal solitons in fiber, these multi-dimensional solitary waves are fully confined, either by complete nonlinear self-confinement in the case of the 3-D light bullet or with one dimension of linear confinement by a planar waveguide in the 2-D self-confined case, such that the
energy requirement is low. A brief discussion of 2-D spatio-temporal solitary waves is presented here with more detail on propagation and interaction provided in Chapter 6.

The most straightforward means of describing the propagation of 2-D spatio-temporal solitary waves is the direct extension of the (1+1)-D nonlinear Schrödinger (NLS) equation

$$2i\kappa_0 \frac{\partial A}{\partial z} + \frac{\partial^2 A}{\partial x^2} - k_0 \kappa_0 \frac{\partial^2 A}{\partial T^2} + 2k_0^2 n_2 |A|^2 A = 0,$$  \hspace{1cm} (2.97)

but it is well known that the solitary wave solutions are unstable to propagation [209]. This instability can result in critical collapse, or blow-up, when nonlinearity overtake diffraction/dispersion, or in broadening when diffraction/dispersion overtake nonlinearity. In the case of (2+1)-D spatial and spatio-temporal in the AGDD regime, and (3+1)-D spatio-temporal in the AGDD regime, blow-up is the result [176], which indicates that the evolution equation does not take into account additional physics which arrest this behavior. The inclusion of non-paraxial and non-SVEA terms results instead in spatio-temporal broadening.

Since the pump must propagate the length of the logic gate undisturbed (i.e. with final size about the same as the initial size), mechanisms to stabilize propagation need to be investigated. Multi-dimensional propagation can be stabilized by the inclusion of a suitable nonlinear index saturation mechanism [2, 210] such as ultrafast quintic nonlinearity of opposite sign to the cubic Kerr nonlinearity, i.e. \( n = n_0 + n_2 |A|^2 + n_4^{\text{eff}} |A|^4 \) where \( A \) is a scalar field and \( n_4^{\text{eff}} < 0 \) accounts for the refractive part of the effective quintic nonlinearity. Examples of this type of saturation behavior are the nonresonant nonlinearities of semiconducting AlGaAs [143] at sub-half bandgap or the organic single-crystal PPS [125, 147]. Ultrafast saturation from the quintic nonlinearity is the stabilization mechanism discussed in this thesis, but it should be noted that the balancing between third-order dispersion (plus space-time focusing) and shock as shown in section 2.4.3 for 1-D temporal solitons may also serve as a stabilization mechanism for multi-dimensional propagation [139].

The scalar (2+1)-D cubic-quintic NLS equation is

$$2i\kappa_0 \frac{\partial A}{\partial z} + \frac{\partial^2 A}{\partial x^2} - k_0 \kappa_0 \frac{\partial^2 A}{\partial T^2} + 2k_0^2 n_2 |A|^2 + n_4^{\text{eff}} |A|^4 A = 0.$$  \hspace{1cm} (2.98)

Along with the quintic term, any additional terms to the (2+1)-D nonlinear evolution equation that have comparable effect must also be considered, and the conditions determined under which they can be neglected. This motivates the multiple-scales derivation of Chapter 3, in which a full vectorial derivation directly from Maxwell's equation is performed and results in a coupled, non-paraxial, non-slowly-varying envelope (SVE), first-order vectorial differential equation for the propagation of orthogonal linear polarizations including nonlinear couplings with the weak longitudinally-projected field. In Chapter 6, reduced, paraxial, versions of these equations are used to study the propagation of a single pump solitary wave and the vectorial interaction between pump and signal solitary waves. It is shown that quintic index saturation can stabilize against the effects of other, comparable, higher-order terms.

The scalar equation suitable for the propagation of a single spatio-temporal nonlinear wave under the conditions of present
interest is, from section 3.2.3,

\[
2 i k_0 \frac{\partial A}{\partial z} + \frac{\partial^2 A}{\partial x^2} - k_0 k_0^d \frac{\partial^2 A}{\partial T^2} - \frac{i}{3} k_0 k_0^d \frac{\partial^3 A}{\partial T^3} - \frac{k_0}{k_0^T} \frac{\partial A}{\partial T} \partial^2 A \tag{2.99}
\]

\[
+ \frac{1}{12} k_0 k_0^d \frac{\partial^4 A}{\partial T^4} + 2 k_0 k_0^d \frac{\partial^2 A}{\partial T^2} \frac{\partial |A|^2}{\partial T} + 4 i k_0 k_0^d \frac{\partial A}{\partial T} \partial^2 A + \frac{n_0 k_0^d}{n_0} \left( \frac{n_0}{c} - \frac{k_0^d}{2} \right) \frac{\partial |A|^2 A}{\partial T} + \frac{k_0^d}{n_0} \left( \frac{n_0}{c} - \frac{k_0^d}{2} \right) \frac{\partial^2 A}{\partial T^2} \right) \int_0^\infty R_k(T) |A(T - \tau)|^2 A d\tau
\]

\[
+ 2 k_0^d \frac{n_0^2}{n_0^2} |A|^4 A = 0.
\]

The first term in equation 2.99 is the first-order propagator along the \( z \) direction. The reduced time transformation \( T = t - k_0^d z \), where \( k_0^d \) is the group-delay, is made such that propagation is nominally stationary in the new coordinate system. Paraxial diffraction along the \( x \) direction and group-delay dispersion are represented by the next two terms, where \( k_0^d \) is the group-delay dispersion coefficient and describes pulse lengthening under the SVE approximation. Third-order dispersion, with coefficient \( k_0^{\text{eff}} \), and space-time focusing follow, and are the first non-SVE corrections. The space-time focusing term describes the (paraxial) curvature of the energy front due to spatio-temporal diffraction. The final linear term is fourth-order dispersion.

The first nonlinear term in equation 2.99 represents third-order nonlinear refraction followed by optical shock. The following terms describe the Raman nonlinearity. The effective quintic nonlinear index \( n_4^{\text{eff}} \) consists of three distinct contributions: directly from the fifth-order polarization, from the product of the third-order polarization with itself due to the reduction from Maxwell's equations to a first-order equation, and a "cascaded" contribution due to the nonlinear coupling between the fundamental and third-harmonic, which can be tuned via phase-matching [211]. A simple estimate of the size of the cascaded quintic nonlinear index suggests that [134] \( n_4^{\text{eff}} \approx -20 n_2^2 \), which is negative as desired for multi-dimensional stability.

The initial conditions used in the simulations of Chapter 6 are the numerically-computed eigenmodes of the normalized scalar \( (2+1) \)-D cubic-quintic NLS equation:

\[
\frac{i \partial u}{\partial z} + \frac{\partial^2 u}{\partial x^2} + s \frac{\partial^2 u}{\partial T^2} + 2 |u|^2 u + 2q |u|^4 u = 0, \tag{2.100}
\]

where the following definitions are made: \( u = k_0 w_0 \sqrt{n_2}/n_0 A \) where \( n_2 = n_K + \frac{1}{4 k_0^d} \int_0^\infty R_k(\tau) d\tau \) is the total instantaneous nonlinear refractive index, \( z = z/2 k_0 w_0^2, \tilde{x} = x/w_0, \tilde{T} = T/w_0 \sqrt{|k_0 k_0^d|} \), \( s = -\text{sign}(k_0^d) \), and \( q = n_0 n_4^{\text{eff}} / n_2^2 k_0^d w_0^2 \) with \( w_0 \) a measure of the transverse spatial width of the solitary-wave. For a bright spatio-temporal solitary wave with \( n_2 > 0 \), operation must be in a region of anomalous group-delay dispersion (AGDD) such that \( s = +1 \). The symmetry of this cubic-quintic equation allows it to be transformed into an ordinary differential equation [2] and subsequently solved via standard fourth-order Runge-Kutta [212].

The existence of a radially-symmetric stationary solution to equation 2.100 of the form

\[
u(\tilde{x}, \tilde{T}, \tilde{z}) = U(\rho) \exp(i\beta \tilde{z}) \tag{2.101}
\]

is postulated, where \( \rho = \sqrt{\tilde{x}^2 + \tilde{T}^2} \). Substituting this ansatz into equation 2.100 results in the ordinary nonlinear differential equation

\[
\frac{d^2 U}{d\rho^2} + \frac{1}{\rho} \frac{dU}{d\rho} + \left[ 2U^2 + 2qU^4 - \beta \right] U = 0, \tag{2.102}
\]

which has fundamental and higher-order solutions corresponding to increasing optical energies, physical size, and number of zero crossings of the field [2].

For the purposes of optical switching, only the fundamental eigenmode solutions to equation 2.102 are of interest, which possess the minimum size and energy [2]. It should also be noted that the higher-order modes are unstable to angular perturbations even with a saturating nonlinearity [213]. There is a family of such fundamental solutions of different widths and amplitudes parameterized by the value of \( q \). Using the relationship between the field amplitude \( A \) and the normalized amplitude \( u \), the \( q \) parameter can be rewritten as

\[
q = \frac{n_2^{\text{eff}} |A_0|^2}{n_2 U_0^2}, \tag{2.103}
\]

where \( |A_0| \) and \( U_0 \) are real and represent the peak value of the field amplitude in real and normalized units respectively. Now the quintic nonlinear index \( n_4^{\text{eff}} \) is written in the convenient form

\[
n_4^{\text{eff}} = -\frac{n_2}{A_{\text{sat}}^2}, \tag{2.104}
\]
where $A_{\text{sat}}$ is a real constant saturation amplitude. With this definition, the total refractive index seen by a scalar field is

$$n = n_0 + n_2 \left[ 1 - \frac{|A|^2}{A_{\text{sat}}^2} \right] |A|^2,$$

(2.105)

such that, for a peak field amplitude $|A_0| = \sqrt{\sigma A_{\text{sat}}}$, the induced nonlinear index will be reduced from the purely Kerr value of $n_2$ to $[1 - \sigma]n_2$, where $\sigma = |A_0|^2 / A_{\text{sat}}^2$ is the saturation parameter. The definition 2.104 is used so that the form of equation 2.105 is consistent with the first two terms of the Taylor expansion of the two-level system saturation [214].

Including only the cubic and quintic contributions as shown in equation 2.105 cannot result in true saturation. When $n_2 > 0$ and $n_2^{\text{eff}} < 0$ as in the situation here, the induced nonlinearity reaches a peak at $|A|^2 = A_{\text{sat}}^2 / 2$, then decreases and eventually becomes negative when $|A|^2 > A_{\text{sat}}^2$. This behavior is an indication that higher-order terms in the material polarization expansion may need to be included, but one experimental measurement of the induced nonlinear index in PTS at $\lambda_f = 1.064 \mu m$ shows that this roll-over into a negative contribution does indeed occur [147]. Nevertheless, when $\sigma < 0.5$, equation 2.105 mimics true saturation behavior.

Combining equations 2.103 and 2.104 and substituting into the eigenvalue equation 2.102 and noting that $U_0^2 / U_{\text{sat}}^2 = |A_0|^2 / A_{\text{sat}}^2$, results in the following ordinary differential eigenvalue equation

$$\frac{d^2 U}{d\rho^2} + \frac{1}{\rho} \frac{dU}{d\rho} + 2 \left[ 1 - \frac{U^2}{U_{\text{sat}}^2} \right] U^3 - \beta U = 0.$$

(2.106)

Figure 2.17 illustrates a few fundamental eigenmode solutions of equation 2.106 calculated as a function of peak normalized amplitude $U_0$ using the normalized saturation amplitude $U_{\text{sat}} = \sqrt{16.0}$. The heavy solid line ($U_0 = 1$) corresponds to the
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Figure 2.17: Fundamental eigenmodes of equation 2.106 plotted as a function of peak normalized amplitude. Here, the normalized saturation amplitude $U_{\text{sat}} = 4$, and $\sigma = 0.0625, 0.125, 0.25, 0.5$, and 0.6 for $U_0 = 1.0, 1.41, 2.0, 2.83$, and 3.1, respectively. The inset plots show energy ratio (top) and normalized FWHM (bottom) as a function of $U_0$, with asterisks denoting the positions of the eigenmodes in the main figure.

The saturation parameter $\sigma = 0.0625$, while the heavy dashed line ($U_0 = 2.83$) corresponds to $\sigma = 0.5$. The top inset shows the energy ratio as a function of peak amplitude when the $\sigma = 0.0625$ eigenmode is used as the signal spatio-temporal wave. When using $\sigma = 0.5$ for the pump, the energy ratio is 1.712. The energy ratio increases with increasing $\sigma$, but when $\sigma > 0.5$, the
induced index as given by equation 2.105 begins to decrease from the maximum when $\sigma = 0.5$. The lower inset shows the variation in intensity full-width at half-maximum (FWHM). The FWHM initially decreases with $\sigma$, reaches a minimum near $\sigma = 0.5$, then increases as $\sigma \to 1$.

Figure 2.18 plots the $\sigma = 0.5$ fundamental eigenmode (dashed curve) of equation 2.106 along with $\sigma = 0$ eigenmodes (no saturation, solid curves) of peak normalized amplitudes of $U_0 = 2.83$ and $U_0 = 1.94$. The non-saturated $U_0 = 1.94$ eigenmode is a scaled version of the $U_0 = 2.83$ non-saturated eigenmode with the same normalized half-width at half-maximum (HWHM) of 0.5135 as the saturated $\sigma = 0.5$ eigenmode, and will be used in Chapter 6 to compare the effects of the higher-order temporal terms on the pump with and without saturation in section 6.1. Note that for the same HWHM, the saturated eigenmode will have a larger value of $U_0$ than the non-saturated one. The normalized FWHM of the intensity profiles of these eigenmodes is 1.027, while the FWHM of the $\sigma = 0.0625$ signal eigenmode is 2.063.

Stability of the cubic-quintic eigenmodes can be examined by the evaluation of the stability parameter [209]

$$S = \frac{\partial P}{\partial \beta},$$

(2.107)

where $P$ is the integration over the eigenmode profile and represents power in the 2-D spatial case and energy in the 3-D spatio-temporal case. Stability is ensured when $S > 0$, which is true for (1+1)-D NLS propagation, otherwise, propagation is unstable. For (2+1)-D propagation, $S = 0$, and for (3+1)-D, $S < 0$ [2]. The first condition is the result of the fact that the power of the 2-D eigenmode is constant with respect to width and eigenvalue [169], such that an increase in width, which reduces diffraction/dispersion, is exactly compensated by nonlinearity, and a decrease in width, which enhances nonlinearity, is exactly compensated by diffraction/dispersion. The second condition results from the fact that the energy of the 3-D eigenmode decreases with decreasing width and increasing eigenvalue [2], which is opposite to the 1-D case, such that an increase in width results in diffraction/dispersion overtaking nonlinearity, and a decrease in width results in nonlinearity overtaking diffraction/dispersion.

Figure 2.19 plots the eigenmode power (top) and stability parameter (bottom) versus eigenvalue for the (2+1)-D cubic-quintic NLS equation 2.106. It is shown that, like the 1-D case, the power increases with increasing eigenvalue
Figure 2.19: Plot of power and stability versus nonlinear eigenvalue, indicating that quintic saturation results in stable (2+1)-D eigenmodes. The asterisks denote the positions of the fundamental eigenmodes of Figure 2.17.

width), indicating stability, and $S$ is always positive. The figure also indicates that eigenmodes with greater $\beta$ (i.e. greater saturation) are more stable than eigenmodes with small $\beta$. The stability parameter asymptotically approaches zero with decreasing $\beta$ which is expected since $\sigma \to 0$ as well.

Stable propagation of the $\sigma = 0.5$ cubic-quintic eigenmode is verified by numerical simulation of equation 2.98, as shown in Figure 2.20. The width parameter is chosen as $w_0 = 39.6 \, \mu m$, which results in intensity spatial FWHM of 40.7 $\mu m$, and temporal FWHM of 16.5 fs. The propagation distance is 15 $Z_0$, over which the spatio-temporal solitary wave is unchanged. The same stabilized solitary-wave behavior occurs in the fully 3-D case as well [2]. The confocal distance $Z_0 = 0.559 k_0 w_0^2 = 5.14$ mm, and is calculated numerically. For the simulation, the parameters of fused silica (see Appendix D) are used at $\lambda_f = 1.55 \mu m$. The first section of Chapter 6 studies the effects of the higher-order terms of equation 2.99 on stability of this $\sigma = 0.5$ cubic-quintic pump solitary wave eigenmode, and shows that stabilization does occur, albeit with some spatio-temporal broadening due to Raman scattering.
Figure 2.20: Stable propagation of the $\sigma = 0.5$ eigenmode of the cubic-quintic NLS equation without the effects of the higher-order terms. The spatio-temporal wave of transverse FWHM 40.7 $\mu$m and temporal FWHM 16.5 fs remains unchanged after propagating 15 confocal distances. The contours are at -3 dB intervals relative to the peak intensity in each frame.
Chapter 5

1-D Spatial Soliton Logic Gates

Interactions among optical solitons offer the promise of ultrafast all-optical switching and logic [2, 62, 72]. Many interactions have been studied theoretically and experimentally in recent years using both spatial and temporal solitons, but most of these geometries are only useful in single-stage optical switching. The focus of this thesis is on the implementation of cascadable soliton-based logic gates, because a good logic device can also be used as a switching device (a complete logic family can implement arbitrary switching functionality), but not vice versa since a switching device does not possess the requisite properties of logic level restoration and fanout with large noise-margins.

The types of interactions of interest here are those in which the presence of one or more solitons, called signals, affect the propagation of another, potentially more energetic, soliton called the pump, which is always present, and is analogous to the power supply in electronic gates. The pump soliton propagates by itself the length of the gate and passes through to the output to provide the high state of the device. Only this undeviated pump is used to switch subsequent stages, providing true three-terminal input-output isolation. When present, a signal soliton interacts with the pump, altering the propagation of the pump by inducing a spatial (or temporal) shift, angle (frequency) change, polarization rotation, etc., such that discrimination at the output is possible, thus providing the low output state of the device. In the case of one signal soliton, this class of interaction produces an inversion operation which can be cascaded to implement logically-complete, multi-input NOR gates, as originally suggested for temporal soliton interactions [66]. This thesis focuses on analogous spatial interactions [2, 58] in order to achieve high-density, low-latency switching in enhanced nonlinear media with simple output state discrimination.

Spatial and temporal interactions are analogous in the sense that spatial displacement is equivalent to temporal displacement, and angle (spatial frequency) is equivalent to temporal frequency. For a logic gate based upon a spatial interaction, it is much simpler to detect a displacement than an angle change, since the displacement can be discriminated using a spatial aperture in order to implement amplitude keyed logic. Note though, that an angle change can be mapped into a displacement using a Fourier lens, but this requires linear resolvability for high contrast between the high and low output states, which may be difficult to obtain. Conversely, for a temporal interaction, a temporal displacement is more difficult to detect than a spectral shift. Three terminal operation and amplitude keyed logic (for electronic detection) can simultaneously be obtained in the first case by using an ultrafast optical time gate based on nonlinear correlation to pass only the undisplaced pump. If the logic is time-shift keyed however, then timing will discriminate between a high and low state, but the logic state is not directly accessible to electronics. A spectral shift can be differentiated by using a passive frequency-selective optical element such as a prism, grating or bandpass/reject filter, but high contrast operation also requires that the spectral shift be resolvable, which, like a resolvable angular shift, is difficult to obtain, and usually precludes the simultaneous achievement of gain.

There are two ways considered here in which the signal can alter the propagation of the pump. The first is that the interaction can result in a spatial (temporal) shift for each soliton with no change in angle (temporal frequency). This shift of the pump is then independent of the gate length as long as the length is greater than that required for the interaction to occur. This case is less interesting because if the shift is not spatially (temporally) resolvable, then high contrast cannot be obtained. The other possibility is that the interaction produces an angle (temporal frequency) change in which the subsequent spatial (temporal) shift depends on the gate length. Since the pump soliton continues to propagate without broadening after the interaction, even in the situation in which the angle (temporal frequency) change is not linearly resolvable, arbitrarily large spatial (temporal) shift can be obtained by simply choosing a sufficiently long gate length, within the constraints placed by absorption. The lever arm nature of the temporal soliton dragging and angular deflection (i.e. spatial dragging) gates was discussed in sections 1.5.1 and 1.5.2, respectively.

This chapter studies interactions between 1-D spatial solitons in detail, and serves as a starting point for the study of logic gates based on spatial interactions between 2-D spatio-temporal solitary waves. Characterization of the interactions between spatial solitons is a much less demanding analytical and computational task, but still leads to significant insight into the multi-
Figure 5.1: Illustration of the important spatial soliton interaction geometries. Each interaction is shown contained within a nonlinear medium, which itself is surrounded by a linear medium. The dashed lines indicate the soliton paths in the case of no interaction.

dimensional case. Spatial interactions are studied in this thesis because angular deflection leads to arbitrarily large spatial shift due to non-diffracting propagation and allows for the implementation of true three-terminal, amplitude keyed logic with the use of a simple spatial aperture designed to pass the undeflected pump, but block the pump after interaction with the signal. The analogous temporal interaction requires an ultrafast nonlinear time gating mechanism in order to provide these features.

Section 5.1 covers the basic soliton interaction geometries for both same-polarized (phase-sensitive) and orthogonally-polarized (phase-insensitive) inputs. Even though small-signal gain and fanout may be obtained for the phase-sensitive interactions, gate operation may be destroyed by small variation of the relative phase between the inputs and logic level restoration cannot be fully achieved because the phase is not restored at the output except under unrealistic circumstances. As a result, section 5.2 studies in detail the phase-insensitive collision and dragging interactions between orthogonally-polarized inputs. Based on the notion of a threshold contrast, the operation of these logic gates is studied under a wide range of parameters. The effects of material absorption on the operation of these gates is studied in section 5.3, and figures-of-merit are defined for use in evaluating low-loss nonlinear materials for soliton switching applications. Finally, section 5.4 considers logic gate properties in more detail, calculating the gate transfer function and numerically demonstrating cascadable operation.

The main conclusions of this chapter are that, of the general class of three-terminal and restoring angular deflection logic gates, spatial soliton dragging logic gates have better performance characteristics than the spatial collision gates, and should provide cascadable fanouts of 2 or greater with large noise margin. In addition, these studies identify material systems in which the gates and systems could be implemented and justify the pursuit of experimental investigation of these gates for ultrafast logic applications.

5.1 Soliton Interactions

Optical soliton interaction has been known since the first theoretical treatment of the (1+1)-D spatial optical nonlinear Schrödinger (NLS) equation via the inverse-scattering transform [73]. It wasn't until much later that these interaction forces were studied [74,75]. The latter study [75] used the exact two-soliton solution [73] to determine that the interaction forces exponentially decrease with increasing soliton separation and sinusoidally depend on the relative phase. The motivation for the study was to quantify the temporal displacements (timing jitter) that might be suffered in a soliton communications system due to the various types of interactions that occur. These interactions, which are detrimental for communications [76–78], can be useful for switching, and are presented in the following sections.

The most common interactions that can produce this behavior are: collision, attraction/repulsion, and trapping/dragging, and are illustrated schematically in Figure 5.1. Typically, the collision interaction between two same-polarized solitons produces a spatial shift in the propagation of each soliton after collision. This interaction is symmetric in that the attractive forces between the solitons are balanced both before and after the point of complete overlap, and the solitons emerge unchanged (except for the spatial shift) due to the infinite number of conserved quantities of the NLS equation. Therefore, there can be no net change in propagation angle. A related collision occurs between solitons of orthogonal polarizations, and is described by
the coupled, or vector, NLS equations. In this case, the system of equations is not integrable (meaning that there are only a finite number of conserved quantities, the most fundamental being energy and momentum), and the collision can result in a permanent angle change, as desired. Soliton attraction results in a periodic exchange in the lateral position of two solitons, such that each soliton returns to its original spatial position after one period of oscillation. The period of oscillation depends on the size of the solitons and their initial separation, and the interaction results in neither a permanent spatial shift nor angle change. Repulsion occurs with the same initial geometry as attraction, but with solitons of the same polarization being \( \pi \) out of phase, rather than in-phase. This interaction does produce a permanent angle change, and the amount of change depends on the soliton widths and initial separation. Both attraction and repulsion interactions occur in the case of orthogonally polarized solitons, with the most useful interaction being a special case of collision at very small angles. Finally, spatial trapping/dragging is the only asymmetric interaction in that the point of soliton overlap is at the beginning of the nonlinear medium. This means that there is no interaction force before the point of overlap, and the force after the point of overlap is unbalanced, leading to a permanent angle change. These interactions will be discussed in more detail in this chapter, but only two - phase-insensitive collision and dragging between solitons of orthogonal polarizations - which produce angular deflection as discussed in section 1.5.2, are found suitable for application in logic. These two interactions are studied further in this chapter.

In order that the logic gate provide large signal gain (or fanout in cascaded systems), the pump soliton must carry more power through the output aperture than is present in some defined signal level at the input which produces the low output state. The gain should be at least unity to avoid the use of external amplification, but a minimum gain of \( \sim 4 \) (neglecting absorption) is desirable to compensate for unavoidable system losses such as Fresnel reflections and material absorption, and to provide a fanout of 2, which is the minimum required in order to implement general-purpose logic. The requirement of large-signal gain with high contrast is what limits the choice of available interactions.

The following sections discuss the basic parameters used to describe the initial conditions of an interaction, followed by a discussion of the interactions in the situations when the signal and pump polarizations are parallel (phase-sensitive) and orthogonal (phase-insensitive).

### 5.1.1 Definition of Parameters

Since spatial interactions are of ultimate interest to this thesis, the parameter \( \kappa \) is defined as the spatial frequency separation between two sech() profiles divided by the sum of their spectral intensity half-widths at half-maxima (HWHM), and is referred to as the normalized interaction angle. An analogous parameter can also be defined based on the temporal frequency separations. Therefore, for mutually incoherent but otherwise identical beams, \( \kappa = 1 \) is the Sparrow resolvability condition [79] for Gaussian beams such that in the far field of linear propagation, the beam intensity profiles will overlap at the half-power points, which is approximately true for sech() profile beams as well. Additionally, between same-polarized solitons, \( \kappa \) is related to the amount of phase-sensitivity of the interaction. When \( \kappa \ll 1 \), the interaction is highly phase-sensitive and when \( \kappa \gg 1 \), the interaction is phase-insensitive.

Assuming that one beam propagates down the optical axis (i.e. the z-axis), the following Fourier transform relation holds [80]

\[
\text{sech} \left( \frac{x}{w_1} \right) \longleftrightarrow \frac{\pi w_1}{2} \text{sech} \left( \frac{\pi w_1 k_x}{2} \right).
\]

(5.1)

The spectral intensity full-width at half-maximum (FWHM) is given by the condition

\[
\frac{\pi w_1 \Delta k_x w_1}{2} = 1.7627 \Rightarrow \Delta k_x \big|_{w_1} = \frac{1.1222}{w_1}.
\]

(5.2)

The other beam propagates at an angle \( \theta \) to the optical axis, and by the Fourier shift theorem,

\[
\text{sech} \left( \frac{x}{w_2} \right) e^{i\delta k_x x} \longleftrightarrow \frac{\pi w_2}{2} \text{sech} \left( \frac{\pi w_2 \left[ k_x - \delta k_x \right]}{2} \right),
\]

(5.3)

where \( \delta k_x = k_0 \sin \theta \). Now, \( \kappa \) is evaluated

\[
\kappa \equiv \frac{2\delta k_x}{\Delta k_x |_{w_1} + \Delta k_x |_{w_2}} = \frac{k_0 w_1 w_2 \sin \theta}{0.5611[w_1 + w_2]} = \frac{11.20 w_1 w_2 \sin \theta}{\lambda [w_1 + w_2]}.
\]

(5.4)

Another useful relation gives the transverse spatial frequency offset in terms of the normalized interaction angle \( \kappa \)

\[
\delta k_x = \frac{0.5611[w_1 + w_2] \kappa}{w_1 w_2}.
\]

(5.5)
Figure 5.2: Illustration of the normalized interaction angle $\kappa$, as given by the spectral separation divided by the sum of the spectral FWHM. The left plot shows the $\kappa = 1$ condition in linear real space propagation where the beam on the left is propagating down the optical axis and the beam on the right is propagating with normalized angle $\kappa = 1$. The heavy lines indicate the spatial FWHM of the respective beams and the contours are spaced at 3 dB intervals relative to the initial peak intensity. The right-hand plots show the spectra of two beams for different values of $\kappa$. When $\kappa = 1$, the beams are at the resolvable condition (i.e. the spectra overlap at their half-power points).

For the 1-D spatial soliton interactions studied in this chapter, $w_1 = w_0$ is the signal soliton width and $w_2 = w_0/r$ is the pump soliton width where $r$ is the initial power ratio.

Figure 5.2 illustrates the physical, linear interpretations of the definition of $\kappa$ in both real and Fourier space. In physical space, the $\kappa = 1$ condition indicates that the rate of separation between two beams is about the same as the rate of diffraction. Thus, the amount of overlap is constant with distance. In Fourier space, $\kappa < 1$ indicates large spectral overlap between two beams (i.e. not resolvable), and $\kappa > 1$ denotes small overlap (i.e. resolvable).

The confocal distance $Z_0$ was discussed in section 2.3.2, but is defined here as well for completeness. Here, for sech() shaped beams, $Z_0 = \pi^2 w_0^2/\lambda = \pi k_0 w_0^2/2$ is twice the Rayleigh range, which is the distance over which the FWHM intensity pattern increases by a factor of $\sqrt{2}$. In the case of a Gaussian beam, the confocal distance is $k_0 w_0^2$. The confocal distance for a sech() profile was determined numerically $^1$ through linear beam propagation.

Finally, some metric must be defined in order to evaluate the potential for a soliton interaction to form the basis for a useful logic gate. A "threshold" contrast metric is presently defined as the power of the input (fundamental) signal divided by the power of the deviated pump that exits the aperture. This metric depends on the pump power, signal power, gate length, aperture size, and interaction angle, and is only used initially to provide a comparison among the different interactions and in later sections to locate the optimal interaction parameters, such as the choice of normalized interaction angle $\kappa$ for a given gate length and aperture size. With this measure, threshold contrast greater than unity indicates that sufficient deviation has occurred such that the power exiting the aperture is less than the input signal power; contrast much greater than unity (i.e. 10 or greater) is an indication that a restoring logic gate can be implemented for the given interaction parameters, as discussed later. The choice of reference input signal level, which determines the unity threshold condition, is somewhat arbitrary. The two main options are the power of the signal soliton, or the fraction of that energy that is required to reach some acceptable low output level of the device. For simplicity, the fundamental signal soliton power will be used. The ramifications of this choice are discussed in section 5.2. A more precise definition of contrast will be employed later, based on the calculation of the gate

$^1$The actual numerically-obtained coefficient is not exactly $\pi^2$. This coefficient is used instead for simplicity.
transfer function in section 5.4.

5.1.2 Phase-Sensitive Interactions

The first group of interactions is between solitons in the same polarization state and is described by the (1+1)-D scalar NLS equation in either space 2.23 or time 2.52, reproduced here in spatial form

$$2ik_0 \frac{\partial A}{\partial z} + \frac{\partial^2 A}{\partial x^2} + 2k_0^2 n_2 |A|^2 A = 0. \quad (5.6)$$

Note that for the studies of this section, the fully paraxial NLS equation is sufficient. In order to describe the interaction between two solitons, the initial field amplitude distribution is taken to be of the form

$$A = \frac{1}{k_0 w_0} \sqrt{\frac{n_0}{n_2}} \text{sech} \left( \frac{x + \zeta/2}{w_0} \right) e^{i\delta k x/2} e^{i\phi}$$

$$+ \frac{r}{k_0 w_0} \sqrt{\frac{n_0}{n_2}} \text{sech} \left( \frac{x - \zeta/2}{w_0/r} \right) e^{-i\delta k x/2}, \quad (5.7)$$

where $w_0$ is the width parameter of the signal soliton, $w_0/r$ is the width of the pump soliton, $\zeta = r w_0 [1 + 1/r] / 2$ is the initial spatial separation defined so that the separation in terms of the sum of the spatial HWHM of the two beams is constant with $r$, $\delta k$ is the initial relative transverse wavenumber as given by equation 5.5, and $\phi$ is the initial relative phase. For all simulations in this section, $r = 1$.

The phase-sensitivity of the interaction depends on the amount of angular or spectral overlap between the interacting solitons. When there is very little spectral overlap, such as the case for a large relative propagation angle or a large temporal frequency difference, even in regions of complete spatial or temporal overlap, the interaction will be phase-insensitive because the solitons pass through each other with large relative velocity. This also means that the interaction is very weak, though, and subsequently ineffective for a logic gate. Therefore, in order for the phase-sensitive interactions to perform high-contrast logic operations with gain, the solitons must have significant spectral overlap. The result is that the interaction necessarily depends on the relative phase between the two solitons, such that the contrast of the gate also depends on the relative phase, which may be difficult to control in an experimental situation. Because of the strong phase-dependence, this group of interactions is not useful for robust logic, but is presented mainly for historical and pedagogical reasons and for comparison with the phase-insensitive interactions of section 5.1.3.

Soliton Collision

Collision between optical NLS solitons is conservative in the sense that the solitons pass through each other without change except for a small spatial or temporal shift [75]. Theoretical studies of multi-soliton collisions have been performed [78, 81] for the purposes of quantifying timing jitter in WDM soliton systems. Experimental demonstrations in optics have been carried-out for temporal soliton collision in fiber [82, 83], and dark spatial soliton collision in self-defocusing liquid media [84, 85]. The latter experiments prompted a study of using the dark soliton collisions for general-purpose logic [72]. The collision interaction between bright spatial solitons has also been suggested as a mechanism for a photonic switch [86], although no experimental realization of that device has been presented to date.

The collision interaction occurs when two spatial (temporal) solitons, propagating at different angles (with different frequencies leading to different group velocities), symmetrically collide in a nonlinear medium, producing a spatial (temporal) shift in the propagation of each soliton, with no permanent change in propagation angle (frequency). This interaction is illustrated in Figure 5.3 for spatial solitons. After the collision, when the solitons are well separated, the contrast is independent of gate length, because the initial propagation angles are restored and the spatial shift assumes a fixed value. Therefore, shorter gate lengths result from greater angles of collision. One problem with the collision interaction, though, is that the spatial shift decreases with increasing angle of collision, meaning that long gate lengths are required in order to obtain high contrast operation by using small collision angles.

This scaling can be quantified by considering the analytic expression for the spatial shift after collision [78]

$$\Delta x = \pm w_0 \ln \left( 1 + \frac{4}{w_0^2 \delta k^2} \right), \quad (5.8)$$

where $\Delta x$ is the displacement of a single soliton (the $\pm$ indicates that the solitons shift in opposite directions) and $\delta k$ is the total spatial frequency separation between the interacting solitons. Setting the gate length to $dZ_0$ and the initial spatial separation to
Figure 5.3: Collision interaction between spatial solitons. The initial separation is 5.0 FWHM (= 8.81 \( w_0 \)) and the propagation distance is 10 \( Z_0 \), where \( Z_0 = \frac{\pi^2 w_0^2}{\lambda} \). Each soliton propagates at an angle given by the tangent of the initial separation divided by the gate length, and the total normalized angle is \( \kappa \approx 1 \). The bottom plot indicates the initial positions of the solitons (dashed curves) and the final positions after collision (solid curves). If there were no interaction, the final positions would be the reverse of the initial positions. The threshold contrast of this gate is 1.5.
such that \( \delta k_x = 2k_0 \tan(r_s w_0/dZ_0) \approx 2r_s k_0 w_0/dZ_0 \) (so that \( \kappa \approx 1.135r_s/d \)), the fractional shift of each soliton is written

\[
\frac{\Delta x}{w_0} = \pm \ln \left( 1 + \frac{\pi^2 d^2}{4r_s^2} \right). \tag{5.9}
\]

If \( r_s w_0 \) equals the aperture width, then the desired minimum spatial shift \( \Delta x \) is also \( r_s w_0 \). Note that \( r_s \geq r_a \). Finally, an expression for the minimum gate length in terms of the initial separation \( r_s \) and aperture width parameter \( r_a \) is obtained

\[
d Z_0 \geq \frac{2r_s}{\pi} \sqrt{e^{r_a^2} - 1} Z_0, \tag{5.10}
\]

such that for an initial separation of 5.0 FWHM = 8.81 \( w_0 \) and aperture width 2.0 FWHM = 3.5 \( w_0 \), the gate length must be greater than 32 \( Z_0 \). This choice of aperture size allows 94.2\% of the power of the undepleted pump to pass. Therefore, for a 2 FWHM spatial shift, only 2.9\% of the pump power exits the aperture, and threshold contrast of 34.5 is obtained.

In addition to long gate length, another problem that results from small-angle collision is that, even though the spatial shift can be greater, the phase-sensitivity is stronger since the overlap of the angular spectra becomes significant. This is evident in the next section on attraction/repulsion, which are the limiting cases of small angle collision. As will be shown in section 5.1.3, collision between solitons of orthogonal polarizations gets around this problem of phase sensitivity and is one of the interactions studied later in this chapter.

**Soliton Attraction/Repulsion**

The first experimental study of soliton interactions in optical fiber demonstrated the attraction/repulsion interaction between temporal solitons of the same frequency [87]. Experimental demonstrations of spatial soliton attraction and repulsion have also been reported in liquid CSH cells [88] and glass slab waveguides [89]. An all-optical switch based on the spatial interaction has been proposed and analyzed [90], but not experimentally realized.

In this interaction geometry, two spatial (temporal) solitons launched along parallel paths (with the same frequency) separated by a few beam widths (pulse durations) attract, repel, or exhibit more complicated behavior, depending on the relative phase. This interaction is strongly phase-sensitive because the angular (frequency) spectra of the interacting solitons overlap completely. As mentioned previously, this is the limiting case of small-angle collision. Greater initial spatial (temporal) overlap between the two solitons leads to a stronger interaction, but coherent beam combining can result in random transmission when the sources are not phase-locked to within a fraction of a radian, as they must be in order that the nonlinear interaction is repeatable. The use of a beamsplitter to combine the two beams results in a 3 dB loss in the regions of non-overlap since the solitons initially propagate with the same angle (frequency) and are of the same polarization. This 3 dB loss is unacceptable for optical logic because it ultimately reduces the gate fanout by a factor of 2, with the loss taken not at the output of a gate, but at the inputs to subsequent gates.

When the solitons are in-phase, they constructively interfere and attract, as shown in Figure 5.4, due to the increase in nonlinear index in the regions of overlap. This attraction causes the solitons to coalesce, then pass through each other and exchange initial positions. The interaction repeats indefinitely, each time the solitons exchange positions after passing through each other. The output of the gate is set to the first of the infinite number of distances at which the solitons completely overlap, which is where the soliton positions are changed the most, resulting in the maximum contrast. Note that, like the case for soliton collision, the contrast is determined by the interaction, not the gate length (except that the gate length must be appropriately chosen to coincide to one of the distances of complete overlap). The plot on the bottom of Figure 5.4 shows the soliton profiles when there is no interaction (with either one of the solitons present) and at the first point of complete overlap when the interaction occurs (both of the solitons present). It is evident then that higher contrast can be obtained with larger initial separation, but since the interaction is much weaker in this case, the gate length will necessarily increase.

Adapting previous results [74] on phase-sensitive interactions into the notation of this thesis, the normalized separation between the solitons as a function of propagation distance for the attraction interaction is

\[
r_s(z) - r_s(0) = 2 \ln \left| \cos \left( 2e^{-r_s(0)/2}z/k_0 w_0^2 \right) \right|, \tag{5.11}
\]

where \( r_s(0) w_0 \) is the initial separation in real units. The gate length \( z = dZ_0 \) is set at the first position of complete overlap. At this position \( r_s(z) = 0 \) and straightforward manipulations yield

\[
d = \frac{\cos^{-1} \left( e^{-r_s(0)/2} \right)}{\pi} e^{r_s(0)/2}. \tag{5.12}
\]
Figure 5.4: Attraction interaction between spatial solitons. The initial separation is 3.4 FWHM (≈ 6.0 $w_0$) and the propagation distance is 20 $Z_0$, which is one-half of the interaction period. The solitons are initially in-phase and propagate along a parallel path, but constructively interfere and attract due to the increase in nonlinear index in the overlap regions. The plot on the bottom indicates the initial positions of the solitons (dashed curves) and the positions after 10 $Z_0$ where the solitons overlap (solid curves). This interaction has a period of 40 $Z_0$, and the threshold contrast of the gate is 4.8.
Figure 5.5: Repulsion interaction between spatial solitons. The initial separation is 3.4 FWHM (= 6.0 $w_0$) and the propagation distance is $20Z_0$. The solitons are initially $\pi$ out-of-phase and propagate along a parallel path, but destructively interfere and repel due to the decrease in nonlinear index in the overlap regions. The plot on the bottom indicates the initial positions of the solitons (dashed curves) and the positions after $20Z_0$ where the solitons repelled (solid curves). The threshold contrast of this gate is 5.5.

For initial separations $r_s(0) \gg 1$, this distance can be approximated as

$$d \approx \frac{e^{r_s(0)/2}}{2}. \quad (5.13)$$

As an example, to obtain a position shift equal to the aperture width $r_a w_0$, the initial separation is $r_s(0) = 2r_a$. If $r_a = 3.5$, then the minimum gate length for the interaction is $d = 17$.

When the solitons have $\pi$ relative phase, they destructively interfere and repel, as shown in Figure 5.5, due to the decrease in nonlinear index in the regions of overlap. Unlike the previous case, this interaction results in a persistent change in propagation angle of each soliton, such that the angle change is constant after the solitons are well separated. In this case, the threshold contrast increases with longer gate length. Alternatively, for the same gate length, the contrast increases with decreased initial...
separation between the solitons, but again the use of a beamsplitter results in 3 dB coupling loss in the regions where the beams do not overlap. In the limit of complete overlap, the interaction degenerates to linear beamsplitter logic, in which the relative phase between the light entering the input ports determines the amount of light exiting each of the two output ports.

Similar to the attraction case, an analytical expression for the separation during the repulsion interaction is given by [74]

\[ r_s(z) = r_s(0) + 2 \ln \left( \cosh \left( \pi d e^{-r_s(0)/2} \right) \right). \]  

(5.14)

The gate length required to obtain a separation \( r_s(d) - r_s(0) \) is given by

\[ d = \frac{e^{r_s(0)/2}}{\pi} \cosh^{-1} \left( e^{[r_s(d) - r_s(0)]/2} \right), \]

(5.15)

which can be reduced to

\[ d \approx \frac{e^{r_s(0)/2}}{2\pi} \left[ r_s(d) - r_s(0) \right] \]

(5.16)

when \( r_s(d) \gg r_s(0) \). Again, if the initial separation is \( r_s(0) = 2r_o \), then \( r_s(d) = 4r_o \) leads to a well resolved spatial shift of either soliton and \( d \approx 44 \) when \( r_o = 3.5 \).

When the relative phase is a value other than 0 or \( \pi \), other behaviors are possible [91]. For \( \pi/2 \) relative phase, power/energy is exchanged such that the soliton with the phase delay grows while the phase advanced soliton decays. The solitons also weakly repel each other. Once again, the solitons need large overlap in order for the interaction to produce a high-contrast switching operation, implying a 3 dB input coupling penalty as well.

By now it should be clear that this class of interaction is highly phase-dependent, requiring precise control and stability of the optical system for consistent operation. It has also been known in temporal soliton literature that the interaction (collision, attraction and repulsion) between temporal solitons of the same color can be significantly reduced by using solitons of unequal amplitudes [75, 92, 93], but threshold contrasts (and gate length scalings) similar to those discussed here for \( r = 1 \) can be obtained in the spatial analog situations by scaling the output aperture width with the pump width so that large-signal gain can be obtained. However, the phase-sensitivity presents a major practical difficulty.

**Soliton Trapping**

In spatial (temporal) collision, there is no net angle (frequency or group velocity) change, but a permanent spatial (temporal) shift. During the collision, though, there is a temporary change in angle (frequency), such that the change is largest at the point when the solitons completely overlap and returns to zero when the solitons are well separated. The integral of this angle (velocity) change gives the spatial (temporal) shift. When the symmetry of this interaction is broken by absorption/amplification [78, 94] or initial overlap [64, 95], some angle (velocity) change remains after the solitons separate. This effect is detrimental to WDM communications [96], but useful for optical switching [63, 68] because the permanent angle (velocity) change can be integrated over long distances to provide large spatial (temporal) shift, as discussed in section 1.5.2.

Trapping of initially overlapping spatial solitons propagating in different directions (the spatial analog of temporal trapping using two different color solitons in a fiber [63]) has been demonstrated experimentally [68, 97]. This interaction is very similar to the dragging geometry discussed in the next section, but is highly phase dependent. Trapping between initially-overlapping in-phase spatial solitons is shown in Figure 5.6 where the solitons propagate away from each other at angles given by \( \kappa = \pm 0.5 \), for a total angular separation of \( \kappa = 1 \). The solitons mutually attract, and, when the propagation angles are not too great, as in Figure 5.6, form a bound state. The net result is a change in propagation angle such that the contrast depends on the gate length (the effective trapping distance is essentially zero since the solitons initially overlap).

When the overlapping components of the two spatial frequency spectra are not in-phase, more complicated behavior results. As the relative phase is changed, interference fringes move through the overlapping intensity region such that, for \( \kappa = 1 \), a \( \pi \) relative phase shift places a single dark fringe at the center of the overlap region. Non-trapping behavior is shown in Figure 5.7, where the soliton initially propagating to the left is delayed in phase by 0.85 \( \pi \) relative to the soliton initially propagating to the right. This value of phase was chosen for this particular gate length to illustrate an approximately worst-case effect. In this case, power is transferred to the left-propagating soliton as the solitons repel. The final positions at the output of the gate are nearly the same as would occur without the interaction. By changing the phase, the final position at the output can be moved around. This effect has been called soliton steering [63], and is detrimental for optical switching when phase cannot be precisely controlled.

For complete trapping between equal amplitude solitons, it is straightforward to calculate the gate length required for high-contrast switching. Assuming a total angle of propagation \( \theta \) between the solitons, the required gate length for a shift of \( r_o w_o \) is

\[ d = \frac{r_o w_o}{\tan(\theta/2) Z_o}. \]  

(5.17)
Figure 5.6: Spatial trapping interaction between initially overlapping in-phase spatial solitons. Each soliton propagates at an angle given by $\kappa = \pm 0.5$. The plot on the right indicates the final positions of the solitons both without interaction (dashed curves) and after trapping (solid curves). The threshold contrast of this gate of length $5 Z_0$ is 11.
Figure 5.7: Spatial trapping interaction between initially overlapping out-of-phase spatial solitons (the left soliton lags in phase by 0.85 \pi). Each soliton propagates at an angle given by \( \kappa = \pm 0.5 \). The plot on the right indicates the final positions of the solitons both without interaction (dashed curves) and after trapping (solid curves). The threshold contrast of this gate of length 5 \( Z_0 \) is 3.8.
For small θ, tan(θ/2) ≈ sin(θ/2) ≈ sin(θ)/2, and from section 5.1.3, sin(θ)/2 = 0.1786kλ/2w₀. The gate length can now be written more simply as

\[
d = \frac{1.135r_0}{\kappa}. \tag{5.18}
\]

In the example of Figure 5.6, the minimum gate length required for a shift of 3.5 w₀ is 4.0 Z₀, when κ = 1 represents total normalized angle. The minimum gate length can be determined by knowing the maximum value of κ such that the solitons remain bound. Theoretical [64] and numerical/experimental [63] studies place this value at κ ≤ 2.7 for equal amplitude solitons. This sets a lower bound on the gate length at around 1.5 Z₀, considerably shorter than in the cases of collision and attraction/repulsion.

Numerical studies show that significant gain can be achieved with high contrast with the trapping interaction between in-phase solitons by scaling the aperture size with pump width, but also, with the worst-case phase difference, the contrast drops proportionally with the pump to signal power ratio, or approximately 1/r ≪ 1, rendering the gate unusable. Nevertheless, as will be verified later in the thesis for soliton dragging, it is expected that this interaction will be very useful in the phase-insensitive case of orthogonal polarizations.

### 5.1.3 Phase-Insensitive Interactions

In a computing or switching system consisting of a large number of gates with arbitrary interconnections and feedback paths, a fixed relative phase may be difficult if not impossible to maintain, therefore it is essential to reduce or completely eliminate phase-dependence. This can be accomplished by using orthogonally polarized solitons, such that, in a nonlinear Kerr material, the soliton interaction will be based only on phase-insensitive nonlinear cross-focusing (typically referred to as cross-phase modulation for temporal solitons) between their intensity profiles. Phase-dependence is completely eliminated in the case of pseudo-1D soliton interactions in bulk [98] or perfect fiber through the use of orthogonal circular polarizations. In the case of orthogonal linear polarizations, an additional phase-dependent nonlinear term (the vector four-wave mixing term) enters the coupled NLS equation. In this situation, phase dependence can be reduced by use of material or waveguide birefringence to mismatch the phase-dependent terms in the induced nonlinear material polarization. The latter is the method used in this thesis since the 1-D spatial and 2-D spatio-temporal solitons are confined in one dimension by a slab waveguide which admits orthogonal linearly-polarized TE and TM solutions, each propagating with a different phase velocity. This difference is due to the form birefringence of the waveguide, and can be tailored by variation of the waveguide parameters, as shown in Appendix D. Note that in the case of standard optical fiber, which has circular symmetry, the birefringence is very weak (Δn ≈ 10⁻⁶ – 10⁻⁵) and is due to microbends and slight imperfections and residual stress due to manufacturing, but the very long interaction lengths still allow for the phase-dependent terms to be neglected in most situations.

Neglecting the phase-dependent nonlinear (i.e. the vector four-wave mixing) terms then, the interaction between orthogonally-polarized solitons is described by the coupled NLS equations, written here in spatial form,

\[
2ik₀ \frac{\partial A_x}{\partial z} + \frac{\partial^2 A_x}{\partial z^2} + 2k₀^2 \frac{n_2}{n_0} \left[ |A_x|^2 + 2\Delta |A_y|^2 \right] A_x = 0 \tag{5.19a}
\]

\[
2ik₀ \frac{\partial A_y}{\partial z} + \frac{\partial^2 A_y}{\partial z^2} + 2k₀^2 \frac{n_2}{n_0} \left[ |A_y|^2 + 2\Delta |A_x|^2 \right] A_y = 0,
\]

where 2Δ represents the strength of the nonlinear coupling between the polarizations. This equation is the spatial analog of that used for temporal solitons in fiber [67, 99]. In isotropic Kerr media, Δ = 1/3, which is the value used throughout this thesis. For this choice of Δ, the coupled equation are not integrable (in fact, they are only integrable when 2Δ = 1 [100]) and approximate analytical or numerical techniques must be used. The result is that some interactions are inelastic [101], meaning that the solitons do not necessarily retain their initial character after collision. As will be shown in the following sections, this behavior can be advantageous for optical switching. A consequence of the inelastic nature is that the solitons can be pulled apart by the interaction, resulting in "shadow" beams (pulses [71]) co-propagating with the stronger soliton involved. Note that in the case 2Δ = 1, the coupled equations are known as the Manakov equations which are integrable [100], resulting in interactions with similar behavior to those between same-polarized, in-phase solitons, but without the phase-dependence. The case 2Δ = 1 does not exactly correspond to any material symmetry class, but to a coincidental combination of the third-order nonlinear susceptibility components of cubic AlGaAs at sub-half bandgap [102].

In section 5.1.2, the point was argued that the strength of an interaction depends on the amount of spectral overlap between the solitons and resulted in phase-dependence due to scalar linear interference. In the case of interaction between solitons of orthogonal polarizations, though, there is no linear interference and the interaction depends only on the nonlinear coupling between the intensity profiles. It is expected that these interactions will also be stronger for κ < 1 because this implies that the transverse velocities are small, such that each soliton remains bound by the "potential well" [103] of the other soliton. This
potential well is created by cross-phase modulation (cross-focusing), and gives rise to an escape velocity [64, 104] which is the minimum (transverse and/or longitudinal) relative velocity necessary for one soliton to escape the potential well of the other.

The interactions studied in the previous section are now examined for the phase-insensitive case of orthogonally-polarized solitons. Here, the initial field amplitude distributions are taken to be of the form

\[
A_x = \frac{r}{k_0 w_0} \sqrt{\frac{n_0}{n_2}} \text{sech} \left( \frac{x - \xi/2}{w_0 r} \right) e^{-i\delta k_x x/2},
\]

\[
A_y = \frac{1}{k_0 w_0} \sqrt{\frac{n_0}{n_2}} \text{sech} \left( \frac{x + \xi/2}{w_0} \right) e^{i\delta k_x x/2},
\]

where \(w_0\) is the width parameter of the signal soliton, \(w_0/\xi\) is the width of the pump soliton, \(\xi = r_1 w_0 \left[1 + 1/\xi^2\right] / 2\) is the initial spatial separation, and \(\delta k_x\) is the initial relative transverse wavenumber as given by equation 5.5. Note that, even if the solitons are otherwise identical (i.e. \(r = 1\)), they are now distinguishable by polarization state in the absence of the vectorial four-wave mixing term, and any signal leakage through the aperture can be blocked by a linear polarization analyzer. The signal and pump can also be brought into coincidence through the use of a polarizing beamsplitter, without 3 dB input coupling loss.

Soliton Collision

For soliton collision in the integrable case of equation 5.19a when \(2\Delta = 1\), the solitons pass through each other [100] simply producing a small spatial shift as in the same-polarized interaction, with no change in angle (temporal frequency). But when \(2\Delta \neq 1\), more interesting behavior occurs, because the angles (frequencies) can change after collision [105]. A theoretical study of the collision between two orthogonally-polarized temporal solitons with \(2\Delta = 2/3\) showed that reflection, annihilation, and fusion could result after the collision [101]. This study was concerned with the deleterious effects that the inelastic collision (resulting in annihilation and fusion) had on optical communications and switching. With the type of three-terminal logic gate studied here though, it does not matter what happens to the pump soliton as long as it doesn’t pass through the aperture in the presence of the signal. Therefore, these inelastic interactions are potentially useful for three-terminal optical switching.

One result of this work was the derivation of a resonance condition which determined when the interaction is highly inelastic such that the solitons form a bound pair after collision [101]. This resonance condition depends on the group-velocity difference (angle for the present purposes) and relative amplitude of the two solitons. A later theoretical study [106] determined the permanent frequency shifts versus fiber birefringence after inelastic collision between equal-amplitude temporal solitons and noted that these frequency (angle) shifts become the temporal (spatial) shifts due to nonzero group-delay dispersion (paraxial diffraction). The same group numerically investigated the use of the inelastic collision between orthogonally-polarized spatial solitons as logic gates [107].

Figures 5.8 and 5.9 show some examples of these collision interactions using spatial solitons. In each case, the initial separation is \(r_1 = 5.29\). Collision between equal amplitude \(r = 1\) solitons is shown in Figure 5.8. The top contour plots show (elastic) collision at large angles which behaves similarly to the (phase-sensitive) scalar collision. In the case of unequal amplitudes \(r = 3\) as shown at the top of Figure 5.9, part of the weaker signal soliton breaks away after collision with the pump, resulting in an inelastic interaction. In either case though, gates based upon large angle collision still have lower contrast.

Small angle collision, on the other hand, can provide for high contrast logic gates, as shown at the bottom of the two figures. Small angle collision is termed slow collision in the temporal soliton literature [101]. In this case, nearly equal-amplitude solitons (Figure 5.8) will fuse into a bound orbiting pair while unequal amplitude solitons will mutually reflect (Figure 5.9). This reflection interaction is very useful for optical switching because it occurs between solitons of unequal amplitude (thus allowing gain) and allows for twice the transfer of momentum between the interacting solitons. As shown in Figure 5.9, these small angle collisions can provide the basis for very high contrast gates with gain, and will be studied later in this chapter for this purpose.

Note that, if desired, the initial separation can be much smaller for collision between orthogonally-polarized solitons versus phase-sensitive collision because the solitons are always resolvable at the output through the use of an analyzer.

Soliton Attraction/Repulsion

Parallel propagating, orthogonally-polarized solitons are the limiting case of small-angle collision; however, it is not clear that the phase-insensitive attraction/repulsion interaction has been studied in the literature as the basis for a logic gate. Like orthogonally-polarized collision, solitons with nearly the same amplitudes will attract, and with sufficiently different amplitudes they will reflect or repel. In addition, the same type of inelastic behavior occurs in this case such that the solitons do not necessarily exit the interaction intact.

Examples of attraction and repulsion are shown in Figure 5.10. Attraction between equal amplitude solitons is shown at the
Figure 5.8: Collision interaction between orthogonally-polarized spatial solitons with equal amplitudes $r = 1$ and initial separation 3.0 FWHM of the signal ($= 5.29 \, w_0$). The top interaction has a gate length $5.0 \, Z_0$ and achieves a threshold contrast of 1.1. The bottom fusion interaction has a gate length of $15 \, Z_0$ and achieves a threshold contrast of 23. Each soliton propagates at an angle given by the tangent of the initial separation divided by the gate length, and the value of $\kappa = 5.599w_0\sin\theta/\lambda$ listed in the figures corresponds to the total angle of propagation $\theta$ between the solitons.
Figure 5.9: Collision interaction between orthogonally-polarized spatial solitons with unequal amplitudes $r = 3$ and initial separation $1.5$ FWHM$[1 + 1/r]$, where FWHM = 1.7627 $w_0$. The top fusion interaction has a gate length 5.0 $Z_0$ and achieves a threshold contrast of 9.6 and the bottom deflection interaction has a gate length of 15 $Z_0$ and achieves a threshold contrast $> 1000$. Each soliton propagates at an angle given by the tangent of the initial separation divided by the gate length, and the value of $\kappa = 11.20 w_0 \sin \theta / \lambda [r+1]$ listed in the figures corresponds to the total angle of propagation $\theta$ between the solitons. The aperture width is given by $3.5 w_0/r$. 
Figure 5.10: Attraction interaction between orthogonally-polarized spatial solitons with a gate length of 20 Z₀. The top shows attraction between equal amplitude solitons with initial separation of 3.0 FWHM (= 5.29 w₀), achieving a threshold contrast of 9.8. The bottom shows repulsion between solitons where the pump power is r = 3 times the signal and the initial separation is 1.0 FWHM[1 + 1/r] (= 2.35 w₀), achieving a threshold contrast of 69.
top, while repulsion between unequal amplitude solitons is shown at the bottom. The repulsion example shown is an inelastic interaction in that part of the signal breaks off and becomes bound to the pump. Repulsion becomes stronger as the initial separation is decreased from the well-separated condition, but then a point is reached where the interaction weakens. This can be understood intuitively by noting that when the solitons completely overlap at the input, symmetry dictates that no angular or spatial deviation of the center of mass is possible and the threshold contrast drops to 1/r. Therefore, there must be an optimal separation that lies between the well-separated and overlapping conditions. The symmetry at complete overlap can be broken by allowing one or both of the solitons to initially propagate at an angle, which is the collision interaction with complete initial overlap. This interaction is known as spatial soliton dragging and is examined in the following section.

Soliton Dragging

Temporal soliton dragging is based upon the mechanism of trapping between orthogonally-polarized temporal solitons in weakly birefringent fiber [56, 57]. The original theoretical studies were concerned with using nonlinear attraction (cross-phase modulation) to overcome soliton pulse splitting due to group-velocity walkoff between the polarization modes, such that the partial soliton in each mode shifts its temporal frequency via cross-phase modulation induced chirp to compensate for the group-velocity birefringence. The induced chirp (leading to average spectral shift) causes the soliton along the slow axis to speed up (spectral up-shift in the AGDD regime) and the soliton along the fast axis to slow down (spectral down-shift). Above a critical energy, these partial solitons form an orbiting bound state. Experimental studies [65] verified this trapping mechanism by launching identical and temporally overlapping pulses (which individually had less energy than required to form a temporal soliton) polarized along the principle axes of highly birefringent fiber, which can be accomplished by rotating the polarization of the launched soliton with respect to the fiber birefringence axes.

This experiment led the way to using the trapping mechanism for optical switching [62], in which a polarization insensitive spectral bandpass filter was used to pass one pulse in either pure linear polarization state and block the double-lobed spectra of mutually-trapped pulses to implement the binary exclusive OR (XOR) operation. Since the output of the XOR gate can be in either of two linear polarization states, cascadable operation is not possible without incurring a 3 dB loss to a 45 degree oriented polarizer. Orienting this output polarizer to the pump polarization, though, converts this gate into an inverter with a single linearly polarized output pulse representing the high state when the signal is absent, such that the pump passes through both the bandpass filter and polarizer. Gain is difficult to achieve with these gates because the spectral shift of the pump decreases (due to incomplete trapping) with increasing gain, leading to low contrast. The spectral shifts are a constant of the interaction and can be increased by using fiber with larger birefringence, but the maximum gain that can be obtained and still allow for complete trapping (i.e. maximum spectral shift), decreases [57].

Over long propagation distances, a slight temporal frequency change manifests itself as a large change in arrival time due to the fiber dispersive delay line, analogous to the operation of a lever arm. This observation led to the use of the timing shifts of the trapping interaction as the logical output state [59]. An experimental realization of a two-input NOR gate [59] launched a (normalized amplitude) N = 1.5, 132 ps pump soliton along the fiber fast axis and two well-separated N = 0.7, 30 ps signal pulses along the slow axis. If the pulses are separated too far apart, then sufficient overlap with the pump does not exist to induce dragging, and phase-sensitive operation results if the signal pulses are too close together and overlap. The presence of either or both signal pulses dragged the 300 fs pump by 2-5 ps in time over a distance of 75 m (25 soliton periods), realizing a gain of 4.5. This interaction became known as temporal dragging because the slow-axis pulse literally drags the fast-axis pulse in time, and has the capability of gain with high contrast and cascadable operation [59] since only the undragged pump has the correct timing to serve as the signal input to the next gate and the signal pulses are blocked by the output analyzer. As mentioned previously, this is time-shift keyed logic and requires large temporal guard bands to achieve practical three-terminal operation.

The strong potential of the temporal dragging gate as a three-terminal logic device with gain and high contrast combined with the disadvantages of long gate lengths (many 10's of meters) and lack of spatial parallelism motivated the study of the spatial soliton dragging interaction [69]. The direct analogy consists of launching at normal incidence two initially overlapping spatial solitons into an anisotropic crystal cut at an angle with respect to a symmetry plane. In the case of an off-axis uniaxial crystal, the soliton in the ordinary polarization will propagate straight and the soliton in the extraordinary polarization will experience power flow walkoff away from the optic axis. These solitons will mutually attract and form a bound pair under the appropriate conditions of crystal cut (which determines walkoff angle), and soliton power ratio. Since the nonlinear cross phase modulation is between the intensity profiles, nearly the same behavior results by launching two initially overlapping solitons with tilted angles in isotropic media [58]. For an appropriate gate length, a large pump is dragged well over a beam diameter by a small signal and no longer passes through a spatial aperture. This revised geometry is more analogous to two-color soliton dragging in the temporal case. A three-terminal logic gate using spatial dragging should be easier to implement than temporal dragging because a simple spatial aperture will pass an undragged pump and block a dragged pump, instead of using ultrafast time gating. This spatial interaction has been experimentally demonstrated [108] with a gate length approximately
Figure 5.11: Dragging interaction between orthogonally-polarized spatial solitons of unequal amplitudes ($r = 3$). The initial total propagation angles between the solitons are given by $\kappa = 0.5$ (top) and $\kappa = 1.0$ (bottom) and the gate length is $5 Z_0$ in each case. Each soliton acquires an angle shift due to mutual trapping so that the final displaced positions depend on gate length. The threshold contrasts of these gates are $> 1000$. 
4 $Z_0$, although the angular deflection achieved was very small due to experimental difficulties.

Figure 5.11 shows small (top) and large (bottom) angle spatial dragging. Note that now the solitons can be overlapped without loss at the input at small angles (less than resolvable) without violation of constant radiance. Small angle dragging $\kappa < 1$ (for nearly equal-amplitude solitons) typically results in complete trapping such that the interacting solitons form a bound orbiting pair (as shown) and propagate at the weighted mean angle. When $\kappa > 1$ (bottom), there is weak spatial frequency overlap and the signal and pump break free from the respective potential wells created by their mutual interaction, but the signal still imparts some of its oppositely directed momentum to the pump such that the pump misses the spatial aperture. As shown in the figure, the signal does not completely escape the potential well of the pump and part of it remains bound to the pump. This is known as a daughter, or shadow, beam and can be removed by an analyzer at the output.

5.2 Soliton Collision and Dragging Logic Gates

This section evaluates in detail logic gates based on the phase-insensitive, inelastic interaction between orthogonally-polarized spatial solitons. In particular, the collision and dragging interactions are examined, because they belong to the class of angular deflection gates that were discussed in section 1.5.2, and shown to possess desirable properties. Note that the attraction and repulsion interactions are special cases of the more general collision interaction and will not be treated separately. The result of the comparison between the collision and dragging based logic gates in section 5.2.3 is that the dragging gates are generally shorter and are less sensitive to parameter variations.

For all simulations, as before, the normalized interaction parameters $\kappa$ and $r_s$ are used, where $\kappa$ is the normalized angle defined by equation 5.4, and the initial soliton separation is given by $r_s w_0 \left[1 + 1/r_s \right]/2$. The length of a logic gate is denoted in terms of the signal's confocal distance, or $L = dZ_0$ where $L$ is the total gate length. The pump soliton width is given by $w_p = w_0/r$ where $r$ is the initial pump to signal soliton power ratio; therefore, if $P_0 = 2n_0 D / n_2 k_0^2 w_0^2$ is the initial power of the fundamental signal soliton where $D$ is the waveguide thickness and $n_2$ is the Kerr index in intensity units, then $P_p = r P_0$ is the initial power of the fundamental pump soliton. The confocal distance of the pump is $Z_p = \pi^2 w_p^2 / \lambda = Z_0 / r^2$.

The previous section demonstrated that the inelastic interactions can produce sufficient angular deflection of the pump soliton to obtain large threshold contrast. Large threshold contrast provides an indication that small-signal gain (and therefore large-signal gain when $r > 1$) can be obtained. For a particular value of $r$, the gate transfer function is obtained as the plot of output power of the gate versus signal input power as illustrated in Figure 5.12, where the input signal amplitude is varied, but constant width is maintained such that the signal is a fundamental soliton at only one particular amplitude. At that particular amplitude, or power (to which the input and output levels are normalized), the threshold contrast $\tau$ is calculated. Therefore, for unity input level (given by $P_0$, the power of the fundamental signal soliton), the normalized output level is given by $1/\tau$, and the transfer curve must pass through the point $(1,1/\tau)$. When $\tau > 1$, only a fraction of the original signal soliton power (input level less than unity) is required to reach the threshold switching level, which is defined as the level at which the input and output are the same.

Since little deviation of the pump occurs for very small input level, the transfer curve is flat, or saturated, at the high output state. Therefore, the output remains saturated until an input level of $P_{th}$ is reached. Likewise, at high input levels beyond the point at which resolvable deviation of the pump occurs, further increase of the input leads to little change in the output. Here, $P_{th}$ is the output at this saturated level, and $P_{th}$ is the associated minimum input level. As a result, the transfer curve must also pass through (or near) the points $(0,P_{oh})$, $(P_{th},P_{oh})$ and $(P_{th},P_{oh})$, where $P_{oh} = r$ in the absence of absorption. The heavy solid lines in Figure 5.12 indicate the canonical, or straight-line [109], representation of the transfer function that intersects the four known points, while the heavy dashed curve is representative of a more typical function. In terms of small-signal gain, the straight-line representation is the worst-case transfer function; any other transfer function must possess a region of larger small-signal gain.

For small-signal gain, the slope of the canonical transfer function, given by

$$\text{slope} = \frac{r - 1/\tau}{P_{th} - 1} \quad (5.21)$$

must satisfy the relation $|\text{slope}| > 1$, placing the following constraint on $\tau$:

$$\tau < \frac{1}{r - |P_{th} - 1|} \quad (5.22)$$

When $\tau$ satisfies this criterion, a restoring logic gate (due to the presence of small-signal gain) should result for the given choice of parameters, assuming that the actual transfer function of the gate does not deviate too greatly from the piecewise approximation to the usual sigmoidal-type function as illustrated in the figure.
Figure 5.12: Generic gate transfer function. The threshold contrast $\tau$ is calculated at the unity input level (normalized by the fundamental signal soliton power), and $1/\tau$ gives the corresponding output level. The dotted lines indicate the switching threshold level where the input and output levels are equal. The heavy solid lines correspond to the worst-case (in terms of small-signal gain) transfer function, which must pass through the points $(0,P_{OH})$, $(P_{IL},P_{OH})$, $(1/\tau)$ and $(P_{IH},P_{OL})$, while the dashed curve is representative of a more realistic transfer function, which necessarily has greater small-signal gain.
The final point to address is the choice of an acceptable value for $\tau$. Based on equation 5.22, the minimum $\tau$ can be calculated when an estimate of $P_{OL}$ is given. For the soliton dragging and collision logic gates studied here, $P_{OL}$ can range from about 0.1 to about 1.0, with smaller values being more typical in high gain situations. The wide variation of the values of $r$ and $P_{OL}$ make the condition given by equation 5.22 difficult to generalize to a single value, or even range of values, of $\tau$, but it should be clear that in all cases, larger values of $\tau$ are better. Another, more useful, measure is obtained by considering the situation when $1/\tau \leq P_{OL}$. Then it is clear that $P_{OL} \leq 1$. In this situation, an approximate lower bound to the large signal gain is given by $r$. It is found in later simulations that typically $P_{OL} \sim 0.1$, so that $\tau > 10$ provides an indication that large signal gain of at least $r$ (derated by material absorption and the throughput factor of the output aperture) can be achieved. This does not mean that large-signal gain cannot be achieved when $\tau < 10$, because large-signal gain of at least unity is obtained as long as $P_{OL} < r$, which could occur for small $\tau$. By equation 5.22, when $\tau > 10$, small-signal gain is obtained in every case for large $r$. Therefore, the condition $\tau > 10$ provides a strong indication that a gate will function with small- and large-signal gain, but it should be emphasized that $\tau < 10$ does not guarantee that a gate will not possess these properties.

The complete gate transfer function is only calculated in a few representative cases in section 5.4 where small-signal gain, large-signal gain, and gate fanout are formally defined, while evaluation of logic gates with more extensive variation of input parameters is based on the simple threshold contrast metric, which is sufficient for comparison purposes. In these situations, the minimum desired value of $\tau$ is chosen to be 10, as discussed previously.

### 5.2.1 The Soliton Collision Logic Gate

This section calculates the threshold contrast metric for the collision interaction for a range of gate lengths $d$, normalized interaction angles $\kappa$, and initial power ratios $r$. The operating regions are determined within which a restoring logic gate with small and large signal gain is expected.

A contour plot of threshold contrast $\tau$ versus gate length and initial power ratio is shown in Figure 5.13, indicating the regions within which threshold contrast exceeds a given value. Each sample point in the figure represents the maximum contrast obtained for an optimal value of $\kappa$. The first heavy contour represents the minimum desired contrast of 10; therefore, the region enclosed within this contour (which extends towards the upper right corner) meets or exceeds this criterion, indicating that large signal gain of about $r$ should be obtainable as long as $P_{OL} > 0.1$. The contour levels are separated by powers of 10, so very large threshold contrasts are obtained for longer gate lengths and larger values of $r$. In these regions of very high contrast, for example within the second heavy contour representing $\tau > 10^4$, it is expected that gate operation is well within the saturated low output level and that large signal gains greater than $r$ can be obtained. It is shown in section 5.4 that in these regimes of operation, $P_{OL} \sim 0.1$, such that $P_{HI} < 1$ because $1/\tau \ll P_{OL}$ at the unity input level.

The minimum gate length, defined as the length for which the threshold contrast equals 10, is a strong function of the initial power ratio $r$ for the collision interaction. It is clear that when $r \leq 1.5$, the gate length increases rapidly with decreasing $r$, to the point that the minimum gate length is about 10 $Z_0$ when $r = 1$. For the case when $r = 1$ at large angles, the colliding solitons tend to pass through each other in a similar manner to the elastic collision interaction between same-polarized solitons, as previously shown in the top of Figure 5.8. Therefore, the main result of the interaction is a small spatial shift in the propagation of the pump. At small angles, the solitons tend to form a bound orbiting pair as shown in the bottom of Figure 5.8, again with little induced change in the propagation angle of the pump. These behaviors manifest themselves in Figure 5.13 by noting that the contrast is a weak function of gate length when $r = 1$, a result of the small deflection angle of the pump. It should also be noted that unity contrast contour extends to zero gate length. This is because the choice of aperture size allows 94.2% of the undeivated pump power to pass. In the case of weak interaction then (i.e. $r = 1$), the lower bound on the threshold contrast is given by $\tau \geq 1/0.942 = 1.06$.

The minimum useful value of $r$ for the collision interaction is about $r = 3$, for which the gate length decreases to about 5 $Z_0$; a somewhat arbitrary criterion at this point, but justified later in section 5.2.3. When $r > 1$, the inelastic collision interaction tends to produce behavior that is analogous to the slingshot effect in orbital dynamics [104]. In this situation, the signal soliton enters the potential well of the pump (created through nonlinear cross-phase modulation, and a three-dimensional function of soliton widths and separation) at a shallow angle. The signal is not trapped in the potential well, and instead makes a partial orbit and emerges with oppositely directed transverse velocity. This dynamic is illustrated in the bottom interaction of Figure 5.9. It is also possible that the signal undergo multiple orbits before escaping [104], but only the simplest case is considered here. For a purely elastic interaction, twice the initial transverse momentum (derated by the cross-phase modulation coefficient) of the signal would be transferred to the pump, resulting in a large permanent angle change. In the case of inelastic interaction studied here, part of the signal may remain bound within the potential well of the pump, and some may even pass through the potential well completely without orbiting, as shown in the top of Figure 5.9, resulting in less than twice the transverse momentum of the signal being transferred to the pump. For fixed initial signal transverse momentum, a larger fraction of the signal remains bound to the pump with increasing $r$. 
Figure 5.13: Threshold contrast versus gate length and initial power ratio for the collision interaction. The contours enclose regions where the maximum contrast (for individually optimal values of $\kappa$) exceeds the given value. The contours are spaced in decades and the thick contours represent threshold contrast levels of $10^0$ and $10^4$. The minimum desirable contrast is 10, and the normalized separation parameter $r_s = 5$.

For the angular deflection logic gates, the threshold contrast will increase with increasing gate lengths, because a fixed angle change will result in greater spatial shift. It is not immediately obvious, however, that threshold contrast increases with $r$ for a fixed gate length, as indicated in Figure 5.13. There are four factors that give rise to this behavior. These factors are linked by the fact that the pump width $\omega_p$ decreases with $r$. At each value of $r$, the aperture width is maintained at $3.5\omega_p = 3.5\omega_0/r$, meaning that approximately a resolvable spatial shift is needed to obtain high contrast. The required spatial shift decreases with $r$ because of the scaling of the aperture size. Therefore, a smaller absolute angle change (proportional to $1/r$ for small angles) is necessary to achieve that shift for a given fixed gate length. The second factor is the increase in the "mass" of the pump with $r$. This would indicate that for a fixed initial transverse momentum of the signal given by $\delta k$, the induced deflection angle of the pump decreases with $r$. These two factors suggest that the spatial shift (when normalized to the pump width) remains nearly constant with increasing $r$, but that the threshold contrast decreases with $r$ because, for the same normalized spatial shift, more power will exit the aperture for larger $r$.

As shown in Figure 5.14 for two values of gate length, the optimal angle $\kappa$ tends to remain localized about the average value $\kappa_{\text{avg}}$, for most values of $r$, resulting in an increasing transverse momentum, or real propagation angle, of the signal on average. Not all of this increased momentum is transferred to the pump, however, because part of the signal immediately escapes the potential well of the pump (due to the increase), some of the remaining signal performs a partial orbit and emerges in the opposite direction, and the rest remains bound. The result of nearly constant $\kappa$ combined with increased breakup of the signal is that the actual deflection angle of the pump scales approximately as $1/r$, as expected, supporting the previous arguments. The fourth effect is that the normalized spatial separation is fixed at $r_s = 5$, meaning that the separation in physical units decreases as $[1 + 1/r]$. When combined with the increase in propagation angle of the signal, the actual interaction distance decreases, causing an effective increase in the gate length which leads to additional spatial shift. Because the pump is exponentially localized, only a slight additional spatial shift is needed to overcome the increase in transmitted power by the three previous arguments, and thus the decrease in effective interaction distance leads to the observed increase in contrast.

Another feature illustrated in Figure 5.14 is that the average value of $\kappa$ for a gate length of $5\ Z_0$ is larger than for a gate length of $10\ Z_0$. The larger value of $\kappa$ produces a slightly smaller deflection angle, leading to somewhat lower contrast for long
gate lengths, but decreases the effective interaction distance which leads to an increase in contrast for shorter gate lengths. A smaller value of $\kappa$ results in increased interaction distance, but larger angular deflection compensates for the former effect to produce higher threshold contrast at the longer gate lengths.

### 5.2.2 The Soliton Dragging Logic Gate

This section calculates the threshold contrast metric for the spatial dragging interaction over the same range of gate lengths and initial power ratios as used in the previous section. The differences for the dragging interaction are that larger values of $\kappa$ (~0.8 versus about 0.4) produce optimal results, and the minimum gate lengths are shorter.

Figure 5.15 shows the regions of initial power ratio and gate length in which the threshold contrast exceeds a given value. As before, the first heavy contour represents the minimum desired contrast of 10, and very large threshold contrast is obtained for longer gate lengths, as expected for an angular deflection gate.

Unlike the collision gate, the minimum gate length for the dragging interaction is relatively constant with initial power ratio. As discussed before in detail, this provides an indication that the deflection angle of the pump decreases approximately as $1/r$, which compensates for the scaling of aperture width, and results in a normalized (to the pump width) spatial shift that is nearly constant with respect to $r$. However, the spatial shift must increase slightly with $r$ to compensate for the increased power of the pump. For complete trapping, as shown in the top of Figure 5.11, the induced angle change must in fact decrease with $r$ in order that both solitons propagate at the weighted mean angle to conserve transverse momentum. However, as noted previously, the maximum contrast is obtained when spatial dragging occurs; that is, when all or part of the signal escapes the potential well of the pump and literally drags the pump to the side in the process, also inducing a permanent angle change that is not necessarily resolvable. This situation is shown at the bottom of Figure 5.11. Part of the signal, known as the soliton shadow, may also remain bound to the pump, resulting in an orbiting pair. This behavior is in part responsible for the numerous disjoint contour regions in Figure 5.15, but the major contributing factor is discussed in section 5.2.3.

As shown in Figure 5.16, the optimal angle $\kappa$ tends to remain constant with $r$ for the shorter gate length. Therefore, the initial transverse momentum of the signal increases with respect to $r$. Since the solitons initially overlap in space, the effective interaction distance (i.e. the distance over which the induced angle change becomes fixed) for a given value of $r$ is determined
Figure 5.15: Threshold contrast versus gate length and initial power ratio for the spatial dragging interaction. The contours enclose regions where the maximum contrast (for individually optimal values of $\kappa$) exceeds the given value, and are spaced in decades. The thick contours represent threshold contrast levels of 10 and $10^4$. The minimum desirable contrast is 10, and the normalized separation parameter $r_s = 0$.

by the propagation angle of the signal, which does increase and cause a slight enhancement, but does not result in strongly enhanced contrast for increasing value of $r$ due to simultaneous decrease in spatial separation as with the collision gate.

The large variation in the optimal value of $\kappa$ for 10 $Z_0$ gate length is due mainly to the orbiting between the pump and bound portion of the signal. The phase and period of this oscillation is a strong function of the initial conditions. The highest contrast is obtained when the pump is on the side of the signal which is opposite the aperture, and the optimal values of $\kappa$ for a given gate length and ratio typically correspond to this condition. Therefore, there can be strong variation of $\kappa$ with respect to gate length for fixed $r$ and with respect to $r$ for fixed gate length, especially at the longer gate lengths for which the oscillation is well developed.

5.2.3 Comparison of Logic Gates

This section provides a comparison between the collision and dragging interactions in terms of their properties for the implementation of logic gates. Particular attention is paid to the maximum value of $r$ at a given gate length for which threshold contrast $\tau \geq 10$, and the minimum gate length for a given value of $r$. Both of these characteristics turn out to be important when the effects of material absorption are studied in section 5.3. Large values of $r$ are generally needed to provide large fanout and to maximize the amount of pump throughput in the case of absorption, but optimized interaction parameters for small ratios can result in lower power dissipation in the presence of two-photon absorption and are shown in section 5.4 to provide sufficient fanout for most purposes. Small gate lengths are necessary to minimize gate latency and the effects of linear absorption.

Figure 5.17 is a contour plot of threshold contrast versus gate length and $\kappa$ for the case when $r = 1$. Only results for the dragging interaction are shown, because the collision interaction with $r = 1$ cannot achieve the minimum contrast condition for the given parameters. The $\tau = 1$ contour is not present because when $r = 1$, the lower bound of $\tau \geq 1.06$ is placed due to the aperture.

The contour plot shows that the minimum length of the dragging gate is about 3 $Z_0$ for unity initial ratio, and that the gate is insensitive to a wide range of variation in $\kappa$ at longer gate lengths. The value $\kappa = 0.8$, as indicated by the dashed line, allows
Figure 5.16: Plot of the optimal value of $\kappa$ that produces the maximum threshold contrast, versus initial power ratio $r$ for the spatial dragging interaction. Two curves are plotted, one (heavy linestyle) for a gate length of $5 \, Z_0$, and one (thin linestyle) for a gate length of $10 \, Z_0$. The dashed lines show the average value of $\kappa$ for each gate length, with $\kappa_{\text{avg}} = 1.47$ for $10 \, Z_0$, and $\kappa_{\text{avg}} = 0.764$ for $5 \, Z_0$.

for high threshold contrast for all gate lengths greater than $3 \, Z_0$. This value will be used in section 5.4 to calculate the transfer function for this gate.

Figure 5.18 shows similar plots for both the collision and dragging gates when $r = 3$. The plots clearly indicate that shorter gate lengths can be obtained with the spatial dragging interaction. In fact, the minimum dragging gate length is about $2 \, Z_0$, while the minimum collision gate length is about $5 \, Z_0$. This large difference manifests itself in the performance of the gates in the presence of material absorption, as discussed in section 5.3.

The main reason why minimum soliton collision gate length is greater than the minimum dragging gate is that in the collision interaction the solitons are not overlapping at the input. As a result, the actual interaction occurs about 1-2 $Z_0$ inside the material. This extra distance could be reduced by decreasing the initial separation at the input such that there is some, but not complete, overlap. However, the distinction between the collision and dragging interactions becomes blurred, such that they may be no longer considered separate. Perhaps the main point of this argument is to reveal the tolerance to (asymmetric) spatial misalignments that these deflection interactions possess.

Another important difference between the interactions is that the operating regimes of the dragging gate are much less sensitive to variations in the normalized angle $\kappa$ than for the collision gate. As a result, the collision gate will require more precise tolerancing in a real implementation. The large acceptance of the dragging gate to $\kappa$ also suggests another advantage over the collision gate in that multiple signal inputs can be used to implement a multi-input NOR gate in a single stage. In this implementation, the signals must be greater than linearly resolved (i.e. differences in $\kappa$ greater than 1) in order to avoid phase sensitive behavior. Figure 5.18 shows that this indeed should be possible and that high contrast can be obtained when either signal is present (for example, $\kappa = 0.8$ and $\kappa = 2.0$), for gate lengths of about $4.5 \, Z_0$ or longer. Of course, the case when both signals are present needs to be investigated in order to guarantee robust operation, but this study is beyond the focus of this thesis.

Even in the inelastic collision interaction, the pump soliton tends to return to its original shape well after the collision. This means that almost no dispersive radiation is generated from the pump and that the threshold contrast increases exponentially for more than spatially resolvable deflection of the pump due to exponential localization. This explains the regular contours for the collision gate in Figures 5.13 and 5.18 and the fact that the maximum threshold contrast is more than an order of magnitude higher than for the dragging gate. The dragging interaction is inelastic for the pump soliton as well as for the signal. The result
is that during the interaction, dispersive radiation is generated from the pump, leading to exponential localization of the main radiation with well defined side lobes. These side lobes are typically three- to four-orders of magnitude smaller in intensity than the main pump, but in the large contrast regime $\tau > 10^3$ for large deflection, they form the major contribution to the power that flows through the aperture. This effect is seen in the contours of Figures 5.15 and 5.18. The difference between the maximum obtainable contrast for the collision and dragging gates is not a major factor because the gate fanout calculated in section 5.4 does not change noticeably between $\tau = 10^3$ and $\tau = 10^4$ for example.

Figure 5.19 shows example geometries for collision and dragging gates. In each case, $r = 3$ and the gate length is $10 Z_0$. The normalized interaction angles correspond to those indicated by the dashed lines in Figure 5.18. The plots clearly show that large deflection of the pump soliton occurs in both interactions, leading to high contrast operation.

The $r > 1$ collision interaction is highly inelastic for the signal. In the case shown here in the top plot, the width of the deflected pump is the same as that at the input, but at the point of collision, the signal breaks up into dispersive waves, with spatial broadening of the reflected signal wave clearly shown. Note that in some cases (not shown in Figure 5.19 for collision), part of the signal will remain bound to the pump as discussed previously, and result in the mutual focusing (termed here cross-focusing) of both the bound pump and signal. Since the reflected wave propagates in the opposite direction to the deflected pump, some power in the signal polarization may escape through the aperture. In order to block this leakage, an analyzer is required at the output, and is assumed present for all simulations.

The spatial dragging interaction is slightly inelastic for the pump as well, resulting in the side lobe generation discussed earlier. The bottom of Figure 5.19 shows that the signal soliton breaks up into two distinct waves. One dispersive wave propagates along the initial direction of the signal, while the other wave, the shadow, remains bound to the pump. This bound pair results in mutual cross-focusing, such that the final pump width decreases to $w_p = w_0/3.22$ (from $w_p = w_0/3$), and the final bound signal width decreases from $w_0$ to $w_0/2.90$. Since the signal always propagates to the same side of the aperture as the pump, no analyzer is required at the output to block leakage of the signal polarization.

5.3 Effects of Material Absorption

Strongly nonlinear optical materials invariably suffer from the presence of absorption. Resonant enhancement of the nonlinearity directly leads to an increase in the linear absorption and an increase in the response time (due to the decay of real particle excitation in the dynamic nonlinear regime); both effects are detrimental to ultrafast all-optical switching. It is well
Figure 5.18: Threshold contrast contours for the spatial collision (top) and dragging (bottom) interactions for $r = 3$. The contours are spaced by powers of 10 and the heavy contours represents the minimum desired contrast of 10, and a contrast of $10^4$. The dashed lines represent values of $\kappa$ which serve as good operating points for all gate lengths. In the case of the collision interaction, this value is 0.37, and in the case of the dragging interaction, this value is 0.8.
Figure 5.19: Spatial soliton collision (top) and dragging (bottom) logic gates. Here, the gate lengths are $10 \, Z_0$, the initial ratio $r = 3$, and the normalized initial separation is $r_2 = 5$ for collision and $r_2 = 0$ for dragging. The normalized interaction angle is $\kappa = 0.37$ for collision and $\kappa = 0.8$ for dragging. The pump soliton is represented by the heavy linestyle and the contours are spaced in 3 dB intervals. The threshold contrast of the collision gate is $1.6 \times 10^6$, and $1.4 \times 10^4$ for the dragging gate.
known that linear absorption places fundamental restrictions on the operation of nonlinear devices such as bistable Fabry-Perot etalons [110] and directional couplers [111]. These studies have produced a nonlinear Fabry-Perot figure of merit $3n_2I/\alpha_0\lambda \gg 1$ [110] where $n_2$ is the nonlinear Kerr index, $\alpha_0$ is the linear absorption constant, $\lambda = \lambda_J/n_0$ is the material wavelength and $I$ is the intensity, and a nonlinear directional coupler material figure of merit $\Delta\beta_{sat}/\alpha_0\lambda_J \gg 1$ [112], where $\Delta\beta_{sat}$ is the maximum nonlinear change in the effective propagation constant and $\lambda_J$ is the free-space wavelength. In order to minimize linear absorption, a promising regime of operation in nonlinear optics is near half-bandgap in semiconductors [113] or in the transparency regions of glasses and organics. These non-resonant nonlinearities are essentially instantaneous with very small linear absorption due mainly to material or waveguide scattering, but with some non-zero two-photon absorption. The effects of two-photon absorption on nonlinear directional couplers [114] have been studied and a switching criterion has been defined as $T = 2\beta_2\lambda_J/n_2 \ll 1 \ [115, 116]$, where $\beta_2$ is the two-photon absorption coefficient.

Bright soliton propagation in the presence of linear absorption was first studied to determine the implications for temporal soliton transmission in fiber [117]. More recent work has focused on the effects of nonlinear absorption on spatial soliton propagation. The effects of two-photon absorption on bright spatial soliton propagation were observed experimentally in glass waveguide experiments [118], and then studied analytically [119]. Beam propagation has been used to successfully model soliton breakup due to two-photon absorption [119, 120]. Stationary propagation of dark solitons was predicted in the presence of both two-photon absorption and linear amplification [121], and the effects of two-photon absorption on soliton nonlinear interface switches [122] and dark soliton steering [123] have also been studied. In this section, the separate and combined effects of linear and two-photon absorption on bright spatial soliton propagation and the implications for spatial soliton logic gates are discussed in detail. Figures of merit are defined in order to evaluate the suitability of a given material for use in logic applications, and the operation of spatial soliton collision and dragging logic gates in the presence of absorption using realistic material parameters is demonstrated, again using threshold contrast as the performance metric.

5.3.1 Adiabatic Evolution of a Single Soliton

The development starts by considering the effects of absorption on the propagation of a single soliton. This analysis results in simple relationships that place upper bounds on the ratio of pump power at the output aperture to the fundamental input signal soliton power, and therefore places limitations on the large signal gain. The effects of absorption on the spatial collision and dragging interactions will be studied numerically.

The (1+1)-D spatial nonlinear Schrödinger equation with the addition of linear and two-photon absorption terms is

$$2ik_0 \frac{\partial A}{\partial z} + \frac{\partial^2 A}{\partial x^2} + 2k_0^2 n_2 \frac{\alpha_0}{n_0} [1 + iK] |A|^2 A + ik_0 \alpha_0 A = 0 \tag{5.23}$$

where $k_0$ is the material propagation constant, $K = \beta_2/2k_0^2 n_2$ [119], $\beta_2$ is the two-photon absorption coefficient, $n_2$ is the nonlinear Kerr index, and $\alpha_0$ is the linear absorption coefficient.

The equation of motion for the 1-D integrated power of the nonlinear wave, with the boundary conditions $A(x = \pm \infty) \to 0$, is

$$\frac{\partial}{\partial z} P(z) = \frac{1}{2\eta} \int_{-\infty}^{\infty} |A|^2 dx - \frac{\alpha_0}{2\eta} \int_{-\infty}^{\infty} |A|^4 dx - \frac{\beta_2}{2\eta} \int_{-\infty}^{\infty} |A|^4 dx, \tag{5.24}$$

where the relation $\beta_2 = 2k_0 K n_2 / n_0$ was used and $\eta = 1/\varepsilon_0 c n_0$ is the material impedance (in ohms, neglecting the nonlinear contribution to refractive index) which converts $V^2/m^2$ to units of $W/m^2$. Equation 5.24 shows that the decrease in integrated power with respect to propagation is linearly proportional to the power by the constant $\alpha_0$ and nonlinearly proportional to the two-photon absorption constant $\beta_2$. In the absence of absorption, the change in integrated power is zero and equation 5.24 corresponds to the conservation of energy.

An adiabatic evolution assumption is made such that the fundamental soliton maintains the characteristic sech() shape during propagation. Therefore, in order to include the effects of absorption on soliton propagation, the following ansatz is used

$$|A(x, z)| = \frac{1}{k_0 w(z)} \sqrt{\frac{n_0}{n_2}} \text{sech} \left[ \frac{x}{w(z)} \right] \tag{5.25}$$

where the width parameter $w(z)$ is the only soliton parameter and is assumed to vary adiabatically with propagation, $w_0 \equiv w(0)$ is the initial fundamental soliton width, and the initial power $P_0 = 1/2\eta \int |A|^2 dx = 2\alpha_0/k_0^2 n_2 w_0$. Substituting equation 5.25 for the fundamental soliton into the equation of motion 5.24, the following expressions for the soliton width and power are obtained

$$w^2(z) = \frac{4K}{3\alpha_0 k_0} [e^{2\alpha_0 z} - 1] + w_0^2 e^{2\alpha_0 z} \tag{5.26}$$
\[ P^2(z) = \frac{P_0^2}{k_0^2 \left[ n_2^2 \right]^2 KP_0 \left[ \varepsilon_0 \alpha_0 - 1 \right]/3 \alpha_0 n_0^2 + \varepsilon_0^2 \alpha_0^2}. \] (5.27)

Before considering the general case, the two special cases of equations 5.26 and 5.27 of linear and two-photon absorption in isolation are considered.

**Linear Absorption Only**

The first case is when \( \beta_2 = 0 \), corresponding to negligible two-photon absorption. Then the evolution equation for the soliton width and power become

\[ w(z) = w_0 e^{\alpha_0 z} \quad P(z) = P_0 e^{-\alpha_0 z} \] (5.28)

where the power attenuation is the same as for linear plane waves as expected. For a propagation distance of \( z = dZ_0 \) and attenuation over that distance of \( e^{-z} \), the relationship \( s = \alpha_0 dZ_0 \) provides a constraint on the initial soliton width

\[ w_0 \leq \sqrt{\frac{s \lambda}{\pi^2 \alpha_0 d}} \] (5.29)

where the maximum value of \( s \) depends on the amount of linear absorption that an interaction can tolerate. For a fixed, allowable value of \( s \), large linear absorption \( \alpha_0 \) must be compensated by a small width \( w_0 \) (to a minimum of about \( \lambda \)) to reduce the propagation distance such that the linear attenuation stays bounded by \( e^{-z} \).

The soliton width and power can be re-written

\[ w_0(s,d) = \mathcal{F}_\alpha \lambda, \quad P_0(s,d) = \frac{\lambda f}{2\pi^2 n_2^2 \mathcal{F}_\alpha} \] (5.30)

in terms of the linear absorption figure of merit \( \mathcal{F}_\alpha \), which is defined as

\[ \mathcal{F}_\alpha(s,d) \equiv \sqrt{\frac{s}{\pi^2 \alpha_0 d \lambda}}. \] (5.31)

The restriction \( \mathcal{F}_\alpha > 1 \) is placed in order that the soliton width parameter \( w_0 \) be greater than about a material wavelength. When \( w_0 = \lambda \) for example, the linear angular divergence of the fundamental soliton sech() eigenmode is \( \approx \pm 10^6 \), so the paraxial approximation is at the edge of validity; clearly, for \( \mathcal{F}_\alpha < 1 \), the paraxial approximation begins to break down, and the additional non-paraxial terms derived in Chapter 3 need to be included in the nonlinear wave equation. The non-paraxial linear terms are included in all subsequent simulations, as discussed in section 4.2.1.

Since the pump is a fundamental soliton of narrower width than the signal (i.e. \( w_p = w_0/r = \mathcal{F}_\alpha \lambda / \lambda \)), the maximum initial ratio of the pump to the signal is given by \( r = \mathcal{F}_\alpha \), so that \( w_p > \lambda \). Therefore, an upper bound to the ratio of undeviated pump power at the output to the initial fundamental signal soliton power at the input is given by \( r(d) = \mathcal{F}_\alpha e^{-d} \). When the threshold contrast for a gate \( \tau \geq 10 \), then \( r(d) \) (which is \( \approx \sqrt{s e^{-\tau}} \)) is the approximate lower bound to the large-signal gain, or fanout. Clearly, this lower bound needs to be maximized, which occurs when \( s = 0.5 \), resulting in \( r(d) = 0.1365/\sqrt{d \alpha_0 \lambda} \).

Figure 5.20 shows the propagation over \( 10 Z_0 \) of a fundamental signal, an \( r = 3 \) fundamental pump, and an \( r = 4 \) higher-order pump (for later comparison with propagation in a two-photon-absorbing medium) in a linearly-absorbing material where \( s = 0.5 \). Notice that the "soliton" width increases smoothly for the initial fundamental eigenmodes, such that the ansatz 5.25 is valid.

**Two-Photon Absorption Only**

The other special case is when the material has negligible linear absorption, but high enough intensities are used such that two-photon absorption becomes significant. Then \( \alpha_0 = 0 \) and the expressions for the width and power reduce to

\[ w^2(z) = w_0^2 + \frac{8 K z}{3 k_0} \] (5.32)

\[ P^2(z) = \frac{P_0^2}{2 k_0^2 \left[ n_2^2 \right]^2 KP_0^2 \varepsilon / 3 n_0^2 + 1}, \] (5.33)

which were first obtained in normalized form [119]. After a propagation distance of \( dZ_0 \), the power of the fundamental signal can be written

\[ P^2(d) = \frac{P_0^2}{dT/6 + 1} \] (5.34)
where $T = 2\beta_2 \lambda / n_2 = 8 \pi K$ is the two-photon absorption material figure of merit for a nonlinear directional coupler [116]. The attenuation of the signal is independent of its width $w_0$, and therefore initial intensity, which is a result of the confocal distance (and absolute gate length) scaling as the square of the width and the peak intensity scaling as the inverse square.

In the presence of two-photon absorption, higher-order solitons have been shown to break up during propagation [118–120], thereby not providing a cascadable high output state for a logic gate. This is one reason why a fundamental soliton of narrower width than the signal is used for the pump in order to achieve $r > 1$, where the integrated pump power is given by $P_p = rP_0$. The power of the pump after propagating the gate length $dZ_0$ is then

$$P_p^2(d) = \frac{r^2 P_0^2}{(dT/6)r^2 + 1}. \quad (5.35)$$

The maximum pump power (as $r \to \infty$) at the output of the gate (just before the aperture) can be written as

$$P_p(d)_{\text{max}} = \sqrt{\frac{6}{dT}} P_0. \quad (5.36)$$

The two-photon absorption figure of merit for soliton interactions is defined as the maximum ratio of the pump at the output $P_p(d)_{\text{max}}$ to the signal at the input $P_0$, or

$$r(d) = \mathcal{F}_{\text{TPA}}(d) \equiv \frac{P_p(d)_{\text{max}}}{P_0} = \sqrt{\frac{6}{dT}}. \quad (5.37)$$

In the absence of linear absorption, $\mathcal{F}_{\text{TPA}}$ provides an approximate lower bound on the gate fanout that an interaction can provide when $\tau \geq 10$, and is a result of the optical limiting nature of two-photon absorption.

Equation 5.35 for the power of the pump at a propagation distance $dZ_0$ can be rewritten in terms of the figure of merit and the initial power ratio $r$ as

$$P_p(d) = \frac{r \mathcal{F}_{\text{TPA}}(d) P_0}{\sqrt{r^2 + \mathcal{F}_{\text{TPA}}^2(d)}}. \quad (5.38)$$
Figure 5.21 shows a plot of this relationship versus $d$ and parameterized by $r$ for a material where $\mathcal{F}_{\text{TPA}}(10) = 10.8$, which corresponds to fused silica. It is clear that the majority of the absorption for high pump to signal beam ratios takes place at the beginning of propagation, so that longer propagation distances do not pose as much of an additional penalty as with linear absorption, for which the absorption rate is constant. It is also clear that for large $r$, the power of the pump at the output asymptotically approaches the maximum given by $\mathcal{F}_{\text{TPA}}(d)$. For $\mathcal{F}_{\text{TPA}} \gg 1$, the attenuation at the signal level ($r = 1$) becomes negligible.

Figure 5.22 shows the propagation over 15 $Z_0$ of a fundamental signal, a narrower $r = 3$ fundamental pump, and an $r = 4$ higher-order pump with the same width as the signal, for $K = 0.005$ (or $T = 0.13$). The signal power at some normalized gate length $d$ follows equation 5.34, therefore the attenuation of the signal is negligible (as shown in the figure) when $dT < 6$, as is the case here for $d = 15$ and $dT = 2.0$. The fundamental pump is absorbed rapidly over the first 5 $Z_0$ with much less attenuation over the next 10 $Z_0$. The width of both fundamental beams increases smoothly with propagation. The longer propagation distance was chosen so that the splitting of the $r = 4$ higher-order pump would be clearly shown. At $z = 10 Z_0$, for example, the higher-order pump soliton reforms into a narrow peak that could be passed through the output aperture, but slight fluctuations in the input pump power would alter the distances over which coalescing occurs, thus leading to blocking of the split pump even in the absence of the signal. It is clear from this discussion and the figure that a higher-order pump cannot be used for restoring, cascadable logic in a material with non-negligible two-photon absorption.

Two-Photon Absorption and Plane Waves

The nonlinear directional coupler figure of merit $T$ was derived with a plane-wave analysis ignoring the effect of attenuation on the accumulated nonlinearity-induced phase shift [116]. The power (in some finite area $A_{\text{eff}}$) of a plane wave due to two-photon absorption is given by

$$P_{\text{plane}}(z) = \frac{P_0}{1 + \beta_2 l_0 z}.$$  \hfill (5.39)

where $l_0 = P_0/A_{\text{eff}}$. Using the plane-wave model and thus ignoring any transverse variation, efficient switching in a nonlinear directional coupler requires that $T < 0.7$, fully accounting for the decreasing rate of accumulated nonlinear phase due to absorption throughout the device. Bright spatial soliton propagation in the presence of two-photon absorption should include
the transverse variation of the field which accounts for the square-root relationship to the $T$ parameter shown in equation 5.37. For a 1-D soliton, the peak intensity decreases as a result of two effects: the attenuation due to two-photon absorption and the adiabatic broadening of the beam due to the tendency to maintain the characteristic soliton shape. The smaller the peak intensity, the less attenuation, therefore, as a result of the beam broadening, the power attenuation for the same initial peak intensity $I_0$ over a given distance is then less for a soliton than for a plane wave as evident from a comparison of equations 5.33 and 5.39. Note that equation 5.33 can be rewritten as

$$P_{\text{soliton}}(z) = \frac{P_0}{\sqrt{1 + (4/3)\beta_4 I_0 z}}, \quad (5.40)$$

which asymptotically approaches zero with increasing distance much more slowly than the plane-wave propagation given by equation 5.39, thus making soliton-based devices more tolerant to two-photon absorption in terms of power loss than non-soliton devices.

**Simultaneous Linear and Two-Photon Absorption**

In many cases, even operating in a transparency region of a material, there is some linear absorption due to material or waveguide scattering (typically $< 1$ cm$^{-1}$). Considering both linear and two-photon absorption, the power of the pump at some distance $dZ_0$ is given by

$$P_p(s, d) = \frac{r\sqrt{2s} T_{\text{TPA}}(d) P_0}{\sqrt{r^2 [e^{2s} - 1] + 2s T_{\text{TPA}}^2(d) e^{2s}}} \quad (5.41)$$

which reduces to equation 5.38 for $s \ll 1$. Now the initial pump to signal beam ratio $r$ is limited to $T_0$, so that

$$r(d) = G(s, d) = \frac{\sqrt{2s} T_0(s, d) T_{\text{TPA}}(d)}{\sqrt{T_0^2(s, d) [e^{2s} - 1] + 2s T_{\text{TPA}}^2(d) e^{2s}}}, \quad (5.42)$$
<table>
<thead>
<tr>
<th>Material</th>
<th>$s_{opt}$</th>
<th>$93%$ Pb silicate</th>
<th>PTS</th>
<th>$Al_{18}Ga_{32}As$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$s_{TPA}(5)$</td>
<td>0.263</td>
<td>0.0679</td>
<td>0.132</td>
<td>0.5</td>
</tr>
<tr>
<td>$s_{TPA}(10)$</td>
<td>15.2</td>
<td>4.15</td>
<td>4.06</td>
<td>$\gg 1$</td>
</tr>
<tr>
<td>$G(s_{opt}, s_{TPA})$</td>
<td>10.5</td>
<td>3.86</td>
<td>3.48</td>
<td>23.3$^a$</td>
</tr>
<tr>
<td>$G(s_{opt}, 10)$</td>
<td>10.8</td>
<td>2.94</td>
<td>2.87</td>
<td>$\gg 1$</td>
</tr>
<tr>
<td>$F_{TPA}(s_{opt}, 10)$</td>
<td>15.7</td>
<td>10.7</td>
<td>7.08</td>
<td>27.2</td>
</tr>
<tr>
<td>$G(s_{opt}, 10)$</td>
<td>7.42</td>
<td>2.73</td>
<td>2.46</td>
<td>16.5$^a$</td>
</tr>
</tbody>
</table>

$^a$ given by $F_T e^{-s}$

Table 5.1: Calculated figures of merit for promising nonlinear materials for gate lengths of 5 $Z_0$ and 10 $Z_0$.

which reduces to $G(s, d) = F_{TPA}(d) \sqrt{2s/[e^{2s} - 1]}$ for large $F_T$, and approaches $F_{TPA}$ for small $s$.

The ratio $r(d)$ given by equation 5.42 can be maximized by the value of $s$ that satisfies

$$e^{-2s_{opt}} = \left( \frac{12\pi^2 \alpha_0 \lambda}{T} + 1 \right),$$

(5.43)

which depends only on material parameters. Notice that $0 \leq s_{opt} < 0.5$ for $T > 0$, and $s_{opt} = 0.5$ when $T = 0$ as previously shown with linear absorption in isolation.

### 5.3.2 Figures-of-Merit for Example Materials

This section evaluates the linear and two-photon absorption figures of merit for a few promising materials for use in soliton logic gates (and many nonlinear devices in general). The relevant linear and nonlinear properties of these materials are given in Table D.1. The primary example used for the studies of this thesis is fused silica, mainly because of its large transparency region in the visible and near infrared, the presence of anomalous dispersion for use in the spatio-temporal case, and for the ease with which devices can be fabricated. Another study focused on lead-doped silicate glass [70], which has smaller figures of merit.

For fused silica at $\lambda_f = 1.55$ $\mu$m [30], the linear index $n_0 = 1.444$, the nonlinear Kerr index $n_f = 3.3 \times 10^{-16}$ cm$^2$/W, the two-photon absorption coefficient $\beta_{2f} = 5.5 \times 10^{-15}$ cm$/W$, and it is assumed that the linear absorption coefficient $\alpha_0 = 0.1$ $\text{cm}^{-1}$ due to scattering in a slab waveguide [124]. These material constants give $T = 0.00517$ and $F_{TPA}(10) = 10.8$ as introduced previously. The upper bound on the ratio of the undeflected pump at the output to the signal at the input, or $r(d)$, is then determined by the value of the linear absorption constant $s$ chosen, and hence the linear absorption figure of merit $F_T$. The maximum value of $s$ that is tolerable is determined by the interaction (note that the interaction degradation due to two-photon absorption must also be considered), but the optimal value of $s$ in terms of maximizing the gain upper bound given by equation 5.43 is determined only by the material parameters. For the fused silica example, Figure 5.23 plots equation 5.31 for $F_T$ and equation 5.42 for the gain upper bound, versus $s$ and parameterized by two normalized propagation distances, $d = 5$ and 10. For both device lengths, the optimal value is $s = 0.2627$ as given by equation 5.43, providing an output pump to input signal ratio of $r(5) = 10.7$ when $r = F_T(0.2627, 5) = 22.3$, and $r(10) = 7.42$ when $r = F_T(0.2627, 10) = 15.7$.

Table 5.3.2 contains calculated figures of merit, where $F_T$ and $G$ are obtained for $s_{opt}$, for the four example nonlinear materials. Since the gain upper bounds are greater than unity, any of these four materials should be able to support multi-level, cascaded spatial soliton-based switching. Even though the glasses have large figures of merit, such high powers may be required to create a single soliton due the small nonlinear coefficients that the implementation of practical, low power systems may be impossible. As a result, it appears that PTS could be more useful because of its similarly large figures of merit and three-orders-of-magnitude larger nonresonant nonlinearity [125].

Operating below half-bandgap in semiconductors is promising for nonlinear optics because it is expected that two-photon absorption is zero in this regime. Due to defect states, though, there can be the equivalent of an Urbach tail in the two-photon absorption that extends below half-bandgap [126]. The AlGaAs data is taken for a sample of sufficient purity in which two-photon absorption is for all practical purposes zero [127]. In this case where linear absorption is dominant, the optimal value $s = 0.5$ results in $F_T(0.5, 10) = 27$ with $r(10) = 17$. The large linear absorption figure of merit indicates that there is a lot of headroom to reduce $s$ and still maintain $F_T(s, 10) > 1$, but the soliton power and peak intensity increase with decreasing $F_T$. Since two-photon absorption is nearly zero, the effects of three-photon absorption may need to be considered. To estimate the magnitude of this effect, the three-photon absorption figure of merit [128] $V = \lambda_f \beta_{3f} n_0^2 / n_f^2 = n_0^2 \beta_{3f} / 2 \pi n_0 \lambda_f n_f^2 F_T^2$ is calculated,
Figure 5.23: Plot of the linear-absorption figure of merit $\mathcal{F}_a$ (thin line) given by equation 5.31 and gain upper bound $G$ (heavy line) given by equation 5.42 versus the linear absorption parameter $s$ parameterized by normalized gate lengths $d = 5$ and $d = 10$. The material parameters for fused silica are used and the optimum gain upper bound occurs in both cases at $s_{\text{opt}} = 0.2627$, as given by equation 5.43. For these parameters, $G(0.2627, 5) = 10.5$ and $G(0.2627, 10) = 7.42$.

and should be much smaller than unity. At $d = 10$, $\mathcal{F}_a(0.5, 10) = 27$ and $V = 0.07$ for $\beta_3 = 0.055 \times 10^{-18}$ cm$^3$/W [127], indicating that three-photon absorption can be neglected for the present study. Lowering $s$ and hence lowering $\mathcal{F}_a$ will increase $V$.

The material examples presented thus far do not make use of resonant enhancement. The material restrictions placed by the linear absorption figure of merit have implications to resonantly enhanced nonlinearity. At the very minimum, a logic gate needs unity fanout (actually a fanout of 2 is required for the synthesis or arbitrary logic function with a complete gate family). This requirement taken with the expression for the gain upper bound in a linearly-absorbing material $\mathcal{F}_a(0.5, d)e^{-0.5} = 0.1365/\sqrt{d\alpha_0 \lambda}$, places the restriction on the linear absorption constant $\alpha_0 \leq 0.0186/d\lambda$. As will be shown in the next section, the approximate minimum normalized gate length for the dragging interaction is $d = 5$ when $s = 0.5$. It is also not unreasonable to assume a material wavelength of $\lambda = \lambda_f/n_0 = 0.3 \mu$m. This means that to obtain a soliton dragging logic gate with $r(5)$ at least unity requires a material with linear absorption constant $\alpha_0 \leq 125$ cm$^{-1}$ and for $r(5) = 2$, $\alpha_0 \leq 31$ cm$^{-1}$. This clearly indicates the importance of experimental determination of the linear absorption spectrum and nonlinear dispersion curve in order to achieve the maximum nonlinearity within the absorption constraint. Thus the tradeoff between low absorption and large nonlinearity will have to be made in favor of tuning far out on the wings of the one-photon resonant absorption peak.

### 5.3.3 Comparison of Logic Gates with Absorption

Now, the operation of the spatial soliton collision and dragging gates is studied in the presence of absorption. The phase-insensitive interaction between orthogonally-polarized solitons is modeled by the coupled nonlinear Schrödinger equations

$$
2i\kappa_0 \frac{\partial A_x}{\partial z} + \frac{\partial^2 A_x}{\partial x^2} + 2\kappa_0^2 \frac{n_2}{n_0} [1 + i\kappa] \left[ |A_x|^2 + 2\Delta |A_y|^2 \right] A_x + i\kappa_0 \alpha_0 A_x = 0 \tag{5.44a}
$$

$$
2i\kappa_0 \frac{\partial A_y}{\partial z} + \frac{\partial^2 A_y}{\partial x^2} + 2\kappa_0^2 \frac{n_2}{n_0} [1 + i\kappa] \left[ |A_y|^2 + 2\Delta |A_x|^2 \right] A_y + i\kappa_0 \alpha_0 A_y = 0 \tag{5.44b}
$$
where any material and/or form birefringence has been neglected along with the phase-dependent term in the nonlinear polarization. Even though large birefringence is necessary to strongly phase-mismatch the vector four-wave mixing terms, the birefringence terms can be neglected as well because the evolution equations are only coupled through the optical intensity. Here, $2\Delta = 2/3$ for an isotropic material and orthogonal linear polarizations away from 1- and 2-photon resonances.

The two-photon absorption for the $x$-polarization consists of two parts: the simultaneous absorption of two $x$-polarized photons and the cross-absorption of one $x$-polarized and one $y$-polarized photon. Since the real and imaginary parts of $\chi^{(3)}$ are subject to the same intrinsic symmetries, $\Delta$ is the same for both cross-phase modulation and cross-two-photon absorption. This additional term in the nonlinear absorption is illustrated by writing the analog of equation 5.24 for the total integrated power of each polarization of the coupled system

$$\frac{\partial}{\partial z} P_x(z) = -\frac{\alpha_0}{2\eta} \int_{-\infty}^{\infty} |A_x|^2 dx - \frac{\beta_2}{2\eta} \int_{-\infty}^{\infty} \left(|A_x|^4 + 2\Delta |A_x|^2 |A_x|^2 \right) dx,$$

(5.45)

where $P_x$ is the power contained in the $x$-polarization and the coupled equation for $P_y$ is similar. The cross-two-photon absorption of a probe beam interacting with a stronger pump was used recently [129] to measure the two-photon absorption anisotropy in cubic GaAs and CdTe. The same effect occurs here in the isotropic case in that the pump (signal) will absorb more strongly in the presence of the signal (pump) than without, but because $2\Delta = 2/3$ for an isotropic material when using orthogonal linear polarizations (sufficiently far away from two-photon resonance), the induced absorption caused by an orthogonally-polarized beam of the same intensity is slightly weaker than the self-induced absorption.

The same interaction parameters $r_1$ and $\kappa$ used before are employed here as well. The one difference is that only a single value for $\kappa$ is used for each interaction. For collision, this value is $\kappa = 0.37$, and for dragging, $\kappa = 0.8$; these values are obtained from Figure 5.18, but are representative as well for $r \neq 3$. As before, the output aperture width is based on the pump soliton width, but now, it is the pump soliton width at the aperture, or $w_p(d)$, which is different than the width at the input due to absorption. The aperture width is set to $3.5 w_p(d)$, where the pump width is calculated from equation 5.26, with $w_p = w_0/r$ substituted for $w_0$ in the expression. Because the pump can now propagate in the non-paraxial regime (because $w_0$ is fixed at a particular value determined by the material absorption and gate length), the simulations are performed using the equations described in section 4.2.1.

Using the material parameters of fused silica, contour plots of threshold contrast versus initial power ratio $r$ and gate length are shown in Figure 5.24. For each gate length $d$ in the figures, the fundamental signal soliton width $w_0$ is chosen such that the amount of linear absorption over the length of the gate is given by $e^{-r_{\text{eff}}}$, using the value $s_{\text{opt}} = 0.2627$. This initial signal width is calculated from the expression

$$w_0 = \sqrt{\frac{s_{\text{opt}} \lambda}{\pi^2 n_0 d}} = \mathcal{F}_d \lambda.$$ 

(5.46)

This forces the maximum initial power ratio to $\mathcal{F}_d$ for that gate length. Then, using expression 5.42, the maximum final power ratio $r(d)$ is given by $\mathcal{G}(s_{\text{opt}}, d)$, and indicated in the plots by the dashed contours. For small values of $r$, two-photon absorption is weak and the dashed contours are nearly horizontal.

Within the threshold contrast contour levels $r \geq 10$, $\mathcal{G}(s_{\text{opt}}, d)$ (multiplied by the power throughput factor of the aperture of 0.942) represents an approximate lower bound to the large-signal gain, or fanout, for that gate. Note that for the parameters of fused silica, the minimum value of $r = \mathcal{F}_d(s_{\text{opt}}, d)$ is 15.7 when $d = 10$, which is larger than the highest initial ratio of 10 used in Figure 5.24. The main reason why the maximum value is not used is that sufficiently high values of $r(d)$, for which the interactions produce $r \geq 10$, can be obtained for large fanout, as shown in section 5.4. In fact, for the longer gate lengths, greater values for $r$ do not produce significantly greater values for $r(d)$, this is the result of the rapid attenuation at high peak intensities due to two-photon absorption.

By comparing Figure 5.24 with Figure 5.13 for collision without absorption and with Figure 5.15 for dragging without absorption, it is seen that the main effect of absorption on both interactions is the reduction of threshold contrast. Although direct quantitative comparison is difficult because the previous figures showed contrast for optimal values of $\kappa$, while the present figure uses a single value of $\kappa$ for each interaction, this simple observation deserves further discussion. Because of absorption of the undeflected pump at the output, the threshold contrast metric is automatically inflated by at least the factor $e^{\text{opt}} = 1.3$ (due to linear absorption alone). This factor is offset by the broadening of the widths of the interacting solitons. The signal soliton (and the pump soliton for small $r$) is not significantly affected by two-photon absorption and the broadening is due mostly to linear absorption alone, with the broadening factor given by $e^{\text{opt}}$. In the regime of linear absorption dominated broadening then, the final (undeflected) width of the pump is constant with respect to gate length, and a fixed angular deviation will result in greater spatial shift for longer lengths, as expected for the angular deflection gates. It should be pointed out, however, that because of the broadening of the pump, the normalized spatial shift of the pump for a given deflection angle and gate length is less than in the absence of absorption.
Figure 5.24: Threshold contrast contours for the collision (top) and dragging (bottom) gates using the parameters of fused silica and the value $s_{opt} = 0.2627$ for all gate lengths. The contour levels are spaced in decades and the $\tau = 10$ and $\tau = 10^4$ contours use the heavy linestyle. The normalized interaction angle is fixed at $\kappa = 0.37$ for collision and at $\kappa = 0.8$ for dragging. Absorption decreases the ratio of the undeflected pump at the output to the signal at the input. This ratio $r(d)$ is indicated by the dashed contours, which do not include the 5.8% power loss due to clipping by the output aperture.
For larger initial ratios (i.e. $r > 3$), the broadening of the pump is due to the combined action of linear and two-photon absorption, as given by equation 5.26. As a result of the pump width increasing with gate length due to two-photon absorption, the lever arm nature of the angular deflection gates is diminished because of the need for an increasing deflection angle with increasing gate length. The ramifications of this effect are seen in Figure 5.24 for the larger initial ratios and longer gate lengths. In these regions, the threshold contrast is significantly reduced over the case without absorption, and the effect is more pronounced for the collision interaction.

Like the case with no absorption, Figure 5.24 clearly shows that the dragging interaction produces shorter gate lengths, which is more apparent for small $r$. Absorption does not influence dragging so strongly (besides the general factors discussed in the previous paragraphs) because the interaction occurs at the beginning of the nonlinear material due to complete overlap, before significant absorption occurs. Collision, on the other hand, takes place within the material such that absorption has already attenuated the pump and signal, causing their widths to increase. This increase in width actually decreases the interaction distance somewhat, but the interaction will subsequently require a longer gate length to achieve high contrast after the interaction due to the scaling of the confocal distance with soliton width.

Figure 5.25 shows soliton collision and dragging gates of length 10 Z₀ with $s_{opt} = 0.2627$ for fused silica, and initial pump to signal soliton power ratio $r = 3$. At the output of the gate, $r(10) = 2.24$, neglecting the aperture. The plots show that the pump is more strongly absorbed at the beginning of the interactions due to two-photon absorption. In the dragging interaction, cross two-photon absorption between the pump and signal shadow results in stronger attenuation of the signal compared to that which would occur with the signal alone, and in slightly more attenuation of the pump than occurs in the collision interaction, for which there is nominal trapping.

The main disadvantage to the use of the collision interaction is the longer gate lengths required to achieve the minimum threshold contrast criterion for a given value of $r$, or more appropriately in the case of absorption, $r(d)$. Shorter gate length leads to reduced gate latency, so the spatial dragging based gates have a decided advantage in this regard. Another factor is that stronger pumps (i.e. larger $r$) are required at the input for the collision gates, and therefore more total input power per switch, leading to more power dissipated as heat. This effect is negligible in the linear absorption dominated regimes, but becomes significant for large values of $r$ and $\tau$, and becomes much more pronounced in materials with smaller two-photon absorption figures of merit [70].

5.4 Cascading of Collision and Dragging Gates

The previous two sections studied two instantiations of the angular deflection soliton logic gates based on the spatial collision and dragging interactions. Using the notion of threshold contrast $\tau$, it was argued that a restoring logic gate with small-signal gain and fanout of $r$ can be obtained for $\tau \geq 10$. The soliton collision and dragging logic gates were shown to possess large regions in parameter space where this condition holds. The final points to address for the soliton logic gates are the calculation of the gate transfer function, which formally defines small-signal gain, large-signal gain, and noise margin, and demonstration of cascadability and fanout in the ring-oscillator and multi-input NOR configurations, which serve as fundamental building blocks for more complex systems.

For the optical logic gates studied in this thesis, the parameter of ultimate interest is the fanout factor, which can only be defined in a cascaded system of logic gates. The maximum allowable fanout is restricted by the minimum allowable noise margins. The regions of valid high and low output levels, with the corresponding valid low and high input levels, as illustrated in Figure 5.26, are defined as the regions of the transfer curve for which the slope is less than unity, such that any variation about the stable operating points of the system (which must lie within these valid regions) is attenuated. Therefore, as long as the noise margins about the operating points are greater than the statistical variation in the input levels, the gates will function properly in a complex system. If no additional sources of noise were present in the system, because the local slope in the region near the stable input levels is less than unity, the variance in the fluctuation about the input levels would asymptotically collapse to zero as the digital signal propagates through a chain of gates. The input levels corresponding to the operating points of the device are denoted $I_{L}$ and $I_{H}$, and locate the two self-consistent, stable points of the transfer function. The threshold level is also a self-consistent point of the transfer function, but it is not a stable operating point because the local slope, or small-signal gain, is greater than unity.

The noise margins of a particular device are traditionally defined for an electronic gate as [26,109]

\[
NM_{L} \geq P_{IL} - P_{OL},
\]

\[
NM_{H} \geq P_{OH} - P_{PH},
\]

where powers are used here as the relevant gate input and output quantities (for optics) instead of voltages, and $NM_{L}$ and $NM_{H}$ are the high and low level noise margins. For the present studies, these relations provide lower bounds on the noise margins,
Figure 5.25: Spatial soliton collision (top) and dragging (bottom) logic gates in the presence of linear and two-photon material absorption. Here, the gate lengths are $10 \ Z_0$ with $z_{opt} = 0.2627$, the initial ratio $r = 3$, and the normalized initial separation is $r_z = 5$ for collision and $r_z = 0$ for dragging. The normalized interaction angle is $\kappa = 0.37$ for collision and $\kappa = 0.8$ for dragging. The pump soliton is represented by the heavy linestyle and the contours are spaced in 3 dB intervals. The threshold contrast of the collision gate is $3.1 \times 10^4$, and $7.4 \times 10^3$ for the dragging gate.
Figure 5.26: Gate transfer function illustrating the regions of valid input and output levels, which are defined as those regions on the transfer curve where the slope is less than unity. In the absence of fanout, the intersections of the normal and inverted transfer functions locates the stable operating points. The noise margins based on the operating points are also indicated, along with an example of the probability density function (PDF) representing the distribution of input levels about the operating point $I_H$. 
which are more precisely defined based using the stable operating points, as illustrated in Figure 5.26, and discussed later. The probability density function representing the distribution of input signal values about the stable input levels $I_L$ and $I_H$ (which includes effects such as the laser relative intensity noise, scattering, variation in device parameters, etc) must fit within the noise margins of the gate to within a number of standard deviations $\sigma$. For instance, for a thousand gates, the noise margins about the stable operating points of the device must be at least $6\sigma$ ($\pm 3\sigma$ about the mean) wide [130]. For a particular value of fanout, the noise margins are re-calculated. The maximum fanout of the gate is obtained when the noise margins reach the minimum acceptable width in terms of $\sigma$. The statistical distributions about $I_L$ and $I_H$ are not considered in this thesis. Instead, based on the obtained transfer functions, the allowable noise margins are calculated, and it is argued that sufficient noise margin exists for the chosen value of fanout to ensure proper operation in a more complex system of gates.

5.4.1 Gate Transfer Function

This section calculates the transfer function of a single gate, from which small- and large-signal gain can be obtained. If the operation of all gates in the system were identical, then the large-signal gain (within the constraints of acceptable noise margin), would give the fanout of the gate. However, as shown in the following section on cascading, the transfer function of the first gate is different than the transfer functions of all subsequent gates. These subsequent transfer functions converge rapidly to the function that is used to define the final fanout and noise margins.

In this section, then, the large-signal gain serves as a basis for comparison of various gates based on the collision and dragging interactions. The gates with the best characteristics are then studied in cascaded operation in the following sections, for which the fanout is obtained more formally based on the (approximate) asymptotic transfer function of the cascaded system.

Since large-signal gain is of interest, the self-consistent operating points must shift (assuming that fanout equals large-signal gain), such that the input levels $I_L = O_L/G$ and $I_H = O_H/G$, where $G$ is the desired large-signal gain. The noise margins are then defined

\[
NM_L = P_{IL} - O_L/G = P_{IL} - I_L
\]

\[
NM_H = O_H/G - P_{IH} = I_H - P_{IH}
\]

where the definitions are now precise, as indicated in Figure 5.26. Notice that there is a tradeoff between large noise margin and large fanout, as will also be evident in the following discussions. Large-signal gain can be increased for high-contrast electronic logic gates through the use of level shifters, for which there is no direct analog in optics. This is the reason why the noise margins are defined as above for optical logic.

Collision Gate

The first collision gate studied is for $r = 1$, gate length 10 $Z_0$, and in the absence of absorption. For the normalized angle $\kappa = 0.37$ and initial separation $r_0 = 5$, the threshold contrast $\tau = 2.13$, suggesting that the use of this gate for restoring logic may not be possible. The optimal angle $\kappa = 0.11$ indicated in Figure 5.14 gives larger $\tau$, but results in a non-monotonically decreasing transfer function and will not be considered. The transfer function for $\kappa = 0.37$ is shown in Figure 5.27, which illustrates that there are no valid logic states of the device, because small-signal gain is everywhere less than unity. Right at the threshold level of 0.77, the small-signal gain is 0.96. As a result, large-signal gain cannot be provided and this gate will not function as a logic device. This gate will function as a simple switching device without gain, however, with on-off ratio, or switching contrast, greater than 20.

This result for the $r = 1$ collision gate is not entirely unexpected. Figure 5.13 clearly shows that the threshold contrast criterion is not met for $r = 1$, because the pump undergoes very little angular deflection. Figure 5.13 also shows that the collision gate has very large threshold contrast when $r > 1$. Therefore, it is expected that these gates will function with small-signal gain. The specific case of $r = 3$ was examined in more detail, in Figure 5.18 from which the value $\kappa = 0.37$ is obtained, and in Figure 5.24 in the presence of absorption. Even including the effects of absorption, the threshold contrast for the $r = 3$ collision gate exceeds 10 for gate lengths of about 6 $Z_0$ or longer, with $r(d) \approx 2$. It is therefore expected that in this range, restoring logic gates with large-signal gains of at least 2 can be obtained.

Figure 5.28 shows the transfer functions for the $r = 3$ collision gate of lengths 5 $Z_0$ and 10 $Z_0$. The threshold level of the $d = 5$ gate is 0.98, which is expected since the threshold contrast $\tau = 1.1$. The rule of thumb used in obtaining the minimum level of $\tau = 10$ was that $P_{OL} \approx 0.1$, and $P_{OL} = 0.11$ here, but given that $1/\tau = 0.91 \gg P_{OL}$, it is clear that the high input level $P_{IH} > 1$. But, it was mentioned earlier that large-signal gain is still obtained when $P_{IH} (\approx 2.13) < r(5) (\approx 2.14)$, as it is here, with value $G = 1.6$. Given that $P_{IL} = 0.63$, equation 5.22 suggests that $\tau \geq 0.56$ for at least unity small-signal gain. Since $\tau = 1.1$, an approximate lower bound is given by $1.1/0.56 = 1.9$. In fact, the small-signal gain of this gate is 4.71. Therefore, this
Figure 5.27: Transfer function for the $r = 1$ collision gate of length 10 $Z_0$ with normalized angle $\kappa = 0.37$ and separation $r_s = 5$. Absorption is neglected and the threshold contrast $\tau = 2.13$. This gate does not provide large-signal gain.

gate provides one example where small- and large-signal gain are obtained when $\tau < 10$. Since the output saturates rapidly for input levels less than $P_L$ and greater than $P_H$, this gate exhibits large noise margins.

The threshold contrast $\tau = 3.1 \times 10^4$ for the $d = 10$ gate indicates that the point $(1,1/\tau)$ lies well within the saturated region of valid low states. Therefore, small-signal gain is guaranteed (because the normalized high output $r(10) = 2.11 > 1$) given a smooth transfer function (small-signal gain is 5.58 for this gate), and large-signal gain of at least $r(10) = 2.11$ is expected. For $G = 2.6$, the stable operating points lie well within the region of valid high and low device states (i.e., the regions where small-signal gain is less than unity), leading to noise margins of $NM_L = 0.18$ and $NM_H = 0.11$, which should be sufficient for sustained, cascaded, operation. Note that this only provides an indication of the cascadability of these devices, because even though the output power of the device (which is divided by the fanout and serves as the signal input to the next gate) may correspond to a particular input power, the shape of the new input beam is not exactly the same as the original input signal soliton shape due to clipping at the output aperture. This effect is minimized in the absence of the signal such that the pump is undeviated, where symmetric clipping of the wings resulting in a small power loss occurs, but the overall effect is to alter the shape of the transfer characteristic. As a result, true logic-level restoration is not obtained for the first gate (because the shape is not restored), but it is obtained for cascaded operation, in which the clipped output is the same input for every gate, as examined in detail in section 5.4.2.

**Dragging Gate**

The comparisons of previous sections showed that the dragging gate generally has shorter length than the collision gate for a given value of $r$ and $\tau$, both with and without absorption, which suggests that the dragging gates can achieve greater large-signal gain at a fixed gate length. These properties are verified here.

Figure 5.29 shows the transfer functions for two otherwise identical $r = 1$ dragging gates of length 10 $Z_0$ except that the bottom function is plotted including the effects of absorption with $s_{opt} = 0.2627$ at 10 $Z_0$. In both cases, $\tau \approx 100$, which indicates that the threshold level < 1, and $P_{OL} \approx 0.1$, which satisfies the rule of thumb employed to place the condition $\tau > 10$. Unlike the $r = 1$ collision gate, each $r = 1$ dragging gate provides large-signal gain, $G = 2.0$ in the case without absorption, and $G = 1.4$ in the case with absorption.

Even though large-signal gain (which should lead to fanout as well) can be obtained for the $r = 1$ dragging gates, it is desirable to obtain greater values for increased fanout. For general purpose logic, a minimum fanout of 2 is necessary. With the inclusion of material absorption, this may not be possible for the $r = 1$ dragging gate, for which the maximum large-signal gain
Figure 5.28: Transfer functions for the $r = 3$ collision gate of lengths 5 $Z_0$ (top) and 10 $Z_0$ (bottom) with normalized angle $\kappa = 0.37$ and separation $r_s = 5$. Absorption is included using $\tau_{opt} = 0.2627$ for each gate length. The threshold contrasts are $\tau = 1.10$ for the 5 $Z_0$ gate length and $\tau = 3.1 \times 10^4$ for the 10 $Z_0$ gate length. These gates provide large signal gains of $G = 1.6$ with $NM_L = 0.61$ and $NM_H = 0.11$ (top) and $G = 2.6$ with $NM_L = 0.18$ and $NM_H = 0.11$ (bottom). The high noise margins represent 8.2% and 14% deviation about $I_H$, respectively, and the filled diamonds denote the operating points and threshold.
Figure 5.29: Transfer functions for the \( r = 1 \) dragging gate of length 10 \( Z_0 \) with normalized angle \( \kappa = 0.8 \) and separation \( r_g = 0 \). Absorption is neglected in the top gate (with threshold contrast 150), but included in the bottom gate (with threshold contrast 131) using \( s_{opt} = 0.2627 \). These gates provide large signal gains of \( G = 2.0 \) with \( NM_L = 0.09 \) and \( NM_H = 0.07 \) (top) and \( G = 1.4 \) with \( NM_L = 0.13 \) and \( NM_H = 0.07 \) (bottom). The high noise margins represent 15\% and 14\% deviation about \( I_H \), respectively, and the filled diamonds denote the operating points and threshold.
Figure 5.30: Transfer functions for the $r = 3$ dragging gate of lengths $5 \ Z_0$ (top) and $10 \ Z_0$ (bottom) with normalized angle $\kappa = 0.8$ and separation $r_s = 0$. Absorption is included using $s_{opt} = 0.2627$ for each gate length. The threshold contrasts are $\tau = 1.8 \times 10^3$ for the $5 \ Z_0$ gate length and $\tau = 7.4 \times 10^3$ for the $10 \ Z_0$ gate length. The gates provide large signal gains of $G = 3.5$ with $NM_L = 0.05$ and $NM_H = 0.07$ (top) and $G = 6.0$ with $NM_L = 0.02$ and $NM_H = 0.05$ (bottom). The high noise margins represent 12% and 15% deviation about $l_H$, respectively, and the filled diamonds denote the operating points and threshold.

is 1.4. Therefore, the $r = 3$ dragging gates (including absorption) are investigated in order to provide increased fanout. These gates are then examined in section 5.4.2 in cascaded operation in order to determine the actual fanout.

The transfer functions for the $r = 3$ dragging gates are shown in Figure 5.30, for gate lengths of $5 \ Z_0$ and $10 \ Z_0$, each with $s_{opt} = 0.2627$. Using the same device parameters, the dragging gates provide much greater large-signal gain, $G = 3.5$ for the $d = 5$ gate and $G = 6.0$ for the $d = 10$ gate, than the corresponding collision gates. Because the dragging interaction works so well, the allowable noise margin about the low input is much smaller than for the collision gates, which possess much broader
saturated regions at the high output level. Here, $P_{IL} = 0.06$ for $d = 5$ and $P_{IL} = 0.02$ for $d = 10$, resulting in low noise margins of $NM_{L} = 0.05$ and $NM_{L} = 0.02$ for $I_{L} = 0.01$ and $I_{L} = 0.0$, respectively, and shows that the dragging gates intrinsically provide higher gain with smaller $NM_{L}$ (because $P_{IL}$ are so small), and comparable high noise margin $NM_{H}$ (on a percentage basis).

The following section of this chapter considers only the $r = 3$ collision and dragging gates in the presence of absorption with $s_{opt} = 0.2627$ for gate lengths of 5 $Z_{0}$ for dragging and 10 $Z_{0}$ for collision and dragging. It is useful at this point to consider the interaction parameters, such as gate length, beam widths, and beam powers, in real units. Since $s_{opt} = 0.2627$, and it was assumed that $\alpha_{0} = 0.1$ cm$^{-1}$ for fused silica waveguides, the gate length in real units is given by $\alpha_{0}Z = 0.2627$, or $z = 2.63$ cm. For the $d = 5$ gate length, $w_{0} = 23.9 \mu$m (FWHM 42.2 $\mu$m), and $w_{p} = w_{0}/r = 7.97 \mu$m (FWHM 14.0 $\mu$m). With $n_{d} = 3.3 \times 10^{-16}$ cm$^{-2}$/W, the peak intensities of the fundamental solitons are $I_{0} = 2.23 \times 10^{11}$ W/cm$^2$ and $I_{p} = 2.01 \times 10^{12}$ W/cm$^2$. Assuming a 4 $\mu$m thick waveguide, the corresponding fundamental soliton powers are $P_{0} = 4.27 \times 10^{5}$ W and $P_{p} = 12.8 \times 10^{5}$ W. Note that the actual switching power is less than $P_{0}$. For the $d = 5$ dragging gate, the switching power is $I_{H}P_{H} = 0.61P_{H} = 2.6 \times 10^{5}$ W.

The length of the $d = 10$ gates is $z = 2.63$ cm as well, with $w_{0} = 16.9 \mu$m (FWHM 29.8 $\mu$m) and $w_{p} = 5.63 \mu$m (FWHM 9.93 $\mu$m). The corresponding peak soliton intensities are a factor of 2 greater than for the $d = 5$ gate, while the powers greater by a factor $\sqrt{2}$, or $P_{0} = 6.05 \times 10^{5}$ W, while $P_{p} = 18.1 \times 10^{5}$ W. The switching power for the collision gate is $0.81P_{H} = 4.9 \times 10^{5}$ W and $0.35P_{H} = 2.1 \times 10^{5}$ W for the dragging gate. It is interesting to note that the switching power of the dragging gate is less than half that of the collision gate, and less than even that of the $d = 5$ dragging gate.

5.4.2 Ring Oscillator Configuration

The previous section examined the transfer functions for single-stage logic gates and showed that sufficient large-signal gain exists for the $r = 3$ collision gate of length $d = 10$ and for the $r = 3$ dragging gates of lengths $d = 5$ and $d = 10$ that fanouts of 2 or greater should be obtainable. It is the purpose of this section to obtain the fanout values for these gates in the ring oscillator configuration. As mentioned previously, the maximum fanout is typically determined by the minimum allowable noise margins. Thus, for a given value of fanout, the gate transfer function is recalculated and new noise margins obtained.

In cascaded operation, the output of one gate serves as the new signal input to the next gate. For an infinite cascade of inverters (i.e. a single gate with feedback), the result is a ring oscillator. Since an infinite simulation is not possible, the cascade of three gates is used, and it is shown that the transfer function of the third gate is almost identical to the second gate, indicating that rapid convergence is obtained and that a deeper cascade need not be considered. These transfer functions are consistent in that the large-signal gain based on the stable operating points is equal to the fanout. The fanout is not necessarily equal to the maximum obtainable large-signal gain calculated from all possible operating points within the valid high and low operating regions, because the maximum value may result in unacceptable noise margins.

Unlike for electronics, the transfer functions of the second and third gates are generally different than that of the first gate because the first gate does not provide complete logic level restoration of all of the multi-dimensional beam parameters due to clipping by the output aperture. However, because of the presence of a fresh pump at each gate, the output of the second gate (divided by the fanout factor) is nearly identical to the signal input to that same gate. For gates farther down the line, the output converges to the exact form of the input, and complete logic level restoration is obtained. This convergence rate of this process is fast enough (as indicated by the convergence of the transfer functions) that for the present purposes, the second gate is said to have complete logic level restoration.

The pump output of one gate can be used as a signal input to subsequent gates by simply flipping the polarization and tilting the angle. Changing the state of polarization is not even necessary, because the definition of pump and signal polarizations can be exchanged at every gate in the cascade. Figure 5.31 shows one simple implementation of the cascading of two gates, and is easily extendible to include more gates. A telecentric imaging system (based on lenslet arrays for spatially parallel operation) performs 1:1 imaging between the output of the first gate and the input to the second gate. Note that magnification can be used to scale the output of the new signal to that of the original signal in the first gate, but, due to broadening of the pump in the presence of absorption, this is not necessary and will not be employed. A tilted partial beam splitter placed just before the polarizing beam splitter serves two purposes. The first purpose is to split off the pump output to fanout to other gates. The second purpose is to laterally offset the pump so that off-center propagation through the second lens will result in an angle change equal to that of the signal in the first stage. The polarizing beam splitter allows the lossless overlap of the pump and signal and also serves to block any signal leakage from the previous stage.

The cascade transfer functions for the $r = 3$ collision gate are shown in Figure 5.32 for fanout of 3. Because the maximum input to a cascaded device is given by the maximum output $O_{max}$ of the previous device divided by the fanout, the maximum cascaded input level is given by $I_{max} = O_{max}/F$, where $F$ is the fanout factor. Therefore, the maximum high noise margin is $NM_{H} = I_{max} - P_{IH}(F)$, where the dependence of $P_{IH}$ on the fanout factor is included because the transfer curve changes with $F$. Likewise, the maximum low noise margin is $NM_{L} = P_{IL}(F)$, because the minimum possible low output level is $O_{min} = 0$.  


Figure 5.31: Cascaded spatial soliton angular deflection gates. A free-space region between the nonlinear sections allows the fresh pump and cascaded signal to be brought into coincidence without nonlinear interaction. With high space-bandwidth product free-space interconnects, the large degrees of spatial parallelism inherent in this geometry can be utilized to implement complex switching fabrics.

Figure 5.32: Transfer functions for the cascaded $r = 3$ collision gate of length 10 $Z_0$ with normalized angle $\kappa = 0.37$ and separation $r_s = 5$. Absorption is included with $z_{opt} = 0.2627$. With a fanout of 3, the operating points lie well within the saturated levels and noise margins of $NM_L = 0.16$ and $NM_H = 0.10$ are obtained, where the high noise margin represents 14% deviation about $I_H = 0.70$. The filled diamonds denote the operating points and threshold.

In order that the large-signal gain equals the fanout ($G = F$) for self-consistent operation, $I_H = O_H/G$ must be the high input level corresponding to the operating point of the low output state, and $I_L = O_L/G$ must be the low input level corresponding to the operating point of the high output state. In the example of Figure 5.32, $O_H \approx 0$, such that the noise margins of this gate are then the maximum noise margins just discussed.

The transfer functions for the second and third gates are nearly identical, indicating that complete logic-level restoration has been obtained at the second gate. Therefore, stable cascaded operation with fanout of 3 is demonstrated, which will function indefinitely (within the allowable noise margins). The transfer function sharpens up for the second and third gates, which have greater small-signal gain $(7.1)$ than the first gate $(5.6)$. The reason for this has to do with the clipping produced by the output aperture, and is also the reason why greater fanout can be achieved than the large-signal gain of the first device would suggest. For high output states of the first device, very little clipping of the pump occurs, which serves as a "whole" signal input (divided by the fanout factor) to the second gate, resulting in strong deflection of the next clean pump. As the first gate starts to switch into the low state for inputs greater than $P_{IL}$, the pump becomes clipped, and results in less deflection of the pump in the next
stage than the power of the resultant cascaded signal would suggest (because this new signal does not have the same shape as the original signal in the first gate for which the input power scale is defined). This effect creates a sharper transition region between the high and low states for the second and all subsequent devices, which also reduces the input switching level \( P_{IH} \), resulting in larger gain. Since the clipped input to the third gate looks like the input to the second gate, complete logic level restoration is obtained and the transfer functions converge.

Figure 5.33 shows the same information for the \( r = 3 \) dragging gate of length 5 \( Z_0 \). The top plot is for fanout of 3.0, and the bottom plot is for fanout of 5.0. Comparison of these plots illustrates the expected tradeoff between fanout and noise margin. The transfer function for the second and third gates in the fanout 3 case shows that the high input operating point \( I_{IH} = 0.71 \), which is the maximum output of the gate of 2.14 divided by the fanout factor. The only way to access input levels greater than this value is through noise processes. Therefore, the single-sided noise margin is given by 0.71 - \( P_{IH} = 0.07 \) in normalized power units, where \( P_{IH} \) is the minimum value of the high input level that lies within the region of small-signal gain less than unity.

For the fanout 5 gate, the high input operating level is \( I_{IH} = 0.43 \), which lies outside the region of small-signal gain < 1. Therefore, this gate is said to have negative noise margin and cannot operate in a stable, cascaded system due to the lack of a directly accessible saturated input level region about the low output state \( O_L \). Note that the transfer functions for the second and third gates are nearly identical, indicating that logic-level restoration is provided in this situation as well. These two fanout examples illustrate the tradeoff between fanout and noise margin. The critical fanout at which zero noise margin is obtained is about 3.9; below this fanout, the noise margin increases positively, above this fanout, the noise margin becomes more negative.

Finally, the high-gain \( r = 3 \) dragging gate of length 10 \( Z_0 \) is examined in Figure 5.34 for fanout of 5. This choice of fanout results in a self-consistent system with noise margin about the high input level of 0.05, which allows for about 12% variation in the negative direction (i.e. loss) due to noise. Note that the high-input noise margin in the positive direction (i.e. for gain about \( I_{IH} \)) is for all practical purposes unbounded (as it is for all gates in this section) which allows for highly asymmetric distribution of signal levels; therefore, only the more restrictive single-sided noise margin is presented.

An interesting comparison can be made between the optical logic gates studied here and electronic logic gates. For an electronic gate of fixed geometry, the switching time is proportional to the fanout, because the single gate must charge the input capacitance of all subsequent gates. The optical logic gates in this section are all of the same length, and hence all have the same latency or switching time, and the fanout factor is determined by the values of normalized gate length \( d \) and initial power ratio \( r \). As shown here, fanout of 5 can be obtained with a \( d = 10 \) dragging gate with the same latency as the \( d = 5 \) dragging gate which produces a fanout of 3. This behavior can be extended to obtain greater fanouts using larger values of \( d \) and \( r \) within the limits placed by absorption. The unique scaling of these optical gates could be capitalized on at the systems level through the use of very high fanout devices.

This section has shown that the \( r = 3 \) collision and dragging logic gates can be cascaded in an indefinite manner (i.e. asymptotically stable) with fanouts of 3 or greater (where the minimum necessary for the implementation of arbitrary logic is 2) in the presence of realistic absorption parameters. In addition, these gate possess true logic-level restoration which converges rapidly in the first few cascaded stages.

### 5.4.3 Two-Input NOR Configuration

The final cascaded configuration studied is the two-input NOR, or 2-NOR, gate. A NOR gate is one example of a single member logically-complete family. Thus, its implementation is of utmost importance in order to demonstrate the ability to implement arbitrary logic functionality. In a cascaded 2-NOR gate, two signals interact with a single pump in two successive stages, so that either one can switch the output to low. Therefore, the pump output of the first stage is used as the pump input to the second stage. The pump output (divided by the fanout factor) of the second stage, which is the output of the NOR gate, is then used as the signal input to a second gate (which can be a single inverter or another NOR gate for which there are two signal inputs) in order to determine the fanout of the NOR gate when driving a subsequent gate. There are three situations for which the transfer function of the 2-NOR gate needs to be calculated: only signal 1 present, only signal 2 present, and both signal 1 and signal 2 present. The latter case does not differ significantly from the first case and will not be considered.

The first geometry considered here is illustrated in Figure 5.35, and is the direct analogy of one possible fiber implementation with temporal soliton dragging [66]. Since stable, cascaded, operation is of interest here, the 2-NOR gate is studied using the output of an inverter (with fanout factor of 3) as either of the signal inputs. The output of the 2-NOR gate is then cascaded into the signal input of a subsequent inverter or into one of two inputs to another 2-NOR gate. This second cascading stage determines the allowable fanout of the 2-NOR gate. The inverter and each stage of the NOR gate are based on the \( r = 3 \) dragging interaction with gate length 5 \( Z_0 \) and \( s_{opt} = 0.2627 \). The inverters are identical to those studied previously, while the output aperture sizes of the two stages of the 2-NOR gate need to be considered more closely. Since the pump passes through two absorbing stages, the beam width at the output of the 2-NOR gate (i.e. the output of the second stage) is wider than at the
Figure 5.33: Transfer functions for the cascaded $r = 3$ dragging gate of length $5 \, Z_0$ with normalized angle $\kappa = 0.8$. Absorption is included with $s_{op} = 0.2627$. The transfer functions are plotted for fanout of 3 (top) and 5 (bottom). The top gate provides large signal gain of $G = 3.0$ with $NM_L = 0.196$ and $NM_H = 0.07$, which represents 9% deviation about $I_H$. Since the operating point of the bottom gate lies in the region of small-signal gain, this gate has negative noise margin about $I_H$. The filled diamonds denote the operating points and threshold.
Figure 5.34: Transfer functions for the cascaded $r = 3$ dragging gate of length $10Z_0$ with normalized angle $\kappa = 0.8$. Absorption is included with $s_{ap} = 0.2627$. With a fanout of 5, the operating points lie well within the saturated levels and noise margins of $NM_L = 0.07$ and $NM_H = 0.05$ are obtained, where the high noise margin represents 12% deviation about $I_H = 0.42$. The filled diamonds denote the operating points and threshold.

Figure 5.35: Cascaded spatial soliton dragging gates implementing a two-input NOR gate, in which the pump is shared between two symmetric inverter stages. A free-space region between the nonlinear sections allows the pump and signal 2 to be brought into coincidence without nonlinear interaction. With high space-bandwidth product free-space interconnects, the large degrees of spatial parallelism inherent in this geometry can be utilized to implement complex switching fabrics.

output of the single-stage inverter. In all cases, the gate output aperture is set to 3.5 times the width of the pump at the output $w_p(d)$, where $d = 5$ for the inverter and $d = 10$ for the symmetric 2-NOR, such that 94.2% of the power of the undeviated pump passes.

Now the question arises whether to place an aperture at the output of the first stage of the 2-NOR gate. If there were no aperture on the first stage, then, neglecting the effects of the imaging system for the moment, the permanent angular deviation of the pump would integrate over the second stage into additional spatial shift. Thus, the aperture of the second stage serves as the discriminating element for both signal 1 and signal 2 inputs. The imaging system significantly modifies this behavior, however, but results in the same net effect. Perfect telescopic imaging, as assumed in Figure 5.35 and shown in more detail in Figure 5.36, imparts no phase aberration, and, if unity-conjugate imaging is used, no magnification. The spatial coordinates in the image plane are inverted with respect to the coordinates in the object plane, such that spatial deviation $r$ of the pump at the output of the first stage is transferred to the input of the second stage as the spatial deviation $-r$. In addition, during the imaging operation, the propagation angle of the pump is reversed as well, so that a deflection angle of $\theta$ is turned into an angle

\[
\theta' = -\frac{r}{d}
\]
Figure 5.36: Telescopic imaging system between the two stages of the 2-NOR gate. A pump that is undeviated in the first stage images symmetrically about the optical axis to the second stage (not shown). A pump that is deviated in the first stage (solid lines) in both spatial position and angle, is imaged to the conjugate plane shifted in the opposite direction and with opposite angle. The signal 2 input is indicated by the dashed lines, and would spatially overlap the undeviated pump at the input to the second stage.

- 0 at the input to the second stage. These effects mean that the spatial shift accumulated in the first stage is transferred to the second stage and the angular deviation of the pump incurred in the first stage leads to additional spatial shift in the second stage. Hence, angular deflection of the pump in the first stage is leveraged over the additional length of the second stage, effectively doubling the device length.

In the simulations presented here, the output aperture size for the first stage is set at 17.5 $w_p(5)$, or 5 times the width that would be used if this stage were a stand-alone inverter gate. The main reason for widening the aperture is to minimize the diffraction effects on the pump, so that an undeviated pump will pass through the aperture with no clipping or power loss. This is important because the effects of the imaging optics between stages, which would low-pass filter and eliminate the sharp edges produced by the aperture, is not simulated. In fact, the aperture could be removed completely with the advantages of additional spatial shift in the second stage due to deflection in the first stage as discussed in the previous paragraph, but is used to block a strongly deviated pump (which would not overlap the signal in the next stage anyway), in order to keep stray pump light from bouncing off the boundaries of the computational grid in the second stage simulation.

The first case considered is the cascading of the symmetric 2-NOR gate into an inverter. The resulting transfer functions are shown in Figure 5.37. The most important difference between the transfer function of the symmetric 2-NOR gate (dashed curve) and the transfer function of the inverter is that the maximum output level of the 2-NOR is reduced. Even though both gates use the standardized $r = 3$ pump, the pump of the symmetric 2-NOR gate is used in two subsequent stages (each of the same length as the inverter) and incurs nearly twice the absorption. As a result, the maximum fanout of the 2-NOR is less than that of the inverter. Here, $F = 2.25$ is used so that the maximum output level of 1.63 divided by $F$ gives similar signal input levels to a subsequent gate as would be produced by the inverter with fanout 3, thus ensuring consistent operation throughout. With this input level, the worst-case noise margins (resulting from the signal 2 input) for the 2-NOR are $NM_L = 0.15$ and $NM_H = 0.04$, where the latter represents 5.4% single-sided deviation about $I_H = 0.72$. The high noise margin can be increased by using a smaller fanout factor for the driving gate, but the resulting high input signal levels would be inconsistent with those produced by the $F = 3$ inverter. The use of different high input levels for the inverter and NOR gates does not necessarily result in any disadvantages, and in fact occurs with the use of the asymmetric 2-NOR geometry discussed later in this section, and is the approach taken in section 6.3.2 for the cascading between the spatio-temporal inverter and 2-NOR gates.

The two transfer functions (for each of the two signal inputs) of the 2-NOR gate differ considerably. The top plot of Figure 5.37 shows the transfer function when signal input 1 is used. In this situation, the effective gate length is 10 $Z_0$ because any deflection produced in the first stage results in additional spatial shift in the second stage because of the widened aperture. Therefore, the minimum valid high input level $P_{IH} = 0.51$ for the first stage is much smaller than that of the second stage, where $P_{IH} = 0.68$. Alternatively, if the aperture width of the first stage were set to 3.5$w_p(5)$, then the clipped pump would propagate linearly and diffract in the second stage, again resulting in lower $P_{IH}$. In the absence of signal 1, the second stage works much like the single-input inverter, except for the fact that the pump propagates 5 $Z_0$ with absorption before reaching the second stage of the NOR gate, and is therefore wider and carries less power. Due to additional absorption in the second stage, the pump is wider at the output of the 2-NOR gate than at the output of the inverter, so that greater spatial shift is necessary to produce a lower output state. The result is that $P_{IH} = 0.68$ using the signal 2 input to the NOR gate, versus $P_{IH} = 0.65$ for the inverter. The
Figure 5.37: Transfer functions for cascaded symmetric 2-NOR and inverter gates based on the \( r = 3 \) dragging gate of length \( 5 \, Z_0 \) with normalized angle \( \kappa = 0.8 \), and \( s_{opt} = 0.2627 \). The signal 1 (top) or signal 2 (bottom) input of the 2-NOR gate is driven by an inverter with fanout 3, and the signal input to the second inverter gate is driven by the output of the 2-NOR with fanout 2.25. The first case results in noise margins \( NM_L = 0.15 \) and \( NM_H = 0.21 \) (30% deviation about \( I_H \)), and the second case results in \( NM_L = 0.25 \) and \( NM_H = 0.04 \) (5.4% deviation).
worst-case transfer function for the 2-NOR gate is that produced by the signal in the second stage acting alone. It is this transfer function that is used when determining the noise margins and fanout.

Figure 5.37 also shows the transfer function of the inverter (dotted curves) when driven by the 2-NOR gate with \( F = 2.25 \). The two transfer functions of the second inverter are nearly identical, indicating that the cascaded operation between the 2-NOR gate and the inverter is relatively insensitive to the combinations of signal inputs to the NOR gate. These curves are different than that produced by the cascading of inverter gates alone, however, but the difference lies mainly in the saturated region about the high output state, which is broader in the current case, but has very little effect on the operation of the gate. For this inverter transfer function, \( P_{\text{TH}} \sim 0.65 \), leading to \( N M_L \sim 0.66 \), which is about 9% of \( I_{\text{TH}} \sim 0.71 \). There numbers are essentially identical to those of the cascaded inverter shown in the top of Figure 5.33, and it is therefore expected that an inverter driven by a 2-NOR gate will cascade indefinitely as well.

Figures 5.38 and 5.39 show the transfer functions for a two-stage cascade of 2-NOR gates. The first two plots are for the signal 1 (first stage) input to the first 2-NOR gate and the second two plots are for the signal 2 (second stage) input. The most important aspects to notice from these series of plots is that the 2-NOR transfer functions converge in the situations when the corresponding inputs of the two stages are excited (i.e. the top plot of Figure 5.38 and the bottom plot of Figure 5.39) indicating complete logic-level restoration, and that all transfer functions lie within the boundaries of the worst-case provided by excitation of the second signal input.

As indicated in the previous series of plots for the cascading of the 2-NOR gate with the inverter, the 2-NOR gate provides fanout of 2.25 into an inverter gate, and the worst-case noise margins are \( N M_L = 0.15 \) (for signal input 1) and \( N M_H = 0.04 \) (for signal input 2), with \( I_{\text{TH}} = 0.72 \) (which is produced by an inverter with \( F = 3 \) or by a NOR gate with \( F = 2.25 \)). The figures here show that these performance parameters can be maintained in cascaded operation with another 2-NOR gate as well, such that a complete logic family with consistent operating parameters is obtained. The smallest low noise margin, \( N M_L = 0.15 \), is obtained from using the signal 1 input, because the extra gate length allows for reduction in the angular shift, so that smaller signal inputs can produce a resolvable spatial shift. The smallest high noise margin, \( N M_H = 0.04 \), is obtained by using the signal 2 input, as discussed before.

An alternative physical implementation of the 2-NOR gate results in standardized gate output levels, such that fanout is associated with the load (where the inverter and NOR gates have different \( I_{\text{TH}} \)), rather than with the actual gate as in the previous situation (where the inverter and NOR gates have different high output levels, but consistent \( I_{\text{TH}} \)). This implementation uses two separate stages as well, but keeps the total gate length at \( 5 Z_0 \), the same length as the single-stage inverter. The main idea behind this configuration is that the bulk of the angular deflection of the pump is induced within the first one or two \( Z_0 \) of the material. As a result, the first stage can be very short, over which angular deflection occurs, with most of the spatial shift accumulated over the length of the longer second stage. Therefore, for the signal 1 input, the gate will operate similarly to the \( d = 5 \) inverter. The second stage must be long enough such that large accumulated spatial shift can be obtained for the signal 2 input. Similar to the previous symmetric geometry, the signal 2 input provides the worst-case gate performance here as well, and is the only situation studied for brevity.

The geometry of this asymmetric gate is shown in Figure 5.40. For the studies presented here, the length of the first stage is chosen to be \( 2 Z_0 \), and the length of the second stage \( 3 Z_0 \). Note from Figure 5.24 that the \( r = 3 \) dragging interaction produces large threshold contrast even down to about \( 2.5 Z_0 \) gate length (indicating that angular deviation occurs over a very short distance), but the collision interaction generally requires much longer gate lengths. Because the solitons do not initially overlap in the collision interaction, the effective interaction distance over which angular deflection occurs is much longer than for dragging, such that the length of the first stage would be about \( 4 Z_0 \) instead. Therefore, this asymmetric geometry and its extension to higher values of fan-in is used most effectively with the dragging interaction.

Two sets of cascaded transfer functions using the asymmetric 2-NOR gate are shown in Figure 5.41. The signal 2 input (which is again the worst case) of the NOR gate is driven by the output of the single stage inverter with fanout of 2.25. The fanout is reduced in order to increase the signal input level \( (I_{\text{TH}} = 0.95) \) to compensate for the shorter length of the second 2-NOR stage. Because the maximum output level of this asymmetric NOR gate is the same as the inverter, it can drive the input of a cascaded inverter with fanout of 3.0 and either input of another 2-NOR with fanout of 2.25. The transfer functions for these two situations are shown in the top and bottom plots of the figure, respectively. As expected, the transfer function of the cascaded inverter is nearly identical to that of cascaded \( r = 3 \) dragging inverter at the top of Figure 5.33, and the transfer function of the second cascaded 2-NOR gate converges to that of the first 2-NOR. These results show that the output of the asymmetric 2-NOR is able to drive the inputs of an inverter or another 2-NOR in the same manner as the inverter, and that the fanout of either gate is determined by the load.

Larger fanouts than those shown here can be obtained by using the \( r = 3 \) dragging gate of length \( 10 Z_0 \) as the basis for the 2-NOR gate. It should also be noted that even greater fanouts for the inverter and 2-NOR gate result by using larger values of \( r \). These gates would need to be used in more complex logic situations where fanouts of 3 for the inverter and 2 for the 2-NOR are not sufficient. Another interesting consideration is the mixing of different gate families (such as an \( r = 3 \) gate with an \( r = 4 \) gate).
Figure 5.38: Transfer functions for cascaded symmetric 2-NOR gates based on the $r = 3$ dragging gate of length $5 \ Z_0$ with normalized angle $\kappa = 0.8$. The signal 1 input of the first 2-NOR gate in the cascade is driven by an inverter with fanout 3, and the first (top) or second (bottom) signal input to the second 2-NOR gate is driven by the first with fanout 2.25. The top situation results in noise margins $NM_L = 0.15$ and $NM_H = 21$, which represents 30% deviation about $I_H$, for the first NOR gate. The bottom situation is the same.
Figure 5.39: Transfer functions for cascaded symmetric 2-NOR gates based on the $r = 3$ dragging gate of length $5 \, Z_0$ with normalized angle $\kappa = 0.8$. The signal 2 input of the first 2-NOR gate in the cascade is driven by an inverter with fanout 3, and the first (top) or second (bottom) signal input to the second 2-NOR gate is driven by the first with fanout 2.25. The top situation results in noise margins $NM_L = 0.25$ and $NM_H = 0.04$, which represents 5.4% deviation about $I_H$, for the first NOR gate. The bottom situation is the same.
Figure 5.40: A two-input spatial dragging NOR gate using two asymmetric stages. A free-space region between the nonlinear sections allows the pump and signal 2 to be brought into coincidence without nonlinear interaction.

gate of the same length); however, the pump is no longer standardized, but does not necessarily present any disadvantages from a systems point of view.

The studies of 1-D spatial soliton based logic gates of this section show that indefinitely cascadable, all-optical logic gates with fanouts of 2 or more can be obtained with large noise margin. The situation of ultimate interest for low-energy, ultrafast operation, is the use of fully-confined, spatio-temporal solitary waves. It is expected that the spatial collision and dragging interaction between these solitary waves will result in similar performance parameters to those obtained here. This is the subject of the next chapter of this thesis.
Figure 5.41: Transfer function for cascaded asymmetric NOR gate based on two \( r = 3 \) dragging gate stages of lengths \( 2 Z_0 \) and \( 3 Z_0 \) with normalized angle \( \kappa = 0.8 \). The signal 2 input of the first 2-NOR gate in the cascade is driven by an inverter with fanout 2.25, and the input to a cascaded inverter is driven by the 2-NOR output with fanout 3.0 (top) and the second signal input to the second 2-NOR gate is driven by the first with fanout 2.25 (bottom). The noise margins \( NM_L = 0.34 \) and \( NM_H = 0.06 \) for the 2-NOR gate, where the high noise margin represents 6.4% deviation about \( I_H \), where the high noise margin represents 6.4% deviation about \( I_H \).
Chapter 6

2-D Spatio-Temporal Solitary Wave Logic Gates

The ideal optical logic gate should be robust and operate with low energy at very high speed exceeding that obtainable by electronics. The first characteristic leads to the use of optical solitons which are robust carriers of information and are naturally binary due to their formation above a specified threshold [131]. In order to achieve low energy operation, an optical soliton logic gate should be based on one of the three geometries utilizing bright solitons that allow for complete three-dimensional confinement [2]: 1-D temporal solitons in fiber [59, 32], 2-D spatio-temporal solitary waves in slab waveguides [133, 134], and 3-D “light bullets” [2, 135, 136]. Finally, high-speed operation implies the use of ultra-fast, non-resonant nonlinearity, such as the third-order Kerr nonlinearity responsible for nonlinear refraction which is automatically phase-matched over broad angular and spectral bandwidths, allowing the use of solitons confined within the volume of approximately $\lambda^3$ [133]. Because of the relatively small size of the instantaneous Kerr nonlinearity, and the slow response time of large, resonant nonlinearities, simultaneous achievement of the second and third characteristics is generally considered difficult and leads to a fundamental “power delay” product [137]. Nevertheless, since nonlinear effects depend on peak intensity, low energy ultrafast switching in Kerr media may be possible by using tightly-focused beams of short duration. The limit to this scaling may be placed by the higher-order effects in the wave equation necessary to describe the propagation of optical radiation with large spatial and temporal bandwidth, as derived in Chapter 3, but there is reason to believe that balancing within the linear and nonlinear hierarchy of higher-order terms may be possible such that stabilized propagation results.

6.1 (2+1)-D Spatio-Temporal Propagation and Stability

Before logic gates can be studied, the stability of the pump solitary wave needs to be investigated. As mentioned previously, the angular deflection gates work on the principle that the pump does not broaden spatially, or at least broadens at an effective angle that is less than the induced deflection angle. It is also important for cascadability that the pump at the output is not significantly broader than the signal at the input since the gate length is based on the confocal parameter of the signal; however, imaging optics can be used to match the output pump width to the appropriate signal input width. The stability of the pump is determined by propagation using the (2+1)-D scalar spatio-temporal nonlinear wave equation (c.f. equation 2.99 or the scalar reduction of equation 3.170):

\[
2ik_0 \frac{\partial A}{\partial z} + \frac{\partial^2 A}{\partial x^2} - k_0k_0'' \frac{\partial^2 A}{\partial T^2} - \frac{i}{3}k_0k_0''' \frac{\partial^3 A}{\partial T^3} - i\frac{k_0''}{k_0} \frac{\partial^3 A}{\partial T^3} + \frac{1}{12}k_0k_0''' \frac{\partial^4 A}{\partial T^4} + 2k_0^2 \frac{n_i}{n_o} |A|^2 A + 4ik_f n_K \left[ \frac{n_0}{c} - \frac{k_0}{2} \right] \frac{\partial |A|^2 A}{\partial T} + \frac{k_f}{2} \left( k_f + i \frac{2}{n_0} \left[ \frac{n_0}{c} - \frac{k_f}{2} \right] \frac{\partial}{\partial T} \right) \int_{0}^{\infty} R_K(\tau) |A(T-\tau)|^2 A d\tau + 2k_0^2 \frac{n_i}{n_o} |A|^4 A = 0,
\]

which is repeated here for convenience. An initial field envelope distribution is evolved by solving this equation using the split-step method as described in section 4.2.2.
It is expected that equation 6.1 does not possess stationary solutions because of the lack of compensation for the frequency down shifting caused by the Raman process, such as that provided by dispersive loss/gain [138]. Instead, the initial amplitude distributions in the simulations are the numerically-computed eigenmodes of the normalized (2+1)-D NLS equation with the total instantaneous cubic nonlinearity and the addition of the \( n_4 \) saturation term, as discussed in section 2.5. Note that there is reason to believe that approximate analytical solitary wave solutions to equation 6.1 exist in the absence of the Raman and quintic terms for restricted values of the material constants [139], for example when TOD < 0 (combined with space-time focusing) balances with shock [140]. In this thesis, the focus is instead on the ability of quintic saturation to maintain stability for more general situations.

Since the simulations are performed using real units and actual linear and nonlinear (except for the quintic nonlinear index) material parameters, the properties of fused silica, which is used as the example material in the simulations, are summarized. At \( \lambda_r = 1.55 \mu m \), the material constants for fused silica are: \( n_0 = 1.444 \), \( k_0^1 = 4.88 \) fs/\( \mu m \), \( k_0^2 = -0.0279 \) fs²/\( \mu m \), \( k_0^m = 0.151 \) fs³/\( \mu m \), \( k_0^p = -0.493 \) fs³/\( \mu m \), and \( n_2^f = 3.3 \times 10^{-16} \) cm²/W, from Appendix D. The linear properties were calculated using the Sellmeier coefficients of fused silica [30] ignoring the dispersive effects of the slab waveguide for simplicity; the full linear dispersion is used in the simulations. For these parameter values, \( n_0/e - k_0^1/2 = 2.38 \) fs/\( \mu m \), meaning that shock will occur on the trailing edge of the solitary wave [30]. Fused silica has relatively small AGDD at \( \lambda_r = 1.55 \mu m \), such that the scaling factor relating width to length \( \sqrt{|k_0^p|}/k_0^1 = 0.08 \ll 1 \). It is desirable to obtain a larger value so that the pulse duration will be longer for a given width (because of the scalings leading to equation 2.106, the pulse duration scales with the width as \( \tau = w_0/\sqrt{|k_0^p|} \)) to some extent reduce the effects of the higher-order, non-SVEA terms. In fact, it is because of this material scaling factor that the non-SVEA terms are more important than the non-paraxial terms. Larger AGDD can be obtained by properly tailoring waveguide dispersion [61] as recently demonstrated using an anti-resonant reflecting optical waveguide (ARROW) structure in AlGaAs for operation near 1.5 \( \mu m \) [37].

The parameters for the Raman response function were fit to values measured in fiber [141]: \( R_0 = 2.63 \times 10^{-12} \) cm²/W·ps², \( \gamma = 65.6 \) rad/ps, and \( \Omega_r = 89.0 \) rad/ps, leading to a peak in the Raman gain at 13.2 THz, as discussed in Appendix B. For propagation of the \( \sigma = 0.5 \) eigenmode of the cubic-quintic NLS equation with \( w_0 = 39.6 \mu m \), \( n_4^{\text{eff}} = -0.5n_2/l_0 = -2.5 \times 10^{-28} \) cm⁴/W² ~ 2300 \( n_2^0 \), where \( l_0 = 0.6n_0n_2^0|A_0|^2/2 \) is the peak intensity. The value of \( n_4^{\text{eff}} \) that might be obtained in fused silica can be estimated. Assuming that the third-harmonic cascaded contribution dominates the total intrinsic contribution given by \( n_4^2 - n_2^2/2n_0 \) and that \( n_2 \sim 3\gamma_{\text{linewidth}}/8n_0 \), the quintic index from equation 3.167 can be written

\[
\frac{n_4}{n_0^2} \approx \frac{2}{3n_0^2 - n_0^2(3\omega_0)} \approx \frac{1}{3n_0 - n_0(3\omega_0)}.
\]

(6.2)

Using the Sellmeier data, the refractive index at the third-harmonic wavelength \( \lambda_r/3 = 0.517 \mu m \) is \( n(3\omega_0) = 1.461 \), resulting in \( n_4^{\text{eff}} \approx -2.1 \times 10^{-30} \) cm⁴/W² = -20\( n_2^0 \), a factor of about 120 smaller than the value needed in the simulations to obtain \( \sigma = 0.5 \) for the present choice of the width parameter \( w_0 \). This simple estimate indicates that the value of \( n_4^{\text{eff}} \) necessary for stable solitary-wave propagation (as shown later) may not be obtainable in bulk fused silica; however, utilization of quasi-phase matching or three-photon resonance enhancement could substantially enhance the cascaded contribution. For example, a long period (~ 23.5 \( \mu m \)) index grating would provide the necessary phase matching to enhance \( n_4^{\text{asc}} \) by the requisite 2 orders of magnitude, but additional analysis may be necessary since this approaches the resonance condition for which equation 3.137 for the generation of the third-harmonic is not valid. In the case of resonant enhancement, the detrimental effects of three-photon absorption [142] on solitary wave propagation would need to be considered. Alternatively, the value of \( n_4^{\text{eff}} \) needed in the simulations can be reduced (because \( l_0 \approx 1/w_0^2 \)) by making \( w_0 \) smaller than the value of 39.6 \( \mu m \) used here (while maintaining \( \sigma = 0.5 \)), or by reducing \( \sigma \) itself, resulting in more broadening of the spatio-temporal wave. Decreasing \( w_0 \) to 3.6 \( \mu m \) with \( \sigma = 0.5 \) to obtain \( n_4^{\text{eff}} \) compatible with the estimate for fused silica results in a spatial FWHM of 3.7 \( \mu m \) and temporal FWHM of ~ 1.5 fs so that the temporal duration would be less than an optical cycle which is clearly outside the regime of validity of the derivation in Chapter 3. In combination, grating-assisted phase-matching with smaller \( w_0 \) could result in achieving the appropriate saturation condition without violating the assumptions under which the derivation of section 3 was performed. For comparison that the quintic index for PTS at \( \lambda_r = 1.6 \mu m \) is \( n_4^{\text{eff}} = -8.5 \times 10^{-22} \) cm⁴/W² ~ 176 \( n_2^0 \) [125], and for AlGaAs at sub-half bandgap \( n_4^{\text{eff}} = -5.0 \times 10^{-23} \) cm⁴/W² ~ 3500 \( n_2^0 \) (due to three-photon resonant enhancement [143]), which is more consistent with the simulation parameters.

In order to understand the simulation results of this section, a brief summary of the results of section 2.4.4 on the effects of the higher-order terms is presented. Positive third-order dispersion (TOD) produces oscillatory behavior on the temporal trailing edge, with slight delay of the peak in the reduced-time coordinate frame. When combined with AGDD, this oscillation damps and the peak advances [30] instead of delays. In the soliton regime when AGDD is balanced by self-phase modulation (SPM), positive TOD again causes delay of the peak with narrowing of the temporal profile. Fourth-order dispersion

\footnote{However, increasing the temporal duration with fixed spatial width also leads to increased solitary wave energy.}
of the same sign as group-delay dispersion (as it is here) will enhance the effect of GDD in the spectral wings, while the opposite sign would reduce the effect. Space-time focusing is the off-axis projection of the group velocity onto the direction of propagation [144] and describes the natural curvature of the energy front due to spatio-temporal diffraction. The shock term manifests itself as an intensity-dependent group velocity [30], with more intense portions of the envelope traveling slower than the less intense portions resulting in a steepening of the trailing edge. The shock is dissipated by dispersion because of spectral broadening occurring at the trailing edge. Raman scattering results in a continuous frequency downshift \(^2\) by providing gain at lower frequencies at the expense of higher frequencies. This effect is referred to as the soliton self-frequency shift [145]. In the AGDD regime, the downshifted frequencies travel with a slower group velocity thereby delaying the wave in the reduced time coordinates. For the chosen parameters, both higher-order nonlinear temporal terms contribute to delay relative to the mean group velocity \(v_g = 1/k_0\). A separate phenomenon not directly associated with the higher-order terms, but nevertheless responsible for important effects, is spatio-temporal coupling [146]. Spatio-temporal coupling is a property of multi-dimensional NLS propagation that links width and duration, such that a change in one produces a change in the other. In the AGDD and self-focusing regime, the width and duration can evolve in-phase.

Spatio-temporal propagation without quintic saturation is presented first. The results obtained are more indicative of materials such as fused silica where the quintic nonlinearity may not play much of a role for typical peak intensity levels. In the subsequent section, the results for propagation with the saturation term are presented with further discussions on the implications for using spatio-temporal solitary waves in optical switching. Materials for which these results might be indicative are AlGaAs [143] and PTS [147] due to their large, negative values of \(n_4\).

For all simulations, \(w_0 = 39.6 \mu \text{m} \) so that the unsaturated \(\sigma = 0\) eigenmode with peak normalized amplitude \(U_0 = 1.94\) and the saturated \(\sigma = 0.5\) eigenmode with \(U_0 = 1.0\), which would be used as pump spatio-temporal waves, have initial intensity full-widths at half-maximum (FWHM) spatial widths of 40.7 \(\mu \text{m}\) and corresponding temporal FWHM durations of 16.5 fs. The resulting total energies are about 6.0 \(\text{nJ}\) for the \(\sigma = 0\) wave and 11 \(\text{nJ}\) for the \(\sigma = 0.5\) wave, if confined by a 2 \(\mu \text{m}\) thick waveguide; these energies can be reduced by three orders-of-magnitude or more by using enhanced nonlinear materials such as AlGaAs [143] combined with tailored dispersion to achieve AGDD [37]. The propagation distance for the stability studies is set at 15 \(Z_p\), where \(Z_p\) is the confocal distance which is calculated numerically as twice the distance over which the initially transform-limited intensity profile broadens by a factor of \(\sqrt{2}\) in linear propagation. The simulations are performed with a 1024 by 1024 computational grid which extends from -1020 \(\mu \text{m}\) to 1020 \(\mu \text{m}\) in the spatial dimension and from -0.624 ps to 0.623 ps in the temporal dimension. In the spatio-temporal frequency domain, the grid extends from -1.57 \(\text{rad/}\mu \text{m}\) to 1.57 \(\text{rad/}\mu \text{m}\) in the spatial frequency dimension and from -2570 rad/ps (-409 THz) to 2580 rad/ps (411 THz) in the temporal frequency dimension. The grids in both domains are sub-sampled to 512 by 512 for the plots.

### 6.1.1 Propagation without Saturation

For comparison purposes, the linear propagation of the \(\sigma = 0\) eigenmode, obtained from the (2+1)-D cubic NLS equation (without saturation) is first examined. Under the paraxial and SVE approximations, the spatio-temporal wave broadens spatially from 40.7 \(\mu \text{m}\) to 431 \(\mu \text{m}\) (a factor of 10.6) and temporally from 16.5 fs to 174 fs (a factor of 10.5) after propagation over 15 \(Z_p\).

Here, the confocal distance \(Z_p = 0.451k_0w_0^2 = 4.17 \text{ mm}\). It is important to note that without the higher-order linear terms, the energy front (defined here as the position of the temporal centroid across the spatial profile) is stationary in the reduced time coordinate frame, as previously shown in Figure 4.5 over 7.5 \(Z_p\). Under SVEA, the energy front lies on a plane perpendicular to the direction of propagation, while the phase front has quadratic curvature. The non-SVEA space-time focusing term adds quadratic curvature to the energy front as well, while the addition of successive non-paraxial and non-SVEA non-paraxial terms (i.e. the space-time dispersion terms) correct the phase and energy fronts to lie on the perimeter of a circle instead of a parabola.

Figure 4.6 shows intensity contour plots of the \(\sigma = 0\) eigenmode in linear propagation over 7.5 \(Z_p\) using the full spatio-temporal phase given by equation 4.12. More detail about the spatio-temporal wave after linear propagation over 15 \(Z_p\) is shown in Figure 6.1. The dashed curve in the top figure denotes the position of the energy front across the spatial profile, which is indicated with the temporal centroid. An alternate, but numerically less robust, measure is the position of the peak of each temporal slice. After propagation, the solitary wave broadens by a factor of 10.5 (to 430 \(\mu \text{m}\)) and 10.3 (to 170 fs) in the spatial and temporal dimensions, respectively. The top and middle plots that the energy front is no longer flat. Due to the interaction between AGDD and positive TOD, bunching at the leading edge and tailing at the trailing edge is clearly seen in the top plot. As a result, the peak of the temporal profile at the center of the wave is advanced (by 16.3 fs) in reduced-time coordinates (while the temporal centroid is delayed by 7.6 fs).

The middle figure plots the energy front curve on a smaller scale, which indicates that the temporal positions in the wings are delayed relative to the center. This effect is the result of the curvature of the energy front due to space-time focusing, such

---

\(^2\)Continuous downshift only occurs for pulses that are not strongly chirped where the interacting frequencies overlap at the same positions under the envelope, which occurs for a temporal soliton; otherwise, causality would be violated.
Figure 6.1: Higher-order linear propagation of the $\sigma = 0$ eigenmode, of spatial FWHM 40.7 $\mu$m and temporal FWHM 16.5 fs. The dashed curve in the top frame marks the position of the temporal centroid across the spatial profile, which broadens to 430 $\mu$m FWHM. At $x = 0$, the central portion is delayed by 7.63 fs. The middle frame plots the temporal centroid on a smaller time scale and reveals a delay in the wings of 44.3 fs relative to the center. The bottom frame plots the frequency shift centroid across the spatial profile indicating that the wings are downshifted by 1.65 THz relative to the center.
that projection of the group velocity onto the axis of propagation becomes smaller for increasingly off-axis rays. Because of the temporal variation across the wave profile, there must be a corresponding local frequency shift. This is shown in the bottom figure, which plots the centroid frequency of the power spectrum in each temporal slice across the wave. The central portion of the wave is upshifted, which corresponds to advancement in the AGDD regime (and occurs for the temporal peak at the center, not the temporal centroid), while the wings are downshifted, which corresponds to delay. Diffraction of lower frequency components is greater than for higher frequency components, thus lower frequencies dominate the wings and high frequencies dominate the central portion. Note that, even though the calculation showed a nonzero frequency shift across the wave profile, the overall spatio-temporal power spectrum cannot change in linear propagation. The spectral phase is modified along temporal slices parallel (and spatial slices perpendicular) to the direction of propagation however, meaning that the wave is no longer transform limited.

The next question to address is whether a spatio-temporal solitary wave results under nonlinear propagation without quintic saturation. Figure 6.2 shows the result of this propagation. This simulation verifies that the higher-order terms (without saturation) prevent the collapse that would occur in multi-dimensional NLS propagation in the AGDD regime, but the simulation also shows that these terms do not stabilize, resulting instead in weak diffraction/dispersion. The broadening factors in this case are reduced considerably to 3.96 and 4.12, respectively, over linear propagation, also indicating that strict spatio-temporal coupling does not occur due to the symmetry breaking of the higher-order temporal terms. Collapse is prevented because the wave is initially strongly perturbed by the higher-order (mainly Raman) terms, but without saturation as a stabilization mechanism to oppose these perturbations, the tightly localized wave begins to spread.

The dashed curves in Figure 6.2 indicate the temporal position of the energy front across the spatial profile. The central portion of the wave is delayed 35.5 fs (temporal centroid), with a spectral downshift of 2.83 THz. The delay (and therefore downshift) is largely a result of the Raman and shock terms, but since AGDD and SPM approximately balance, it is expected that positive TOD is also a contributing factor. Since some of this delay is caused by nonlinear effects, the central portions of the wave are more strongly affected than the wings, thereby partially counteracting space-time focusing. The result is that the relative time delay of 19.3 fs between the wings and center is reduced over the relative delay of 44.3 fs of the linear case. Like space-time focusing, these are true spatio-temporal effects and have no analogs in purely temporal propagation, but it is clear that the linear propagation effects dominate. Now, because of the higher-order nonlinear terms (and the balancing of AGDD with SPM), the central portion is spectrally downshifted, and the difference in the downshift between the wings and center is 1.17 THz, rather than 1.65 THz as for linear propagation.

The overall temporal centroid of the spatio-temporal wave is delayed by 38.8 fs relative to the center of the reduced-time coordinate system. For this propagation distance, the time shift is not resolvable and therefore considered unimportant for optical switching applications. For cascaded logic gates, though, this shift can be important if the temporal broadening is slight, which is not the case here. Figure 6.3 plots the initial and final spatio-temporal frequency power spectrum, showing downshift and substantial reduction of both the spatial and temporal frequency content. The change in the power spectrum is caused by the nonlinear terms (since the linear terms only modify spectral phase), and the cause of the spectral reduction is discussed in the section on propagation with saturation. The overall temporal frequency downshift of 3.05 THz is not spectrally-resolvable and also has negligible consequences for optical switching.

A plot of the evolution of the spatial and temporal FWHM versus propagation distance is shown in Figure 6.4 for the cases with and without the Raman term, along with a comparison to linear propagation. In the absence of Raman scattering, the solitary wave begins to collapse, but this collapse is eventually arrested by the remaining higher-order terms. The minimum size of 21.4 μm and 7.57 fs is reached at a distance of 14.6 Z₀. During collapse, the effects of the higher-order linear terms and nonlinear SPM and optical shock become more important and their effective interaction lengths increase due to spatio-temporal confinement. As a result, these terms induce a larger (than with Raman) overall temporal delay of 47.8 fs, but slightly smaller overall temporal frequency downshift of 2.67 THz. Spectral broadening via SPM (i.e. four-wave mixing) is enhanced during the collapse process (the threshold for continuum generation is about the critical power for self-focusing [148]) such that the temporal frequency spectrum is broadened by a factor 1.17, versus narrowing by a factor 0.641 as in the case with Raman scattering. Figure 6.4 also shows that the presence of Raman scattering immediately prevents collapse, resulting in broadening of the solitary wave, thereby reducing the interaction length and the effects of the other higher-order terms.

For optical switching applications, a "solitary wave" need only be stable (i.e. maintain approximate width) over the length of the logic gate, which may be as short as 2 Z₀ for a properly optimized geometry as shown in the previous chapter, where Z₀ is the confocal distance of the initial signal, and Z₀ = 3.21 Z₀. It is clear from Figure 6.4 that non-saturated propagation without Raman scattering satisfies this criterion over the entire distance of the simulation. Unfortunately, Raman scattering is unavoidable in fused silica (and essentially all media except for monatomic vapors) such that the wave does not maintain a nearly stable form without saturation. Nevertheless, non-saturated propagation even with Raman scattering may sufficiently satisfy the criterion over short gate lengths as to be useful in the angular deflection switching geometries in which some amount of spatial broadening can be tolerated.
Figure 6.2: Propagation of the $\sigma = 0$ eigenmode including all of the higher-order terms except saturation. The spatio-temporal wave of initial transverse FWHM 40.7 $\mu$m and temporal FWHM 16.5 fs (top frame) broadens during propagation to 91.9 $\mu$m and 40.6 fs at 7.5 $Z_p$ (middle frame) and 161 $\mu$m and 67.9 fs at 15 $Z_p$ (bottom frame). The dashed curve in each frame marks the position of the temporal centroid across the spatial profile. At the end of propagation, the central portion of the wave (at $x = 0$) is delayed by 35.5 fs, and the wings are delayed by 19.3 fs relative to center. The contours are at -3 dB intervals relative to the peak intensity in each frame.
6.1.2 Propagation with Saturation

Stable propagation of the $\sigma = 0.5$ eigenmode, for which the peak intensity is one-half the "saturation" intensity, was verified in Figure 2.20 with the addition of just the quintic saturation term to the multi-dimensional NLS equation. Because the spatio-temporal wave is unchanged, it is designated as being a true solitary wave. The same stabilized solitary-wave behavior occurs in the fully 3-D case as well [2]. The confocal distance for this spatio-temporal wave $Z_p = 0.559k_0w_0^2 = 5.14$ mm. Due to the difference in shape, the $\sigma = 0.5$ eigenmode has a larger constant factor, and therefore, a slightly longer confocal distance than the $\sigma = 0$ eigenmode. The main goal of this section is to determine if stability is maintained under the influence of the remaining higher-order terms.

The propagation of the $\sigma = 0.5$ eigenmode with all of the higher-order terms is shown in Figure 6.5. It is clearly seen that spatio-temporal broadening occurs, but not to the extent that it occurs for propagation without saturation. Here, the broadening factors are just 1.46 and 1.81 respectively, with more broadening occurring in the temporal dimension because the relevant higher-order terms, except for saturation, depend on time, and because the downshift causes a slight increase in the effective AGDD at the new central frequency due to TOD and FOD, leading to a larger width to length scaling factor of about 0.1. Even though both the $\sigma = 0$ and $\sigma = 0.5$ spatio-temporal waves have the same initial FWHM, the saturated eigenmode is more strongly affected by the higher-order nonlinear terms because the initial peak intensity is more than a factor of 2 greater. In addition, since saturation tends to stabilize propagation as to maintain width, duration, and peak intensity, the spatio-temporal wave experiences the higher-order effects over much longer distance than for propagation without saturation.

As far as optical switching is concerned, there are two main effects that arise due to this enhanced interaction with the higher-order terms that need to be considered. The first is that the solitary wave in Figure 6.5 is delayed overall by 127 fs, or 7.7 times the initial duration. In cascaded switching operation, this delay can be compensated for by retiming subsequent inputs, but may affect operation if the solitary-wave amplitude is subject to fluctuation which would result in resolvable pulse-to-pulse delay variation at the input of the next gate. The second effect is the spectral downshift, as shown in Figure 6.6. The overall downshift of 10.5 THz is slightly less than resolvable, but may also lead to difficulties in cascaded operation. The difference in central frequency of two interacting solitary waves leads to a difference in group-velocity, which, in the absence
of temporal trapping, will reduce the interaction length and may result in lower contrast operation. Extensive study of the temporal trapping phenomenon has been performed for soliton interaction in fiber, where the difference in group velocity is due to birefringent [57, 59] or dispersive [63, 64] walkoff. To date, no such study has been performed in the multi-dimensional, spatio-temporal case, but it is expected that there is a similar maximum difference in group-velocity for which temporal trapping will result. Compensation for this dispersive walkoff based on waveguide dichroism will be used in section 6.3 for cascaded operation.

As for the simulations of the previous section, other spatio-temporal effects occur that may not affect optical switching, but are nonetheless worth discussion. As shown by the dashed curves in Figure 6.5, the curvature of the solitary wave energy front is opposite to that which would be caused by space-time focusing alone; now, the wings are advanced by 18.4 fs relative to the center. This is a result of the enhanced action of the nonlinear Raman and shock terms, which delay the center portion more than the wings and now overtake space-time focusing. The steepening of the trailing edge is clearly seen by the bunching of contour lines. In addition to the shock term producing an intensity-dependent group delay resulting in self-steepening, the Raman-induced self-frequency shift, also being intensity dependent, produces an additional self-steepening effect since the central portion will be downshifted the most and hence, due to AGDD, delayed more in the coordinate frame than the wings.

Figure 6.6 shows that the spatio-temporal frequency spectrum is reduced by a factor of 0.475 and 0.470 in the spatial and temporal frequency dimensions, respectively. Narrowing of the temporal frequency spectrum is a manifestation of the Raman gain process, which does not generate new frequencies, but amplifies existing red frequencies at the expense of existing blue frequencies, and results in temporal broadening of the solitary-wave profile. Due to space-time coupling [146], the spatial profile must broaden as well without significant phase curvature in order to maintain stabilized, nearly transform-limited, solitary-wave propagation. The continuous nature of the spectral downshifting is a result of four-wave mixing which constantly creates new frequencies, and can lead to downshifting by an amount greater than allowed by the initial spectral content, but this effect is slight due to the approximate balancing between SPM and GDD. Over the propagation distance of 15 $\lambda_p$, an initial spectral downshift of 10.5 THz would correspond to a time delay of 144 fs. Since the actual overall time delay is 127 fs, this simple analysis indicates that most of the downshift occurs over the first few $\lambda_p$ of propagation.

Performing the same simulation without the Raman term reveals that the solitary wave is nearly unchanged after propagating
Figure 6.5: Stabilized propagation of the $\sigma = 0.5$ eigenmode including all of the higher-order terms. The spatio-temporal wave of initial transverse FWHM 40.7 $\mu$m and temporal FWHM 16.5 fs (top frame) broadens during propagation to 58.9 $\mu$m and 27.9 fs at 7.5 $Z_p$ (middle frame) and 59.5 $\mu$m and 29.8 fs at 15 $Z_p$ (bottom frame). The dashed curve in each frame marks the position of the temporal centroid across the spatial profile. At the end of propagation, the central portion of the wave (at $x = 0$) is delayed by 131 fs, and the wings are advanced by 18.4 fs relative to center. The contours are at -3 dB intervals relative to the peak intensity in each frame.
15 $Z_p$, with final spatial FWHM 40.7 $\mu$m and temporal FWHM 16.1 fs, with overall time delay of 50.4 fs. The evolution of the FWHM versus propagation distance for the saturated eigenmode with and without Raman scattering is shown in Figure 6.7. These curves show that, without the Raman term, the solitary wave does not change significantly during propagation, and that with the Raman term, most of the broadening occurs in about the first 6 $Z_p$ of propagation, with nearly stable propagation occurring afterwards, where the solitary wave settles into a form that is much less strongly affected by Raman scattering. If this form were used as the initial condition instead of the $\sigma = 0.5$ eigenmode solution to the cubic-quintic NLS equation, then much less broadening would occur over the same propagation distance. Nevertheless, similar to the case without saturation, Raman scattering is the most detrimental effect to solitary wave propagation, but, in this case, saturation effectively stabilizes against the effects of the remaining higher-order terms. It is important to keep in mind that, even in the presence of all higher-order effects, the solitary wave does not diffract/disperse as quickly as propagation without saturation. Over a distance of 5 $Z_p$, the spatio-temporal wave without quintic saturation would spatially broaden by a factor of 1.77, while with saturation, the broadening factor is reduced considerably to just 1.39. The important point here is that for typical switching geometries based on spatial discrimination of the output state, the smaller the spatial broadening factor, the higher the contrast of the switching operation. Therefore, while quintic saturation (or some other stabilization mechanism) may not be absolutely necessary, it is clearly desirable for all-optical switching devices based upon spatio-temporal solitary waves.

The results of the simulations show that without quintic saturation, due to spatio-temporal broadening instigated mainly by Raman scattering, nonlinear spatio-temporal waves may be restricted in optical switching applications to gates of short lengths, while, with the stabilization provided by quintic saturation, the resultant solitary waves should be useful in much more general switching geometries in which the output of one switching stage is used as a control input to a subsequent stage. While spatial broadening is detrimental to solitary-wave based switching devices, the corresponding lengthening of the temporal duration can be beneficial by increasing the timing tolerance [3], thereby relaxing synchronization issues.

Finally, the results of this section lend insight into additional stabilization mechanisms, such as the balancing between the linear effects of negative TOD and space-time focusing, and the nonlinear effect of optical shock. Here, with AGDD balancing SPM, the linear terms will act to advance the center and delay the wings, while shock will predominantly delay the center,
Figure 6.7: Evolution of spatial and temporal FWHM with propagation distance for the saturated $\sigma = 0.5$ cubic-quintic eigenmode. The solid curves show the spatial (top) and temporal (bottom) FWHM for propagation with Raman scattering, and the dashed curves show the spatial (top) and temporal (bottom) FWHM without Raman scattering.

resulting in a flat energy front. This, along with the balancing between the non-paraxial linear and nonlinear terms obtained in equation 3.161 to flatten higher-order curvature of the phase front, may also explain the recent results based on direct simulation of Maxwell's equations [133] which demonstrated stabilized propagation of solitary waves with large angular (non-paraxial) and temporal bandwidths (non-slowly varying envelope), in the absence of the Raman and quintic nonlinearities.

6.2 2-D Spatio-Temporal Dragging Logic Gates

This section considers the vectorial interaction between two solitary waves for use in single-stage optical logic. The results of this section will identify appropriate operating parameters for use in the inverter and 2-NOR cascading studies in section 6.3. Based on the results of Chapter 5 and the long simulation times in (2+1)-D, only the dragging interaction is considered, for which the best performance is expected. The geometry of this spatial dragging interaction between spatio-temporal solitary waves is illustrated in Figure 1.20. In addition, because of the long gate lengths (which are about 4 to 5 times longer than the 1-D soliton gates), which result from the large spatial width to length scaling imposed by the small AGDD coefficient of fused silica, linear absorption is neglected. Note, however, that the product of peak intensity and total propagation distance is small enough that two-photon absorption becomes a negligible effect according to equation 5.40, which serves as a good estimate for the 2-D case. The gate lengths can be reduced considerably either by using materials with larger AGDD coefficients or by tailoring the waveguide dispersion properties for which the spatial width can be decreased without affecting temporal duration, in which case linear absorption would no longer be a dominant effect.

The extension of the scalar equation to include nonlinear coupling with the orthogonal linear polarization results in (c.f. equation 4.47)

$$
2iko \frac{\partial A_x}{\partial z} + \frac{\partial^2 A_x}{\partial x^2} - k_0 k'_0 \frac{\partial^2 A_x}{\partial T^2} - i k_0 k''_0 \frac{\partial^3 A_x}{\partial T^3} - i k'_0 \frac{\partial^3 A_x}{\partial T \partial x^2} + \frac{1}{12} k_0 k''_0 \frac{\partial^4 A_x}{\partial T^4} + 2k'_0 \frac{n_K}{n_0} \left[ |A_x|^2 + 2 \Delta_K |A_y|^2 \right] A_x
$$

(6.3)
where all phase-dependent nonlinear couplings have been neglected due to waveguide birefringence as justified in Appendix D. The third-order nonlinear terms in equation 6.3 now include vectorial coupling with the orthogonal, transverse field, with Kerr cross-phase modulation coefficient $2\Delta K$, where $\Delta K = 1/3$ for linear polarizations for isotropic media under Kleinman symmetry. Optical shock now has vectorial contributions as well, and the Raman cross-coupling coefficients $\Delta R = \gamma R = 1/3$. The effective quintic nonlinear index $n_5^{\text{eff}}$ consists of three distinct contributions as discussed previously. Because of the additional contributions, the quintic cross-phase modulation coefficients are not in general equal to the intrinsic coefficients due to the symmetry properties of the $\chi^{(5)}$ tensor, but it is presently assumed that this difference is small and the intrinsic values are used.

The previous section studied the propagation of the $\sigma = 0.5$ cubic-quintic eigenmode and showed that stabilized propagation occurred. In this section, the $\sigma = 0.0625$ and the $\sigma = 0.5$ eigenmodes are used in the simulation of the dragging interaction between orthogonally-polarized, initially overlapping solitary waves with slightly different directions of propagation. Two cases are considered in which the $\sigma = 0.0625$ eigenmode is used as both the signal and pump and corresponds to $r = 1.0$, and the $r = 1.7$ case in which the $\sigma = 0.0625$ eigenmode is used as the signal and the $\sigma = 0.5$ eigenmode is used as the pump. In both cases, the gate length is based on the confocal distance of the signal for which $Z_0 = 1.80k_0w_0^2 = 1.65$ cm when $w_0 = 39.6$ $\mu$m. The signal spatio-temporal wave has initial intensity spatial FWHM of 81.8 $\mu$m and temporal FWHM of 33.1 fs, and total energy of 6.37 nJ for a 2 $\mu$m thick waveguide.

As for the sech()-shaped 1-D spatial solitons, the normalized interaction angle for the spatio-temporal eigenmodes needs to be defined. Generalizing the results of section 5.1.1,

$$\delta k_x = \pi \kappa \left[ \frac{c_s}{w_0} + \frac{c_p}{w_p} \right], \tag{6.4}$$

where $\delta k_x = 2\pi \sin \theta / \lambda$ is the transverse wavenumber of the signal, $\theta$ is the relative propagation angle between the signal and pump, $\lambda$ is the material wavelength, $c_s = 0.119$ and $w_0 = 39.6$ $\mu$m for the $\sigma = 0.0625$ eigenmode, and $c_p = 0.301$ and $w_p = w_0$ for the $\sigma = 0.5$ eigenmode. The constants are defined such that $\delta k_x = 2\pi c_s / w_0$ corresponds to the spatial frequency FWHM (and therefore $\sin \Delta \theta = c_s \lambda / w_0$ defines the angular FWHM) of the signal, for example, and are determined numerically. The simulations are performed with a 512 by 1024 computational grid which extends from -427 $\mu$m to 851 $\mu$m in the spatial dimension and from -0.520 ps to 1.04 ps in the temporal dimension. In the spatio-temporal frequency domain, the grid extends from -1.26 rad/$\mu$m to 1.25 rad/$\mu$m in the spatial frequency dimension and from -2050 rad/ps (-326 THz) to 2060 rad/ps (328 THz) in the temporal frequency dimension.

The first group of logic gates considered is based on the $r = 1$ dragging interaction with gate lengths up to 10 $Z_0$. Before the logic gates themselves can be studied, the stability of the $\sigma = 0.0625$ eigenmode needs to be determined. Figure 6.8 shows the result of propagation of the $\sigma = 0.0625$ pump over 10 $Z_0$. For propagation distances of 5 $Z_0$ and 10 $Z_0$, the spatial broadening factors are 1.34 and 1.89, respectively. The plot at the bottom of the figure shows the spatial FWHM as a function of propagation distance, where the spatial broadening is due the combination of intra-pulse Raman scattering (leading to temporal broadening) and spatio-temporal coupling, as described in the previous section.

Because of the spatial broadening, the output aperture size must be based on the spatial width of the pump at the output. The aperture size as a function of distance is set to 2.4 times the spatial FWHM; therefore, for a gate length of 5 $Z_0$, the aperture size is 264 $\mu$m, and 372 $\mu$m at gate length 10 $Z_0$. This choice of aperture size allows approximately 95% of the pump energy to pass. The throughput of the gate for the undeviated pump is also a function of the Raman downshift, which reduces the energy by converting high frequency photons into low frequency photons. In the case of the $\sigma = 0.0625$ pump, the Raman downshift of 1.90 THz over 10 $Z_0$ is relatively small and the energy of the spatio-temporal wave drops from 6.37 nJ to 6.30 nJ.

The variation of threshold contrast with normalized angle and gate length is shown in Figure 6.9. There is a small region in the operating space within which the threshold contrast exceeds the minimum desired value of 10. A value of the normalized interaction angle $\kappa = 1.2$ is nearly optimal for all gate lengths, and leads to a minimum gate length of about 6.2 $Z_0$. Based on
Figure 6.8: Propagation of the $\sigma = 0.0625$ eigenmode over 10 $Z_0$. The contour plots show the spatio-temporal profile at the beginning and end of propagation, while the bottom plot shows the evolution of the spatial FWHM with distance. The spatio-temporal wave broadens spatially from 81.8 $\mu$m at the input to 110 $\mu$m at 5 $Z_0$ and 155 $\mu$m at 10 $Z_0$, and is delayed by 51.1 fs at the output.
Figure 6.9: Threshold contrast contours versus normalized interaction angle $\kappa$ and gate length for the $r = 1$ spatio-temporal dragging gate. The minimum gate length satisfying the criterion of threshold contrast $\geq 10$ is about 6.2 $Z_0$, and the contours are spaced by 5 dB, with the decade contours labeled. The optimal value of the normalized angle is $\kappa \approx 1.2$.

these results, it is expected that the $r = 1$ spatio-temporal dragging gate can provide large-signal gains of $G \geq 1$ for gate lengths greater than $d = 6.2$.

Figure 6.10 shows the spatial dragging interaction between the signal and pump for a normalized interaction angle $\kappa = 1.2$ and gate length of 10 $Z_0$. In the first frame, the signal and pump overlap in space and time, with the signal propagating to the right. The second frame (at 5 $Z_0$) shows that the signal and pump have formed a bound orbiting pair (indicated by the relative displacement of the centers), with some dispersive radiation escaping the bound potential wells, so that the waves are no longer strictly exponentially localized. The most important point to note from the figure is that sufficient transverse momentum is transferred to the pump during the interaction that very large deflection occurs, such that the -3 dB (at 5 $Z_0$) and -15 dB (at 10 $Z_0$) contours of the pump lie outside the boundaries of the respective apertures. The threshold contrast metric is 4.39 at 5 $Z_0$, and 14.5 at 10 $Z_0$.

In addition to the mutual attraction which is responsible for dragging, vectorial nonlinear coupling gives rise to other phenomena as well. Due to cross-focusing, broadening of the pump is reduced considerably when trapped with the signal when compared to propagation alone, with broadening factors of 1.12 and 1.22 at 5 $Z_0$ and 10 $Z_0$, respectively. Because of cross-shock and cross-Raman effects, the temporal delay and spectral downshift increase. All of these effects act nearly symmetrically on the two waves as shown in the figure because the $r = 1$ pump and signal are identical, except for the fact that the signal is initially propagating at an angle to the propagation axis such that slight off-axis effects such as space-time dispersion manifest themselves.

Figure 6.11 shows the input-output relation for the $r = 1$ spatio-temporal dragging gate of length 10 $Z_0$, using $\kappa = 1.2$. Each data point is obtained by calculating the energy of the pump that exits the output aperture as a function of input signal energy. The amplitude of the $\sigma = 0.0625$ signal spatio-temporal wave is multiplied by a constant ranging from 0 to 1.0 (as given by the horizontal axis), in intervals of 0.05. Adjacent calculated data points are averaged to halve the sampling interval in order to increase the placement accuracy of the valid operating regions and the operating points. The most important feature illustrated in the figure is the region of small-signal gain (of about 1.9 at the threshold input level of 0.57) surrounded by saturated levels. These properties give rise to a large-signal gain of 1.05, which is expected to provide a lower bound on the fanout that this gate can achieve in cascaded operation.
Figure 6.10: The spatial dragging interaction between $\sigma = 0.0625$ fundamental spatio-temporal pump (solid curves) and signal (dotted curves) eigenmodes. The normalized interaction angle $\kappa = 1.2$ and the output aperture width is 264 $\mu$m at $5 Z_0$ and 372 $\mu$m at $10 Z_0$, indicated by the dashed vertical lines. The threshold contrast is 14.5 for a gate length of $10 Z_0$, and the contours are spaced by 3 dB.
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Figure 6.11: Transfer function for the $r = 1$ spatio-temporal dragging gate of length 10 $Z_0$, with $\kappa = 1.2$. The threshold contrast is $\tau = 14.5$, and the gate provides large signal gain of $G = 1.05$ with $NM_L = 0.38$ and $NM_H = 0.09$. The high noise margin represents 10% deviation about $I_H$, and the filled diamonds denote the operating points and threshold.

An additional aspect of the transfer curve of Figure 6.11 worth discussion is that the output level rises above the minimum at the higher input levels. This rise is the result of slight breakup of the pump under symmetric conditions (i.e. unity input level), as illustrated in Figure 6.10. The main effect on gate operation is the reduction of the single-sided noise margin for positive variations about $I_H$, which is typically assumed to be much larger than the quoted $NM_H$, which represents the noise margin for negative variations about $I_I$. For this transfer function, the positive noise margin remains greater than $NM_H$, because $I_H = 0.89$ and the region of less than unity small-signal gain extends from input levels of 0.8 to more than 1.0. Therefore, the noise performance of this gate is not degraded.

As shown in section 5.4 in the case of 1-D spatial soliton dragging gates, greater large-signal gain is obtained for larger values of $r$. This trend continues with the spatio-temporal gates as well, as shown by considering the $r = 1.7$ dragging gate. Figure 6.12 shows the propagation of the $\sigma = 0.5$ pump over 10 $Z_0$. For gate lengths of 5 $Z_0$ and 10 $Z_0$, the spatial broadening factors are 1.49 and 2.08, respectively, which are considerably greater than for the $\sigma = 0.0625$ pump, and indicate the stronger influence of Raman scattering on the $\sigma = 0.5$ pump due to increased peak intensity and reduced temporal duration. The plot at the bottom of the figure displays the spatial FWHM as a function of propagation distance, which shows that the most rapid broadening occurs at the beginning of propagation, followed by a plateau, then gradual broadening after about 4.5 $Z_0$. Note that this plot corresponds exactly to that of Figure 6.7, given that $Z_0 = 3.21 Z_p$. Between about 2 $Z_0$ and 4.5 $Z_0$, very little broadening occurs, and the leverage of non-diffracting angular deflection is maximized. Beyond this region, in order for the normalized spatial shift to increase resulting in an increase in threshold contrast, the deflection angle must be greater than the angle of effective broadening.

As before, the aperture size as a function of distance is set to 2.4 times the spatial FWHM; therefore, for a gate length of 5 $Z_0$, the aperture size is 145 $\mu$m, and 204 $\mu$m for gate length of 10 $Z_0$. The maximum output energy ratio, or maximum output level, defined as the ratio of the undeflected pump energy exiting the aperture to the fundamental signal eigenmode energy, is a function of aperture size, up to the limit that 100% of the pump energy before the aperture passes through. Because of the
Figure 6.12: Propagation of the $\sigma = 0.5$ pump eigenmode over 10 $Z_0$. The contour plots show the spatio-temporal profile at the beginning and end of propagation, while the bottom plot shows the evolution of the spatial FWHM with distance. The spatio-temporal wave broadens spatially from 40.7 $\mu$m at the input to 60.6 $\mu$m at 5 $Z_0$ and 84.8 $\mu$m at 10 $Z_0$, and is delayed by 391 fs at the output.
Raman downshift, the solitary wave loses energy, but not photon number. In the case of the $\sigma = 0.5$ pump, the Raman downshift of 11.0 THz and 14.4 THz over $5Z_0$ and $10Z_0$, respectively, leads to a reduction in energy of the spatio-temporal wave from 10.9 nJ to 10.3 nJ and 10.0 nJ. This optical energy loss may excite optical phonon vibrational modes that can lead to thermal loading of the waveguide even without linear or nonlinear absorption. A smaller aperture size means that a smaller deflection angle for a given gate length is needed to obtain high contrast, but also reduces the maximum output level. The present choice of aperture size allows about 93% of the pump energy to pass. As a result, when using the $\sigma = 0.0625$ signal as the energy reference, the maximum normalized output level is 1.50 at $5Z_0$ and 1.45 at $10Z_0$, considerable reductions over the energy ratio of the initial eigenmodes of 1.71.

The variation of threshold contrast with gate length and normalized interaction angle is plotted in Figure 6.13 for the $r = 1.7$ dragging gate. As expected, this interaction produces a much wider range of valid logic gates, with minimum gate length of about $3.5Z_0$ for $\kappa \approx 0.9$. Greater large-signal gain than $r = 1.7$ is expected for the gates that lie within the regions of threshold contrast $> 10$. Because fanouts of 2 or more are desired, attention will be focused on the $r = 1.7$ dragging gate of lengths $5Z_0$ or greater, with $\kappa = 1.05$. These gates all lie within the region of threshold contrast $> 31.6$, as shown. Complete trapping between the signal and pump occurs for about $\kappa = 0.65$ or less, while dragging occurs for larger angles; therefore, the optimum interaction angle is well within the dragging regime. The figure also shows that high threshold contrast (greater than 10) can be achieved over a large variation of angle, indicating that operation of the spatial dragging gate is relatively insensitive to variations in angle about the optimum value and that critical tolerancing is not required.

Figure 6.14 shows the $r = 1.7$ spatial dragging interaction between the signal and pump for a normalized interaction angle $\kappa = 1.05$ and gate length of $10Z_0$. In the first frame, the signal and pump overlap in space and time, with the signal propagating to the right. The second frame (at $5Z_0$) shows that the signal is split into two parts - one that traps with the pump (i.e. the "shadow" [71]), and a dispersive wave that escapes the potential well of the pump. Due to cross-focusing, the trapped portion of the signal also narrows, and is spectrally downshifted in order to equalize group velocity with the pump. Cross-Raman scattering (due to the second Raman term with coefficient $\Delta g$ in equation 6.3) causes additional downshift of the pump as well because of the increased overall intensity in the regions of overlap. In interaction with the signal, the pump delay increases to 144 fs at $5Z_0$ and 415 fs at $10Z_0$. This additional timing shift is not detrimental to gate operation though, since the dragged
Figure 6.14: The $r = 1.7$ spatial dragging interaction between $\sigma = 0.5$ fundamental spatio-temporal pump (solid curves) and $\sigma = 0.0625$ signal (dotted curves) eigenmodes. The normalized interaction angle $\kappa = 1.05$ and the output aperture width is $146 \, \mu \text{m}$ at $5 \, Z_0$ and $204 \, \mu \text{m} 10 \, Z_0$, indicated by the dashed vertical lines. The threshold contrast is 33.6 and 68.9 for gate lengths of $5 \, Z_0$ and $10 \, Z_0$, respectively, and the contours are spaced by 3 dB.
pump is always discarded and never passed on to subsequent stages.

Again, the most important feature from the figure (middle and last frames) is that sufficient transverse momentum is transferred to the pump during the interaction that very large deflection occurs. The threshold contrast metric is 33.6 at $5Z_0$, and 68.9 at $10Z_0$, indicating that large-signal gains of at least 1.50 and 1.45, respectively, should be obtainable at each gate length. At $5Z_0$, the center of the pump solitary wave is well to the right-hand side of the aperture. Beyond the point at which the center of the pump reaches the aperture boundary, because the wave is localized, the threshold metric increases with distance. As a result, the differential change in threshold contrast with gate length can be very large. However, because of spatial broadening of the pump, the aperture size also increases with distance, but large differential change can still be obtained when the deflection angle is greater than the broadening rate, as it is here.

Figure 6.15 shows the transfer function for the $r = 1.7$ spatio-temporal dragging gate of length $8Z_0$. This gate length is used for the cascaded studies of the next section. Over this distance, the pump alone spatially broadens to $75.1 \mu m$, and the output aperture width is $180 \mu m$. As before, adjacent data points from the simulation are averaged to halve the sampling interval. This transfer function also possesses a region of small-signal gain (of 3.5) surrounded by saturated levels. The large-signal gain for this gate is $2.05$ with $10\%$ single-sided noise margin about $I_H$, and is expected to provide a lower bound on the fanout that this gate can achieve in cascaded operation.

Based on the transfer function for each gate length, large-signal gain as a function of gate length is plotted in Figure 6.16. The value for large-signal gain was maximized with the constraint that the single-sided noise margin about $I_H$ is at least $9\%$. The large-signal gain increases with gate length, but not as quickly as might be expected due to the widening of the aperture with distance. For gate lengths greater than about $7.7Z_0$, large-signal gains of 2 or greater are obtained. However, over longer gate lengths, the Raman downshift of the pump increases. It is shown in the next section that this downshift is detrimental to cascaded operation, so longer gates will present more difficulties in this capacity. This is why a gate length of $8Z_0$ is chosen which is close to the minimum for which large-signal gain of 2 is obtained.
Figure 6.16: Calculated large-signal gain as a function of gate length for the $r = 1.7$ spatio-temporal dragging gate. For each gate length, the stable operating point $l_H$ (which determines the large-signal gain) is chosen to allow for a single-sided noise margin of approximately 9%. Here, the normalized interaction angle $\kappa = 1.05$.

The next section considers the cascaded operation of the $r = 1.7$ spatio-temporal dragging gate of length $8 \, Z_0$. It is expected from the present results that fanouts of 2 or greater can be obtained with reasonable noise margin.

6.3 Cascaded Spatio-Temporal Dragging Logic Gates

As before, cascaded operation is obtained by taking the pump output of one gate and feeding it into the signal input (ring-oscillator, Figure 5.31) or pump input (multi-input NOR, Figure 5.35) of a subsequent gate. The main issue to deal with in the spatio-temporal case is the strong Raman downshift of the pump. When cascaded to a subsequent stage, there will be a relative downshift, and hence relative group delay, between the signal and pump, leading to temporal walkoff. As originally shown for temporal solitons in fiber [57], two solitons propagating at different group velocities can trap each other and propagate at the weighted mean group velocity. This is the basis for the temporal soliton trapping and dragging logic gates. Temporal dragging/trapping assists in the present situation as well by reducing, or even eliminating, temporal walkoff, but it also reduces the effectiveness of spatial dragging/trapping, leading to reduced spatial shift.

The solution to the temporal walkoff problem is to utilize waveguide birefringence to equalize the initial group velocities of the signal and pump spatio-temporal waves. After propagation over $8 \, Z_0$, the pump is downshifted by approximately $\Delta \omega = -13 \, \text{THz}$. The change in group delay, evaluated by the expression

$$\Delta \kappa' = \Delta \omega k''_0 + \frac{1}{2} \Delta \omega^2 k'''_0 + \frac{1}{6} \Delta \omega^3 k''''_0,$$

is then $\Delta \kappa' = 2.8 \, \text{fs/mm}$ for the fused silica dispersion parameters. Appendix D shows how to achieve this value of differential group delay between the fundamental orthogonal modes using glass waveguide parameters.
An additional effect that needs to be considered is due to the cross-Raman coupling [3, 149]. In the case of the inverter or the first stage of the 2-NOR, the cascaded signal will be downshifted by $\sim 13$ THz relative to the fresh pump. This downshift nearly corresponds to the peak of the Raman gain. As a result, energy (photons) will be transferred from the pump to the signal through the cross-Raman gain process (described by the third Raman term of equation 6.3, with coefficient $\gamma_3$), effectively increasing the threshold contrast, but also increasing the broadening of the pump. The transfer of energy to the signal is also expected to enhance dragging of the pump. Note that these effects are strongest when the group velocities of the pump and signal are equal and when the initial interaction angle is small. Therefore, the optimal interaction angle $\kappa = 1.05$ used in the previous section may no longer be optimal for the cascaded gates.

The following sections discuss the simulation results for two cascaded inverters and for an inverter cascaded into a 2-NOR gate. In each case, fanout and noise margin are calculated, where the effects of Raman scattering are found to be the main limiting factor to the available fanout.

### 6.3.1 Ring Oscillator Configuration

Due to the long computation time, only a single cascaded inverter driven by the $r = 1.7$ spatio-temporal inverter is considered. As shown in section 5.4, nearly complete logic level restoration is obtained after the first cascaded device, so the second cascaded device need not be considered.

Because of the strong Raman downshift of the pump in the first inverter, the signal in the second inverter will be downshifted (by about 13 THz for gate length of $8 \, Z_0$) relative to the clean pump. As mentioned previously, this gives rise to two effects. The first is that there will be a difference in group velocities between the interacting waves. The second is that energy will be initially transferred from the (non-downshifted) pump to the (downshifted) signal.

The first effect is countered by equalizing group velocities using the fact that the dispersion properties of the waveguide depend on polarization state, so that the signal propagates in the polarization with the faster group velocity (smaller group delay). The pump still downshifts during propagation, so the net result might be expected to be operation similar to the situation in the beginning of this section in which neither the signal nor pump is initially downshifted. However, the second effect of energy exchange (in addition to asymmetric clipping of the cascaded signal due to the output aperture of the first inverter), alters this expected operation. Like the absorption processes studied in section 5.3, energy transfer from the pump causes additional spatial broadening to occur. This additional broadening means that greater angular deviation is necessary to achieve a resolvable spatial shift (or that reduced spatial shift occurs for the same angular deviation). Unlike the cases studied in section 5.3, the broadening here in non-adiabatic, such that dispersive radiation is generated as the solitary wave reforms, an effect that more than compensates for the fact that less energy is available in the pump to exit the aperture.

The interaction between the pump and downshifted signal over $8 \, Z_0$ is shown in Figure 6.17. Here, the signal originates from the pump output of a previous gate of length $8 \, Z_0$ (with no signal input) divided by the fanout factor of $F = 1.5$, resulting in a maximum cascaded input level of 6.22 nJ (or 0.976 in terms of the normalized levels). The interaction angle has been reduced to $\kappa = 0.9$, which was determined through numerical optimization to provide the greatest threshold contrast. During the interaction, the pump energy drops considerably from 10.9 nJ to 7.25 nJ due to energy transfer to the signal, and spatially broadens to 76.5 $\mu$m, slightly larger than the broadening to 75.1 $\mu$m that would occur for the pump propagating alone over the same distance. Note that, for comparison, during interaction with the $\sigma = 0.0625$ eigenmode in the first inverter stage, the pump narrows at $8 \, Z_0$ to 72.6 $\mu$m spatial FWHM due to cross-focusing with the trapped signal, an effect that increases the effective spatial displacement. As a result of the broadening (and dispersive wave generation) due to rapid energy depletion in the second stage, which overcomes the increase in contrast due to pump energy loss, the threshold contrast (relative to the original $\sigma = 0.0625$ signal eigenmode) drops to 38.6, compared with $\tau = 49.1$ for the first-stage interaction with the full 6.37 nJ, non-downshifted $\sigma = 0.0625$ eigenmode.

The transfer curves for this cascaded inverter configuration are shown in Figure 6.18. Only a fanout of 1.5 can be obtained with adequate noise margin. It should be mentioned that fanout is weakly dependent on gate length in this spatio-temporal case because of the widening of the output aperture to follow the spatial broadening of the pump with no signal input. The fanout factor $F$ is less than the large-signal gain of 2.05 (for the $8 \, Z_0$ gate length) expected from the transfer curve of the first gate, and is mainly the result of the spatial broadening and dispersive wave generation due to the Raman-induced energy exchange mentioned earlier.

As before in the 1-D spatial soliton case, complete logic-level restoration is obtained at the output of the second inverter, because the pump output is simply an amplitude-scaled version of the cascaded signal input, with the same spatial and temporal FWHM, and same downshift. In order to maintain these properties throughout an entire system, the 2-NOR gate must be of total gate length $8 \, Z_0$ as well, otherwise, the physical parameters of the undeviated pump output (aside from the amplitude) would not be consistent with the standardized signal inputs to the inverter or 2-NOR gates, which are based on the output of an $8 \, Z_0$ long gate.
Figure 6.17: The spatial dragging interaction between $\sigma = 0.5$ fundamental spatio-temporal pump (solid curves) and cascaded signal (dotted curves). During the interaction, the pump broadens spatially from 40.7 $\mu$m to 76.5 $\mu$m, and is reduced in energy from 10.9 nJ to 7.25 nJ, while the signal energy increases from 6.22 nJ to 8.21 nJ (with some unaccounted energy that is absorbed at the computational boundaries). The normalized interaction angle $\kappa = 0.9$ and the output aperture width is 180 $\mu$m at 8 $Z_0$, indicated by the dashed vertical lines. The threshold contrast is 38.6 and the contours are spaced in 3 dB intervals.
Figure 6.18: Transfer functions for cascaded $r = 1.7$ spatio-temporal dragging gates of length $8 \ Z_0$, with $\kappa = 1.05$ for the first gate and $\kappa = 0.90$ for the second gate. The threshold contrast for the second inverter is $\tau = 38.6$, and the inverters provide fanout of 1.5 with $NM_L = 0.62$ and $NM_H = 0.05$. The high noise margin represents 4.7% deviation about $I_H$, and the filled diamonds denote the operating points and threshold.
The detrimental effect of Raman scattering on gate operation can be proven most conclusively by considering the fanout for the cascaded inverters using smaller Raman nonlinearity. The Raman nonlinear coefficient $R_0 = 2.63 \times 10^{-12}$ cm$^2$/W·ps$^2$ for fused silica is reduced by a factor of 3.16 to $R_0 = 8.32 \times 10^{-13}$ cm$^2$/W·ps$^2$. Using this value, the contribution of the Raman nonlinearity to the total nonlinearity, which becomes 5.5% (with fixed total instantaneous $n_2$) rather than about 18% for fused silica [150], is more consistent with the ratio for AlGaAs. Reducing the Raman nonlinearity has two effects: the self-induced broadening of the pump is reduced (leading to smaller aperture), and the spectral downshift decreases. The first effect is shown clearly in Figure 6.19 for pump propagation over 10 $Z_0$. Now, the spatial broadening of the pump is significantly reduced, with broadening factor 1.34 at 10 $Z_0$, rather than 2.08 as in the previous case. For the gate length of 8 $Z_0$ used for the calculation of the transfer functions, the spatial broadening is from 40.7 $\mu$m to 51.4 $\mu$m, a factor of 1.26, leading to an output aperture width of 123 $\mu$m (versus 180 $\mu$m).

At 8 $Z_0$, the spectral downshift of the pump is about 11 THz, leading to a differential group delay of 2.3 fs/mm. The spectral downshift now has about equal contributions from the Raman nonlinearity and the remaining higher-order terms of optical shock and the interplay between positive TOD and SPM. The most important point is that the downshift is now below the peak of the Raman gain, which in addition to the reduction of the Raman nonlinearity, reduces the energy transfer from the pump to the signal for cascaded gates, such that additional broadening of the pump and dispersive wave generation during interaction is greatly reduced.
Figure 6.20: The spatial dragging interaction between $\sigma = 0.5$ fundamental spatio-temporal pump (solid curves) and cascaded signal (dotted curves) with reduced Raman nonlinearity. During the interaction, the pump broadens spatially from 40.7 $\mu$m to 49.4 $\mu$m, and is reduced in energy from 10.9 nJ to 9.32 nJ. The normalized interaction angle $\kappa = 0.95$ and the output aperture width is 123 $\mu$m at $8 Z_0$, indicated by the dashed vertical lines. The threshold contrast is 236 and the contours are spaced in 3 dB intervals.

The interaction between the pump and downshifted signal, which comes from the full pump output of a previous gate of length 8 $Z_0$ divided by the fanout factor of 2.5, is shown in Figure 6.20. During the interaction, the pump energy drops from 10.9 nJ to 9.32 nJ due to energy transfer to the signal, and spatially broadens to 49.4 $\mu$m, slightly less than the broadening to 51.4 $\mu$m that would occur for the pump propagating alone over the same distance. The reduction in broadening is the result of cross-focusing and increases the effective normalized spatial displacement for a fixed deflection angle. The threshold contrast in this case is $\tau = 236$, which is significantly higher than obtained for the situation of Figure 6.17 with larger proportion of Raman nonlinearity.

In addition to reduced broadening, the reason for the large increase in threshold contrast is that the pump remains exponentially localized down to the -36 dB contour with very little generation of dispersive radiation. For comparison, in the case with larger Raman nonlinearity, the pump remains exponentially localized only within the -24 dB contour. This generation of dispersive radiation is due to the rapid (non-adiabatic) attenuation of the pump such that dispersive energy is shed as the spatio-temporal wave reforms, and is shown in the top plot of Figure 6.21. Most of this dispersive energy propagates on the aperture side of the pump, thereby leading to reduced contrast, because overlap (and hence trapping) with the signal is minimized on that side.

The cascaded transfer functions for the reduced Raman nonlinearity case are plotted in Figure 6.22. Here, a fanout of 2.5
Figure 6.21: Comparison of spatio-temporal pump output intensity profiles for the cascaded $r = 1.7$ inverter gates of length $8Z_0$ with normal (top) and reduced (bottom) Raman nonlinearity. The first intensity contour (thick linestyle) is at -3 dB relative to each peak, while subsequent contours are spaced by 6 dB, with the last contour being -33 dB relative to the peak. Note that the fanout of the driving gate is different in each case, where $F = 1.5$ (top) and $F = 2.5$ (bottom).
Figure 6.22: Transfer functions for cascaded $r = 1.7$ spatio-temporal dragging gates of length $8 \, Z_0$ with reduced Raman nonlinearity, with $\kappa = 1.05$ for the first gate and $\kappa = 0.95$ for the second gate. The threshold contrast for the second inverter is $\tau = 236$, and the inverters provide fanout of 2.5 with $NM_L = 0.23$ and $NM_H = 0.05$. The high noise margin represents 8.9% deviation about $I_H$, and the filled diamonds denote the operating points and threshold.
is obtained with large noise margin representing 9% single-sided deviation about the high operating input level \( I_H \). The most notable differences between these transfer functions and those shown in Figure 6.18 is the reduction in threshold levels for both the first (solid curve) and second inverters (dashed curve). The reason for this reduction is the enhanced localization of the pump during interaction, which keeps dispersive radiation from exiting the aperture, so that the output level increases mainly due to non-resolvable spatial shifts of the pump for low input signal levels. For the cascaded transfer function, \( I_H = 0.61 \), meaning that only that fraction of the 6.37 nJ signal energy, or about 4 nJ, is required for switching. In a 100 Gb/s switching system, an energy of 4 nJ per logic operation corresponds to an average power of 400 W, which is well beyond what is reasonable for a practical system, however. As mentioned previously, these results may be more indicative to those obtainable in AlGaAs, for which the ratio of the Raman contribution to the total instantaneous nonlinear refractive index is smaller than for fused silica [151]. In addition, the total nonlinear refractive index of AlGaAs is approximately three-orders of magnitude greater, implying that the switching energy can be reduced by the same factor, to about 4 pJ, with an average power of 0.4 W, which is certainly within the capability of current laser technology.

6.3.2 Two-Input NOR Configuration

As the final device study, the 2-input NOR gate is considered, with inputs into either of two stages driven by the output (divided by the fanout factor) of a single-stage inverter of length 8 \( Z_0 \), as done for the spatial soliton NOR gate of section 5.4.3. Here, only the gate operation with the reduced Raman nonlinearity is studied, which allows for fanout greater than 2. In order to achieve cascadability (and signal restoration) with subsequent inverters and NOR gates, the 2-NOR gate must be of length 8 \( Z_0 \). This is to ensure that the spatial width and temporal downshift of each cascaded signal input is the same, so that gates can be stitched together in an arbitrary fashion (within the limits of fanout) without changing gate operation. Note that the results of section 5.4.3 suggest that variations in the input signal width (due to different absorption lengths for the pump between the inverter and 2-NOR gate in the spatial soliton case) are relatively unimportant for consistent gate operation. In the spatio-temporal case, this is also expected to be true, however, the pump downshift does play a big role in cascaded gate operation as discussed in the previous section, and is the main reason why the length of the 2-NOR gate is chosen to equal that of the inverter.

Since the total length of the 2-NOR gate is 8 \( Z_0 \), the sum of the lengths of the two stages must equal this value. The immediate choice is to make the length of each stage 4 \( Z_0 \), using the symmetric geometry of Figure 5.35. Even though the signal is ejected, dragging in the first stage (due to the permanent angle change of the pump) is leveraged over the additional 4 \( Z_0 \) of the second stage such that operation similar to the inverter is expected. However, sufficient dragging by the signal in the second stage is not obtained to achieve fanout of 2 or more from the driving gate. Therefore, it is desirable to increase the length of the second stage, here to 6 \( Z_0 \), for which sufficient fanout is obtained. This asymmetric NOR gate geometry is shown in Figure 5.40. The angle change induced by the signal during the 2 \( Z_0 \) interaction of the first stage still leads to a large spatial shift due to non-diffracting propagation in the second stage, so gate operation from the point of view of signal input 1 is relatively unaffected.

The transfer curves for the spatio-temporal 2-NOR gate are shown in Figure 6.23. Because the dragging length of the second stage is only 6 \( Z_0 \), the fanout of the driving inverter is reduced to \( F = 2.25 \) in order to achieve adequate noise margin. Here, the single-sided noise margin about \( I_H \) for signal input 2 is about 5%, and can be increased by further reducing \( F \) of the driving gate. The noise margin obtained for signal input 1 is much greater, about 16%, and is not a limiting factor.

Since the high output state of the 2-NOR gate is virtually identical to the high output state of the inverter, fanouts are expected to be similar as well. Therefore, the 2-NOR gate should be able to drive inverters with \( F = 2.5 \), and 2-NOR gates with \( F = 2.25 \). Note that, using the asymmetric implementation of the spatio-temporal 2-NOR gate, the fanout factor of a gate depends on the load that is driven, in contrast to the spatial soliton symmetric 2-NOR gates studied in section 5.4, for which the fanout factor is associated with the particular gate, not the load. The difference lies in the fact that the spatio-temporal inverter and 2-NOR gates are of the same length, so that the high output levels are the same. In addition, the input switching level (which has the minimum value of \( P_{IH} \)) of the second input to the 2-NOR gate is higher because the effective gate length is shorter than the inverter. Since the high output level is standardized across all gates, the net result is reduced fanout in order to obtain the higher input switching level for the second stage. In contrast, for the symmetric gate, the output levels of the inverter and 2-NOR gates differed, due to the additional absorption incurred in the second stage of the NOR gate. For these gates, since the 2-NOR consisted of two inverter stages, the input switching levels were the same, so that the fanout is based on the maximum output level of the driving gate, which is lower for the 2-NOR. The asymmetric 2-NOR geometry used here for the spatio-temporal case can be used in spatial case as well, as shown in section 5.4.3, but the reverse is not necessarily true for the spatio-temporal case due to the additional Raman downshift.

As a conclusion to this section, Figure 6.24 illustrates an alternative implementation of the 2-NOR gate, which also applies to the inverter. The main point of this implementation is that the angular deviation of the pump is accomplished in a short
Figure 6.23: Transfer functions (dashed curves) for the cascaded \( r = 1.7 \) spatio-temporal dragging NOR gate of length 8 \( Z_0 \) with reduced Raman nonlinearity. The 2-NOR gate has two stages of lengths 2 \( Z_0 \) and 6 \( Z_0 \). The first (top) and second (bottom) stage signal inputs are driven by the output of the 8 \( Z_0 \) inverter with fanout factor of 2.25. The threshold contrast of the NOR gate with (worst-case) second stage input is \( \tau = 75.7 \), and the noise margins \( NM_L = 0.30 \) and \( NM_H = 0.03 \). The high noise margin represents 4.7% deviation about \( I_H \).
section of highly nonlinear material, so that the input signal energy can be reduced. This nonlinearity can be resonant with large absorption because the path length is kept small, about 1 $Z_0$, over which the bulk of the angular deflection occurs. Subsequent non-diffracting propagation of the pump then results in a resolvable spatial shift. This geometry is analogous to the generalized time-domain chirp architecture [3] for temporal soliton dragging. An additional aspect of this geometry shown in Figure 6.24 is that a free-space (or linear) region is not needed to separate the two stages of the NOR gate (or any cascaded series of gates), because the asymmetry in the (collision) interaction is provided by the large difference in nonlinear coefficients of the two regions.

6.4 Effects of Material Properties

One of the major conclusions of this chapter is that Raman scattering places the main limitations on optical logic, both from the perspective of the stability of a single spatio-temporal solitary wave, and from the perspective of the cascaded interaction between the pump and downshifted signal waves. It was shown that strong index saturation via $n_4 < 0$ was needed to stabilize the wave against Raman-induced spatio-temporal broadening, which needs to be minimized for the angular deflection geometry to work most effectively. Fused silica may not intrinsically possess the value of $n_4^{\text{eff}}$ used for the simulations, however. The use of a long-period longitudinal index grating or waveguide dispersion could be used to adjust the phase velocities of the fundamental and third-harmonic closer to the phase-matched resonance condition in order to generate a large, negative $n_4^{\text{casc}}$. Assuming that this large value of saturation can be obtained, and using the measured Raman response of fused silica, only a fanout of 1.5 was shown in cascaded operation.

Subsequent reduction of the strength of the Raman nonlinearity by about a factor of three allows for increased fanout of 2.5. Further reduction may allow for even greater fanout, but the effects of the other higher-order temporal terms then become prominent. Reduction of the actual material Raman nonlinearity may not be feasible, so it is useful to consider alternate means to effectively achieve this reduction. The higher-order nonlinear temporal effects of Raman scattering and optical shock depend on peak intensity and pulse duration. Therefore, a decrease in either or both of these spatio-temporal wave parameters will reduce these higher-order effects. Decreasing the peak intensity can be accomplished by increasing $w_0$, but this also lengthens the logic gate since $Z_0 \propto 1/w_0^2$, and the strength of nonlinear refraction is reduced in proportion, such that no net benefit is obtained. In addition, though, increasing $w_0$ also increases the pulse duration, which does reduce the effects of Raman and shock relative to nonlinear refraction.

The pulse duration can be increased independently of the intensity (and spatial width) by increasing the magnitude of the group-delay dispersion coefficient, since

$$\tau = w_0 \sqrt{|k_0 k_0'|}, \quad (6.6)$$

and has the benefit of reducing the effects of all higher-order temporal terms without increasing the gate length. However, this has the disadvantage of increasing the energy of the solitary wave in proportion to the pulse duration. Note that the energy is
constant with respect to \( w_0 \) (for fixed GDD). These scaling suggest that other material systems with larger values of \( n_2 \) should be investigated in order that scaling of the GDD coefficient does not result in spatio-temporal wave energies that exceed practical limitations on average power for high-bandwidth switching systems.

The semiconductor alloy AlGaAs is a natural choice of alternative nonlinear material to fused silica and is considered briefly here. Measurements of the quintic nonlinear index have shown that \( n_2^{\text{eff}} \approx -3500 \, n_2^2 \), which is consistent with the value of \( n_4^{\text{eff}} \) used in the simulations. AlGaAs also has a nonlinear Kerr index 1000 times greater than fused silica, and weaker relative Raman scattering. A recent study [151] suggests that Raman scattering will place a limitation to all-optical switching using short pulses as well, however. The major disadvantage of AlGaAs is that linear dispersion is normal in the transparent spectral window below bandgap. However, this can be overcome with strong waveguide dispersion in the anomalous regime which dominates material dispersion, as demonstrated using ARROW structures [37]. In these structures, AGDD coefficients as large as \( k_d^0 = -1 \, \text{fs}^2/\mu\text{m} \) can be obtained, allowing a wide range of scalings between spatial width and temporal duration in order to minimize the effects of the higher-order temporal terms. In addition, some control over third- and fourth-order dispersion is possible. Another disadvantage is that in the low-loss spectral regime below half-bandgap, nonlinear dispersion is strong due to the proximity to two- and three-photon resonances. This dispersion combined with multi-photon absorption may strongly affect spatio-temporal propagation for pulses with large temporal bandwidth.

Even though there is no clear answer to the materials problem, materials do exist (i.e. fused silica and AlGaAs) in which experiments on spatio-temporal solitary wave propagation and interaction can be performed, and the potential payoff for high bit-rate cascadable logic with fanout justifies such an endeavor. For example, besides small Kerr index, the only major disadvantage to fused silica is the lack of large index saturation. In addition to the methods discussed previously, this can be remedied on two fronts by using very short temporal durations, which not only increases the peak intensity, but begins to freeze out Raman scattering, which cannot build up appreciably over sub-10 fs time scales. Greatly increasing the peak intensity (within the limits of damage threshold of about \( 1 \times 10^{14} \, \text{W/cm}^2 \)) allows for a smaller value of \( n_4^{\text{eff}} < 0 \) to achieve the saturation level \( \sigma = 0.5 \). In addition, with reduced Raman effect, the saturation level \( \sigma \) can be reduced, such that the expected \( n_4^{\text{sat}} \) of fused silica would provide the necessary stabilization.
Chapter 7

Conclusions

This thesis has developed the necessary framework for the study of general nonlinear, vectorial, spatio-temporal phenomena with large spatial and temporal bandwidths. This framework was applied to the study of novel optical logic devices based on the spatial interaction between 1-D spatial solitons and 2-D spatio-temporal solitary waves. These logic gates were found to have the properties of full level restoration, fanout with large noise margin, and cascadability to implement arbitrary logic functionality.

Chapter 1 provided motivation for the study of all-optical switching and logic devices, and covered the basic requirements for these devices as well. The main differences between switching and logic devices is that an optical logic device regenerates degraded data (given sufficient noise margins), has logic-level restoration, provides fanout, and is cascadable. Many contemporary switching devices, which do not intrinsically possess these properties, were then discussed: the nonlinear directional coupler, the Kerr gate, the nonlinear optical loop mirror, and the terahertz optical asymmetric demultiplexer. It was then shown that the intrinsic limitations of these devices could be overcome through the use of optical solitons, which propagate without dispersing and/or diffracting. In particular, the temporal and spatial soliton dragging interactions possess the necessary requirements of a three-terminal logic gate, and form the basis for the class of angular deflection logic gate studies of the later chapters, for which a nonlinear phase shift less than \( \pi \) can produce a resolvable change in the output state of the device.

A detailed discussion of optical solitons was given in Chapter 2. Following the historical development of solitary wave and soliton phenomena, 1-D spatial, 1-D temporal, and 2-D spatio-temporal solitons were discussed. In the 1-D cases, soliton solutions were obtained for higher-order equations beyond the traditional \((1+1)\)-D nonlinear Schrödinger equation. For the spatial soliton, this corresponds to the scalar non-paraxial solution, while for the temporal soliton, solutions were shown for equations that contained higher-order dispersive terms one or two orders beyond the slowly-varying envelope approximation (but without Raman scattering). In the temporal soliton section, the effects of third- and fourth-order dispersion, optical shock, and Raman scattering were discussed as well, which have ramifications for the spatio-temporal simulations of Chapter 6. Finally, in the discussion on 2-D spatio-temporal solitary waves, fundamental eigenmode solutions to the \((2+1)\)-D cubic-quintic nonlinear Schrödinger equation were presented, and the stability of these eigenmodes was shown due to the ultrafast saturation effect of a negative quintic nonlinearity. The effects of higher-order perturbations on these eigenmodes were discussed in Chapter 6.

The derivation of the fundamental nonlinear wave equations was presented in Chapter 3. First, the integral representation of the material polarization expansion up to fifth order was transformed into compact differential operator forms suitable for the quasi-monochromatic wave representation. Then, the fully vectorial, nonlinear Helmholtz equation was derived for optical wavepackets centered about a single fundamental frequency. Because of the difficulties this second-order equation presents to analytical and numerical solution, the following section derived via the multiple-scales perturbative technique, a fully vectorial, first-order nonlinear wave equation that consistently includes terms two-orders beyond the slowly-varying amplitude, slowly-varying envelope, and paraxial approximations, in addition to terms that describe the vectorial nonlinear coupling with the weak longitudinally-projected field and nonlinear coupling with a weak third-harmonic wave which produces an effective saturating quintic nonlinearity. This was the fundamental theoretical result of the thesis, and has application not only to the numerical studies of later chapters, but to other areas of study as well. For example, considerable attention has been paid recently to \((3+1)\)-D nonlinear spatio-temporal propagation in the context of pulse splitting in the normal dispersion regime [152, 153]. Simplified NLS-type models [154] have predicted pulse splitting, but it was also recognized that higher-order terms needed to be included in order to follow the subsequent evolution of the split pulses, which have significant angular and spectral bandwidths. More recent work has included scalar space-time non-paraxiality with shock [155], and NLS modified with Raman scattering [153]. These studies are able to qualitatively reproduce the asymmetric splitting behavior observed experimentally [153], but neglect additional physical effects that were derived in this chapter that can also lead to asymmetry.
Chapter 4 discussed linear spatio-temporal diffraction and the split-step numerical method used for the simulations in the remaining chapters. Diffraction in linear homogeneous media can be performed exactly given the correct initial conditions. The diffraction process can be viewed intuitively using the momentum space representation, which is generalized to include spatio-temporal diffraction in dispersive media. The split-step numerical method treats inhomogeneous propagation in two separate steps. The first step is linear homogeneous propagation over a distance short compared to the diffraction length and inhomogeneous length. The second step treats the refractive effect of inhomogeneity due to changes in the linear and/or nonlinear properties of the medium over the same distance. Using the symmetrized representation, the split-step method is expected to be second-order accurate in step-size. However, in the presence of strong nonlinear effects, the accuracy can drop to first-order or less. Even though the scaling can be worse than desirable, comparison of the numerical results to exact analytical and numerical solutions show that sufficient absolute accuracy can be obtained in the simulations.

The heart of the soliton interaction studies for optical logic gates is Chapter 5, which considered logic gates based on spatial soliton interactions. Specifically, the spatial collision and dragging interaction between orthogonally-polarized spatial solitons were found to provide the best performance for logic gates. These interaction were then studied in detail using the threshold contrast metric to find optimal operating parameters, where the dragging interaction generally produced better results. Then, the effects of linear and two-photon absorption on the propagation of a single soliton were studied. Figures-of-merit were derived to evaluate the suitability of a particular nonlinear material for soliton logic applications. The spatial collision and dragging interactions were then evaluated in the presence of absorption with the conclusion that, due to shorter effective interaction distances, the dragging interaction again provided better performance. Finally, using the metrics of small-signal gain, large-signal gain, fanout, and noise margin common in electronics, logic gates based on these interactions were examined. Subsequent cascaded studies show that a sequence of controlled inverters, in which the pump output of one stage divided by the fanout factor serves as the signal input to the next stage, which in the asymptotic limit forms a stable ring oscillator, results in complete logic level restoration and fanouts of two or greater with large noise margin. An additional cascaded geometry, in which the pump output of one stage serves as the pump input to a second stage, implements a two-input NOR gate. This gate was shown to possess complete logic-level restoration as well, with fanouts of two or greater and logic levels compatible with the single-stage inverter. These studies form the second major, systems-level, contribution of this thesis, and are perhaps the first time that such studies have been undertaken for all-optical devices.

The final results chapter, Chapter 6, studied logic gates based on 2-D spatio-temporal solitary waves. Stabilized propagation against the higher-order effects of third- and fourth-order dispersion, space-time focusing, optical shock, and intra-pulse stimulated Raman scattering, was demonstrated due to quintic index saturation. However, it was found that downshifting due to Raman scattering was the most detrimental effect to asymptotically stable propagation. Using this stabilized spatio-temporal wave as the pump, logic gates based on the spatial dragging interaction were studied. The single-stage inverter was shown to provide large-signal gains of two or greater, but cascaded operation proved more difficult due to the strong Raman downshift of the pump which serves as signal inputs to subsequent gates. After equalizing the group velocities of the interacting waves in the cascaded stages, the cross-Raman downshift caused strong energy depletion of the pump, which resulted in spatial broadening and dispersive wave generation, and reduced contrast. Using a weaker proportion of Raman to Kerr nonlinearity (more appropriate for a material such as AlGaAs), fanouts of two or greater were obtained in cascaded operation of inverter and two-input NOR gates with complete logic-level restoration.

The studies of this thesis pave the way for the experimental implementation of low-energy, ultrafast, all-optical logic gates for a variety of applications such as communications switching, routing, and coding, and special-purpose digital computing. The results show that, even though materials issues pose a great challenge for ultrafast systems with low average power, experimental studies using existing materials are warranted and could lead to new capability not possible with current or future electronics.
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