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Abstract

This is an introductory report on the use of model-based verification techniques within software development and upgrade practices. It presents the specific activities and responsibilities that are required of engineers who use the model-based verification paradigm and describes proposed approaches for integrating model-based verification into an organization's software engineering practices. The approaches outlined in this report are preliminary concepts for the integration of model building and analysis techniques into software engineering review and inspection practices. These techniques are presented as both practices within peer review processes and as autonomous engineering investigations. The objective of this report is to provide a starting point for the use of model-based verification techniques and a framework for their evaluation in real-world applications. It is expected that the results of pilot studies that employ the preliminary approaches described here will form the basis for improving the practices themselves and software verification generally.
1 Introduction

Model-based verification is a systematic approach to finding and correcting defects (errors) in software requirements, designs, or code [Gluch 98]. While it is based upon formal methodologies, the approach uses formalism to provide a disciplined and logical analysis practice, rather than for "proof" of correctness. This focused application of formalism is used to identify and correct errors in the artifacts of software that is being developed or upgraded and to define testing throughout the life cycle.

The practice of generating formal models early in the development or upgrade of software establishes a systematic software verification practice for understanding a system and identifying errors. The results of these error detection activities can then be used as the basis for testing by defining test strategies, test cases, and critical areas that require focused or more extensive testing. A high-level overview of these activities is shown in Figure 1.

![Diagram of Model-Based Verification Activities]

**Figure 1: Model-Based Verification Activities**

Model-based verification relies on formal models to establish a precise way of thinking about the meaning of a software product while providing the foundation for a systematic process for it. In particular, the targeted use of formalism in the form of reduced complexity abstractions, or essential models, brings a common and unambiguous language, precision, and structure into the verification process.

An earlier technical report [Gluch 98] outlined the foundations of model-based verification. This report focuses on the engineering practices associated with the implementation of model-based verification. This report should be considered a preliminary presentation of the concepts associated with the introduction of model-based verification into an organization. The practices described will form the basis for real-world investigations of the techniques. It
is expected that the details of these practices will evolve based on the results of these investigations. Subsequent publications will extend and modify the practices introduced here.

Section 2 discusses the use of models and, in particular, formal essential models in model-based verification. Section 3 describes the responsibilities and activities expected of a software engineer, acting as a modeler within model-based engineering practices. In Section 4, an approach for integrating model-based verification practices into an organization's peer review/inspection processes is presented. The report is summarized in Section 5.
2 Using Models for Verification

Model-based verification is a two-step practice of model building (creation) and model checking (analysis) for finding errors in software artifacts. These practices combine established software modeling methods with promising techniques emerging from academic and corporate research communities. These practices have also been used successfully in other engineering domains, such as commercial microprocessor design. The choice of a technical approach for a particular situation is based upon the critical—i.e., important or risky—aspects and the type of system being analyzed. Because most of these techniques involve the selective, focused use of formalism, they have been termed lightweight formal methods [Jackson 96].

Many of the models that are employed within model-based verification encompass a variety of mathematically based techniques that are not classified as formal methods, while others are founded upon rigorous formal methodologies. Model-based verification also includes models that address the diverse and potentially problematic technical aspects of complex systems. For example, Generalized Rate Monotonic Analysis [Klein 93] models can be employed for the analysis of real-time systems.

2.1 Formal Models

In model-based verification, the term model, adapted from Jackson [Jackson 95], refers to a representation that has

- some degree of inherent formalism (logic)
- rules for manipulating components
- important properties shared with the modeled artifact

A simple example that demonstrates these characteristics is the mathematical equation $E = mc^2$. This equation is a highly abstracted model of how energy and matter are related. It shows how much energy can be generated from a given amount of mass. It is a formal statement where the mathematics provides a formalism (logic) that prescribes how elements of the model can be manipulated. In this case, the mathematical rules associated with equations enables the re-expression of mass in terms of the energy, $m = E/c^2$. This expression shows explicitly the amount of mass that can be formed from a given amount of energy. Note that this is a highly abstracted representation of what happens in a nuclear reaction, focusing only on one aspect of the complex dynamics involved. There are a multitude of other factors that could have been considered (e.g., the momentum spread, or radiation produced).
It is important to note that what makes this a model is the identification of each of the terms of the equation with something in the real world. In this case, m is identified with mass, E with energy, and c with the speed of light. This model states that the linear relationship between the symbol E and the symbol m that is explicit in the mathematics, is also the same as the relationship between the physical quantities of energy and mass. Not only do the properties of a valid mathematical model mirror the static characteristics of the represented system, but the manipulation of the mathematical symbols associated with that model reflects the behavior of the system as well.

Many of the models used for software engineering are formal and involve a variety of discrete mathematical and logical formalisms. A common model of a software system is a finite state machine model. In finite state models the complex aspects of a system are represented as a finite set of distinct states. For example, the states of a flight control system model may include take-off, cruise, landing, and ground operations.

In contrast to the examples cited above, a simple narrative description of a system or a sketch is not a model that is useful in model-based verification. Generally, software specifications are descriptions written in English prose. The prose, and hence the specification, is only constrained by the rules of syntax and conventional usage. These natural language specifications lack a formal logic that states how to manipulate the elements of the specification.

### 2.2 Essential Models

A central concept in model-based verification is to create simplified models of the critical (important and risky) parts of a system rather than detailed models of the complete system. These simplified models are termed *essential* models. The \( E = mc^2 \) model discussed earlier is an essential model of a nuclear reaction, focused on a critical aspect of performance: energy transitions. Thus, essential models are targeted, reduced-complexity portrayals of the system to be verified. They are distinct from other engineering artifacts and are analyzable. By judiciously choosing what parts to model, what perspective(s) to take, and what detail to apply, essential models can provide insight into the critical static and dynamic properties of a system.

The number, level of detail, and formalism of the models, and the view used in model-based verification, are adjusted to meet the particular objectives of the verification activity and the complexity of the system. In some cases only a handful of models that focus on only one or two different perspectives, or only models of minimal formalism, are required. In others, more rigorous formal models would be developed that can be analyzed using automated tools. The range of formalism can extend from using a basic state machine model to employing a complete axiomatic formal system with accompanying syntax, semantics, and inference rules. The foundations and the processes for making these decisions are based upon a core set of engineering principles and formal techniques that can be integrated into existing software engineering review processes.
In describing the integration of model-based verification practices into peer review processes, it is useful to partition peer reviews into two levels of activity:

- Individual level. The individual level is made up of the activities of a software engineer participating in the review—the model-based verification paradigm. At this level the details of the engineering decisions and practices required of individual participants are defined.

- Team level. The team level encompasses practices involving multiple individuals, organizations, and teams. It deals with the impact of model-based verification on the procedural aspects of conventional reviews.
3 Model-Based Verification Paradigm

The model-based verification paradigm consists of the engineering techniques and practices employed by a software engineer for verifying software requirements, design specifications, or code, through the building and analysis of essential models. Shown as ovals in Figure 2, the activities of the paradigm are

- build; systematically build essential models of the system
- analyze; analyze those models, often using model-checking techniques and tools
- compile; gather detailed information on errors and potential correction actions
- modify and extend; modify and update the essential models

![Figure 2: The Model-Based Verification Paradigm](image)

Each of these activities has a specific focus and variable duration. Within the paradigm, they are non-sequential, iterative, and interdependent. At the center of all of the activities are essential models. The connections between the activities represent the information exchanged among them and the interdependent control interactions. The control interactions start, suspend, reorder, skip, or terminate an activity. For example, during the modeling process itself, an error may be identified in an artifact. Perhaps an incomplete definition is identified. This situation would require the engineer (modeler) to record the defect, seek clarification, and perhaps modify, reanalyze, extend, or completely replace portions of the model.

A fundamental premise of the paradigm is that building models and analyzing models are complementary activities, where aspects of each result in improving both. For example, through model building a greater understanding of the details of a system is achieved, helping to further focus the analysis on the system's more important or difficult aspects. By analyzing a model developers gain greater insight into its weaknesses and limitations, which helps to guide their subsequent model-building and modification activities. This interplay is facilitated
by an iterative process of building a small portion and analyzing a small portion. A small-scale iteration cycle enables a separation of concerns and helps to reduce complexity, simplify analysis, and limit the scope of the impact of mistakes made in the modeling process.

### 3.1 Building Essential Models

Building essential models is a creative engineering enterprise. It involves addressing several perspectives and finding simplified representations that faithfully portray a system. To accomplish this simplification, the model building process involves engineering choices (trade-offs) along four distinct dimensions:

- **Scope.** What parts of the system need to be modeled?
- **Perspective.** What modeling views of the system are required?
- **Formalism.** What formalism should be applied?
- **Abstraction.** What level of detail is needed?

As shown in Figure 3, these dimensions are not mutually exclusive; rather there is interplay among them. For example, deciding scope and perspective may involve a tradeoff between modeling the whole system from a single perspective or only critical parts of the system from multiple perspectives.

![Diagram showing interplay of dimensions: Scope, Abstraction, Perspective, Formalism]

**Figure 3: Interplay of the Dimensions**

The context or nature of the problem domain is particularly influential in the choices among these competing dimensions. This tradeoff process can be viewed as one of optimal matching between domain complexity and model fidelity. In these decisions the four dimensions provide a framework in which to evaluate the alternatives based upon what is important and what is risky, rather than simply providing mutually exclusive choices (i.e., choosing only one particular perspective). In the sections that follow, each of these dimensions is summarized.
3.1.1 Scope

The scope of the model defines how much or what portion of a system is to be modeled. In some cases, it is important to model all of the system at a high level of abstraction considering one perspective (e.g., model and analyze the fault response of the entire system). In other cases it is necessary to model a specific part of the system in greater detail (e.g., model and analyze the communication module). These choices are largely driven by the critical (important and/or risky) aspects of the system and its development, including both programmatic and technical issues. For example, in reviewing the design specification for a networked system, the protocol design is identified as critical. It then becomes the focus of the modeling effort and a formal state machine technique is used to analyze its behavior. In practice these decisions should be viewed as operational ones, such that as the model is built and analyzed, adjustments are made based upon the results of the analysis processes.

3.1.2 Perspective

The modeling perspective is the context for representing the behavior and characteristics of a system. A perspective could be the user's view of a system or it may be a representation of a specific feature, function, or capability of a system. For example, in looking at an aircraft fly-by-wire computer system, one perspective would be to characterize (model) the system from a fault response perspective. This might involve a model that describes states of the system in terms of the number or types of faults that may occur (e.g., the no fault state, single fault state, loss of roll attitude information, etc.). An alternative perspective might be to consider the flight modes of the system (e.g., takeoff, climb out, cruise, landing, etc.).

3.1.3 Formalism

Formalism relates to the level and type of mathematical rigor used for an essential model. The level of mathematical formalism required for effectively modeling a particular system involves decisions that often relate to programmatic as well as a technical issues. A high level of formalism is generally very costly and the potential benefits must be assessed relative to the risks and criticality of a system. While extensive formalism is appropriate for high assurance and safety-critical systems, the cost-effective application of formalism in most system development and upgrade efforts entails an impact assessment of cost and criticality. The choice of the type of formalism results from a consideration of the technical characteristics. Depending upon the nature of an individual problem and the critical aspects of the system, some techniques are more effective and efficient than others. For example, consider a networked financial records management system for general office use. The critical aspects of this system are judged to be data integrity and the complexity associated with multiple concurrent accesses. If there is an error in either, the financial losses may be significant. In this situation, formalized automated model checking would be employed to analyze both data integrity and system concurrency. The analysis of data integrity issues would likely involve mathematical sets and relationships, whereas a state machine model would likely be employed to analyze the system’s concurrency.
3.1.4 Abstraction

Abstraction is the process of focusing on the important details and ignoring, or abstracting away, those details that are less important. While abstraction is used throughout a development effort, the focus on simplification required for building essential models contrasts with the extensive detail that is needed in the development of requirements, design specifications, or code.

In the development of a system, details and redundancy of representations can be useful, especially if they involve different perspectives. In abstracting essential models, the detailed representations created in the development process must be streamlined into concise, accurate, and less complex models that faithfully represent a system's properties and behavior. Some representative abstraction techniques that can be employed by a modeler include

- Systematically decompose the system into components that can be viewed as distinct interacting parallel processes. For example, a large process control system implemented in software on a single processor can be modeled as five separate modules. Each module would have a distinct responsibility.

- Strip away parts of the system that are not relevant to the properties to be demonstrated or proven. For example, it may be the case that variable C depends on variable B and ultimately variable A. If an objective of the model is to understand how variable A affects variable C, it is possible to eliminate variable B from the model by representing the relationship only between A and C.

- Replace a variable with an abstracted or simplified one. This can be viewed as an approach of approximating complex data types with simpler ones. For example, a flight control system specification may contain statements such as “if the airspeed is less than or equal to 200 mph then the gain variable, \( k = 2.1 \); if the airspeed is between 200 and 400 mph then \( k = 2.3 \), and if the airspeed is equal to or greater than 400 mph then \( k = 2.8 \).” In this case rather than represent the airspeed as a real number, an abstracted representation is used, where airspeed is enumerated as {low, medium, high}.

- Explicitly reduce the size of the system by reducing the number of "equivalent" components. For example, if a distributed networked client-server system has twenty clients and five servers, the system may be modeled as three clients and two servers.

- Use nondeterminism to model unpredictable or unknown inputs to the system. If a model must accept any of a set of events in any order at any time, do not try to model these explicitly. Instead, leave enumeration of possible circumstances to the model checking tool's ability to express nondeterministic behavior.

3.2 Analyzing Models (Model Checking)

Analyzing an essential model involves a systematic assessment of its properties and behavior. The analysis criteria are developed from the system requirements, the specification or code, its antecedent specifications, and the involvement of domain experts. This involvement can include interviews with users, customers, or domain engineers or their direct participation in defining these criteria. Analysis criteria are often expressed as expected properties of the system, are focused upon the critical aspects of the system, and include domain specific and technical considerations. For example, consider the analysis of an essential model of a weap-
ons launch control system. The analysis would likely include confirming that a weapon would be launched when ready and commanded to do so and could not be launched if it is not ready. In addition, technically detailed criteria like the absence of starvation, livelocks, and deadlocks in the software design would be included in the analysis.

While manual analysis of models can provide insight into many aspects of the system, a more effective approach, especially for complex or concurrent systems, is to employ automated analysis, or model checking [Clarke 96]. Figure 4 shows the model-checking process where an essential model of a system is "checked" against the analysis criteria, expressed as expected properties. The output of the model checker is either a confirmation of the validity of each expected property or a non-confirmation. In most cases if the property is not confirmed by the model checker, a counter example is provided.

![Diagram of model checking process]

**Figure 4: Model Checking**

Model-checking approaches include a variety of techniques and tools [Clarke 96]. Most model checkers (model-checking tools) require the essential model to be a finite state machine. During automated analysis, a model checker "explores" a model's state space to determine the validity of the expected properties relative to the model.

One of the major challenges associated with model checkers is the state explosion problem—the extraordinarily large number of states that result from complicated models. The size of this state space can number in the hundreds of billions of states, exceeding the storage capacity of even the largest computers and requiring decades of computation time. Thus, essential models are vital for analyzing software systems using model checkers. In building essential models, it is important to recognize both the capabilities and limitations of model checking.

A second and equally important challenge in model checking involves expressing the expected properties of the model. The language for stating expected properties is dependent upon the particular model checker. Many state machine model checkers use temporal logic statements. While temporal logic itself is not difficult to understand, temporal logic expressions can be arcane. Working with them requires a sound understanding of the idiosyncrasies
of the particular temporal logic representation. For example in the Symbolic
Model Checker (SMV), a property that any request for service will result in that request
eventually being acknowledged is expressed as:

\[ \text{AG}(\text{request} \rightarrow \text{AF acknowledged}) \].

### 3.3 Compiling Defects

Compiling defects consists of recording the defects that are identified both in the artifact
being reviewed and in the models themselves, and integrating these defects into the larger set
associated with the overall verification process. As noted, this is an activity that pervades all
aspects of the paradigm. During the building and extending of models, defects in the artifact
are uncovered and recorded. Throughout the analysis, the identified defects and related
counter examples are included in the set of defect logs for the system.

No specific procedure or defect recording format is required for the model-based verification
paradigm. A general standard format or one unique to an organization can be employed. What
is critical is that the results are integrated into the overall verification process for the project
and the larger organization.

### 3.4 Modifying and Extending Models

As defects and uncertainties are identified, their resolution may require additional or alterna-
tive modeling activities. The increased insight into the system resulting from modeling ac-
tivities also provides a basis for more focused modeling efforts. For example, consider the
model-based verification of a client-server networked database system. In modeling the cli-
ent-to-server message exchange protocol, subtle interdependencies among individual compo-
nents within the client software are uncovered. This realization is then used as the foundation
for exploring the interdependencies throughout the entire system.
4 Model-Based Verification in Peer Review Processes

In general, it is possible to integrate model-based verification practices into existing processes. This section outlines an approach for integrating model-based verification practices into peer reviews. It is believed that with minor modifications this approach can be used with most peer review styles.

4.1 Reviews and Formalism

Peer reviews of software requirements and design specifications have been shown to be effective in detecting errors in the early phases of software development [Wheeler 96]. Many of these are informal (e.g., design or code walkthroughs). Others are more formal (e.g., formal inspections), where the term formal refers to administrative and procedural aspects, not to a foundation of mathematical formalism. These “process-formal” reviews involve checklists (general and specialized), defined roles and responsibilities, well defined outputs, process metrics, and expected behaviors [Fagan 76, Fagan 86, Humphrey 97, Gilb 93, STR 96, Wheeler 96]. A notable exception to these reviews are the mathematically formal verification reviews used in the cleanroom method [Mills 87].

The purpose of walkthroughs, peer reviews, and inspections is to improve the quality of the artifact under review by removing defects. A fundamental premise of peer reviews is that others will find defects that the creator of the artifact overlooked. Review of the artifact by someone other than its creator can involve an individual or a group of peers.

Through facilitated group interaction processes, it is believed that more defects will be uncovered than through reviews by a single reviewer or by multiple individual reviewers whose efforts are not coordinated. Even with several individuals working together on a problem, the effectiveness of peer review processes is limited by a human’s ability to analyze complex problems. Model-based verification attempts to improve a review team’s ability to deal within complexity by supplementing the “process formality” of facilitated group interactions with selective mathematical formality—formal modeling practices.

4.2 Integration of Processes

In this section, a four-step generic peer review process is used as a framework for discussing the integration of model-based verification practices into a peer review process. This generic process is shown in Figure 5. It represents a “process-formal” review that is similar to the
inspection processes proposed by a number of authors (e.g., the IEEE standard for software reviews and audits (1028-1988) [IEEE, Gilb 93, Fagan 76, Wheeler 96]. The overall process is abstracted into the four principal process steps of planning, preparation, meetings, and rework and follow-up. In this representation it is assumed that there may be multiple cycles of preparation and meetings, as shown by the dotted arrow in Figure 5. The multiple cycles are to ensure that a large artifact is reviewed in smaller partitions. An important result of this partitioning is that an inspection (group) meeting is no more than two hours long.

The major inputs to the process are the artifact to be reviewed—requirements or design specifications—or code, checklist(s), guidelines, and related materials for use in the review process. The general set of outputs of a review include detailed and summary listing of the defects, a report on the results of the inspection with process metrics, and related data.

![Diagram of inspection process]

**Figure 5: Four-Step "Process-Formal" Inspection or Review**

The process depicted in Figure 5 is a team activity where each participant assumes a particular role and associated set of responsibilities as defined by the specific method. For example, one participant assumes the role of scribe in the Fagan method of inspection. The inclusion of model-based verification practices introduces a new role, a modeling specialist (modeler). A modeler is expert in the application of a variety of modeling techniques. There may be one or more members of the team that are assuming this role. This addition of the modeler into the peer review process requires that the overall process accommodate the new role. In particular, this addition requires that other inspectors coordinate (both in timing and substance) their activities with those of the modeler. This coordination is the dominant consideration in the integration of model-based verification practices.

While the specifics of an implementation of this style of peer review will vary, the four-step characterization of the process outlined above will be used as a framework to discuss the integration of model-based verification practices into peer review processes. In the next four sections the potential impact of the use of model-based verification techniques in each of the major steps is addressed. The focus of each section is on the effects that model building and analysis have on the processes, rather than a detailed explanation of the activities involved in
each step. These impacts may relate directly to modeling and analysis or to modifying checklists and other elements of the conventional review process.

### 4.2.1 Planning

The initial step in conventional reviews consists of planning activities that define the objectives, approaches, and plans for execution of the review. When including model-based verification practices in reviews, outcomes of the initial planning step should include

- which aspects of the system should be modeled
- which modeling techniques are appropriate
- what properties of the system must be verified

Critical aspects of the system should be used as the bases for these decisions. The amount of risk involved as well as the importance of relevant requirements determine which aspects are critical. Since generally it is not feasible to model all of the system in detail, the choice of these critical aspects requires substantial domain knowledge as well as knowledge about the relevant implementation details of the system. To be effective in these decision processes it is imperative that either the leader of the review team or the modeler—and preferably both—have this broad understanding of the system's requirements, design, and environment. If this is not the case, a knowledgeable individual with this perspective should be included in the planning activities.

Knowledge of the capabilities of the various modeling techniques is vital to making the right choice. In general, decisions on specific modeling techniques should include considerations of the characteristics of the system being modeled, the efficacy of the modeling technique when applied to those characteristics, the complexity of the model being generated, and the risks associated with the system. In particular, the risks can help to determine the level of formality at which a system should be analyzed (e.g., a highly formalized model would be appropriate for a safety-critical system). High assurance often implies high cost, however, and these types of tradeoffs should be considered when choosing a modeling technique.

The planning activity should also produce a preliminary set of key expected properties to be used in the analysis of the essential models of the system. This preliminary set is one that should evolve throughout the review process, incorporating modifications as additional insight into the system is developed. The expected properties as well as the results of the modeling effort can also be used to modify checklists that are used by the other reviewers.

The decisions on scope and techniques are interleaved with other factors, including the level of formality, perspective of the modeling effort, and abstraction levels that may be required. The techniques on how to address these engineering decisions is part of the Model-Based Verification Paradigm that is described in Section 3. The issues relating to the risky aspects often involve knowledge of development issues (e.g., awareness that a particular model
turned out to be far more difficult to design than originally planned) as well as formal software engineering expertise.

4.2.1.1 Methods of Partitioning

In a review of a complex software system, it is often necessary to partition the artifact that is being reviewed. This partitioning is accomplished to ensure that each part can be effectively reviewed within a two-hour time limit for an inspection meeting. The method used to partition the artifact can affect how model-based verification is integrated into the process.

Two possible partitioning approaches, as shown in Figure 6 and Figure 7, are sequential and modular. Sequential partitioning divides the artifact into sections according to its physical organization—by page number for example. Modular partitioning breaks the work product into general conceptual areas, or modules, that reflect the system's structure (e.g., design modules or functional areas in a requirements specification).

![Figure 6: Sequential Partitioning of an Artifact](image)

![Figure 7: Modular Partitioning of an Artifact](image)
4.2.2 Coordination

It is important that the activities of the modeler and those of the other reviewers are coordinated. Coordination allows the modeler to participate in the inspection meetings. The modeler benefits from coordination by gaining insight into the details of the system. The other reviewers benefit by seeing the additional defects identified through the modeler's activities. All benefit from cross-checking the work done by the others. In general a modular partitioning can facilitate this coordination, but through appropriate planning, the sequential method can also be structured to enable effective coordination of all of the reviewers.

In structuring the plan for the review, timing issues also affect the coordination activities. Planning for adequate time during the preparation steps and between meetings ensures that meaningful modeling and analysis can be completed. The input of the modeler and the use of historical metrics on the time and resources required to complete modeling and analysis efforts are vital for developing a sound plan for the review. Currently the data on modeling in software systems is limited [Srinivasan 98] but as model-based verification practices mature the quantity and quality of these data will improve.

4.2.2.1 Impact on Roles

The modeler's role in the planning stage is more extensive than that of other reviewers. Both the modeler and the other reviewers must become familiar with the work product. In addition, the modeler must participate in the planning activity by contributing to the decisions on partitioning the artifact, establishing the scope, defining the techniques, and developing the basic plan for building and analyzing the essential models of the system.

The integration of model-based techniques into the planning activity also requires the review team leader to have some familiarity with model-based verification practices. Detailed knowledge of how to employ a specific technique on the part of the leader is not required. The leader must understand the general capabilities and limitations of each modeling technique. This knowledge will allow the leader to contribute to decisions on the choices of scope and modeling technique.

4.2.2.2 Outcomes

In summary, the outcomes of the planning step that are affected by the integration of model-based verification techniques are

- Review plan. This is a normal outcome of a review process. When model-based verification techniques are employed in the review process, the plan includes modifications that reflect the additional outcomes and that integrate the activities of the modeler with the rest of the review team.
- Modeling plan. This plan establishes the modeling-specific activities and captures the results of the decisions on modeling scope, techniques, and perspective. In addition, it includes a description of the expected properties that will be used in the analyses of the models.
4.2.3 Preparation

The preparation stage is the time when individual reviewers, working alone, analyze the artifact as they seek to understand the system and identify defects. In doing so, they rely on procedures, the responsibilities of their assigned role, and generally, a checklist or guideline as the basis for identifying defects. While also working independently, modelers are focusing on the building of models as the basis for analyzing the artifact under review and, as appropriate, analyzing those models manually or with model-checking tools. The difference between the activities of a modeler and a reviewer is depicted in Figure 8.

A reviewer in most conventional reviews relies on a checklist or guidelines to facilitate the identification of defects. In contrast, modelers rely on the rigor and formalism required of a particular modeling technique to guide and facilitate their efforts in uncovering defects during the building of the models. As shown in Figure 8 both the analysis activity of a modeler, as well as the process of building the models result in the identification of defects. In building a model, the need imposed by the formalism to specify exactly and completely the range of legal values for a variable can uncover hard-to-detect errors in a specification, such as the use of greater than (>), rather than greater than or equal to (≥). The value of simply building a model was demonstrated in a recent research project. This project involved assessing the use of modeling and model checking techniques in the analysis of the Traffic Alert and Collision Avoidance System (TCAS II). As the model was being built from the requirements specification, an error was found. This error involved the use of greater than (>) rather than less than or equal to (≤) [Anderson 96]. During the analysis process (model checking), the expected properties of the system are used as the basis to check the models. Depending on the particular model-checking technique used, automated analysis efforts can provide guidance in correcting the defects, while also identifying defects.

![Figure 8: A Comparison of the Roles of Modeler and Other Reviewers](image-url)
4.2.3.1 Impact on Roles

The modeler's role in the preparation stage has the same purpose as that of a reviewer—finding defects. But while the other inspectors are looking for defects by visually inspecting the work product, the modeler builds and analyzes models to assess the expected properties of the system identified in the planning stage. The activities associated with the other reviewer roles are generally not affected by the work of the modeler.

4.2.3.2 Outcomes

At the end of the preparation stage, the modeler should have completed and analyzed a model or set of models that cover the essential aspects of the system as determined in the planning stage. These models, analyses, and any defects identified are presented and logged at the review meeting along with the defects found by the other reviewers.

4.2.4 Meeting

In the meeting step, also known as the logging meeting, all review participants meet to

- record defects found during preparation
- look for additional defects
- present the system models and any defects exposed by the analyses
- determine areas of future work
- address suggestions and questions about the process

Generally, the leader begins the meeting by giving a brief overview of the material that will be addressed during the meeting and then the reviewers report on defects found in their individual preparation activities. Various protocols are used in this meeting, and the interactions and associated discussions that occur can uncover new defects. As an outcome of this meeting the defects identified individually and as a team are recorded.

4.2.4.1 Coordination

Coordinating the efforts of the modeler and those of the other reviewers is critical to ensuring effective review meetings. The modeling time estimates, timing for the meetings, and the interactions among the reviewers must be defined clearly during the planning stage. These plans may include the allocation of a longer time for the modeler to complete the modeling and analysis effort to enable the modeler to participate in a particular review meeting. Alternatively, the review plan may involve limited participation by the modeler in one or more meetings. For example, if there are five meetings planned to review an artifact, a modeler may attend one or more meetings with limited involvement. This may include simply noting defects identified by others or presenting the model as it currently stands. In other cases a modeler may not attend all of the meetings but rather spend the meeting time modeling and analyzing the artifact. In these circumstances a modeler would benefit by reviewing the results of the meeting, including the defects captured to aid in the modeling effort.
4.2.4.2 Modeler Role

During the meeting, modelers would participate much as any other reviewer in that they
would present, classify, and record defects. In presenting defects, the modeler would rely on
the results of the modeling and analysis completed to that point. The modeler can use errors
recorded during the meeting to guide subsequent modeling and analysis efforts. These errors
can help identify critical areas of the system that may be high risk or have a high error occurrence rate, thereby further focusing the modeling and analysis work. In addition, by working
with the review team leader the modeler can use the results of the modeling and analysis ef-
forts to modify the checklists for the continuing review of the artifact.

One additional but optional responsibility of a modeler is the presentation of the models de-
developed during the modeling process. In doing so, the modeler presents the system model,
describing its scope, its perspective, and the expected properties used in model checking.
While this presentation is optional, its purpose is to identify errors in the model, errors in the
assumptions made by the modeler, or deficiencies in the analysis. The defects identified in
the model during this presentation should be noted and used to modify and focus future mod-
eling and analysis efforts.

A key aspect of presenting the model or an analysis of a model to the team is the level of
formality of the presentation. In particular, the modeler should not assume a knowledge of
formal methods on the part of the other reviewers. To accomplish this, the modeler should
rely on the abstractions employed in the model rather than focusing on details of the model or
modeling language. Many model-checking tools provide a counterexample when an error is
found, but these are often cryptic. Using a domain-specific scenario can help explain the
steps that led to the error by relating them to a real-world example.

4.2.4.3 Outcomes

The outcome of the meeting step is principally a record of the defects identified by all of the
participants throughout the process—a defect log. As part of this log or as an additional arti-
fact, the errors and issues that involve the models are also captured. This additional information
regarding the models is used in subsequent review activities and in the rework and fol-
low-up step.

4.2.5 Rework and Follow-up

This last step in the process is a closure activity that involves completing the rework and con-
fiming its completion. The rework involves making changes to the artifact based upon the
correction of defects and modifications of the models that may be required. Since the model
is designed to mirror critical aspects of the artifact, it must be kept consistent with changes to
the artifact. Thus, for any rework done on the artifact, it is necessary to determine the impact
on the models. If the models are impacted by the rework, they should be revised to stay con-
sistent with the artifact, and then reanalyzed. By analyzing the reworked models the team can
identify new defects that may have been introduced in the rework.
4.2.5.1 Roles

The modeler has the responsibility to rework models and to re-run model analyses as needed. In addition to the responsibilities normally assumed by the team lead in this step, the lead also must ensure that the rework on the models is completed.

4.2.5.2 Outcomes

At the completion of the peer review process, there are additional outcomes associated with model-based verification practices. These include the models themselves and their related artifacts as shown in Figure 9. This information becomes part of the collective set of artifacts that should be maintained during a development or upgrade effort. They are especially useful in providing a high-level basis for subsequent upgrades.

![Diagram of Four-Step Review Process and Its Outcomes](image)

*Figure 9: Four-Step Review Process and Its Outcomes*

4.2.6 Comparison of Activities and Roles

In integrating model-based verification techniques into conventional reviews, as represented by the generic four-step process, modifications to the process focus on coordinating the activities of the modeler with those of other members of the review team. Figure 10 summarizes relevant activities and responsibilities and contrasts the role of the reviewers who are following the conventional process with that of the modeler. The modeler follows a separate but parallel track that involves explicit coordination in the timing and content of activities at both the planning and meeting steps. In the planning step, this includes working with the team leader and others in planning the modeling activities and coordination efforts. In the review meeting step, this involves a team effort to compile the results of the review processes.
4.2.7 Summary of Modifications

The modifications to the generic process required to incorporate model-based verification techniques are summarized in this section. These modifications include the following steps:

- Planning step. The modeling process is included in the plan for the review. In particular, decisions must be made on what should be modeled, what modeling techniques to employ, and what expected properties are to be verified. The other considerations include choosing a partitioning approach for the artifact. This choice, as well as considerations of the time and resources required for the review effort, will help the team coordinate modeling activities with those of the general review process.

- Preparation step. Individual reviewers analyze the artifact under review while modelers investigate errors by building and analyzing models of the artifact. Modelers rely on the formal framework of the modeling technique rather than a checklist or other guide.

- Meeting step. Modelers participate much as the other reviewers in the process do, presenting defects in the group setting. The defects noted can be used to guide subsequent modeling and analysis efforts. Optionally, the modeler may present the models to the larger group for its review and comment.

- Follow-up and rework step. The modeler reworks models and reruns analyses as required. The key is to ensure that the models accurately reflect the revised artifact.

4.2.8 Integration Issues

Integrating model-based verification practices into existing review processes comes with some potential difficulties. The modeler’s responsibilities in the early stages of review, planning, and preparation can take longer than other reviewers’ tasks. This is especially true when a new modeling technique is chosen or the review artifact is complex. Preliminary data show that model building often takes more time than it takes to prepare for a conventional review,
and is also less predictable. Scheduling should account for this and provide the modeler with sufficient time to build and analyze models.

The concept of combining model-based verification and peer review is still untested. It is hoped that future pilot studies will provide data with which to compare this conceptual review process with conventional peer reviews.

### 4.3 Alternative Approaches

A generic four step peer review process was used as a basis for demonstrating how model-based verification techniques can be integrated into most peer inspection and review methods. This section discusses alternative ways to integrate model-based verification concepts and practices into an organization or project. In all of these approaches mathematical formalism is intended to supplement the process formality of inspections and other established peer review processes.

#### 4.3.1 Autonomous Activity

It is possible to have an autonomous model-based verification activity that involves the use of individual reviewers who are experts in the model-based technique but are not part of a team review process. These autonomous reviews may be employed periodically to analyze a complete system, to address a specific issue, or to focus on a particularly important technical aspect or requirement involved in the development or upgrade of a system. These activities would be extensions to existing practices, not substitutes for established peer review processes. These styles of review may be particularly effective for unanticipated events or as part of a risk mitigation strategy.

#### 4.3.2 Other Formalized Processes

Formalism is an integral part of the cleanroom method and is a vital component of the verification procedures used in that method [Mills 87]. Recently other review approaches, which are representative of the model-based verification philosophy of relying on formalism to bring a systematic structure to the review process, have been proposed and investigated. For example, a comprehensive formal review technique has been defined that includes mathematically formal tabular representations [Parnas 85, Parnas 94]. Also, there are review processes that attempt to focus the work of individual reviewers relying upon the engineering aspects of the system [Porter 95]. In a recent article Johnson [Johnson 98] discusses reengineering inspection processes, including alternative approaches to enhance the effectiveness and acceptance of process formal reviews.
5 Summary

Creating and analyzing essential models is a challenging engineering enterprise. The keys to its effectiveness are

- incremental and iterative modeling techniques
- focus on critical system aspects
- integration with existing processes
- appropriate use of human reviewers and model-checking tools

The model-based verification paradigm relies heavily on the modeler. This person must be familiar with both system requirements and modeling techniques. Other members of the peer review group can assist the modeler by offering different perspectives on system requirements, helping the modeler determine an appropriate scope and level of abstraction to use when creating essential models.

Cooperation between the modeler and other reviewers is important. Model-checking tools can manage complexity that human reviewers cannot, and human activities such as abstraction and risk assessment help direct the modeling effort. A process that combines model-based verification with traditional peer reviews leverages the strengths of human reviewers and model-checking tools by using each appropriately. The strengths of human reviewers are the ability to

- find different perspectives from which to examine a system
- abstract critical aspects from irrelevant detail
- identify important system properties

These talents help direct the modeler in creating and analyzing models. A model-based verification effort will involve a set of models of various scopes, perspectives, and levels of abstractions. Creating and analyzing essential models supplement conventional peer review by providing

- discipline enforced by mathematical formalism
- explicit mathematical rigor
- thorough examination of all possible interactions
- conclusive proof by example when a defect is found
The approaches outlined in this report are preliminary and will be the basis for pilot studies using model-based verification in real-world development efforts. This work represents an incremental advance in evolving the practice. Establishing guidelines and principles for the decisions on what to model and to what level is one of the major areas of investigation of the model-based verification work. Results of these studies will be used to augment the practices described here and will form the foundation for more detailed guides for the practice of model-based verification.
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This is an introductory report on the use of model-based verification techniques within software development and upgrade practices. It presents the specific activities and responsibilities that are required of engineers who use the model-based verification paradigm and describes proposed approaches for integrating model-based verification into an organization's software engineering practices. The approaches outlined in this report are preliminary concepts for the integration of model building and analysis techniques into software engineering review and inspection practices. These techniques are presented as both practices within peer review processes and as autonomous engineering investigations. The objective of this report is to provide a starting point for the use of model-based verification techniques and a framework for their evaluation in real-world applications. It is expected that the results of pilot studies that employ the preliminary approaches described here will form the basis for improving the practices themselves and software verification generally.