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SUMMARY OF RESULTS

The contract supported the dissertation research of Paul T. Wojcik and Madhav Durbha. The objective of Paul’s research was to investigate the corrosion of copper and copper-nickel alloys under high-shear flow of synthetic seawater. The principle accomplishments of this research include:

Variable-Amplitude Galvanostatically Modulated Impedance Spectroscopy

An algorithm was developed described in which galvanostatic regulation of electrochemical impedance measurements was conducted with an amplitude of current perturbation adjusted at each frequency to yield a desired variation in potential. Measurements of three previous frequencies were used to estimate the value of the impedance at the target frequency. The algorithm was implemented using a graphically-based general interfacing software on a personal computer. Experimental results illustrated artifacts that can arise as a result of galvanostatic measurement with fixed current amplitude or as a result of potentiostatic measurements for systems with a changing corrosion potential. A demonstration is presented of the use of variable-amplitude galvanostatically modulated impedance spectroscopy to monitor the corrosion of copper in synthetic seawater. This approach provided a critical step in developing a method to monitor the natural evolution of a corroding system without changing the system behavior.

Preliminary Interpretation of Data

A methodology was developed to allow use of the measurement model approach to quantify differences in surface reactivity in the absence of specific process models. The interpretation of the spectra presented here followed: a) identification of the frequency-dependent stochastic component of the error structure following the method presented by Agarwal et al. This information was used to weight subsequent regressions; b) identification of the portion of the spectrum that is consistent with the Kramers-Kronig relations following the method presented by Agarwal et al., and c) regression of the measurement model to the part of the spectrum found to be consistent with the Kramers-Kronig relations. The regressed parameter values were used to extrapolate to the zero-frequency limit and Monte Carlo simulations were performed using the standard deviations of the regressed parameters to estimate the confidence interval for the extrapolation. The polarization impedance was obtained by subtracting the regressed solution resistance from the extrapolated zero-frequency value. This approach allowed extraction of reactivity data in the absence of a specific model for the corrosion of copper in seawater.

---

Experimental Study of Shear-Induced Removal of Films

The erosion-corrosion of copper and copper-nickel alloys in synthetic seawater was investigated using an impinging jet. Video microscopy, corrosion potential monitoring, and impedance spectroscopy were used to investigate the state of the system and the reactivity of the electrode surface. Shear-induced removal of salt films was observed and found to be associated with significant increases in surface reactivity. Direct shear-induced removal of oxide films, however, was not observed. Nevertheless, the protective oxide layer showed sensitivity in passively aerated seawater to large fluid velocities and to small perturbations in potential. The films were stable under all conditions tested in continuously aerated seawater. The present work supports the argument that localized corrosion of copper alloys is caused by galvanic coupling between different regions of a metal coupon. The potential difference driving the galvanic couple could originate from localized shear-induced removal of salt films as well as from non-uniformly distributed oxygen transport rates.

Influence of Current Distribution on Impedance Response of a Disk Electrode

As the impinging jet cell used impedance spectroscopy to monitor reactivity, a key question was whether the non-uniform current distribution seen at some potentials could influence the impedance response, and thereby influence the interpretation of the data. A mathematical model was developed which accounts for the influence of nonuniform current distribution on the impedance response of a rotating disk electrode. Results obtained using this two-dimensional model were compared against those using the one-dimensional model for impedance developed by Tribollet and Newman. The one-dimensional model was found to be adequate when kinetic limitations cause the current to be uniformly distributed. Significant differences between the one-dimensional and two-dimensional models were seen for fast reaction kinetics where the nonuniform ohmic potential distribution is balanced by a nonuniform concentration overpotential.

Development of Statistical Tools for Interpretation of Spectroscopy Data

Interpretation of impedance spectra requires, in addition to an adequate quantitative deterministic model, quantitative assessment of measurement characteristics. An important factor, often ignored or understated in electrochemical impedance spectroscopy, is the nature of the error structure associated with the measurements. The importance of the error structure has been neglected, in part, because the inability to replicate impedance measurements has made it difficult to distinguish among stochastic, experimental bias, and fitting errors. The recent development of measurement model tools for impedance spectroscopy has made it possible to identify the stochastic and experimental bias errors and to use this information to filter data, design experiments, and assess the validity of regression assumptions and the confidence intervals of the resulting parameters.

In spite of the stochastic character of impedance measurements, a definite structure has been resolved for impedance errors. Impedance measurements were found to be heteroskedastic (in the sense that the standard deviations are functions of frequency). The standard deviations for the real and imaginary parts of the impedance were found to be equal, even at frequencies sufficiently high or low that the imaginary part of the impedance asymptotically approaches zero. This result has been observed even for systems with very large leading resistances and has been shown to be a consequence of the Kramers-Kronig relations. The general nature of this result was
confirmed by analyzing the frequency-dependent complex viscosity of viscoelastic fluids. For measurements that satisfied the Kramers-Kronig relations, the standard deviations for real and imaginary parts of the viscosity were found to be equal.

Knowledge of the error structure plays a critical role in interpreting spectroscopic measurements. An assessment of the stochastic (or noise) component of the errors allows refinement of regression strategies and can guide design of experiments to improve signal-to-noise ratios. Assessment of consistency of data with the Kramers-Kronig relations is also important because inconsistencies can be attributed to experimental bias errors that must be accounted for during interpretation of measurements.
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A METHOD FOR MAINTAINING A CONSTANT POTENTIAL VARIATION DURING GALVANOSTATIC REGULATION OF ELECTROCHEMICAL IMPEDANCE MEASUREMENTS

PAUL T. WOJCICK, PANKAJ AGARWAL and MARK E. ORAZEM*
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Abstract—An algorithm is described in which galvanostatic regulation of electrochemical impedance measurements is conducted with an amplitude of current perturbation that is adjusted at each frequency to yield a desired variation in potential. Measurements at previous frequencies are used to estimate the value of the impedance at the target frequency. The algorithm was implemented using LabView for Windows on an IBM-compatible computer. Experimental results illustrate artifacts which can arise as a result of galvanostatic measurement with a fixed current amplitude or as a result of potentiostatic measurements for systems with a changing corrosion potential.
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INTRODUCTION

Electrochemical impedance measurements are usually performed under potentiostatic regulation. In these measurements the potential is a fixed value with a superimposed (often sinusoidal) perturbation of fixed amplitude. This approach is attractive because linearity in electrochemical systems is controlled by potential. For example, a Taylor series expansion for current density at the open-circuit condition using the Butler–Volmer equation (1)

\[ i = i_0 \left( e^{\alpha_1 F_n/T} - e^{-\alpha_2 F_n/T} \right) \]  

(1)

yields

\[ i = i_0 \left( \alpha_1 + \alpha_2 \right) \frac{F_n}{RT} \left( \frac{F_n}{RT} \right)^2 \]

\[ + \frac{1}{6} \left( \frac{F_n}{RT} \right)^3 + O(\eta^4) \]  

(2)

where \( \alpha_1 \) and \( \alpha_2 \) are the apparent transfer coefficients for the anodic and cathodic reactions, respectively, \( \eta_n \) is the surface overpotential, \( F \) is Faraday’s constant, \( R \) is the gas constant, and \( T \) is absolute temperature. For typical parameter values for a symmetric reaction (\( \alpha_1 = \alpha_2 = 0.5 \)) and for \( T = 298 \) K, the second term is equal to zero, and the third term is equal to 1% of the first (linear) term for potentials of roughly 13.0 mV \( \text{s}^{-1} \). Potential perturbations of 5–20 mV \( \text{s}^{-1} \) are often used. Potentiostatic regulation is usually used even for measurement of the impedance at the corrosion potential, a measurement which should, in principle, be conducted galvanostatically (with a time-averaged current density set equal to zero). The potential is set to the value of the corrosion potential at the beginning of the measurement and the potential is perturbed by a value sufficiently small to ensure linearity[2, 3]. This approach is successful if the corrosion potential does not change during the course of the measurement.

Galvanostatic regulation is required, however, when the system is to be studied under constant current density. For example, the evaluation of the resistance of skin to iontophoresis is typically done under constant current because the delivery of therapeutic drugs is more directly governed by current density than by potential[4]. Galvanostatic control is also preferred for the use of impedance spectroscopy as a non-invasive tool for periodically observing the condition of a metal coupon held at the corrosion potential for a long period of time. A drift in the corrosion potential during the course of the measurement of a impedance spectrum will, in the case of potentiostatic regulation, result in application of a potential that is anodic or cathodic to the true open-circuit potential, thus perturbing the long-term measurement at the zero-current condition. Under galvanostatic control, the desired zero-current condition is maintained throughout the impedance measurement.

The difficulty with galvanostatic measurements with a fixed amplitude for the current perturbation is that such measurements can result in severe swings in potential, especially at low frequencies where the impedance is large. The amplitude of the potential variation \( \Delta \bar{\eta} \) associated with a perturbation amplitude of current \( \Delta I \) is given by

\[ \Delta \bar{\eta} = \Delta I / Z(\omega) \]  

(3)
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A current perturbation as small as 10 μA can result in potential swings of 1 V for systems with a polarization resistance of 10^3 Ohms, a value typical of many membranes and some slowly corroding systems. Nonlinear behavior of skin has, for example, been reported for impedance measurements conducted under galvanostatic regulation.

An algorithm was developed in which galvanostatic regulation is conducted with an amplitude of current perturbation that is adjusted at each frequency to yield a desired variation in potential. Measurements at previous frequencies are used to estimate the value of the impedance at the target frequency. The current perturbation to be used is given by

$$\Delta I(\omega) = \frac{\Delta V_{\text{target}}}{|Z(\omega)|_{\text{estimated}}}$$

where $\Delta I(\omega)$ is the current perturbation at a given frequency, $\Delta V_{\text{target}}$ is the desired potential perturbation at the surface of the electrode, and $|Z(\omega)|_{\text{estimated}}$ is the magnitude of the impedance taken from the preceding measurement[5]. The value of the current perturbation obtained from equation (4) is also used to guide automated selection of the current measuring resistor. Automated selection of current measuring resistors is not new, but its implementation is an essential feature of the algorithm.[6] Several changes of the current measuring resistor are often needed because the current perturbation may vary over several orders or magnitude during a scan. An initial guess of $|Z(\omega)|_{\text{estimated}}$ is necessary for the first frequency of an impedance scan. The estimated solution resistance provides a good initial guess for impedance scans made from high frequency to low. The algorithm described above was implemented using LabView® on an IBM-compatible computer.

RESULTS AND DISCUSSION

The copper/synthetic sea-water system chosen to illustrate the benefits of the variable amplitude potentiostatic algorithm is strongly affected by the formation of salt and oxide films. The corrosion potential of a freshly polished copper electrode submerged in electrolyte changes rapidly at first due to the formation of films[6], then reaches a pseudo-steady-state condition after a period of several hours or days. Impedance spectroscopy can be used as a non-invasive tool for assessing the reactivity of the copper electrode during a long-term measurement of the corrosion potential if the amplitude of the perturbation is sufficiently small and if the measurement does not perturb the baseline condition of the electrode.

The disruption caused by the variable-amplitude galvanostatic impedance scan developed in this work is compared in Fig. 1 to the disruption caused by the more traditional use of impedance measurements at the open-circuit potential in which the potential is held at the corrosion potential measured before the scan and a fixed-amplitude potential perturbation is applied. The measured corrosion potential is shown in Fig. 1 as a function of time. The points at which the potentiostatic measurement is made (with a 10 mV s⁻¹ amplitude perturbation) are characterized by roughly a 15 mV s⁻¹ perturbation of potential which decays slowly to the baseline value. The perturbation in corrosion current associated with this set of experiments is shown in Fig. 2. In contrast, the variable-amplitude galvanostatic impedance measurements show a much smaller perturbation of potential (roughly 2 mV s⁻¹) from an extension of the baseline, and there was no perturbation from the zero-current condition.

Potentiostatic experiments, due to their nature, do not contain a zero current condition throughout a single experiment in which the corrosion potential changes with time. For a potentiostatic experiment, the corrosion potential is manually or automatically regulated and a potential bias of that value is applied. The sinusoidal perturbation of an impedance scan is then superimposed over the potential bias. If the open circuit potential is stable, the set bias will yield a zero or near zero current. If, however, the open circuit potential changes during the course of an experiment, in the latter stages of the measurement the bias potential will drive a anodic or cathodic current. This phenomena is illustrated in Fig. 2. Thus the corrosion potential of the system is determined and a potential bias of the same value was applied to the potentiostatic mode. After the bias was applied, the resulting current was measured and a current on the order of ~0.002 mA resulted from the applied bias. The values for the pre-scan current measurements are represented by the circles in Fig. 2. After the completion of each impedance scan...
A method for maintaining a constant potential variation

![Graph showing corrosion potential for a cylindrical copper electrode in synthetic sea-water measured as a function of time from immersion. Impedance scans were conducted at regular intervals (potentiostatic from 5–13 h and variable-amplitude galvanostatic from 19–32 h). The first impedance of each series is marked.]

which typically took from 5–6 min, the current was again measured and these measurements are represented by the squares in Fig. 2. Polarization currents after the scan were on the order of 0.35 mA which can be attributed to a shift in the corrosion potential during the scan.

It is clear that potentiostatically regulated impedance measurements are invasive for systems that have a changing corrosion or open-circuit potential. For such systems, the zero-current condition can be assured only through use of galvanostatic control. For conventional galvanic experiments, however, has a fixed current amplitude is used which can lead to poor signal-to-noise ratios, non-linearity, or both. Use of a single fixed value for the current perturbation is inappropriate for the typical electrochemical systems characterized by a magnitude of the impedance which varies over several orders of magnitude with frequency. For the copper cylinder system used in this work the magnitude of the impedance changed almost three orders of magnitude over the measured frequency range.

As shown in Fig. 3, a large change in the impedance magnitude can yield significant experimental design problems. For example, a sweep from 20 kHz to 0.05 Hz with a fixed current perturbation of 0.035 mA resulted in a 10 mV s⁻¹ potential perturbation at the electrode surface at low frequency. This is a desirable potential perturbation value which did not cause non-linearity in this system, however, the potential perturbation at the surface at high frequency was on the order of 0.1 mV s⁻¹. A low value of the potential response causes signal-to-noise problems. The poor signal-to-noise ratio at high frequencies was alleviated by increasing the amplitude of the current perturbation to 0.5 mA, but the potential perturbations on the order of 300 mV s⁻¹ at low frequency far exceed usual linearity constraints (see

![Graph showing polarization current measured before and after the potentiostatic impedance measurements shown in Fig. 1.]

equation (1)). While linearity can be assured by using galvanostatic modulation with a fixed current amplitude that is sufficiently small, the penalty for such an experimental approach is (as shown in Fig. 4) that the time required for the measurement is increased significantly. Even at an amplitude of 0.1 mA for which the maximum potential perturbation was 43 mV s⁻¹, the time required to conduct an impedance scan was more than twice the time required to conduct the same experiment with the variable-amplitude galvanostatic impedance method.

As shown in Fig. 5, the applied current perturbation in the variable-amplitude galvanostatic algorithm is changed at each frequency according to

Fig. 3. Amplitude of the frequency-dependent potential response associated with the current perturbation of a fixed current amplitude galvanostatic impedance measurement. Data were collected for the copper cylinder electrode in synthetic sea-water.

Fig. 4. The time required for a complete impedance measurement as a function of the current perturbation of fixed-amplitude galvanostatic impedance measurements. The corresponding time required for the variable-amplitude galvanostatic measurements was 11 min.
equation (4). In this case, impedance measurements were conducted from high frequency to low. The target potential was 10 mV s⁻¹, and the resulting potential perturbation ranged between 10 and 12 mV s⁻¹. A better correspondence between the target and measured potential perturbation should in principle be achieved if a better prediction for the impedance were used. The solid line in Fig. 5 represents the value of the currents measuring resistor as a function of frequency.

Seven sets of impedance spectra collected using the variable-amplitude galvanostatic method over a period of approximately 3.5 h are shown in Fig. 6. The high degree of repeatability suggests the extent to which the measurement did not adversely disturb the system. A comparable set of conventional galvanostatic data sets of different current amplitudes are shown in Fig. 7. These data are much more scattered due to noise, and disturbances to the system by the measurement. Furthermore, these spectra show
Fig. 7. Typical impedance plane plot for repeated data collected using the conventional galvanostatic method. The data are compared to the results of the variable-amplitude galvanostatic impedance measurement algorithm with a 10 mV s⁻¹ target potential perturbation (solid line). Data were collected for the copper cylinder electrode in synthetic sea-water.

Fig. 8. Typical impedance plane plot for repeated data collected sequentially using the variable-amplitude galvanostatic impedance measurement algorithm. Data were collected for the copper disk electrode subjected to an axisymmetric impinging jet of synthetic sea-water. Note that the experiments are repeatable until the electrode was subject to impedance scans using a 50 mV s⁻¹ target potential perturbation. The subsequent measurement at a 15 mV s⁻¹ amplitude shows a significant increase in the reactivity of the copper electrode.
features that differ significantly from the spectra collected using the variable-amplitude galvanostatic method.

The variable-amplitude galvanostatic method addresses the need for monitoring corrosion systems at the open-circuit condition with impedance techniques that are non-invasive and that maintain linearity. It should be emphasized that for some systems, violation of linearity constraints can also perturb significantly the experimental system. The results of repeated variable-amplitude galvanostatic scans are presented in Fig. 8 for a copper disk subjected to flow from a submerged impinging jet. The data were collected after the corrosion potential, polarization resistance, and optical images showed no further change in system properties (6 days). The impedance scans taken with target potentials of 10-40 mV s\(^{-1}\) show rough agreement corresponding to a modest degree of non-linearity. This behavior was reversible, since scans taken at a target potential of 20 mV s\(^{-1}\) and separated by a series of measurements at 25 and 30 mV s\(^{-1}\) showed good agreement.

The impedance scan obtained with a target potential of 50 mV s\(^{-1}\) shows a strikingly lower polarization resistance, and a subsequent measurement at a target potential of 15 mV s\(^{-1}\) did not recover the large polarization resistance seen in previous scans. The nonlinear behavior associated with a large potential variation for copper in synthetic sea-water can therefore be reversible if the potential variation is small, but irreversible changes to the system were associated with a potential perturbations as small as 50 mV s\(^{-1}\).

CONCLUSIONS

Impedance spectroscopy can be used for a non-invasive evaluation of properties, but, in order for this technique to be non-invasive, the perturbation must be small and the modulation must not change the steady state characteristics. Galvanostatic regulation is ideally suited for the use of impedance spectroscopy as a non-invasive tool for periodically observing the condition of a metal held at the corrosion potential for a long period of time. While galvanostatic measurements with a fixed amplitude for the current perturbation can result in severe swings in potential, the algorithm described here provides a good means for adjusting the modulation amplitude for current so as to prevent large perturbations to the system.

Acknowledgements—This research was supported by the Office of Naval Research under Grant Number N00014-89-J-1619; Dr A. J. Sedriks was the program monitor.

REFERENCES
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Abstract—The influence of error structure on interpretation of impedance measurements is demonstrated for electro-hydrodynamic impedance spectra. The stochastic component of the error structure was determined through use of measurement models, and a three-parameter model for the error structure was identified. The measurement model was also used to identify portions of the impedance spectra that were not corrupted by bias errors. Regression employing weighting by the stochastic component of the error structure yielded unambiguous values for physical properties such as the Schmidt number, whereas significant ambiguity was observed using modulus or proportional weighting.
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INTRODUCTION

The objective of impedance measurements is identification of physical processes or parameter values appropriate for a given system. Interpretation of impedance spectra requires, in principle, identification of a model which provides a physical description of the system under study. In addition to an adequate deterministic model, however, interpretation of impedance spectra requires a quantitative assessment of the fundamental characteristics of the measurement. An important factor, often ignored or underestimated in electrochemical impedance spectroscopy, is the nature of the error structure associated with the measurements.

The concept that the error structure plays an important role in the interpretation of experimental data is, in fact, well established in the scientific literature[1] As an example of its application to a class of spectroscopic measurements, knowledge of the error structure has been shown to allow enhanced interpretation of light scattering measurements in terms of particle size distribution or even particle classification[2, 3].

Identification of the error structure for most radiation-based spectroscopic measurements such as light scattering can be accomplished by calculating the standard deviation of replicate measurements. The error analysis approach has been successful for light spectroscopy measurements because these systems lend themselves to replication and, therefore, to the independent identification of the different errors that contribute to the total variance of the measurements. In contrast, the stochastic contribution to the error structure of electrochemical impedance spectroscopy measurements cannot be obtained from the standard deviation of replicated measurements because the inherently non-stationary character of electrochemical systems introduces a non-negligible time-varying bias contribution to the error.

The discussion of the stochastic error structure in impedance spectroscopy has, therefore, been limited to a priori predictions of measurement noise based on instrument noise[4] and to standard assumptions concerning the error structure such as constant or proportional errors[5–7]. Zolotowski reported an experimental assessment of the stochastic noise at selected frequencies which showed that the standard deviation of the real and imaginary parts of the impedance (and admittance) are correlated[6]. This result was used to defend the use of modulus weighting for regression of models to experimental data[8–10]. Attempts to weight regressions by standard deviations determined from repeated impedance scans (eg Ref. [11]) have not been very successful because the standard deviation obtained in this way includes both bias and stochastic contributions to the error structure.

The importance of bias errors in impedance spectroscopy has led to development of tools to assess the consistency of spectra with the Kramers–Kronig relations[12–25]. Recently, a measurement model concept was introduced which can be used to determine both stochastic and bias components of the error structure of impedance measurements[26–33]. The objective of this communication is to review the status of the development of the error structure for impedance measurements and to demonstrate, through an example, the role that knowledge of the error structure can play in enhancing interpretation of impedance measurements. Electro-hydrodynamic impedance spectra[34–37] were selected for this dis-
discussion because an accurate deterministic model is available for reduction of ferricyanide on a Pt disc in a 1 M KCl supporting electrolyte[38]. A detailed discussion of this work is presented in Ref.[39].

CLASSIFICATION OF MEASUREMENT ERRORS

The residual errors that arise when a model is regressed to experimental data can be described as being composed of deterministic (systematic) and stochastic (randomly distributed) contributions, $e_{\text{syst}}$ and $e_{\text{stoch}}$, respectively. Thus, at any given frequency, the residual error is given by

$$Z - \bar{Z} = e_{\text{syst}} + e_{\text{stoch}}$$

where the caret signifies the model value for the complex impedance $Z$. In this work, the systematic errors that result from model inadequacies are distinguished from the experimental errors that are propagated through the model and that could arise from a changing baseline or from instrumental artifacts. Systematic errors are therefore defined to consist of contributions from the lack of fit of the model to the data ($e_{\text{sys}}$) and a bias ($e_{\text{bias}}$) in the experiment, ie

$$e_{\text{syst}} = e_{\text{sys}} + e_{\text{bias}}.$$  

In principle, improvement of a stationary model will reduce the error associated with a lack of fit, but non-stationary behavior ($e_{\text{sys}}$) and instrumental artifacts ($e_{\text{sys}}$) can still contribute to the bias errors, ie

$$e_{\text{bias}} = e_{\text{sys}} + e_{\text{inst}}.$$  

The error structure for impedance measurements is defined in this work to include the stochastic and experimental bias errors, but does not include errors associated with model inadequacies.

IDENTIFICATION OF ERROR STRUCTURE

The method for assessing the stochastic part of the error structure was based on using a measurement model to filter non-replicacy of impedance data. A model composed of Voigt elements in series with a solution resistance has been shown to be a useful and general measurement model (see Fig. 1 in Ref. [26]).[26–33]. The measurement model can be described as being a superposition of line-shapes in which each RC element of the Voigt model constitutes a line-shape. While the line-shape parameters may not be unequivocally associated with a set of deterministic or theoretical parameters for a given system, the measurement model approach has been shown to represent adequately the impedance spectra obtained for a large variety of electrochemical systems[26]. The line-shape models represent the low frequency (as compared to the noise frequency) stationary components of the impedance spectra (in a Fourier sense). Regardless of their interpretation, the measurement model representation can be used to filter and thus identify the non-stationary (drift) and high frequency (noise) components contained in the same impedance spectrum[32, 33].

Stochastic contributions to the error structure

The approach taken to assess the error structure of impedance data was to identify the measurement characteristics experimentally rather than to assess the noise level from the published specifications of the component instrumentation. Pseudo-replicate impedance scans were obtained. The measurement model was regressed to each data set using the maximum number of parameters that could be resolved from the data. The measurement model parameters differed slightly for each data set because the system changed slightly from one experiment to the other. Hence, by regressing the measurement model to individual data sets separately, the effects of the change of the experimental conditions from one experiment to the other were incorporated into the measurement model parameters. The standard deviations of the real and imaginary residual errors could therefore be obtained as a function of frequency, and these provided a good estimate for the standard deviation of the stochastic noise in the measurement.

Following the experimental observation that standard deviation for the noise in the real part of the impedance obtained in this way was indistinguishable from the noise in the imaginary part of the impedance, a preliminary model for the error structure was obtained for systems with a negligible ohmic resistance[28, 29, 32]:

$$\sigma_f = \sigma_p = \sigma = \alpha |Z_f| + \beta |Z_i| + \gamma \left| \frac{Z_i}{R_m} \right|^2$$

where $\alpha$, $\beta$, and $\gamma$ were adjustable parameters, and $R_m$ was the value for the current measuring resistor. The parameters $\alpha$, $\beta$, and $\gamma$ were found to be dependent on the instruments used and on the experimental parameters employed. For example, the parameters obtained under potentiostatic control using a Solartron 1250 frequency response analyzer and a PAR 273 potentiostat were different than those obtained using the same frequency response analyzer coupled with a Solartron 1286 potentiostat. The validity of the model for the error structure is supported by the fact that a three-parameter model provides a good agreement for solid state systems as well as for electrochemical systems, for data collected under a wide variety of experimental conditions, and for errors ranging from mΩ to MΩ[24, 25, 27].

The error structure model for the electrohydrodynamic impedance measurements discussed here was found to be[39]

$$\sigma_f = \sigma_p = \sigma = \alpha |Z_f| + \beta |Z_i| + \delta$$

where $\delta$ is a constant. This model was found to apply for a wide range of rotation rates for both oxidation and reduction reactions[39].

Bias contributions to the error structure

A qualitative measure of the consistency with the Kramers–Kronig relations provides evidence of the extent to which a given data set was affected by non-stationary behavior or by instrumental artifacts. The Kramers–Kronig relations have not found widespread use in the analysis and interpretation of elec-
trochemical impedance spectroscopy data due to difficulties with their application. Explicit integration of the relations requires data for frequencies ranging from zero to infinity, whereas the obtainable experimental frequency range is often constrained by instrumental limitations or by the instability of the electrode. Here, measurement models were used to check for the consistency of the experimental data with the Kramers–Kronig relations. The methodology takes advantage of the fact that electrical circuits composed of passive elements must satisfy the Kramers–Kronig relations. Since, by including a sufficient number of line-shapes, a measurement model can provide an adequate fit to stationary electrochemical impedance data, an inability to fit an impedance spectrum can be attributed to the failure of the data to conform to the assumptions of the Kramers–Kronig relations rather than the failure of the model. No direct integration of the Kramers–Kronig relations is required.

APPLICATION TO ELECTRO-HYDRODYNAMIC IMPEDANCE SPECTROSCOPY

The application of the error structure to interpretation of impedance data is illustrated for evaluation of the Schmidt number using electro-hydrodynamic impedance spectroscopy. Electro-hydrodynamic impedance spectroscopy (EHD) is a technique in which sinusoidal modulation of a disc rotation rate drives a sinusoidal current or potential response. The technique has been applied to surface or electrode processes that are under mass transport control, and it has been proposed to be a sensitive tool for measurement of diffusion coefficients of ionic species. Ionic diffusivities are obtained by regressing a model to the EHD data. A process model for this system was given by Tribollet and Newman:

$$\frac{I}{\Omega} = \frac{2A_0 z_p (Sc^{1/3} \frac{\omega}{\Omega_0})}{j\omega R_c C + 1}$$

where $z_p$ is a tabulated function for the electro-hydrodynamic impedance which includes corrections for a finite Schmidt number, $A_0$ is the impedance at zero frequency, $Sc$ is the Schmidt number ($Sc = \nu/D$), and $R_c C$ is a lumped parameter which contains the electrode capacitance $C$ and ohmic resistance $R_c$.

The error structure for EHD measurements was identified for a platinum disc electrode rotating in solutions with a 0.01 M ferri/ferro cyanide redox couple in a 1 M KCl supporting electrolyte. Experimental details are provided in Ref. [39]. Typical results are presented in Fig. 1.

The error structure obtained by using the measurement model to filter lack of replicacy is compared in Fig. 2 to the modulus and to the standard deviations of the replicate measurements. The line given in Fig. 2 is the fitted model for the error structure (see equation (5)). The stochastic noise of the EHD measurements is clearly not proportional to the modulus of the impedance. The standard deviation of the real and imaginary parts of the noise are equal, a result that is consistent with observations made for EIS [28, 29, 32]. The results presented in Fig. 2 also suggest that the noise level becomes a significant fraction of the signal at higher frequencies, a characteristic that influences regression of models to EHD data. It is worth noting that the noise structure obtained under the assumption that the repeated measurements are replicate over-predicts the filtered standard deviation by as much as an order of magnitude, and that the standard deviations for the real and imaginary components appear to be correlated but are not equal. This result is presented in greater detail in Ref. [39].

Modulus weighting, in the past, been used to regress the EHD model to the data. The use of
Fig. 3. Regressed values for the Schmidt number obtained under modulus weighting as a function of the upper value for the dimensionless frequency range. The regressed frequency range for any open circle was 0.0168 to the maximum dimensionless frequency given for that point. The first data set shown in Fig. 1 was used for the regression. The solid lines represent the 95% confidence interval for the regressed parameter and the dashed line represents the value reported in this work. Similar ambiguity was seen for $A_p$ and $R_e$.

modulus implies that the stochastic noise is proportional to the modulus of the impedance, an assumption that is shown in Fig. 2 to be incorrect. It has been reported that inclusion of noisy high frequency data in regression under modulus weighting leads to unrealistic values for the Schmidt number[11]. The problem of high frequency noise has, in the past, been addressed by deleting high frequency points. Unfortunately, elimination of high

Fig. 4. Regressed values for the Schmidt number obtained under error structure (see equation (5)) weighting as a function of the upper value for the dimensionless frequency range. The regressed data was the same as reported in Fig. 3.

Fig. 5. The residual sum of squares normalized by the sum of squares of the standard deviation given by equation (5) for the fits obtained under modulus, apparent standard deviation, and error structure weighting (see Fig. 2).

Fig. 6. Results of the regression of the process model (equation (6)) to the first of the data sets shown in Fig. 1. The circles represent the experimental data and the solid lines represent the corresponding model fit. The frequency range of the regression was that shown to be free of non-stationary bias errors.

Fig. 7. The relative (dimensionless) residual errors for the fit presented in Fig. 6. (A value of 0.01 corresponds to a 1% relative residual error.) The dashed line represents the 95.4% (2e) confidence interval (or noise level) for the measurement as determined by the measurement model approach: (a) real part; (b) imaginary part.
The influence of error structure

frequency data from the regression leads to ambiguity in determination of the Schmidt number because, as shown in Fig. 3, the resulting value for \( Sc \) depends on the number of data points included in the regression. The 95% confidence interval for the parameter estimate presented in Fig. 3 as upper and lower solid lines also reflects the large uncertainty in the estimate for \( Sc \). Similar ambiguity is seen when the standard deviation of repeated measurements is used to weight the regression. As shown in Fig. 4, use of the measured error structure for the EHD measurements to weight the regression (the solid line in Fig. 2) eliminated ambiguity in the identification of the Schmidt number, and the confidence interval for the estimate was improved. The regressed values for \( A_0 \) and \( R_C \) showed similar ambiguity when modulus weighting is employed, and an unambiguous value was obtained when the error structure is used in the regression.

The sum of squares of the residual error for this series of regressions, normalized by the sum of squares of the standard deviation, is given in Fig. 5. The use of error structure weighting improved the regression statistic, but the value was significantly larger than one when high frequency data were included. The large normalized residual error seen when high frequency data were included could be attributed to an inadequacy of the process model or to the influence of non-stationary phenomena. A change in the electrode properties was suggested by departures from ideal behavior of the modulus (see Fig. 2) and phase angle at high frequencies\[40, 41\]. Inconsistency due to non-stationary behavior may be expected for high frequency data since the time required for the measurement increased greatly at high frequencies. To explore the role of non-stationarity, the methods of Ref. [33] were used to evaluate the consistency of the data with the Kramers–Kronig relations. The data within the range of 0.0561–1.8 Hz were found to be consistent with the Kramers–Kronig relations to within the 95.4% confidence interval of the measurement model. Data in the range 1.8–40 Hz were rejected as being inconsistent and presumably influenced by non-stationary bias errors.

As shown in Fig. 6, the process model (equation (6)) provided a good fit to the data over the consistent frequency range. Residual errors, presented in Fig. 7, fell within the error structure for the measurement. The values for Schmidt number obtained on freshly polished electrodes under error structure weighting for frequency ranges found to be consistent with the Kramers–Kronig relations were in good agreement with published values. The value for the Schmidt number, however, increased with the time of exposure of the electrode, and the value obtained for \( R_C \) was an order of magnitude larger than expected. These results suggest that the blocking phenomena changes the values for \( Sc \) and \( R_C \).

CONCLUSIONS

The development and application of mathematical models for the interpretation of electrochemical impedance data requires both physical insight and a quantitative assessment of the fundamental characteristics of the measurement. The example presented here illustrates that synergistic implementation of experiment, measurement model and process model can enhance the information content of impedance spectra in terms of physically meaningful parameters. The measurement model provides a means of characterizing the measurement characteristics for electro-hydrodynamic impedance spectroscopy as well as electrochemical impedance spectroscopy. Regression employing weighting by the stochastic component of the error structure yielded unambiguous values for physical properties such as the Schmidt number, whereas significant ambiguity was observed using modulus or proportional weighting. Through use of the measurement model, the influence of non-stationary processes on the data could be distinguished from the influence of surface blocking. The influence of surface phenomena on the transport properties could be observed clearly under the use of error structure weighting.
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ABSTRACT

The measurement model concept was used to assess both the stochastic and bias contributions to the error structure of electrohydrodynamic (EHD) impedance spectra. The stochastic component of the error structure was determined, and a model for the error structure was identified. Regression employing weighting by the stochastic component of the error structure yielded unambiguous values for physical properties such as the Schmidt number, whereas significant ambiguity was observed using other weighting strategies. The influence of surface phenomena on the impedance response could, through use of the measurement model for assessing consistency with the Kramers-Kronig relations, be distinguished from nonstationary effects. The measurement model provided a quantitative means for assessing the utility of input signal filtering. The noise level in the measured impedance was found to be unaffected by use of input filters and, surprisingly, the time required to collect the data was increased slightly by using the filters. The estimated parameter values and their standard deviations were comparable whether or not filtering was used. The use of the measurement model to assess stochastic and bias components of the error structure extends the useful frequency range for EHD measurements and should enhance the application of EHD for assessing surface phenomena.

The development and application of mathematical models for the interpretation of electrochemical impedance data requires quantitative assessment of the fundamental characteristics of the measurement as well as quantitative identification and evaluation of the physics and chemistry of the system under study. An important factor, often ignored or underestimated in electrochemical impedance spectroscopy (EIS), is the nature of the error structure associated with the measurements. The importance of the error structure is neglected in spite of the fact that electrochemical impedance measurements are recognized as being, in general, heteroskedastic in frequency and time varying. Identification and quantification of the measurement-error structure is essential for filtering data, designing experiments, assessing the validity of regression assumptions, and determining the confidence intervals or the relevance of the resulting parameters.

In previous work, a measurement model based upon a superposition of line shapes was shown to provide a satis-
factory fit to the impedance response of typical electrochemical systems. The ability of the measurement model to fit general electrochemical data makes it a useful tool for identifying the error structure of impedance data, for screening impedance data for instrumental artifacts and nonstationary behavior, and for guiding development of an appropriate process model. In effect, the measurement model becomes a vehicle for a sophisticated statistical analysis of impedance spectra. The process model, which provides a mathematical description of the system-specific physics and chemistry, can then be regressed to the data to extract physically meaningful parameters.

While the measurement model has proved to be useful in the analysis of impedance data based on modulation and measurement of current and potential, the object of this work was to explore the utility of the measurement model for interpretation of data obtained by the “transfer function” techniques based on modulation of other system variables.10,11 The system chosen for this study was electrolytically-conductive hydrodynamic impedance spectroscopy (EHD), which is described in Ref. 12-18. EHD involves modulating the rotation speed of a disk electrode and measuring the resulting current. To a first approximation, this approach isolates the influence of mass transfer. Transport properties are obtained by regressing process models to the EHD impedance spectra. EHD can, in principle, provide accurate determination of the diffusivities of species that cannot be measured in other ways. An advantage of this technique is that an accurate process model is required to calculate the diffusion coefficients from disk electrodes. The major limitation of the technique has been that noise in the measurement causes ambiguity in the regression, and the resulting uncertainty in the value for Sc can be 30% or more.

In this work it is shown that the measurement model can be applied for identification of the error structure for EHD and that regression of a process model with error structure weighting, coupled with identification of bias in the measurement, eliminates ambiguity in the determination of the values of the physical parameters.

**Principles of EHD**

In the usual application of electrochemical impedance spectroscopy, a complex impedance is calculated as the ratio of potential to current under a small perturbation of current (galvanostatic regulation) or potential (potentiostatic regulation). EHD impedance is measured as a function of the frequency of the perturbation, and regression of models to the resulting spectra yields values for physical properties. In recent years generalized impedance techniques have been introduced in which a nonelectrical quantity such as pressure, temperature, magnetic field, or light intensity is modulated to give a current or potential response. EHD is one such generalized impedance technique in which sinusoidal modulation of disk rotation rate drives a sinusoidal current or potential. The technique has been applied to surface or electrode processes that are under mass-transport control, and it has been used to obtain diffusion coefficients of ionic species from determination of the Schmidt number (Sc = v/δ).12-22

The relationship between EIS and EHD has been developed from the perspective of a transfer function analysis.13 EHD has an advantage over EIS for measurement of the Schmidt number (or ionic diffusivities) because the measurements can be made at the mass-transfer limited current plateau, whereas an EIS measurement must be made on the slope below the limiting current plateau. Unrealistically large values of the Schmidt number are obtained below the limiting current plateau by either EIS or EHD and this discrepancy can be as large as 100-1000. Preliminary work suggested that this discrepancy may be caused by the nonuniform current, concentration, and overpotential seen at the disk electrode for currents below the limiting current plateau.14 The EHD method employs a sinusoidal perturbation of the disk rotation rate while the electrode is held at a constant potential at the mass-transfer limited current. The resulting sinusoidal current is measured, and the ratio of the complex current and the amplitude of the disk rotation gives the EHD transfer function. As the measurement is conducted at the limiting current, the current distribution and, hence, the concentration of reacting species, is uniform along the surface of the disk electrode.

The sensitivity of EHD to surface processes makes it useful for studying the influence of surface films and of blocking phenomena.15,16,17,18,21,22 It should be noted that, while dc experiments at the current plateau can give good answers for the mass transfer limited current, a nice diffusion-plateau is not enough to calculate the diffusion coefficient. Additional information (electrode surface area and solute concentration) is needed, and the plateau may be influenced by blocking. An example of the use of EHD to explore the influence of blocking is given in Ref. 27. If blocking is present, the EIS measurement is also affected, but the effect is generally coupled with the effect of kinetics and is therefore less easily distinguished.

**EHD Experiments**

A series of EHD experiments was conducted on a rotating platinum disk electrode. A wide range of experimental conditions was used in order that a generalized model for the error structure of the data could be obtained.

The disk was rotated by a high-speed low-inertia rotating disk apparatus developed at the CNRS.23 The rotator was rated at a power of 115 W. This high power is necessary to obtain disk electrode rotation over a large frequency range without attenuation. The rise time of the rotator between 0 and 1000 rpm when a stepwise potential is applied was less than 2 ms (indicating a low inertia). The long-term stability and accuracy of the rotation speed was 0.2% from 100 to 1000 rpm (the range corresponding to the experiments presented here). The tachometer had 24 poles, and the electromagnetic constant was 3 mV/rpm. The amplitude of modulation was set to 10% of the baseline rate.

The potentials and currents were measured and controlled by a P.G.Stat.Z1 potentiostat. A Solarton 1250 frequency-response analyzer (FRA) was used to apply the sinusoidal perturbation and to calculate the transfer function. A matched two-channel Kemo Type VBF 48 dB low-pass Butterworth analog filter was used to reduce the noise level of the input signals to the FRA. The high-frequency component was set to three times the measurement frequency. When the analog filter was in use, the perturbation and response were both filtered to reduce the influence of the instrument phase shift. The analog filter gain was set to maximize the signal without causing clipping. This meant that, for the experimental conditions used here, the filter gain was set to times 10 for experiments at 200 and 400 rpm and to times 1 for experiments conducted at 800 rpm. Experiments were performed with the analog filter on and off-line to explore its influence on the noise of the resulting impedance and on the measurement time.

A ferri-/ferrocyanide redox couple in KCl supporting electrolyte was used as the experimental system. The electrochemical reaction kinetics for this system on conditions Pt are very fast as compared to mass transfer; therefore, this system is suitable for the comparison of diffusion measurements. Equimolar (0.01 M) concentrations of potassium ferricyanide and potassium ferrocyanide were dissolved in a 1 M potassium chloride solution. Before the start of each experiment, the electrode was wet polished on a 1200 grit emery cloth and rinsed in distilled water. The electrode diameter was 5 mm, yielding a surface area of 0.1963 cm². The temperature was controlled at 25.0 ± 0.1°C.

The data were collected frequency-by-frequency from the low frequency (0.05 Hz) to the maximum frequency with measurements taken at 20 logarithmically spaced frequencies per decade. The first measurement at 0.05 Hz was discarded in the analysis because the start-up transient often influenced the value of impedance reported by the instrumentation. The long (1% closure error) autointe-
The integration option of the frequency-response analyzer was used, and the channel used for integration was that corresponding to current. The time required to collect a complete frequency scan was roughly 90 min. The solution was not deaerated, but experiments were performed at a polarization potential of 0 V (SCE) in order to minimize the influence of oxygen on the reduction of ferricyanide. FraCom software developed in-house at CNRS by H. Takenouti was used to control the experiments and collect the data. Replicate runs were performed at each experimental condition. Data were collected at rotation rates of 200, 400, and 800 rpm with the analog filter on and off-line.

A typical set of four successive EHD measurements is shown in Fig. 1 for a rotation rate of 200 rpm with the analog filter disconnected, for a frequency range of 0.05 Hz (where the real part approaches a low-frequency asymptote of about 0.36 µA/rpm) to 40 Hz (where both the real and imaginary components approach zero). In contrast to the usual presentation of EHD data in dimensionless form, the data are presented here in units of µA/rpm to emphasize the physical nature of the experiment, to emphasize that the modulus at zero frequency (the normalizing parameter used to make such plots dimensionless) is a fitted parameter, and to emphasize that, since the parameters for the model for the error structure to be developed later are not all dimensionless, the units of the measurement are important. Close examination of Fig. 1 reveals a lack of replicacy. As is discussed in a subsequent section, the high-frequency behavior evident in Bode plots of Fig. 1 can be associated with gradual poisoning or blocking of the Pt surface.

**Measurement Model Analysis**

This work is intended to demonstrate the applicability of the measurement model concept to EHD data and to determine the stochastic component of the error structure of EHD data. A generalized model for the error structure was then used to weight regression of the process model for this system.

**Applicability of the measurement model concept to EHD data.**—The measurement model used for determination of the error structure of the EHD data was given by a generalized Voigt model, i.e.

\[
Z_\omega = Z_n + \sum_{\kappa} \frac{\Delta_\kappa}{(1 + j\omega/\tau_\kappa)}
\]  

It is worth noting that Eq. 1 represents a superposition of line shapes (i.e., a series arrangement of circuits involving dissipative elements of resistance with time constants \(\tau_\kappa\) that has been applied in the fields of optics, solid mechanics, rheology (\(\Delta_\kappa\) are then viscosities), and electrochemistry (where, for ac impedance, \(\Delta_\kappa\) are resistances and \(Z_n\) is the ohmic potential drop resistance). In the particular case of EHD impedance, the \(\Delta_\kappa\) are dimensioned as electrical charges, and \(Z_n\) is equal to zero.

To illustrate the applicability of Eq. 1 as a measurement model for EHD impedance, Eq. 1 was regressed to the first EHD data set shown in Fig. 1. The error structure for the measurement, presented in a subsequent section, was used to weight the regression. The frequency range for this regression was 0.0561 to 1.774 Hz (31 data points). This frequency range was that determined by the measurement model analysis (shown later) to be consistent with the Kramers-Kronig relations. As shown in Fig. 2, the measurement model provided a good fit to EHD data with the high frequency limit (\(Z_n\) in Eq. 1) set to zero as suggested by the theory for EHD. Two line shapes (four parameters) were obtained from the regression, which was weighted by the model for the error structure to be developed in a subsequent section. The residual sum of squares for this regression, normalized by the sum of squares of the noise, was 1.50, which compares favorably to the value of 2.60 obtained by the best fit of the process model over the same frequency range. As shown in Fig. 3, the residual errors for the regression fall well within the measured 95.4% (2\(\sigma\)) error structure for the measurement. Note that the residual errors and the error structure given in Fig. 3 are on a relative fractional basis. Thus, the residual errors and the confidence interval for the data tend toward infinity at large frequencies where both the real and imaginary parts of the impedance are small.
EHD when Eq. 1 is not dimensionally consistent with EHD data (if the parameters $\Delta$ are given their usual meaning as a circuit-element resistance). This apparent inconsistency is easily resolved if the parameters $\Delta$ are given units of EHD impedance and if it is understood that the principal constraint for selection of line shapes for a measurement model is that the line shape be consistent with the Kramers–Kronig relations. The measurement model is meant only to provide a statistically adequate fit to data and is not used here for direct interpretation of data in terms of physical processes.

The error structure of EHD data.—The stochastic components of the errors for the EHD data were determined using the procedure described in Ref. 4, 6, and 8, in which the measurement model served as a filter for the nonreplicacy of sequential impedance measurements. Such nonreplicacy is evident in Fig. 1 and is typical of electrochemical data. The results of the analysis for the data at 200 rpm with the analog filter disconnected are compared in Fig. 4 to the modulus and to the standard deviation of the repeated measurements. The open circles and triangles represent the real part and the imaginary part, respectively, of the standard deviation in which the lack of replicacy was filtered by the measurement-model technique. The corresponding closed symbols represent the standard deviations of the repeated measurements. The line given in Fig. 4 is the fitted model for the error structure which is discussed in a subsequent section. The stochastic noise of the EHD measurements is clearly not proportional to the modulus of the impedance. The standard deviation of the real and imaginary parts of the noise are equal, a result that is consistent with observations made for EIS.4,5,6 The results presented in Fig. 4 also suggest that the noise level becomes a significant fraction of the signal at higher frequencies, a characteristic that influences regression of models to EHD data. From the perspective of motivating the measurement model analysis of the error structure, perhaps the most compelling result shown in Fig. 4 is that the error structure obtained under the assumption that the repeated measurements are replicate (filled symbols) over-

![Image](https://example.com/image1.png)

**Fig. 2.** Results of the regression of a measurement model containing two Voigt elements to both real and imaginary parts of the first of the data sets shown in Fig. 1. The circles represent the real part of the experimental data, the triangles represent the negative imaginary part of the experimental data, and the solid lines represent the corresponding model fit. The frequency range of the regression is that shown to be free of nonstationary bias errors.
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**Fig. 3.** The fractional residual errors for the fit presented in Fig. 2. The dashed line represents the 95.4% (2$\sigma$) confidence interval (or noise level) for the measurement as determined by the measurement model approach. (a, top) real part; (b, bottom) imaginary part.

![Image](https://example.com/image3.png)

**Fig. 4.** The error structure identified for EHD measurements. The mean rotation rate was 200 rpm, and the analog filter was not employed. The open circles and triangles represent the real part and imaginary part of the standard deviation filtered by the measurement model. The closed circles and triangles represent the real part and imaginary part of the standard deviation calculated directly from repeated measurements. The diamonds represent the modulus. The solid line is the fitted model for the error structure (Eq. 3) with parameter values given in Table I.
Table I. Regressed values for the error structure of the electrohydrodynamic impedance measurements. Regression was weighted by a five point moving averaged value for the apparent variance of the standard deviation filtered using the measurement model. The data were detrended to ensure that the mean residual error was equal to zero.

<table>
<thead>
<tr>
<th>Parameters</th>
<th>Std. dev. (percent)</th>
</tr>
</thead>
<tbody>
<tr>
<td>( \alpha = 1.26 \times 10^{-3} )</td>
<td>3.8</td>
</tr>
<tr>
<td>( \beta = 9.4 \times 10^{-4} )</td>
<td>2.6</td>
</tr>
<tr>
<td>( \delta = 1.01 \times 10^{-4} \mu \text{A/rpm} ) ( (5.1 \times 10^{-5} \mu \text{A/cm}^2 \text{rpm}) )</td>
<td>1.9</td>
</tr>
</tbody>
</table>

predicts the standard deviation by as much as an order of magnitude, and that the standard deviations for the real and imaginary components are seen to be correlated but are not equal. This result has important consequences for the use of the standard deviation of repeated measurements to weight regression procedures, as was used, for example, in Ref. 23.

Model for the error structure for EHD data.—The generalized model previously developed for the stochastic noise of electrochemical impedance measurements was of the form

\[ \sigma_r = \sigma_j = \alpha |Z|_1 + \beta |Z|_1 + \gamma |Z|^2 + \delta \]

where \( \sigma_r \) and \( \sigma_j \) are the real and imaginary parts, respectively, of the standard deviation of the complex impedance \( Z \), \( R_c \) is the value of the current-measuring resistor; and \( \alpha \), \( \beta \), and \( \gamma \) are dimensionless parameters which were found to be constants for a given instrumental system. A similar model was found for the stochastic contribution of the error structure for EHD data, i.e.

\[ \sigma_r = \sigma_j = \alpha |Z|_1 + \beta |Z|_1 + \delta \]

where \( Z \) and \( Z_j \) are the imaginary and real parts of the EHD transfer function, respectively, and \( \alpha \), \( \beta \), and \( \delta \) are parameters which were found by regression to the set of standard deviations obtained using the measurement model technique described in Ref. 8. The parameter values so determined are presented in Table I. These parameter values could be used, in accordance with Eq. 3, to describe the error structure for all rotation rates studied, for both oxidation of ferrocyanide at +0.4 V (SCE) and reduction of ferricyanide at 0 V (SCE), and for the data collected with and without analog filtering. It is important to note that, while \( \alpha \) and \( \beta \) are dimensionless, \( \delta \) has units of EHD impedance, dimensioned as a charge and given here in units of \( \mu \text{A/rpm} \).

The error structure obtained using the analog filter at 200 rpm is presented in Fig. 5. Similar results were obtained for the experiments conducted at 400 and 800 rpm with the filter disconnected and active, respectively. The solid line shown in Fig. 4 and \( \delta \) is the fitted model for the error structure developed in the next section with the same model parameters. It is evident that the use of the filter does not influence the error structure of the measurement. This result perhaps reflects the efficiency of the long (1% closure error) integration feature of the frequency-response analyzer as a filter for noise. This result also serves to emphasize the importance of the measurement model as an approach for assessing the noise level in the final output of the instrument. The matched analog filters were observed by oscilloscope to reduce significantly the noise level of the signals input into the frequency-response analyzer. The reduction of the stochastic noise in the input signal did not, in this case, result in a reduced noise level of the electrohydrodynamic impedance.

As the analog filter did not reduce the noise level of the measurement, it is worth asking whether matched input signal analog filters can be used to reduce the time required to collect impedance measurements. The time required per measurement is presented as a function of frequency in Fig. 6 for a rotation rate of 200 rpm. Similar results were obtained at 400 rpm. The error bars correspond to one standard deviation of 4 to 14 repeated measurements. The dashed lines correspond to the time required for integration of 3, 5, and 10 cycles, and the value associated with each line is given by the intercept of the dashed lines with the frequency axis. In making an impedance calculation, the frequency-response analyzer integrates over an integral number of cycles, with the smallest number of cycles being 3. At low frequencies, the time required per measurement corresponds to 3 to 5 cycles. At higher frequencies, where the signal-to-noise ratio is worse, more time is required to achieve the 1% closure error criterion of the long integration feature of the FRA. It is evident that for this application, use of an analog filter does not reduce the time required per measurement, and, in fact, the time required per measurement was increased slightly. In one experiment, the filter was found to reduce the time required to collect data in the frequency range of 1 to 40 Hz at 800 rpm. This experiment was characterized by an input signal that was badly matched to the analog filter in that, while the signal was very weak, use of the times 10 filter gain caused clipping at low frequencies. The values for the Sc number obtained by regression to the resulting data were unreliable.

The role of input filters was irrelevant in the present case because the FRA used makes correlations with six significant digits. While the noise rejection properties of this FRA were found to be adequate for the signal-to-noise ratio of the measurements presented in this work, it should be noted that not all commercially available instruments have the same noise rejection properties and that the signal-to-noise ratio can be very small for some measurements. In situations where the signal-to-noise ratio is very poor, prefiltering of signals can be essential. In our laboratory, for example, EHD measurements for the same experimental system reported here but below the limiting current could not be obtained without use of the analog filters described in this work.

Process Model for EHD
Electrohydrodynamic impedance experiments are performed by modulating the angular velocity \( \Omega \) of the rotating disk electrode with a fixed amplitude of perturbation \( \Delta \Omega \) around a mean angular velocity \( \Omega_0 \). The perturbation
Fig. 6. A comparison of the time required per measurement at a mean rotation rate of 200 rpm when the input filter is employed (Δ) or disconnected (C). The error bars represent ±1 standard deviation for the successive experiments. The dashed lines represent (bottom to top) the time required per measurement for 3, 5, or 10 cycles.

The angular velocity can thus be written as

$$\Omega = \Omega_0 + \Delta \Omega \cos (\omega t)$$

The resulting current I, at fixed potential, can be expressed as

$$I = I_0 + \Delta I \cos (\omega t + \phi)$$

where $I_0$ is the average current, $\Delta I$ is the amplitude of the sinusoidal current response, and $\phi$ is the phase shift. These equations can be introduced into the differential equations that describe the physics and chemistry of the system to calculate explicitly the transfer function for the system. Tribollet and Newman have developed a theoretical transfer function for the system which can be written as

$$\frac{I}{\Omega} = \frac{2A_0 z_0(z(u))}{R Z_0(z(u)) + jwR C \left( \frac{R}{Z_0(z(u))} + 1 \right) + \frac{R}{Z_0(z(u))} + 1}$$

where

$$z(u) = \frac{S_c^{1/2} \Omega}{\Omega_0}$$

Equation 7 was regressed to the experimental data to obtain the values for $A_0$, $R_C$, and $S_c$.

**Regression of the Process Model to the Data**

The issue of weighting is recognized as being critical to regression of models to impedance data, but lack of information on the error structure has prevented weighting in accordance to the stochastic noise. While Robertson et al. weighted their regressions by the experimentally measured variance of repeated measurements, modulus weighting has been generally used to regress the EHD model to data. The use of modulus weighting implies that the stochastic noise is proportional to the modulus of the impedance, an assumption that is shown in Fig. 4 to be incorrect.

Inclusion of noisy high frequency data in regression under modulus and apparent variance weighting were reported as giving unrealistically large values for the Schmidt number. The problem of high frequency noise has, therefore, been addressed by deleting high frequency points. Unfortunately, elimination of high frequency data from the regression leads to ambiguity in determination of the Schmidt number because the regressed frequency range is somewhat arbitrarily selected on the basis of the reasonableness of the resulting values.

To identify the influence of weighting strategy on the value of physical parameters obtained, regressions were made under modulus, apparent variance, and error structure weighting with frequency ranges that excluded different numbers of high frequency data. The analysis presented here is for the first spectrum taken at a rotation rate of 200 rpm with the analog filter disconnected. Very similar results were obtained for the other rotation rates and with the analog filter connected and disconnected.

The results of the regression of the process model under modulus weighting to the first data set collected at a mean rotation rate of 200 rpm with the analog filter disconnected are shown in Fig. 7 as a function of the maximum dimensionless frequency ($\rho = \omega / \Omega_0$) included in the regression. The dashed line, included as a reference, is the value obtained under error-structure weighting for the frequency range determined to be free of nonstationary errors. The dimensionless frequency is used here to simplify comparison to the maximum dimensionless frequency of 0.5 used in the regressions of Robertson et al. The regressed frequency range was, therefore, 0.0168 (0.0561 Hz) to the value reported on the ordinate. The value obtained for all parameters depended on the number of data points included in the regression. The 95% confidence interval for the parameter estimate presented in Fig. 7 as upper and lower solid lines reflects large uncertainty in the estimate for $S_c$ and large uncertainty in the estimate of $A_0$ when dimensionless frequencies above 1 are included. The value of $R_C$ was even more uncertain. The confidence interval for this parameter included zero when the maximum dimensionless frequency was less than 0.5 (ten complex data points) or greater than 5 (50 data points). A similar ambiguity was seen when the variance calculated directly from the successive measurements was used to weight the regression.

Use of the measured error structure to weight the regression of models to the EHD measurements greatly reduced the ambiguity in the determination of the Schmidt number. The results are shown in Fig. 8. Examination of the results shows that the ambiguity in the estimation of $S_c$ has been reduced except when too few points are used in the regression resulting in the loss of information. The confidence interval for the estimates is also seen to improve, although it increases slightly when all the high frequency data are included in the analysis.

The residual sum of squares for these regressions, normalized by the residual sum of squares for the measurement noise, is given in Fig. 9. The regression statistic
Fig. 7. Regressed values for the first data set collected at 200 rpm without analog filtering obtained under modulus weighting for process model parameters as a function of the upper value for the dimensionless frequency range. The solid lines represent the 95% confidence interval for the regressed parameter and the circles represent the regressed parameter value. The dashed lines represent the value reported in this work. (a, top) Schmidt number; (b, middle) the low-frequency asymptotic value for the modulus of the EHD impedance; and (c, bottom) the capacitive correction term (see Eq. 7).

Fig. 8. Regressed values for the first data set collected at 200 rpm without analog filtering obtained under error structure weighting (see Eq. 3) for process model parameters as a function of the upper value for the dimensionless frequency range. The solid lines represent the 95% confidence interval for the regressed parameter, and the circles represent the regressed parameter value. The dashed lines represent the value reported in this work. (a, top) Schmidt number; (b, middle) the low-frequency asymptotic value for the modulus of the EHD impedance; and (c, bottom) the capacitive correction term (see Eq. 7).

It seems to be roughly equivalent for the three weighting strategies except when frequencies above a dimensionless value of 1 are included in the regression. In all cases, the use of error structure weighting yielded the smallest value for the residual error.

The large normalized residual error seen when high-frequency data were included could be attributed to an inadequacy of the process model or to the influence of nonstationary phenomena. A change in the electrode properties is suggested by the departure of the modulus and phase angle from ideal behavior at high frequency. This effect is reflected in a reduction of the low frequency asymptote in the impedance plane (see Fig. 1 and Ref. 33, 34).

To explore the role of nonstationarity, the methods of Ref. 3 and 9 were used to evaluate the consistency of the data with the Kramer-Kronig relations. This procedure is illustrated by the regression of a measurement model to the imaginary component of the first data set of Fig. 1 as presented in Fig. 10. Three line shapes were obtained from
the regression, and the resulting residual errors fall within the $\pm 2\sigma$ limits for the measurement errors (see Fig. 11). The model parameters were used to predict the real part of the measurement, and a Monte Carlo simulation was used to determine the $2\sigma$ confidence interval of the model, shown as the upper and lower solid lines in Fig. 12. The comparison between the predicted real part of the impedance and the $95.4\%$ confidence interval is seen more clearly in Fig. 13. The real part of the EHD impedance can be calculated from the imaginary at low frequencies, but at frequencies above $1.8$ Hz ($\sigma = 0.54$), the residual errors fall outside the $95.4\%$ confidence interval for the prediction. The data within the range of $0.0561$ to $1.8$ Hz are shown to be consistent with the Kramers-Kronig relations to within the $95.4\%$ confidence interval of the measurement model, and data in the range $1.8$ to $40$ Hz are shown to be inconsistent and presumably influenced by nonstationary bias errors. Inconsistency due to nonstationary behavior is expected for high frequency data since the time required for the measurement increased greatly at high frequencies (see Fig. 6).

As shown in Fig. 14, the process model (Eq. 7) provided a good fit to the data over the consistent frequency range. Residual errors, presented in Fig. 15, fall within the error structure for the measurement. The results obtained under error-structure weighting for frequency ranges found to be consistent with the Kramers-Kronig relations are presented in Table II. These results are in good agreement with published values for the Schmidt numbers.$^{25}$

**Discussion**

The topics covered in this section include the influence of weighting strategies on regression of impedance data, the interpretation of the resulting process model parameters, and the extent to which high frequency EHD data can be used.

**Influence of weighting strategies.**—This work should be viewed in the context of the careful study presented by Robertson et al.$^{25}$ In their work, replicate EHD measurements were obtained, and the squares of the residuals were weighted by the reciprocal of the variances of five successive measurements. The difference between the work presented by Robertson et al.$^{25}$ and this work is that, in this work, the measurement model was used as a filter for lack of replicacy in the assessment of stochastic measurement noise.

It has been demonstrated that the weighting used can have a significant effect on the information obtained by regression of a model to impedance data.$^{12,22}$ While weighting by the variance of the measurement is a preferred regression approach, the variance calculated directly from successive impedance measurements includes con-
tributions from lack of replicacy as well those associated with stochastic errors. The measurement model approach yielded bias-free estimates for the standard deviation of the impedance measurements, and regression using this as the error structure for weighting gave more unambiguous results for parameter estimates. The reason for the importance of weighting can be seen in Fig. 16, where different weighting strategies are compared to error structure weighting for the data collected at 400 rpm. As compared to use of the error structure for weighting, the no-weighting option under weights the data at low frequencies and over weights the high-frequency data. The discrepancy in weighting of high and low frequency data, however, is only one order of magnitude. In contrast, modulus weighting over weights the data at low frequency and under weights the data in regions where the modulus approaches zero (at roughly 2 Hz and at high frequency). The discrepancy in weighting of high and low frequency data can be many orders of magnitude. Because the variance calculated directly from repeated measurements does not yield equal standard deviations for the real and imaginary components of the impedance, the weighting by the apparent variance applies grossly different weights to the real and imaginary components. The high frequency data are underweighted for both real and imaginary components; the real impedance is underestimated at roughly 2 Hz, where the real impedance changes sign; and the imaginary impedance is underweighted at low frequency. Again, the discrepancy in weighting of high and low frequency data can be many orders of magnitude.

Interpretation of process model parameters.—The measurement model proved useful for identification of the influence of nonstationary behavior, but the large value obtained for the capacitive term and its dependence on rotation rate suggests that the process model may not account for all surface phenomena. The importance of surface processes on the determination of the Schmidt number is evident in that the Schmidt number obtained by regression to sequential measurements increased with time for every rotation rate studied and that the original values were recovered upon repolishing of the Pt electrode. The role of surface processes is also evident in that, in subsequent work, the method of surface preparation was found to influence the value of the mass-transfer-limited current density at a given rotation speed.
Table II. The model parameters obtained by regression to the first experiment after polishing of each series as compared to the values reported by Robertson et al. The frequency range used in this work was that determined to be free of bias errors. The standard deviations reported are \( \sigma \) the standard deviation of the parameter estimate obtained by regression and \( \sigma_{rms} \) the standard deviation calculated from repeated measurements.

<table>
<thead>
<tr>
<th>Rotation rate</th>
<th>This study (Filter off)</th>
<th>This study (Filter on)</th>
<th>Ref. 23 DC value</th>
<th>Ref. 23 EHD value</th>
</tr>
</thead>
<tbody>
<tr>
<td>200 rpm</td>
<td>Sc</td>
<td>—</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>200 rpm</td>
<td>Sc 1141 ± 5°</td>
<td>1066 ± 5°</td>
<td>1096.6 ± 4°</td>
<td>1109 ± 11.2°</td>
</tr>
<tr>
<td>400 rpm</td>
<td>Sc 6.368 ± 0.0003</td>
<td>0.3510 ± 0.0004</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>400 rpm</td>
<td>An 8.0 ± 0.3</td>
<td>10.2 ± 0.2</td>
<td>0.1 to 1 Hz</td>
<td>0.030 to 0.3</td>
</tr>
<tr>
<td>400 rpm</td>
<td>Frequency range</td>
<td>0.0561 to 1.774 Hz</td>
<td>0.0561 to 2.390 Hz</td>
<td>0.0561 to 1.89</td>
</tr>
<tr>
<td>800 rpm</td>
<td>Sc 0.2645 ± 0.0001</td>
<td>2.36 ± 0.09</td>
<td>2.36 ± 0.14</td>
<td>0.0515 to 0.30</td>
</tr>
<tr>
<td>800 rpm</td>
<td>An 0.00642 to 0.473</td>
<td>0.2477 ± 0.0003</td>
<td>0.2477 ± 0.0003</td>
<td>—</td>
</tr>
<tr>
<td>Mean</td>
<td>Sc 1182 ± 4°</td>
<td>1153 ± 7°</td>
<td>1153 ± 7°</td>
<td>1169.0 ± 34.6°</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

The regressors are presented in Fig. 17 for the data collected at a mean rotation rate of 200 rpm without analog filtering. Figure 17 represents a change in process model parameters over a period of roughly 6 h. Because the measurements model was used to check consistency with the Krans-Kromkngin relations, the portion of each spectrum used for the regression could be considered to be a pseudo-stationary realization of a slowly evolving process. As \( A_n \) is proportional to the limiting current, the change in \( A_n \) represents a 3% decrease in the limiting current over a period of 6 h. Similar results were seen in separate dc measurements. A similar nonstationary behavior was reported in Ref. 21 and 22 and attributed to rotator fatigue. The stability of the rotator used in the present work was checked by superimposing a 20% peak-to-peak speed modulation at a frequency of 20 Hz on a 1000 rpm mean speed for a period of 24 h. The phase shift was at all times lower than 0.07°, and the variation of the amplitude was less than 0.4%. The linearity of the response was checked by measuring the first harmonic, which was found to be smaller than 0.15% of the fundamental signal. Thus, rotator fatigue can be rejected as a cause for the observed reduction in mass-transfer-limited current.

The high frequency behavior of the modulus and phase angle shown in Fig. 1 are suggestive of partial blocking (see Fig. 6 in Ref. 33). Such partial blocking has in fact been reported previously for Pt electrodes. The decrease in \( A_n \) with measurement number and the corresponding increase in the Schmidt number are also consistent with gradual and partial blockage of the electrode surface. Partial surface blockage was not introduced in the process model used here. Blocking was addressed by a numerical approach by Caprani et al., and an analytic approach was proposed by Silva et al. for highly blocked interfaces.

It can be noted that inclusion of the corrective capacitive term in Eq. 7 results in a high frequency limiting phase angle of 270° instead of 180°. However, typical values of \( R_C \) would provide this behavior at frequencies much higher than reported in this study (about two orders of magnitude). Such an effect was observed, for instance, in systems of low conductivity where \( R_C \) becomes large. Comparison to the work of Caprani et al. suggests that the blocking effect leads, for low and midrange frequencies, to a slight increase of the phase shift in the same way as is caused by the \( R_C \) term. This argument could account for the unexpectedly large values for \( R_C \) (about ten times) found in the present work.

The suggestion that \( R_C \) is accounting for a blocking effect is supported by the analytic model Vidal and West have presented recently for the influence of surface coverage by absorbed species on EHD impedance. The structural form of their model (see, for example, Eq. 19 in Ref. 22) is quite similar to Eq. 7. In comparing Eq. 7 to their model, \( R_C \) would be replaced by a constant that is a function of polarization resistance, ohmic resistance, and fractional surface coverage. A second correction term, scaled by \( 1/Z_{dc} \), would presumably play a significant role at high frequencies.

The Schmidt number was found to be very sensitive to inclusion of the high frequency correction term \( R_C \), even when the frequencies above \( p = 0.3 \) were not included in the regression. As seen in Fig. 17, the value of the Schmidt number was higher when \( R_C \) was not included in the model, and the corresponding confidence interval was larger. Neglect of the capacitive correction term influenced the value of the Schmidt number, even when high frequency data were neglected in the regression and even at the low rotation rate of 200 rpm for which the influence of the correction term should be least.
The meaning of high frequency EHD data.—The meaning of high frequency EHD data can be addressed from a qualitative and quantitative perspective. The first step in assessing the meaning would be to identify the portion of the spectrum that is free from experimental bias errors that yield inconsistencies with the Kramers-Kronig relations. The qualitative features of high frequency data can be used to suggest the presence of surface phenomena, such as the blocking effect that is apparent in Fig. 1. The quantitative analysis requires that a process model which includes the surface phenomena be regressed to the bias-free data under a suitable weighting strategy.

Determination of Schmidt number.—The Schmidt number is, of course, a property of the fluid and is therefore independent of surface processes. The time evolution of the apparent Schmidt number shown in Fig. 17 and attributed to the evolution of blocking phenomena shows that surface phenomena, evident in the high frequency range, can influence the apparent value of the Schmidt number if an incorrect model is used to extract the parameter. An incorrect value for the Schmidt number can be obtained even if the high frequency data are rejected.

It is common practice to reject high frequency EHD data. For example, Robertson et al.\textsuperscript{22} noted that inclusion of data above $p = 0.3$ (1 Hz at 200 rpm) in regressions caused the resulting value of the Schmidt number to be too high. Thus, all data above this value were dropped in the regression. Similar results were obtained by Tribollet and Newman.\textsuperscript{23} The rejection of high frequency data in the above work was based, not on a quantitative evaluation of experimental bias errors, but on observation that when the high frequency data were included the regressed values were physically unreasonable.

The measurement model analysis presented here for assessing stochastic and bias errors has the advantage that a quantifiable criterion can be applied for rejection of high frequency data and that a robust weighting strategy can be used to extract physical parameters. While all weighting strategies gave roughly equivalent values for the Schmidt number when the data above $p = 0.3$ were eliminated from the regression, the measurement model analysis indicated that the reliable (bias-free) frequency range extended in every case to frequencies above $p = 0.3$ (see Table II).

For example, the reliable frequency range for a measurement made at 400 rpm with use of the analog filter extended to $p = 3.0$ (20 Hz), one order of magnitude larger than the limit of 0.3 proposed in Ref. 23. As shown in Fig. 18, the value for the Schmidt number determined by regression to the entire bias-free data set was found through use of error-structure weighting to be 1152; whereas, use of modulus weighting gave a value of 1316. If data above $p = 0.422$ were ignored, both approaches gave similar values (1162 for error structure weighting as compared to 1156 for modulus weighting).

While this work does not invalidate previous work in which other regression strategies were employed over a truncated frequency range, this work does show that high frequency data can be incorporated into the regression if a weighting strategy based on the error structure of the measurement is used. It is also clear that the ability to assess the extent to which bias errors influence impedance measurements extends the useful frequency range for EHD measurements and should enhance the application of EHD for assessing surface phenomena. The results of the fit of Eq. 7 under error structure weighting to the full frequency range for 400 rpm (filtered) are presented in Fig. 19. Equation 7 provides a good fit to the data except at frequencies above 10 Hz ($p = 1.5$), in which a discrepancy is seen in the phase angle. As the phase angle values show a systematic (not random) trend, this discrepancy cannot be attributed to noise. As the measurement model approach demonstrated that the EHD data were consistent with the Kramers-Kronig relations over the entire frequency range, this discrepancy also cannot be attributed.
Fig. 18. Regressed values of Schmidt number for the first data set collected at 400 rpm with analog filtering as a function of the upper value for the dimensionless frequency range: (a, top) obtained under error structure weighting (see Eq. 3); (b, bottom) obtained under modulus weighting. The solid lines represent the 95% confidence interval for the regressed parameter, and the circles represent the regressed parameter value. The dashed lines represent the value reported in Table II.

to nonstationary effects. Thus, the discrepancy should be addressed by further improvement of the process model, as described in the previous section.

Quantification of surface phenomena.—In addition to its use in evaluating Schmidt numbers, EHD measurements have been used to characterize blocking\(^{14,17,29}\) and adsorption phenomena\(^{14,17,29}\) at electrode surfaces and the influence of porous layers.\(^{14,17,29}\) In the above referenced work, the experimental frequency ranges used for regression were constrained on the basis of experimental noise and perceived bias errors but without direct quantification of the error structure. As shown in the present work, unnecessary rejection of high frequency data should be avoided because the high frequency data may contain information concerning important physical processes. This caution is particularly important when information on surface processes is sought.

The absence of a quantitative assessment of the stochastic component of the error structure also compromised the regression procedure used. Although the authors often reported an excellent fit to their data, this statement must be considered to be qualitative in the absence of comparison of residual errors to measured noise levels. In the absence of a comparison of residual errors to the noise level of the measurements, there can be no indication as to

Fig. 19. (a-c) Results of the regression of the process model to the first data set collected at 400 rpm with analog filtering. The circles represent the experimental data, and the solid lines represent the corresponding model fit. The dashed lines evident in Fig. 19c (bottom) represent the 95% confidence interval for the model fit. The frequency range used was that shown to be free of nonstationary bias errors.
whether the data contain more information which could be obtained by refining the model.

It should be emphasized that the quantitative statistical analysis described in the present paper is used in other fields (see, e.g., Ref. 37) but is lacking in the current practice in electrochemical impedance spectroscopy. Experimental studies which employ a sophisticated experimental and modeling strategy can be compromised by the absence of quantitative statistical information. The present work provides the statistical framework needed for a quantitative assessment of the error structure of impedance data.

Conclusions

The development and application of mathematical models for the interpretation of electrochemical impedance data requires both physical insight and a quantitative assessment of the fundamental characteristics of the measurement. The examples presented here illustrate that synergistic implementation of experiment, measurement model, and process model can enhance the information content of impedance spectra in terms of physically meaningful parameters. The measurement model provides a means of characterizing the measurement characteristics for electrohydrodynamic impedance spectroscopy as well as electrochemical impedance spectroscopy. Regression employing weighting by the stochastic component of the error structure yielded unambiguous values for physical properties such as the Schmidt number, whereas significant ambiguity was observed using modulus or proportional weighting. Through use of the measurement model, the influence of nonstationary processes on the data could be distinguished from the influence of surface blocking. The influence of surface phenomena on mass transport could be observed clearly under the use of error structure weighting.

The measurement model provided a quantitative means for assessing the utility of filtering the input to the frequency response analyzer. The noise level in the measured impedance was found to be unaffected by use of analog filters. and, surprisingly, the time required to collect the data was increased slightly by using the filters. The estimated parameter values and their standard deviations were comparable whether or not filtering was used.

Finally, this work suggests that the measurement model concept is generally applicable to impedance measurements and should, therefore, be useful for other transfer function measurements.
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ABSTRACT

Electrochemical impedance spectra were obtained for polyaniline membranes in weak and strong acid electrolytes. The measurement model approach for error analysis was used to show that the standard deviation of the real and imaginary parts of the impedance were equal, even for systems containing a large solution resistance with respect to the polarization impedance. These results were confirmed using analogue RC circuits that did not require use of the measurement model approach. A model for the error structure is proposed that is in agreement with data obtained for large and small values of the solution resistance.

Background

Interpretation of impedance spectra in terms of physical properties and processes is usually accomplished by regressing deterministic models to experimental data. While it is generally recognized that the weighting used for a regression can have a great influence on the regression results, selection of a proper regression strategy is particularly important for interpretation of impedance spectra because the value of the impedance can vary by many orders of magnitude over an experimental frequency range. The importance of the weighting used for regression of impedance data has been recognized, but, until recently, lack of experimental assessment of the error structure prevented weighting in accordance with the stochastic noise.

The discussion of error structures in impedance spectroscopy had, therefore, been limited to a priori predictions of measurement noise based on instrument noise and to standard assumptions concerning the error structure such as constant or proportional errors.

Macdonald, Boukamp, Zoltowski, and Orazem et al. have discussed the importance of selecting a proper weighting strategy for regression of models to electrochemical impedance data. A weighted least squares strategy that includes the errors in the real and imaginary parts of the impedance is given by minimization of

\[ J = \sum_k \frac{(Z_{ik} - \hat{Z}_{ik})^2}{\sigma^2_{ik}} + \sum_k \frac{(\tilde{Z}_{ik} - \hat{Z}_{ik})^2}{\sigma^2_{ik}} \]

* Electrochemical Society Active Member.
where $Z_a$ and $Z_b$ represent the real and imaginary parts of the data, respectively; the caret signifies the corresponding model value, and $\sigma_{a}$ and $\sigma_{b}$ are the standard deviations of the real and imaginary parts of the impedance, respectively. The use of the variance to weight data ensures that data points with "low noise" content are emphasized and the data points with "high noise" content are de-emphasized. While there is general agreement that the weighting strategy should take into account the variance of the impedance, there is disagreement of the structure that this error should take. Macdonald\textsuperscript{11,12} has been the leading advocate for use of modified proportional weighting on the basis that the stochastic noise in complex impedance measurements is likely to be proportional to the respective component of the measurement. Bouckamp\textsuperscript{13} supported use of modulus weighting in regression of impedance data. Use of modulus weighting implies that the real and imaginary components for the impedance measurement have the same level of stochastic noise. To support use of modulus weighting, Zolotowski performed repeated impedance measurements for a series of electrical circuits.\textsuperscript{6} The calculated standard deviation of the real and imaginary parts of the impedance were found to be correlated, but not equal. Zolotowski's results, therefore, did not provide conclusive support for use of modulus weighting.

The manner in which errors propagate through the Kramers-Kronig relations suggests that it may be reasonable to assume that the real and imaginary components for the impedance measurement have the same level of stochastic noise. Macdonald presented the results of a Monte Carlo analysis with synthetic data that showed that the standard deviation of the impedance component predicted by the Kramers-Kronig relations was equal to that of the input component.\textsuperscript{20} Because the Kramers-Kronig transformation of errors in synthetic data does not account for uncertainties and errors associated with measurement instrumentation, such as a potentiostat or frequency response analyzer, the result of Macdonald was considered to be a property of the Kramers-Kronig relations rather than one of experimental data. The regressions presented by Macdonald in this and subsequent papers continued to employ a modified proportional weighting strategy.\textsuperscript{15,22}

The controversy over the form taken by the stochastic errors in impedance spectra should, in principle, be resolvable on experimental grounds. For example, the error structure for most radiation-based spectroscopic measurements such as absorption spectroscopy and light scattering can be readily identified.\textsuperscript{14} The error analysis approach has been successful for some optical spectroscopy techniques because these systems lend themselves to replication and, therefore, to the independent identification of the different errors that contribute to the total variance of the measurements. In contrast, the stochastic contribution to the error structure of electrochemical impedance spectroscopy measurements cannot generally be obtained from the standard deviation of repeated measurements because even a mild nonstationary behavior introduces a nonnegligible time-varying bias contribution to the error.\textsuperscript{15} Attempts to weight regressions by standard deviations determined from repeated impedance scans have not been very successful because the standard deviation obtained in this way includes both experimental bias and stochastic contributions to the error structure.\textsuperscript{16}

A distinction is drawn in the present work between stochastic errors which are randomly distributed about a mean value of zero, errors caused by the lack of fit of a model, and experimental bias errors that are propagated through the model. The problem of interpretation of impedance data is therefore defined to be one of identification of experimental errors, which includes assessment of consistency with the Kramers-Kronig relations, and fitting, which entails model identification, selection of weighting strategies, and examination of residuals. The error analysis provides information that can be incorporated into regression of process models. The experimental bias errors, as referred to here, may be caused by a changing base line or by instrumental artifacts. The emphasis of the present work is on identification of stochastic experimental errors.

The measurement model approach, widely used for identification of error structures of spectroscopic measurements,\textsuperscript{11,12} was recently used to filter experimental bias errors from estimates of the standard deviation of electrochemical impedance measurements.\textsuperscript{13,17-19} In this work, the standard deviation of the real part of the impedance response was found to be equal to that of the imaginary part. Although this result was observed for a wide variety of experimental systems, the systems studied shared the common characteristic of a solution resistance that was small in comparison to the asymptotic value of the real impedance at low frequency.

The regression procedure described by Orazem et al.\textsuperscript{15,18} and Agarwal et al.\textsuperscript{14,17-19} represents a weighted least squares strategy where the weighting is derived from an independent assessment of the error structure. Their approach is significantly different from the standard weighted least squares approach where modulus, proportional, or constant weighting is used because it does not rely on standard assumptions of error structures. The common weighting strategies can be described in the context of the error structure implied by the assumptions used.

Macdonald\textsuperscript{12} has suggested that, when the components of the impedance are very different in magnitude, the variance of the impedance measurement should take the form

\[ \nu = \sigma^2 = \alpha^2 + \beta^2 |Z|^2 \]

or, in terms of the standard deviation

\[ \sigma = \sqrt{\alpha^2 + \beta^2 |Z|^2} \]

where $\alpha$, $\beta$, and $\xi$ are adjustable parameters. An extreme example of a case where the components of the impedance are very different in magnitude would be provided by systems which have a solution resistance that is much larger than the polarization impedance. The standard deviations of the real and imaginary components given by Eq. 1 are not equal unless $\beta = 0$.

In contrast, use of modulus weighting suggests that

\[ \sigma = \sigma_a = \sigma + \alpha |Z| \]

where $\alpha$ is a constant, often chosen on the basis of an a priori estimate of noise characteristics. A value of $\alpha = 0.03$ is commonly assumed.

Using the measurement model concept to filter lack of replicacy in repeated experiments, Orazem et al.\textsuperscript{15} and Agarwal et al.\textsuperscript{14,17-19} identified the standard deviation of the stochastic noise for a number of systems which had a negligibly small solution resistance. They suggested that the standard deviation of stochastic errors in impedance measurements could be modeled by

\[ \sigma = \sigma_a = \sigma + \alpha |Z| + \beta |Z| + \gamma \frac{|Z|^2}{R_m} \]

where $\alpha$, $\beta$, and $\gamma$ are constants, and $R_m$ is the value of the current measuring resistor. This model was modified in subsequent work applied to electrolythydrodynamic impedance spectroscopy to allow for an additive constant

\[ \sigma = \sigma_a = \sigma + \alpha |Z| + \beta |Z| + \gamma \frac{|Z|^2}{R_m} + \delta \]

While parameters $\alpha$, $\beta$, $\gamma$, and $\delta$ depend, in principle, on the experimental system and on the specific instruments used for impedance measurements, the error structure model parameters for a given instrumentation were found to be independent of the systems studied. The only exception
reported was for LnNi electrodes at potentials where gas evolution was favored.\textsuperscript{1,2}

The significance of the assumed stochastic error structure is illustrated in Fig. 1 where experimental data are presented for an electrical circuit analogue with a solution resistance that is ten times larger than the polarization impedance. Equation 2 suggests that experimental determination of the imaginary part of the impedance response would be difficult to achieve for systems that have a large series resistance, e.g., a large solution resistance. If the noise in the measurement were characterized by a standard deviation that is 5% of the modulus value, almost all of the imaginary component would fall below the noise level, and the resulting signal-to-noise level would be very small. Even for a standard deviation of 1% of the modulus, the imaginary part of the impedance could not be resolved for frequencies lower than 3 Hz and higher than 100 Hz. The errors predicted by Eq. 3 are smaller, but still represent a significant portion of the imaginary part of the impedance response. The error structure associated with Eq. 1 with parameter values reported by Macdonald\textsuperscript{a} (\(a_0 = 0.001, \beta = 0.1\), and \(\xi = 1\)) yields standard deviations for the real and imaginary components of the impedance that are one order of magnitude below the respective measured values.

Equations 2-4 suggest that measurement of the imaginary part of the impedance in resistive media should be extremely difficult, yet, as shown in Fig. 1, the imaginary part of the impedance can be determined experimentally in resistive media with low levels of noise. The success of such measurements supports Macdonald's argument that Eq. 1 should be used when the components of the impedance are very different in magnitude. While Eq. 1 is in conflict with experimental observation that the real and imaginary parts of the impedance have the same standard deviation,\textsuperscript{11,12,15,16,23,32} these observations have been made only for systems containing a solution resistance that was small as compared to the polarization impedance.

Three results of Orazem et al.\textsuperscript{12,25} and Agarwal et al.\textsuperscript{15,17,18,26} are examined here in the light of experimental measurements for systems with a large series resistance as compared to the polarization impedance:

1. The standard deviations for the real and imaginary parts of the impedance are indistinguishable.
2. The standard deviation can be represented by a three-parameter model of the form given as Eq. 3 or a four-parameter model of the form given as Eq. 4.
3. In the absence of internal sources of noise such as bubble generation, the stochastic noise is largely determined by the instrumentation. Thus, a single set of parameters \(a, \beta, \gamma, \) and \(\delta\) should be sufficient to describe all impedance measurements conducted in a similar manner on a given instrument.

The object of this work was to explore the error structure for impedance measurements for a class of experimental systems in which the ohmic resistance is a sizable fraction of the total impedance. Results are presented for two experimental systems. The impedance response of an equilibrated freestanding polyaniline membrane is presented for a series of electrolytic environments. The error analysis presented here is an integral part of the data analysis which is to be presented in subsequent papers. The results of this work with respect to the error structure were confirmed in subsequent measurements conducted on electrical circuits.

**Freestanding Polyaniline (PANI) Membrane**

As a consequence of its potential-dependent optical and electrical properties, polyaniline has potential application in electrochromic devices and in rechargeable batteries. The conductivity of polyaniline is also known to be very sensitive to the pH of the aqueous solutions with which the film has been equilibrated.\textsuperscript{2} In earlier work, impedance techniques were used to study the transport and reactive properties of PANI-modified electrodes\textsuperscript{25} and of freestanding PANI membranes.\textsuperscript{25} The study of the freestanding films (Ref. 26) was preliminary in the sense that only graphical interpretation of spectra was presented in the absence of a quantitative model to be regressed. Following the recent development of a quantitative model for freestanding membranes,\textsuperscript{20} the objective of this effort was to provide a firm statistical foundation for a more sophisticated regression-based interpretation of the impedance response of freestanding PANI films in terms of the model parameters.

**Experimental details.**—A schematic representation of the experimental system used is presented in Fig. 2. Potential was controlled by a Solartron 1186 potentiostat and driven by a Solartron 1250 frequency response analyzer. Impedance measurements were collected under galvanostatic modulation at the open-circuit condition. Impedance measurements were collected frequency-by-frequency from high frequency to low. The long integration feature of the frequency response analyzer was used, which terminated measurement at a given frequency when a 1% closure error was achieved on the potential channel. The amplitude of the perturbation was adjusted for each system to maximize the signal-to-noise ratio while staying within the linear regime.

The experimental setup parallels closely that described by Deslouis et al.\textsuperscript{24} Polyaniline membranes were prepared by evaporation of emeraldine base solutions in N-methyl-2-pyrrolidinone solvent according to the method of Aperopoulos et al."\textsuperscript{31} The emeraldine base was dissolved in the solvent at a concentration of 20 g/liter and kept in an oven at 70°C for 2 days. The membrane was removed from the drying dish by addition of distilled water. The resulting membrane had a thickness of 20 to 100 \(\mu\)m, depending on the amount of solution evaporated. After preparation, the membrane was immersed in the acid solution until it was equilibrated.

Electrolytic solutions were prepared by adding the appropriate amount of the respective reagent-grade acid to distilled water. No other ionic species were added. The cell configuration, presented in Fig. 2, was similar to that described in Ref. 20. The diameter of the membrane in contact with solution was 0.5 cm; thus the superficial exposed cross-sectional area was 0.2 \(\text{cm}^2\). The working, counter- and
reference electrodes were silver. Four-electrode galvanostatic experiments were conducted in which the impedance response was obtained from the potential difference across the membrane in response to a current perturbation.

Six repeated measurements were obtained for each electrolyte composition after the membrane was equilibrated with its environment. The time of immersion required to achieve equilibration was over 24 h. The results, presented in the subsequent section, revealed a large change in the impedance response with environment.

Error analysis with measurement models.—While the repeated measurements were close in value, they were not strictly replicate. The standard deviation of repeated measurements therefore contained contributions from both stochastic and experimental bias errors. The measurement model approach of Agarwal et al. was used to filter lack of replicacy in order to obtain estimates for the stochastic noise that were free of bias errors.13 The procedure is summarized below:

1. For each experimental condition, repeated impedance measurements were obtained over identical frequency ranges. Equilibration of the membrane was assumed to have been achieved when six such measurements agreed within 3% (i.e., the standard deviation for the real and imaginary components, respectively, was less than 3% of the modulus at each frequency).

2. A measurement model consisting of a Voigt series (see Fig. 1 of Ref. 32) was regressed to one of the individual spectra. The RC time constants were restricted to positive values, but the resistance for each Voigt element was allowed to have either positive or negative values. The number of parameters used in the regression (two for each Voigt element) was increased in a stepwise manner until the 95.4% (2σ) confidence interval for one of the parameters included zero. The number of line shapes was then decreased by one. This procedure resulted in the maximum number of statistically significant parameters. The nonzero parameter estimate is important because, when the confidence interval for a parameter estimate includes zero, the regression value is not statistically significant. This could be obtained if the experimental range is insensitive to the parameter or if the stochastic or bias errors in the measurement are too large to allow parameter identification. The influence of stochastic errors on parameter estimation provides a motivation for studying the error structure of impedance measurements.

3. The measurement model was regressed to each of the six spectra using the same number of line shapes. If fewer line shapes could be identified for one of the spectra, the number of line shapes was reduced for all the spectra. In other words, the same number of line shapes was used for all the regressions to a given set of repeated measurements, and none of the regressions were allowed to yield parameter estimates which included zero.

4. The standard deviation of the residual errors for the regressions was calculated at each frequency. This approach was assumed to yield the bias-free standard deviation for the stochastic component of the impedance response (see Ref 17, 19, and 25).

5. Similar calculations were performed for all experimental conditions used in this work. Files containing the standard deviations calculated in the manner described above were obtained for each electrolyte and concentration. Models for the error structure were then regressed to the standard deviation files (see Ref. 17, 19, and 25). Equation 4 could not provide a good fit to the data, although a modified form given as

\[ \sigma_i = \sigma_0 = \sigma = \alpha |Z_i| + \beta Z_i + R_s + \frac{\gamma |Z_i|}{R_s} + \delta \]  

was found to be satisfactory. The regression procedure is described in some detail in Ref. 19. The estimate for the solution resistance, \( R_s \), used in Eq. 5 was obtained from regression of the measurement model.

Stochastic error structure.—While the impedance data were very sensitive to electrolytic composition, the error structure for the impedance measurements could be grouped into two classes. PANI in strong acids.—The data collected in HCl, given in Fig. 3, showed a solution resistance that was roughly five times larger than the polarization impedance in the pH range.

Fig. 3. Impedance plane plots collected in HCl. Characteristic frequencies are marked for peak of the impedance plane curve in (a) and for the maxima and minima of the impedance plane curves in (b).
Fig. 4. The mean impedance and error structure for HCl. Open circles and triangles represent the real and imaginary parts of the stochastic contribution to the error structure, respectively. Filled circles and triangles represent the mean real and imaginary parts of the impedance (averaged over six sequential measurements), respectively. The solid line represents the model for the error structure (Eq. 5) with parameters given in case A in Table I. (a) 1 M (pH 0); (b) 0.01 M (pH 2); and (c) 10⁻⁴ M (pH 4).

range of 0 to 2 (HCl concentration between 1 to 0.01 M). The shape of the impedance-plane curves suggests that a mass-transfer Warburg impedance corresponding to diffusion in a finite system may be present. Such a point was discussed theoretically in Ref. 30 and further applied to PANI in strong acids. The impedance increased with increasing pH, and the characteristic time constants for the processes changed such that the high-frequency phenomena could not be resolved within instrumental constraints. The Warburg behavior was not evident at pH values between 3 and 7 (HCl concentration between 10⁻³ to 10⁻⁷ M).

While the magnitude of the impedance and the dominant phenomena were strong functions of electrolyte composition, the same model parameters in Eq. 5 could be used to fit the resulting measurement error structure. The real and imaginary parts, respectively, of the impedance response and the resulting standard deviation are presented in Fig. 4a for a PANI membrane in HCl at a pH equal to 0. Even though the real part of the impedance was several orders of magnitude larger than the imaginary part, the respective standard deviations were indistinguishable. Equality of the standard deviations for the real and imaginary parts of the impedance response was observed for all experimental conditions. The same model for the error structure was found to apply for all the data collected in HCl. Results are presented in Fig. 4b for pH 2, and in Fig. 4c for pH 4. The

<table>
<thead>
<tr>
<th>Experimental systems</th>
<th>α</th>
<th>β</th>
<th>γ</th>
<th>δ, Ω</th>
<th>χ²/ν</th>
</tr>
</thead>
<tbody>
<tr>
<td>A HCl: 1, 0.003, 0.01 M</td>
<td>6 × 10⁻⁴</td>
<td>5.19 × 10⁻⁴</td>
<td>2.5 × 10⁻²</td>
<td>9.5 × 10⁻³</td>
<td>2.72</td>
</tr>
<tr>
<td>HClO₄ 1, 0.1, 0.01 M</td>
<td>1.01</td>
<td>0.99 × 10⁻³</td>
<td>0.2 × 10⁻³</td>
<td>0.3 × 10⁻³</td>
<td>2.5</td>
</tr>
<tr>
<td>HNO₃ 1, 0.1, 0.01 M</td>
<td>1.01</td>
<td>0.99 × 10⁻³</td>
<td>0.2 × 10⁻³</td>
<td>0.3 × 10⁻³</td>
<td>2.5</td>
</tr>
<tr>
<td>H₂PO₄ 1, 0.01 M</td>
<td>1.01</td>
<td>0.99 × 10⁻³</td>
<td>0.2 × 10⁻³</td>
<td>0.3 × 10⁻³</td>
<td>2.5</td>
</tr>
<tr>
<td>B H₂SO₄ 0.01 M</td>
<td>1.01</td>
<td>0.99 × 10⁻³</td>
<td>0.2 × 10⁻³</td>
<td>0.3 × 10⁻³</td>
<td>2.5</td>
</tr>
<tr>
<td>H₂PO₄ 0.01 M</td>
<td>1.01</td>
<td>0.99 × 10⁻³</td>
<td>0.2 × 10⁻³</td>
<td>0.3 × 10⁻³</td>
<td>2.5</td>
</tr>
<tr>
<td>C H₂SO₄ 10⁻³, 10⁻⁴, 10⁻⁸ M</td>
<td>1.01</td>
<td>0.99 × 10⁻³</td>
<td>0.2 × 10⁻³</td>
<td>0.3 × 10⁻³</td>
<td>2.5</td>
</tr>
<tr>
<td>D Circuits (see Fig. 9)</td>
<td>1, 7</td>
<td>2.1 × 10⁻⁴</td>
<td>5.1 × 10⁻³</td>
<td>4.2 × 10⁻³</td>
<td>9.8 × 10⁻³</td>
</tr>
</tbody>
</table>
Fig. 5. Impedance plane plots for H₃PO₄. A characteristic frequency of 0.1 Hz represents the peak of the impedance plane curve for 1 M solutions. The same frequency is marked at other concentrations by a solid symbol (■ and ▲).

error structure model parameters used are given as case A in Table I. Even though the impedance response was significantly different for the different pH values (as seen in Fig. 3), the same model and the same model parameters applied for the error structure of all data collected in the strong acids HCl, HClO₄, and HNO₃.

PANI in weak acids.—While similar sensitivity to pH was observed for the weak acid H₃PO₄ (Fig. 5), a single set of parameters could not be used to model the resulting error structure. As seen in Fig. 6a for the more acidic condition for H₃PO₄ (1 M), the line corresponding to the error structure model parameters obtained for HCl (case A in Table I) underpredicts slightly the measured standard deviations and does not capture the peak seen between 0.1 and 1 Hz. The failure of the error structure model parameters obtained for HCl (solid line) to conform to the experimentally determined noise level was more evident at a concentration of 10⁻¹ M, a condition which is close to the dissociation constant for the acid (see Fig. 6b). The dashed line in Fig. 6b represents the same model for the error structure as used for the strong acids (i.e., Eq. 5), but the regressed parameters were those given as case B in Table I. The noise level returned to that given as case A for a concentration of 10⁻³ M, as shown in Fig. 6c.

Similar sensitivity to concentration was observed for H₂SO₄ (Fig. 7), which is also a weak acid. As seen in Fig. 8a for a concentration of 10⁻¹ M, the more acidic condition for H₂SO₄ (1 and 0.1 M) shared the same error structure as was obtained for HCl (case A in Table I). As seen in Fig. 8b, at a concentration of 0.01 M the noise level was significantly higher than the solid line representing the error structure for strong acids. This concentration is close to the second dissociation constant for H₂SO₄. The error structure parameters corresponding to the dashed line are given as case B in Table I. At higher pH values, the noise level was less than predicted by the parameters of case A.
Fig. 7. Impedance plane plots for H₂SO₄. Characteristics frequencies are given for the maxima and, for concentrations below 1 M, minima of the impedance plane curves.

(see Fig. 8c). The error structure parameters given as case C in Table I applied for data collected in H₂SO₄ at concentrations of 10⁻¹, 10⁻⁴, and 10⁻⁸ M.

Electrical Circuit Analougues

Experiments were conducted using electrical circuit analogues to verify that the standard deviation of the real and imaginary parts of the impedance were equal, even when the real part of the impedance was much larger than the imaginary. The stationarity of the nonelectrochemical system allowed direct calculation of the standard deviations without use of the measurement model as a filter for lack of replicacy. Thus, this work could be used to confirm that the equality of the standard deviation for real and imaginary components of the impedance was not a consequence of the measurement model filtering technique.

Experimental details.—Schematic representations of the circuit analogues used are presented in Fig. 9. Potential was controlled by a Solartron 1186 potentiostat and driven by a Solartron 1250 frequency response analyzer. Impedance measurements were collected under galvanostatic modulation at the open-circuit condition. Impedance measurements were collected frequency-by-frequency from high frequency to low. The long-integration feature of the frequency response analyzer was used, which terminated measurement at a given frequency when a 1% closure error was achieved on the potential channel.

Experimental results.—Six repeated measurements were obtained for each circuit. The standard deviations of the real and imaginary parts of the impedance were calculated directly. A single model was found to give acceptable fits to the standard deviations obtained from the different circuits. The error structure model parameters are given as case D in Table I.

Fig. 8. The mean impedance and error structure for H₂SO₄. Open circles and triangles represent the real and imaginary parts of the stochastic contribution to the error structure, respectively. Filled circles and triangles represent the mean real and imaginary parts of the impedance (averaged over six sequential measurements), respectively. The solid line represents the model for the error structure (Eq. 5) with parameters given as case A in Table I. The dashed line in Fig. 8b represents the same model with parameters given as case B in Table I. The dashed line in Fig. 8c represents the same model with parameters given as case C in Table I. (a) 0.1 M; (b) 0.01 M; and (c) 10⁻⁸ M.
The data obtained from circuit 1 are presented in Fig. 10a. The ratio $R_1/R_0$ was equal to 10, which meant that the real part of the impedance was at least 20 times larger than the imaginary part of the impedance at all frequencies and was almost 2,000 times larger at the lowest frequency measured (0.1 Hz). The significant departure from RC circuit behavior seen at frequencies above 2,000 Hz was attributed to potentiostatic limitations. The data at frequencies above this point were found by the methods of Ref. 34 to be inconsistent with the Kramers-Kronig relations.

In spite of the three-orders-of-magnitude difference between the real and imaginary parts of the impedance, the standard deviations of the repeated measurements were indistinguishable except in two frequency regimes. The standard deviations were found to be different in value in the higher (greater than 2,000 Hz) frequency range where instrumental limitations affected the measurement. The standard deviations were also found to be different in value in the frequency range between 10 and 200 Hz. In this frequency range, the calculation of the standard deviation of the real part was constrained by the five digits reported by the FRA. The dashed line in Fig. 10a represents a value corresponding to 0.5 parts in $10^6$. The dashed line can be interpreted as being the standard deviation one would expect if the last significant digit reported had a value of $x + 1$ for half of the observations in an infinitely large sample. This line drops an order of magnitude at the frequency of 180 Hz where the measured real part of the impedance changes from 1000.0 to 999.99 Ω. For data points marked by an $x$, all five digits for six repeated measurements were identical, and a standard deviation of 0 was calculated. In other words, the standard deviations for the real and the imaginary parts of the impedance were equal unless the number of significant digits reported by the FRA were inadequate to calculate $\sigma$, unless potentiostatic limitations influenced the result. The solid line represents the model for the error structure obtained for the different circuits tested.

A similar result was obtained when the resistors were switched such that $R_0/R_1$ was equal to 0.1 (Fig. 10b). The standard deviations for the real and imaginary parts were found to be indistinguishable. In this case, the potentiostatic limitations were observed at higher frequencies. The standard deviation for the real part of the impedance was very close to the round-off limit of the FRA. In the absence of a solution resistance ($R_s/R_0 = 0$, Fig. 10c), similar behavior is seen for the standard deviations for the real solution resistance accounts well for the changes in circuit configuration. A general fit of this nature could not be seen using Eq. 1-4.

Circuits were constructed using larger resistors in order to confirm the generality of the results. As seen in Fig. 11, the standard deviations for the real and the imaginary parts of the impedance were equal unless the number of significant digits reported by the FRA were inadequate to calculate $\sigma$, or unless the measured values for the imaginary impedance showed that potentiostatic limitations had influenced the result. With a common set of parameters $\beta$, $\gamma$, and $\delta$, the model presented here as Eq. 5 provided a good description for the error structure for all the circuits tested.

**Discussion**

In conjunction with the mounting evidence obtained for systems with small solution resistances, the work provides experimental verification that the standard deviations for the real and imaginary components of the impedance are equal, even when the real part of the impedance is much larger than the imaginary part. There were two exceptions to this observation.

1. The standard deviations for the real and imaginary parts were unequal when the standard deviation of the imaginary part became sufficiently small that the number of significant digits reported by the instrumentation were insufficient to calculate the standard deviation of the real part.

2. The standard deviations for the real and imaginary parts were unequal when instrumental limitations constrained the measurement.

The first condition suggests that the equality could have been achieved if a larger number of significant digits for the real part of the impedance were available. The second condition may be expected to be associated with a violation of the Kramers-Kronig relations. The work presented here suggests, not only that the standard deviation for the real and imaginary parts are equal, but that this equality may be a fundamental result associated with the manner in which errors are propagated through the Kramers-Kronig relations. The hypothesis that the propagation of errors through the Kramers-Kronig relations yields standard deviations that are equal is addressed in subsequent papers.

The model for the error structure given by Eq. 4 could not describe the stochastic part of the error structure associated with systems containing large solution resistances. Equation 5 provided a satisfactory model for the error structure and, in the limit that the solution resistance tends toward zero, approaches the model proposed by Orazem et al. and Agarwal et al. The error structure implicit in the use of modulus or proportional weighting could not describe the observed error structure.

The previously reported observation that a single set of parameters could describe the error structure for non-gas-evolving systems was found not to be general. The present work shows, however, that broad classes of experimental systems can be found for which a single set of error structure model parameters is appropriate. In this work, the selection of groupings was by trial-and-error. As an alternative to grouping data sets, it is possible to identify separate sets of error structure parameters for each experiment, but the reduced range of impedance values makes it difficult to obtain a complete set of error structure model parameters. The resulting fit often provides a less satisfactory representation of the error structure than obtained by using a larger and more varied pool of data.

The observation that a specific system has an error structure that is much larger than other systems may provide physical insight into the processes occurring within that system. The larger noise level associated with PANI in weak acids suggests that a stochastic process with the membrane may create a noise level larger than that caused by the instrumentation. For such systems, there may be a

---

**Fig. 9. Test circuit and parameter values used.**

<table>
<thead>
<tr>
<th>Circuit</th>
<th>$R_0$, Ω</th>
<th>$R_1$, Ω</th>
<th>$C$, µF</th>
<th>$R_s/R_0$, 10^6</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>1.000</td>
<td>100</td>
<td>110</td>
<td>10</td>
</tr>
<tr>
<td>2</td>
<td>0.100</td>
<td>1.000</td>
<td>110</td>
<td>0.1</td>
</tr>
<tr>
<td>3**</td>
<td>0</td>
<td>1.000</td>
<td>110</td>
<td>0</td>
</tr>
<tr>
<td>4**</td>
<td>0</td>
<td>1.000</td>
<td>110</td>
<td>0</td>
</tr>
<tr>
<td>5</td>
<td>10.000</td>
<td>1.000</td>
<td>10.5</td>
<td>10</td>
</tr>
<tr>
<td>6</td>
<td>1.000</td>
<td>10.000</td>
<td>10.5</td>
<td>1</td>
</tr>
<tr>
<td>7</td>
<td>10.000</td>
<td>1.000</td>
<td>10.5</td>
<td>1</td>
</tr>
</tbody>
</table>

* No $R_s$ resistor was used for the circuit.

** No $R_s$ resistor was present but was eliminated from the impedance response by placing potential series leads between $R_s$ and $R_0$ for the R.C. series. The $R_s$ impedance response and the noise characteristics were indistinguishable for Circuits 3 and 4.
relationship between the noise of measurements conducted in the frequency domain and electrochemical noise observed in the time domain.

Conclusions

There is now strong experimental evidence that the standard deviation of the stochastic component is the same for real and imaginary parts of the impedance response. In addition to the results presented here for PANI and an RC circuit, the equality of the standard deviations for real and imaginary parts of the impedance has been observed for the impedance response of solid-state systems (GaAs Schottky diodes, ZnO varistors, ZnS electro-luminescent panels),\textsuperscript{13,15,18} corrosion of copper in seawater (under either potentiostatic or galvanostatic modulation),\textsuperscript{17,19} electrochemistry at metal hydride electrodes (LaNi\textsubscript{5} and mischmetal),\textsuperscript{18,20} and the electrohydrodynamic impedance response for reduction of ferricyanide and oxidation of ferrocyanide on Pt rotating disks.\textsuperscript{23} The error structure analysis reported here has recently been extended to measurement of the frequency-dependent complex viscosity of viscoelastic fluids, and the standard deviations for real and imaginary parts of the viscosity were found to be equal.\textsuperscript{24} As the previous work was done on systems that have a negligible solution resistance, the work described in the present manuscript was undertaken to examine whether the standard deviation of the stochastic component is the same for real and imaginary parts of the impedance response even when the solution resistance is very large as compared to the polarization resistance. The results presented here confirm that the standard deviations for the real and imaginary parts of the impedance are equal, even at frequencies sufficiently high or low that the imaginary part of the impedance asymptotically approaches zero.

The equality of the real and imaginary standard deviations has implications for the regression of models to impedance data. The fact that the information content of the imaginary part of the impedance can be obscured by noise at the asymptotic tails influences the manner in which the Kramers-Kronig relations can be applied to assess the bias contribution to the measurement. In addition, the equality of the real and imaginary standard deviations becomes a criterion for selection of appropriate weighting strategies. Among the commonly applied weighting strategies, for example, proportional weighting does not conform to this observation, but no weighting and modulus weighting do conform and may be useful weightings for preliminary regressions.

The results presented here confirm that impedance measurements are heteroskedastic (in the sense that the standard deviations are functions of frequency), though this dependence is much weaker for the galvanostatically modulated impedance data presented here than for the potentiostatically modulated data presented in Ref. 13, 17, 19, and 26. Equation 5 provides good agreement to the experimentally measured stochastic noise for the impedance data corresponding to systems with a solution resistance that is large as compared to the polarization impedance. Equation 5 approaches Eq. 4 when the solution

![Graph](image)

**Fig. 10.** The mean impedance and error structure for test circuits. Open circles and triangles represent the real and imaginary parts of the stochastic contribution to the error structure, respectively. Filled circles and triangles represent the mean real and imaginary parts of the impedance (averaged over six sequential measurements), respectively. The solid line represents the model for the error structure (Eq. 5) with parameters given as case D in Table 1. The dashed line corresponds to 0.5 times the lower limit of the five significant digit precision of the real part of the impedance. A jog in the dashed line occurs when the real part of the impedance changes from roughly 1,000.0 to 999.99. (a) circuit 1, $R_i/R_e = 10$, $R_e = 100$ $\Omega$; (b) circuit 1, $R_i/R_e = 0.1$, $R_e = 1,000$ $\Omega$; and (c) circuit 4, $R_i/R_e = 0$, $R_e = 100$ $\Omega$. 
resistance is negligible, and, thus, it also provides a suitable model for the error structure for the data presented in Ref. 13, 17, 19, 25, and 26. Equation 5 appears to be a suitable and general model for the stochastic part of the error structure of impedance measurements and should be useful for developing strategies for weighting regressions.

The striking extent to which the standard deviations for the real and imaginary parts of the impedance are found to be equal provides a motivation for investigating the manner in which errors are propagated through the Kramers-Kronig relations. Macdonald[6] presented the results of Monte Carlo simulations which showed that, when synthetic data containing additive or proportionally superimposed noise are processed through the Kramers-Kronig transforms, the standard deviation of the resulting quantity is equal to the standard deviation of the input. Similar results were obtained by Garcia-Rubio et al. While references 20 and 36 address the manner in which an assumed error structure is propagated through application of the Kramers-Kronig relations to synthetic or experimental data, an analytic approach can be used to yield an explicit relationship between $\sigma_r$ and $\sigma_i$ with the only requirement that the errors be stationary in the sense of replication at the measurement frequency and that the Kramers-Kronig relations be satisfied. The results of that investigation, which have direct relevance to the properties of stochastic errors in experimental data, are reported separately.[7]
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Fig. 11. The mean impedance and error structure for test circuits. Open circles and triangles represent the real and imaginary parts of the stochastic contribution to the error structure, respectively. Filled circles and triangles represent the mean real and imaginary parts of the impedance (averaged over six sequential measurements), respectively. The solid line represents the model for the error structure (Eq. 5) with parameters given as case D in Table I. The dashed line corresponds to 0.5 times the lower limit of the five significant digits precision of the real part of the impedance. (a) Circuit 5, $R_e/R_i = 10$, $R_i = 1,000 \Omega$; (b) circuit 6, $R_e/R_i = 10$, $R_i = 1,000 \Omega$; and (c) circuit 7, $R_e/R_i = 1$, $R_i = 10,000 \Omega$. 
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ABSTRACT

Stochastic errors were found to propagate through the Kramers-Kronig relations in such a manner that the respective standard deviations of the real and imaginary components of complex quantities at any given frequency are equal. The only requirements were that the errors be stationary in the sense of replication at each measurement frequency, that errors be uncorrelated with respect to frequency, that the derivative of the variance with respect to frequency exists, and that the Kramers-Kronig relations be satisfied. Experimental results for electrochemical and rheological systems are presented which support the conclusion that the real and imaginary components have the same variance. This result and the conclusions reported herein appear to be general and should apply for any physical system in which the real and imaginary components are obtained from the same measurement.

Introduction

While use of weighting strategies that account for the stochastic error structure of measurements enhances the information that can be extracted from regression of spectroscopic data, independent assessment of the error structure is needed. The error structure for most radiation-based spectroscopic measurements such as absorption spectroscopy and light scattering can be readily identified. The error analysis approach has been successful for some optical spectroscopy techniques because these systems lend themselves to replication and, therefore, to the independent identification of the different errors that contribute to the total variance of the measurements. In contrast, the stochastic contribution to the error structure of electrochemical impedance spectroscopy measurements generally cannot be obtained from the standard deviation of repeated measurements because even a mild nonstationary behavior introduces a nonnegligible time-varying bias contribution to the error. Recent advances in the use of measurement models for filtering lack of replicacy have made possible experimental determination of the stochastic and bias contributions to the error structure for impedance measurements.

The measurement model approach for identification of error structures is widely used (see, for example, Ref. 12 and 13 for applications to optical spectroscopies and Ref. 19 for general application to spectroscopy). Recently, a measurement model approach has been applied to identify the error structures of impedance spectra obtained for a large variety of electrochemical systems. One striking result of application of measurement models to impedance spectroscopy has been that the standard deviation of the real and imaginary components of the impedance spectra were found to be equal, even where the two components differed by several orders of magnitude. The only exception was found when the data did not conform to the Kramers-Kronig relations or when the precision of the measurement did not allow calculation of the standard deviation of one of the components (i.e., all significant digits reported by the instrumentation for the replicated measurements were equal, see Ref. 20). The objective of the present work was to explore whether the equality of the noise levels in the real and imaginary parts of electrochemical impedance spectra can be described as being a direct consequence of the manner in which errors propagate through the Kramers-Kronig relations when both real and imaginary components are obtained from the same measurement.

Experimental Motivation

Spectroscopic measurements which yield complex variables are illustrated in hierarchical form in Fig. 1. Spectrophotometric techniques such as absorption spectroscopy and light scattering record the light intensity as a function of the wavelength of the incident radiation used...
Application of the Kramers-Kronig Relations

The Kramers-Kronig relations are integral equations which constrain the real and imaginary components of complex quantities for systems that satisfy conditions of causality, linearity, and stability. The Kramers-Kronig transforms arise from the constitutive relations associated with the Maxwell equations for description of an electromagnetic field at interior points in matter. Bode extended the concept to electrical impedances and tabulated various forms of the Kramers-Kronig relations.

An application of the Kramers-Kronig relations to variables containing stochastic noise was presented by Macdonald, who showed, through a Monte Carlo analysis with synthetic data and an assumed error structure, that the standard deviation of the impedance component predicted by the Kramers-Kronig relations was equal to that of the input component. Because it did not identify correctly the conditions under which the variances of the real and imaginary components of experimental impedance data are equal, and the author continued to use a weighting strategy in his regressions based on a modified proportional error structure for which the variances of the real and imaginary components of experimental impedance data are different.

The objective of the present work is to identify the error structure for frequency-dependent measurements. Herein we report an explicit relationship between the variances of the real and imaginary components of the error without an a priori assumption of the error structure. The only requirements are that the Kramers-Kronig relations be satisfied, that the uncertainties be stationary in the sense of replication at the measurement frequency, that the derivative of the variance with respect to frequency exists, and that the errors be uncorrelated with respect to frequency. In the subsequent section, stochastic error terms are incorporated into the derivation of Kramers-Kronig relations to examine how the errors for the real and imaginary terms are propagated.

Absence of Stochastic Errors

The Kramers-Kronig transforms can be derived under the assumptions that the system is linear, stable, stationary, and causal. The system is assumed to be stable in the sense that response to a perturbation to the system does not grow indefinitely and linear in the sense that the response is directly proportional to an input perturbation at each frequency. Thus, the response to an arbitrary perturbation can be treated as being composed of a linear superposition of waves. The response is assumed to be analytic at frequencies of zero to infinity. The statement that the response must be analytic in the domain of integration may be viewed as being a consequence of the condition of primitive causality, i.e., that the effect of a perturbation to the system cannot precede the cause of the perturbation.

The starting point in the analysis is that the integral around the closed loop (Fig. 2) must vanish by Cauchy's integral theorem:

$$\int (Z_i(x) - Z_r(x))dx = 0$$  \hspace{1cm} (1)

where \(Z\) is the impedance response and \(x\) is the complex frequency. Equation 1 yields (see, e.g., Ref. 26)

$$Z_i(\omega) = \frac{2\omega}{\pi} \int_0^{\infty} \frac{Z_r(x) - Z_r(\omega)}{x^2 - \omega^2} dx$$ \hspace{1cm} (2a)

and

$$Z_r(\omega) - Z_r(\infty) = \frac{2\omega}{\pi} \int_0^{\infty} \frac{-zZ_i(x) + \omega Z_i(\omega)}{x^2 - \omega^2} dx$$ \hspace{1cm} (2b)

where only the principal value of the respective integrals is considered. The terms \(Z_r(\omega)\) and \(\omega Z_i(\omega)\) in Eq. 2a and b, respectively, facilitate numerical evaluation of the singu-
lar integrals, but do not contribute to the numerical value of the integrals as
\[
\int_\omega^\infty \frac{dx}{x^2 - \omega^2} = 0 \text{ for } \omega \neq 0.72
\]

A similar development cannot be used to relate the real and imaginary parts of stochastic quantities because Eq. 1 is not satisfied except in an expectation sense.

**Propagation of Stochastic Errors**

The stochastic error can be defined by

\[
Z_{\omega}(\omega) = Z(\omega) + \epsilon(\omega) = [Z(\omega) + \epsilon(\omega)] + j[Z(\omega) + \epsilon(\omega)]
\]

where \(Z_{\omega}(\omega)\) is the observed value of the impedance at any given frequency \(\omega\) and \(Z(\omega)\), \(Z(\omega)\), and \(Z(\omega)\) represent the error-free values of the impedance which conform exactly to the Kramers-Kronig relations. The measurement error \(\epsilon(\omega)\) is a complex stochastic variable such that \(\epsilon(\omega) = \epsilon(\omega) - j\epsilon(\omega)\). Clearly, at any frequency \(\omega\)

\[
E[Z(\omega)_{\omega}] = Z(\omega)
\]

only if

\[
E[\epsilon(\omega)] = 0
\]

and

\[
E[\epsilon(\omega)] = 0
\]

Equation 5 is satisfied for errors that are stochastic and do not include the effects of bias.

**Transformation from real to imaginary.—**The Kramers-Kronig relations can be applied to obtain the imaginary part from the real part of the impedance spectrum only in an expectation sense

\[
E[Z(\omega)] = \frac{2\omega}{\pi} \int_0^\infty \frac{Z(\omega) - Z(\omega) + \epsilon(\omega) - \epsilon(\omega)}{\omega^2 - \omega^2} d\omega
\]

It is evident from Eq. 6 that, for the expected value of the observed imaginary component to approach its true value in the Kramers-Kronig sense, Eq. 5a must be satisfied and that

\[
E\left[\frac{2\omega}{\pi} \int_0^\infty \frac{\epsilon(\omega)}{x^2 - \omega^2} dx\right] = 0
\]

For the first condition to be met, the process must be stationary in the sense of replication at every measurement frequency. The second condition can be satisfied in two ways; in the hypothetical case where all frequencies can be sampled, the expectation can be carried to the inside of the integral, and Eq. 7 results directly from Eq. 5a. In the more practical case where the impedance is sampled at a finite number of frequencies, \(\epsilon(\omega)\) represents the error between an interpolated function and the "true" impedance value at frequency \(x\). This term is composed of contributions from the quadrature and/or interpolation errors and from the stochastic noise at the measured frequencies \(\omega\). In the latter case, Eq. 7 represents a constraint on the integration procedure. In the limit that quadrature and interpolation errors are negligible, the residual errors \(\epsilon(\omega)\) at a frequency \(x = \omega\) should be of the same magnitude as the stochastic noise \(\epsilon(\omega)\).

Under the conditions that Eq. 5a and 7 are satisfied and for a given evaluation of Eq. 6

\[
Z(\omega) + \epsilon^*(\omega) = \frac{2\omega}{\pi} \int_0^\infty \frac{Z(\omega) - Z(\omega) + \epsilon(\omega) - \epsilon(\omega)}{x^2 - \omega^2} dx
\]

\[
+ \int_0^\infty \frac{\epsilon(\omega)}{x^2 - \omega^2} dx
\]

where \(\epsilon^*(\omega)\) represents the error in the evaluation of the Kramers-Kronig relations caused by the second integral on the right side. The variance of the transformed imaginary variable can be shown by the following development to be equal to the variance of the real variable. From Eq. 8

\[
\text{var}[\epsilon^*(\omega)] = \frac{2\omega}{\pi} \int_0^\infty \frac{1}{N-1} \sum_{x=1}^N \left[ \int_0^\infty \frac{\epsilon(\omega)}{x^2 - \omega^2} dx \right]
\]

\[
+ \int_0^\infty \frac{\epsilon^*(\omega)}{x^2 - \omega^2} dx
\]

where \(N\) is the number of replicate measurements which is assumed to be large. Under the assumption that Eq. 7 is satisfied

\[
\text{var}[\epsilon^*(\omega)] = \frac{1}{N-1} \sum_{x=1}^N \left[ \int_0^\infty \frac{\epsilon(\omega)}{x^2 - \omega^2} dx \right]^2
\]

As only principal values of the integrals are considered, it is appropriate to approach the point of singularity at \(x = \omega\) equally from both sides. In terms of the principal value, for specific values of \(k\), the integral in Eq. 10 becomes

\[
\frac{2\omega}{\pi} \int_0^\infty \frac{\epsilon(\omega)}{x^2 - \omega^2} dx = \frac{2\omega}{\pi} \int_0^\infty \frac{\epsilon(\omega)}{x^2 - \omega^2} dx
\]

\[
+ \frac{2\omega}{\pi} \int_0^\infty \frac{\epsilon^*(\omega)}{x^2 - \omega^2} dx
\]

Under the transformations \(x = \omega y\) in the domain \([0, \omega]\) and \(x = \omega y\) in the domain \([-\omega, \omega]\)

\[
\frac{2\omega}{\pi} \int_0^\infty \frac{\epsilon(\omega)}{x^2 - \omega^2} dx = -\frac{2}{\pi} \int_0^\infty \frac{\epsilon^*(\omega)}{1 - y^2} dy
\]

Equation 12 can be expressed in a summation sense as

\[
-\frac{2}{\pi} \int_0^\infty \frac{\epsilon^*(\omega)}{1 - y^2} dy = -\frac{2}{\pi} \sum_{n=1}^N \left[ \frac{\epsilon^*(\omega_{y_n}) - \epsilon^*(\omega_{y_n})}{1 - y^2} W(y_n) \right]
\]

where \(M\) is large, \(M = 1\) represents the number of intervals for the domain of integration, and \(W(y_n)\) is the weighting

![Fig. 2. Path of integration for the contour integral in the complex-frequency plane.](image-url)
factor which can be a function of the integration procedure chosen. From Eq. 10, 12, and 13

$$\text{var} \{ \varepsilon_i(\omega) \}$$

$$= \frac{4}{\pi^2} N^{-1} \sum_{k=1}^{N} \left( \sum_{i=1}^{N} \left[ \frac{\varepsilon_k(\omega y_m) - \varepsilon_k(\omega y_n)}{1 - y_m^2} W(y_m) \right]^2 \right)$$

[14]

A general expression for the errors is given by $\varepsilon_n(x) = P_n(0, 1)\sigma_e(x)$ where $P_n(0, 1)$ is the $k$th observation of a symmetrically distributed random number with a mean value of zero and a standard deviation of 1, and $\sigma_e(x)$ is the standard deviation for the errors which is representative of the error structure for the spectroscopy measurements and is assumed to be a continuous function of frequency. Under the assumption that the errors are uncorrelated with respect to frequency

$$\sigma^2_e(\omega) = \sum_{n=1}^{N} a_n [\sigma^2_e(\omega y_m) + \sigma^2_e(\omega y_n)]$$

[15]

where the weighting factor is given by

$$a_m = \left[ \frac{W(y_m)}{1 - y_m^2} \right]^{-1}$$

[16]

In the limit that $M \to \infty$, the trapezoidal rule yields

$$a_m = \frac{4}{\pi^2} \frac{1}{(2m - 1)^2}$$

[17]

and

$$\sum_{n=1}^{N} a_m = 0.5$$

[18]

As shown in Fig. 3, the $a_n$ coefficients decay rapidly away from $y = 1$. Beyond the first five terms, the individual contribution of each term is less than 1% of the first term. The series approaches its limiting value to within 1% when 20 terms are used. The error associated with using a finite number of terms in Eq. 15 therefore can be made to be negligibly small.

Under the assumption that $\sigma_e(x)$ is continuous at $x = \omega$, a Taylor series expansion can be written in terms of the frequency variable $x = \omega y_m$, (valid for $x < \omega$), yields

$$\sigma_e^2(x) = \sigma_e^2(\omega) \left[ \frac{d\sigma_e^2(x)}{dx} \right]_{x=\omega} \left[ \omega y_m - 1 \right]$$

$$+ O\left( \left( \omega y_m - 1 \right)^2 \right)$$

[19]

Similarly, for the variable transformation $x = \omega y_m$ valid for $x > \omega$

$$\sigma_e^2(x) = \sigma_e^2(\omega) \left[ \frac{d\sigma_e^2(x)}{dx} \right]_{x=\omega} \left( \frac{1}{y_m} - 1 \right)$$

$$+ O\left( \left( \frac{1}{y_m} - 1 \right)^2 \right)$$

[20a]

In the vicinity of $y_m = 1$, Eq. 20a can be expressed in a form similar to Eq. 19

$$\sigma_e^2(x) = \sigma_e^2(\omega) \left[ \frac{d\sigma_e^2(x)}{dx} \right]_{x=\omega} \left( \omega y_m - 1 \right)$$

$$+ O\left( \left( \omega y_m - 1 \right)^2 \right)$$

[20b]

Equation 20b is justified because the major part of the contribution to the integral occurs within the range of $y = 1$ to roughly $y = 1 - 10^{-4}$. The assumption that higher order terms in the expansion for $\sigma_e(x)$ can be neglected is justified because the region over which linearization is assumed to apply extends only 0.001 of the frequency $\omega$, e.g., 1 Hz at a frequency $\omega$ of 1000 Hz.

Substitution of Eq. 19 and 20 into Eq. 15 yields

$$\sigma^2_e(\omega) = \sigma^2_e(\omega) \sum_{n=1}^{N} 2a_m$$

[21]

where $p << M$ and accounts for intervals in the vicinity of $y = 1$. Following Eq. 18

$$\sigma^2_e(\omega) = \sigma^2_e(\omega)$$

[22]

This result is consistent with the results of Monte Carlo calculations for assumed error structures$^{22,27}$ but is obtained here without explicit assumption of an error structure. The only requirements are that the Kramers-Kronig relations be satisfied, that the errors be stationary in the sense of replication at each measurement frequency, that the errors be uncorrelated with respect to frequency, and that the derivative of the variance with respect to frequency exists.

**Transformation from imaginary to real**—The Kramers-Kronig relations for obtaining the real part from the imaginary part of the spectrum can be expressed as Eq. 2b, which in terms of expectations becomes

$$E[Z_r(\omega) - Z_r(\omega)]$$

$$= E \left[ \frac{1}{\pi} \int_0^\infty -x Z_r(x) + \omega Z_r(x) - x \sigma_e(x) + \omega \sigma_e(x) dx \right]$$

[23]

Following the discussion in the earlier section, the necessary conditions for Kramers-Kronig transformability become Eq. 5b and

$$E \left[ \frac{1}{\pi} \int_0^\infty \frac{x \sigma_e(x)}{x^2 - \omega^2} dx \right] = 0$$

[24]

The variance of the error in the evaluation of Eq. 23 is given by

$$\text{var}(\varepsilon_i) = \frac{1}{N - 1} \sum_{k=1}^{N} \left[ \frac{2}{\pi} \int_0^\infty \frac{x \sigma_e(x)}{x^2 - \omega^2} dx \right]^2$$

[25]
Under the transformation used in the earlier section

\[ \int_0^\infty \frac{x e_{x, s}(x)}{x^2 - \omega^2} \, dx = -\int_0^\infty \frac{y e_{y, s}(\omega y)}{1 - y^2} \, dy + \int_2^\infty \frac{(1/y) e_{y, s}(\omega y)}{1 - y^2} \, dy + \int_{1/2, \infty} \frac{x e_{x, s}(x)}{x^2 - \omega^2} \, dx \]  

[26]

where a point of singularity at \( y_n = 0 \) (at \( \omega = \infty \)) introduced by the transformation \( x = \omega/y \) was avoided by further subdivision of the integral. Since \( y_l \) can be chosen such that the third integral of Eq. 26 has negligible value and that the first integral has a negligible contribution from the range \( y = 0 \) to \( y_l \), Eq. 26 can be solved by following a procedure similar to that adopted in the earlier section. A form similar to Eq. 14 is obtained

\[ \text{var}(\gamma_i(\omega)) = \frac{1}{\pi} \sum_{n=1}^{N-1} \left( \frac{\sum_{m=1}^{n} \left[ y_{m} e_{s, y}(\omega y_m) - (1/y_m) e_{s, y}(\omega y_m) W(\omega y_m) \right]} {1 - y_m^2} \right)^2 \]  

[27]

In the region of interest \((y_n^{-1})\), \( y_l/(1 - y_n) \), and \( 1/y_l \) tend toward \( 1/(1 - y_n) \). Hence

\[ \text{var}(\gamma_i(\omega)) = \frac{1}{\pi} \sum_{n=1}^{N-1} \left( \frac{\sum_{m=1}^{n} \left[ e_{s, y}(\omega y_m) - e_{s, y}(\omega y_m) W(\omega y_m) \right]} {1 - y_m^2} \right)^2 \]  

[28]

where \( p < \infty \) and accounts for the intervals in the region of \( y \rightarrow 1 \). Equation 28 is directly analogous to Eq. 14. Following the discussion in the previous section

\[ \sigma_i^2(\omega) = \sigma^2(\omega) \]  

[29]

Thus, the variance of the real part of the impedance is equal to the variance of the imaginary part of the impedance, independent of the direction of the transformation. The transformation, if the Kramers-Kronig relations are satisfied in an expectation sense. For the Kramers-Kronig relations to be satisfied, the conditions stated through Eq. 5, 7, and 24 must be satisfied. Equation 5a and b represent the usual constraints on the experimental stochastic errors whereas Eq. 7 and 24 represent constraints on the integration procedure.

As summarized in the following section, the theoretical development presented here is supported by experimental observations for various physical systems that satisfy the conditions of Kramers-Kronig relations.

### Experimental

The equality of the standard deviations for real and imaginary parts of the impedance has been observed for the impedance response of solid-state systems (GaAs Schottky diodes, ZnS varistors, ZnS electroluminescent panels),\(^{1,14,15}\) corrosion of copper in seawater (under either potentiostatic or galvanostatic modulation),\(^{16,17,24}\) electrochemistry at metal hydride electrodes (LaNi\(_5\) and misch metal),\(^{25,26}\) the electrohydrodynamic impedance response for reduction of ferricyanide and oxidation of ferrocyanide on Pt rotating disks,\(^{27-29}\) the impedance response of membranes for which the solution resistance is large,\(^{30}\) and the impedance response of electrical circuits with a large leading resistance.\(^{31}\)

A standard statistical criterion can be used to confirm the hypothesis that the standard deviations (or variances) of the real and imaginary parts of the impedance are equal.\(^{31}\) A typical result is presented in Fig. 4 for the reduction of ferricyanide on a Pt disk rotating at 3000 rpm where three replicate impedance scans were obtained. The test criterion, \( F = \sigma^2_1/\sigma^2_0 \), is compared in Fig. 4 with 1 and 5% limits for three replications. On a frequency-by-frequency basis, \( 1/F_{0.01} < F < F_{0.01} \), therefore, the hypothesis that the variance of the real part of the impedance is statistically different from the variance of the imaginary part over the measured frequency range can be rejected. The dispersion of \( F \) about one as a function of frequency further supports the conclusion that the variance of the real part of the impedance is equal to the variance of the imaginary part. The measurement model approach \(^{32-34}\) showed that the data were consistent with the Kramers-Kronig relations.

The value of \( F_{0.01} \) for rejection of the null hypothesis (\( i.e., \sigma^2_1 = \sigma^2_0 \)) approaches one when the number of replicated measurements is increased. Results are presented in Fig. 5 for the reduction of ferricyanide on a Pt disk rotating at 120 rpm where 25 replicate impedance scans were obtained. The test criterion, \( F = \sigma^2_1/\sigma^2_0 \), is compared in Fig. 5 with 1 and 5% limits for 25 replications. At frequencies below 100 Hz, the hypothesis that \( \sigma^2_1 = \sigma^2_0 \) is confirmed. Above 100 Hz, the values for \( F \) and the trend as a func-
tion of frequency suggest that $\sigma_I^2 \neq \sigma_I^2$. For this experiment, however, the measurement model approach of Agarwal et al.\textsuperscript{13,24,25,26} showed that the data collected at high frequency were inconsistent with the Kramers-Kronig relations.

The derivation presented here suggests that, if $\sigma_I^2 = \sigma_I^2$, must be true for systems that satisfy the Kramers-Kronig relations, the experimental observation of the equality of the variance of the real and imaginary parts of the impedance cannot be attributed to unique features of electrochemical systems or of the frequency-response analyzer (FRA). This conclusion was subsequently tested by measuring the frequency-dependent complex viscosity of viscoelastic fluids using a Rheometrics RMS-800 parallel-plate viscometer.\textsuperscript{27} This system is nonelectrochemical and does not employ an FRA. For measurements that satisfied the Kramers-Kronig relations, the standard deviations for real and imaginary parts of the viscosity were found to be equal.\textsuperscript{28} Results are presented in Fig. 6a for the complex viscosity of a concentrated polyethylene oxide solution. The $F$ test, presented in Fig. 6b, confirms that $\sigma_I^2 = \sigma_I^2$.

The results presented here demonstrate theoretically and experimentally that $\sigma_I^2 = \sigma_I^2$ when the Kramers-Kronig relations are satisfied. Manuscripts are in preparation which describe in greater detail the results for the experimental systems presented in Fig. 4 to 6.

Discussion

The result of the development presented here is that, for data that are consistent with the Kramers-Kronig relations in an expectation sense, the standard deviation of the real part of a complex spectrum at a given frequency must be equal to the standard deviation of the imaginary part.

The development did not require any assumptions concerning analyticity of the stochastic noise with respect to frequency; therefore, the result applies to spectra in which data are collected sequentially as well as to spectra in which a single observation is used to resolve a spectrum, as is done, for example, by Fourier transformation of transient data.

The implications of this result are illustrated in Fig. 7, where the real and imaginary parts of an impedance spectrum are presented as functions of frequency. The probability distribution function for the data, corresponding to an equal standard deviation for the real and imaginary parts, is shown at a frequency of $0.03 \text{ Hz}$. The real part of the impedance at this frequency is roughly $100 \text{ n}\Omega$ as compared to $-3 \text{ n}\Omega$ for the imaginary part, and the noise level therefore represents a much larger percentage of the imaginary signal than the real. This result, which has been
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**Fig. 6.** (a) Complex viscosity and corresponding error structure obtained for a concentrated solution of polyethylene oxide (MW 300,000) in water; filled symbols represent the measured complex viscosity, and open symbols correspond to the standard deviation; (C) the real part of the viscosity and (A) the imaginary part of the viscosity. (b) Test for inequality of the variance; ($\times$) $F$ test parameter $F = \sigma_I^2/\sigma_I^2$, and dashed lines correspond to significance levels for $F$ for three replicates.

![Figure 7](https://example.com/figure7.png)

**Fig. 7.** Real (a) and imaginary (b) parts of a typical electrochemical impedance spectrum as a function of frequency. The normal probability distribution function, shown at a frequency of $0.03 \text{ Hz}$, shows that one consequence of the equality of the standard deviation for real and imaginary components is that the level of stochastic noise as a percentage of the signal can be much larger for one component than the other.
observed in many experimental systems, is now shown to have a fundamental basis. While the development presented here shows that the standard deviations for the real and imaginary parts of a Kramers-Kronig-transformable complex quantity are equal, the instantaneous realizations of the stochastic errors for the respective components have been shown experimentally to be uncorrelated. The errors also were found to be uncorrelated with respect to frequency, an observation that supports a key assumption made here. The assumption of the existence of the first derivative of the variance is supported by the identification of error structures presented in Fig. 4 to 6 and in Ref. 14-18, 20, and 33-36.

The need to identify an appropriate form for the impedance $Z(x)$ in the presence of stochastic errors (Eq. 8 and 23) supports the use of measurement models composed of line shapes that themselves satisfy the Kramers-Kronig relations. The use of such measurement models is superior to the use of polynomial fitting because fewer parameters are needed to model complex behavior. Experimental data seldom contain a frequency range sufficient to approximate the range of integration of 0 to $\infty$ required to evaluate the Kramers-Kronig integrals; therefore, extrapolation of the data set is required. Measurement models can be used to extrapolate the experimental data set, and the implications of the extrapolation procedure are quite different than from extrapolations with polynomials. The extrapolations done with measurement models are based on a common set of parameters for the real and imaginary parts and on a model structure that has been shown to represent the observations adequately. The confidence in the extrapolation using measurement models is, therefore, higher. In addition, as the line shapes used satisfy the Kramers-Kronig relations, experimental data may be checked for consistency with the Kramers-Kronig relations without actually integrating the equations over frequency, avoiding the concomitant quadrature errors. The correlation and bias errors introduced by quadrature errors are discussed further in Ref. 22. The results presented here also indicate clearly the importance of identifying the nature of the error structure prior to application of the Kramers-Kronig transforms.

The analytic approach presented here establishes an explicit relationship between $\sigma$ and $\sigma'$ with the only requirement that the errors be stationary in the sense of replication at each measurement frequency, that errors be uncorrelated with respect to frequency, that the derivative of the variance with respect to frequency exists, and that the Kramers-Kronig relations be satisfied. In addition, the conditions for the applicability of the Kramers-Kronig relations to experimental data have been identified, i.e., that Eq. 5, 7, and 24 be satisfied.

Conclusion

Knowledge of the error structure plays a critical role in interpreting spectroscopic measurements. An assessment of the stochastic (or noise) component of the errors allows refinement of regression strategies and can guide design of experiments to improve signal-to-noise ratios. Assessment of consistency of data with the Kramers-Kronig relations is also important because inconsistencies can be attributed to experimental bias errors which must be accounted for during interpretation of measurements.

In this work, the experimental observation that real and imaginary parts of the impedance have the same standard deviation was found to have a fundamental basis for stationary error structures. The propagation of stochastic errors through the Kramers-Kronig relations in both directions (real-to-imaginary and imaginary-to-real) yielded standard deviations that were equal. This result appears to be general and should apply for all spectroscopic measurements in which real and imaginary components are obtained simultaneously and with the same instrumentation. Thus, the observations concerning the error structure of electrochemical, optical-electrochemical, and mechanical-electrochemical impedance spectra should apply as well to purely mechanical spectroscopic measurements.

This work suggests also that evaluation of stochastic errors could provide insight into the degree of consistency with the Kramers-Kronig relations. The concept that there exists a relationship between stochastic error structure and bias errors is supported by repeated experimental observation that the standard deviation of real and imaginary parts of the impedance were equal except for spectra that were found to be inconsistent with the Kramers-Kronig relations.
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LIST OF SYMBOLS

<table>
<thead>
<tr>
<th>Symbol</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>$a$</td>
<td>weighting factor defined by Eq. 16</td>
</tr>
<tr>
<td>$I$</td>
<td>current, $A$</td>
</tr>
<tr>
<td>$j$</td>
<td>the imaginary number, $\pm i$</td>
</tr>
<tr>
<td>$M$</td>
<td>number of nodes used for numerical evaluation of integrals</td>
</tr>
<tr>
<td>$N$</td>
<td>number of observations for replicated experiments</td>
</tr>
<tr>
<td>$W$</td>
<td>weighting factor for numerical evaluation of integrals</td>
</tr>
<tr>
<td>$x$</td>
<td>frequency, rad/s</td>
</tr>
<tr>
<td>$y$</td>
<td>integration variable defined above Eq. 12</td>
</tr>
<tr>
<td>$Z$</td>
<td>complex impedance, $\Omega$</td>
</tr>
<tr>
<td>$\epsilon$</td>
<td>complex stochastic error</td>
</tr>
<tr>
<td>$\eta$</td>
<td>complex viscosity</td>
</tr>
<tr>
<td>$\omega$</td>
<td>frequency, rad/s</td>
</tr>
<tr>
<td>$\Omega$</td>
<td>rotation speed, rad/s</td>
</tr>
</tbody>
</table>

Subscripts

<table>
<thead>
<tr>
<th>Symbol</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>$j$</td>
<td>imaginary part</td>
</tr>
<tr>
<td>$k$</td>
<td>observation number for replicated experiment</td>
</tr>
<tr>
<td>$m$</td>
<td>index number used for numerical evaluation of integrals</td>
</tr>
<tr>
<td>$r$</td>
<td>real part</td>
</tr>
</tbody>
</table>
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ABSTRACT

The erosion-corrosion of copper and copper-nickel alloys in synthetic sea water was investigated using an impinging jet. Video microscopy, corrosion potential monitoring, and impedance spectroscopy were used to investigate the state of the system and the reactivity of the electrode surface. Shear-induced removal of salt films was observed and found to be associated with significant increases in surface reactivity. Direct shear-induced removal of oxide films, however, was not observed. Nevertheless, the protective oxide layer showed sensitivity in passively-aerated seawater to large fluid velocities and to small perturbations in potential. The films were stable under all conditions tested in continuously-aerated seawater.

INTRODUCTION

Copper and copper alloys are widely used in marine environments because they are resistant to corrosion in seawater. This resistance is associated with formation of protective layers on the metal surface. However, copper and its alloys are known to be susceptible to enhanced corrosion in seawater when there is sufficient relative motion between the metal and the fluid.1-3 The flow-enhanced corrosion of copper alloys in seawater has been attributed to erosion-corrosion.2

In the absence of suspended particles, erosion-corrosion is associated with mechanical disruption or removal of protective layers by hydrodynamic shear.2,4-5 Protective layers are assumed to be removed when the shear force is greater than the binding force between the film and the substrate. Direct observation of shear-induced removal of films has been reported for some systems. Giralt and Trass6 showed that removal of solid naphthalene and trans-cinnamic acid by a submerged impinging jet of saturated solution is proportional to the wall shear stress above a critical or threshold value. Steele and Geankoplis7 reported removal of material by an apparent shear erosion mechanism. Esteban et al.8 used an impinging jet system to identify shear

induced removal of poorly adhered filming inhibitors on steel in chloride solutions. The removal of the inhibitor was associated with enhanced corrosion in regions of large hydrodynamic shear.

Efird reported critical values of shear stress for the erosion-corrosion of copper and some copper-based alloys in sea water (see Table 1). His test apparatus consisted of a series of independent flow chambers with a rectangular cross section designed such that fresh sea water flowed parallel to the surface of the coupon. Flow establishment and disengagement regions were located up and downstream respectively to ensure a well-developed flow over the coupon. Coupons were removed and photographed after a thirty-day exposure. Accelerated corrosion was identified by the roughened appearance of corrosion products and of the metal surface after corrosion products were removed. A critical velocity for enhanced corrosion was identified which was correlated to shear stress. Onset of enhanced corrosion was consistently located at the leading edge of the coupon.

The experimental system used by Efird was characterized by a uniform shear stress and a non-uniform mass transfer coefficient. The observation of a critical velocity for enhanced corrosion can therefore be attributed to either a shear-induced removal of protective films or to destabilization of the protective films by a differential mass transfer mechanism.

Using an impinging jet system for which mass transfer was uniform, Diem and Orazem did not observe shear-induced corrosion on copper in alkaline chloride electrolytes for values of hydrodynamic shear which were as much as 10 times the critical shear stress reported by Efird. In the alkaline chloride solutions used, passivation was observed in less than 100 seconds. The work of Diem and Orazem cannot be compared directly to that of Efird because the electrolyte was significantly different in composition from the seawater used in Efird’s experiment. Steady-state films on copper alloys in seawater are reported to require 30 days or more to develop.

The objective of this work was to determine whether shear-induced removal of protective films for copper and copper-nickel alloys could be observed in systems for which mass transfer is uniform. The exposure time for the coupons was up to 33 days, and ASTM standard synthetic seawater was used as the electrolyte.

**EXPERIMENTAL PROCEDURE**

The hydrodynamics and the experimental design for the submerged axisymmetric impinging jet used in this study are presented in this section.

**Hydrodynamics of the Impinging Jet**

The fluid mechanics within the region of the electrode is well-defined. This geometry can be made to give uniform mass transfer rates across a disk electrode within the stagnation region. The stagnation region is defined to be the region surrounding the stagnation point in which the axial velocity, given by

$$v_z = -2\sqrt{\nu \phi(\eta)}$$

is independent of radial position, and the radial velocity is given by
\[ \nu_r = ar \frac{d\phi(\eta)}{d\eta} \]  

(2)

where \( a \) is the hydrodynamic constant which is a function only of geometry and fluid velocity, \( r \) and \( z \) are the radial and axial positions, respectively, \( \nu \) is the kinematic viscosity, and \( \phi \) is the stream function which is given in terms of dimensionless axial position \( \eta = z\sqrt{a / \nu} \) as

\[ \phi(\eta) = 0.656\eta^2 - 0.16667\eta^3 + 3.6444 \times 10^{-3}\eta^6 - 3.9682 \times 10^{-4}\eta^7 \]  

(3)

Esteban et al. used ring electrodes to find that the stagnation region extends to a radial distance roughly equal to the inside radius of the nozzle.\(^8\)

Within the stagnation region, the surface shear stress \( \tau_{rz} \) is given by

\[ \tau_{rz} = -1.312r(\mu \rho)^{2/3}a^{1/3} \]  

(4)

where \( \mu \) and \( \rho \) are the viscosity and density of the fluid, respectively. The hydrodynamic constant can be determined experimentally using ring or disk electrodes at the mass-transfer-limited condition and is proportional to the jet velocity.\(^8,9\) The shear stress on the electrode surface is given in Figure 1 as a function of jet velocity for the range of velocities used in this work. The critical shear stress values reported by Efird\(^2\) for copper (9.4 N/m\(^2\)) and 70/30 copper nickel (47.9 N/m\(^2\)) are provided for reference in Figure 1.

**Experimental Design**

Because the mass transfer rate is uniform, differential mass transfer cells are not established for an electrode that lies entirely within the stagnation region. The impinging jet system can therefore be used in the absence of suspended particles to isolate the influence of the hydrodynamic shear stress. If the removal of protective layers by hydrodynamic shear is the primary cause of erosion-corrosion and the shear stress outside a certain critical radius is large enough to cause that removal, then the metal outside the critical radius will corrode at a significantly higher rate than the metal inside the critical radius. Since shear stress is a function of both radial position and jet velocity, the critical radius corresponding to the critical shear stress would be a function of jet velocity for fixed geometry.\(^8\)

A schematic representation of the experimental setup is presented in Figure 2. The experimental impinging jet cell used for this work was a modification of the cell design used by Diem and Orazem.\(^9\) The cell was enclosed completely to eliminate entrainment of air. The system was capable of continuous operation at a maximum mean jet velocity of 6.75 m/s which yielded a shear stress of 195 N/m\(^2\) at 80% of the radius of a 0.635 cm (0.25 inch) diameter electrode. This value is 20 times larger than the critical shear stress of 9.8 N/m\(^2\) reported by Efird for copper.\(^2\)

The system was configured with the jet positioned facing down. The top sides of the impinging jet cell were angled at 45° and 60° from vertical and an access port was centered in each side to allow in-situ observation of the working electrode. The port which supported the video microscope contained a sapphire window sealed with an o-ring and held in place by an aluminum retaining ring. The other access port housed a thermometer to monitor cell temperature
which was compared with reservoir temperature. At high flow rates, viscous dissipation caused the temperature in the cell to differ from that in the reservoir. The temperature in the cell was controlled at a desired value by adjusting the set-point temperature in the cooling bath.

Three *in-situ* experimental techniques were incorporated in this work. The corrosion potential with reference to a saturated calomel reference electrode was monitored continuously throughout the course of an experiment. Variable-amplitude galvanostatically-modulated (VAG) impedance spectroscopy was used at specified intervals to investigate the reactivity of the electrode surface.\textsuperscript{19,20} The VAG technique allowed collection of impedance data without altering the natural evolution of the corrosion potential with time. Video microscopy complimented the two electrochemical techniques by providing a visual record of the state of the electrode surface. Digital images of the surface were used to detect velocity-enhanced phenomena which were manifested as rings or halos on the surface of the disk electrode.

The surface reactivity was quantified through use of the measurement model approach.\textsuperscript{21-26} This quantification followed three steps:

1. The frequency-dependent error structure was identified following the method presented by Agarwal *et al.*\textsuperscript{23}

2. The portion of the spectrum that is consistent with the Kramers-Kronig relations was identified following the method presented by Agarwal *et al.*\textsuperscript{24} The error structure found in step 1 above was used to weight the regression. High-frequency data were found to be corrupted by instrumental artifacts. The low-frequency data were typically found to be consistent with the Kramers-Kronig relations except for data collected early in the experiment where the system was changing rapidly.

3. The measurement model was regressed to the portion of the spectrum found in step 2 to be consistent with the Kramers-Kronig relations. The regressed parameter values were used to extrapolate to the zero frequency limit, and Monte Carlo simulations were performed using the standard deviations of the regressed parameters to estimate the confidence interval for the extrapolation. The polarization impedance was obtained by subtracting the regressed solution resistance from the extrapolated zero-frequency value.\textsuperscript{26}

**RESULTS**

The experiments discussed here involved annealed electrodes made of 99.9% copper (CDA110) or a 70/30 copper/nickel alloy (CDA715). The electrolyte was ASTM-D-1141 synthetic sea water.

**Copper in Passively-Aerated Electrolyte**

In the experiments presented in this section, the electrolyte was aerated only by passive diffusion of air through the exposed air-electrolyte interface in the reservoir. The pH was measured to be 8.05, and the oxygen content of the electrolyte was 6 ppm. In the subsequent section, results are presented for continuously-aerated electrolytes, for which the air used for aerating the electrolyte was scrubbed to remove CO\textsubscript{2}. Continuous aeration had no effect on the pH of the electrolyte, which remained at 8.2. The oxygen content of the continuously and passively-aerated electrolytes was 7 and 6 ppm, respectively.
Potentiostatic Experiments—The utility of the experimental setup for detecting shear-induced removal of films can be seen in the results of experiments conducted for 99.9% copper electrode in flowing (0.1 m/s) aerated synthetic sea water at anodic potentials. The current-time traces resulting from potentiostatic experiments are given in Figure 3 for values of 100, 200, and 400 mV (SCE). These potentials corresponded to regions of the polarization curve that were influenced by formation of salt films which, as seen in Figure 3, to decrease the current observed. The 200 mV (SCE) trace showed a decrease in the current followed by a sharp increase that was evident at roughly 300 seconds. Successive video images were collected at a rate of 2/second for this experiment. The dashed lines in Figure 3 are the times corresponding to the video images given in Figure 4 of the coupon during the 200 mV(SCE) experiment. At short times (33 and 61 seconds), growth of salt films reduced the magnitude of the current. Following the current distribution on a disk electrode below the limiting current, salt films formed first as a ring on the periphery of a copper disk electrode and then grew inward. During the early stage of dissolution (0 to 160 seconds), the video images showed three waves corresponding to formation of salt films. At 160 seconds, the beginning stage of the mechanical removal of a salt film layer was evident at the periphery of the electrode. (see Figure 4). This removal was coincident with a slight increase in current evident in Figure 3. At 341 seconds, more of the film had been removed, and, at still longer times, the film was removed completely and a new salt film was precipitated. The removal of the salt film caused a 30 percent increase in the observed current. The removal process initiated at the periphery of the electrode where the shear stress is the largest, and mechanical removal of chunks of the film was evident in the video. This work demonstrated that the reactivity of the copper is sensitive to removal of salt films and that the experimental technique can be used to observe shear-induced removal of films.

Galvanostatic Experiments at the Corrosion Potential.—The working electrode was 99.9% copper immersed in ASTM-D-1141 synthetic sea water. The corrosion potential is presented in Figure 5 as a function of time for a period of 33 days. The initial corrosion potential behavior of all the copper and copper/nickel alloys studied for this work was similar in the sense that the corrosion potential, immediately after submersion, increased rapidly during the first few hours. As the corrosion potential became more positive, the rate of change slowed until a constant value was reached. The difference between the initial value and the constant value was as much as 70 mV. Electrohydrodynamic impedance measurements conducted under similar conditions showed that the electrochemical behavior of copper in synthetic seawater became insensitive to convective diffusion within 24 hours; thus, the electrochemical behavior of the copper was controlled by surface films after the first day of immersion.

The jet velocity for the first seven days was controlled at 1 m/s. A pseudo-steady-state value of -283 mV for the corrosion potential was reached after approximately 48 hours, and this value fluctuated by only 2 mV over the next five days. Impedance spectra collected during this same seven day period showed an initial decrease in the impedance followed by an increase to a pseudo-steady-state value. Following the seventh day, the solution was kept quiescent for 16 days after which a series of impedance scans was conducted to investigate corresponding changes in the electrode reactivity. Impedance scans taken before and after the 16 day quiescent period revealed an increase in the polarization impedance during period of time the solution was stagnant. Video images of the copper surface revealed the presence of a thick film.
After 556.6 hours, a large cathodic potential on the order of -1.3 V(SCE) was applied to the system for approximately 2 minutes resulting in the evolution of hydrogen from the electrode surface and removal of copper oxides. The impedance values after the potential excursion were reduced by a factor of 10 as compared to the impedance scans prior to the upset. A noticeable change in the appearance of the electrode surface was evident, and the presence of hydrogen bubbles on the surface was observed in the video images. The decrease in the impedance observed after the potential disturbance is consistent with removal of a protective film. This hypothesis is supported by the digital images which showed that portions of a surface film were removed, leaving bare copper visible around the periphery of the electrode.

Approximately 25 minutes after the potential disturbance, flow was resumed. Air that had accumulated in the lines was removed, after which the jet velocity was adjusted to 1 m/s. Data collection resumed 25 minutes after flow was started, and the resulting corrosion potentials are presented in Figure 6. The corrosion potential returned to the value before the potential disturbance after a period of 120 hours and remained constant for several days. A small adjustment of pH by addition of NaOH had no discernible effect on the corrosion potential. The corrosion potential changed abruptly, however, following an increase in jet velocities of 1.0 to 6.75 m/s. The values for the shear stress corresponding to these velocities at a radial position of r/r₀ = 0.8 are 14.5 and 195 N/m², respectively.

Impedance data collected during this leg of the experiment are presented in Figure 7. The impedance increased steadily after the potential disturbance, showing a decrease in reactivity as the protective films became reestablished. The value for the impedance approached a constant value after an additional 150 hours. The influence of pH modification from 8.05 to 8.24 on the impedance response was not discernible when plotted in impedance plane format, however, the influence of a change in jet velocity from 1.0 to 6.75 m/s on the impedance of the electrode is easily seen in Figure 7.

The polarization impedance corresponding to Figure 7 is shown in Figure 8 as a function of time. The polarization impedance and the associated confidence intervals given in Figure 8 were obtained by the measurement model concept developed in this group as part of the infrastructure for the erosion-corrosion experiments. The polarization impedance increased with time. The impedance response was found to be sensitive to the small adjustment of pH 161 hours after the potential swing, and also showed a large increase in the reactivity of the surface following the increase in jet velocity.

The video micrographs shown in Figure 9 can give insight on the evolution of the electrode surface. The copper electrode at t=0, immediately after submersion in solution, showed polishing marks left by the 0.05 μm alumina powder used in the final stage of wet polishing. The presence of a uniform film at t=169 hours is consistent with electrohydrodynamic impedance spectroscopy measurements that showed that the electrochemical properties of the copper were governed by surface films after 24 hours of immersion. A similar uniform film was observed at t=671 hours after the system recovered from the potential excursion. After the increase in jet velocity, which resulted in a large reduction in the polarization impedance, a uniform film was still evident (t=814 hours). The apparently increased sharpness as compared to the image at t=671 hours is attributed to removal of a salt film, exposing the granular structure below. No ring-shaped features were evident in the micrographs.
Copper and 70/30 Copper/Nickel in Continuously-Aerated Electrolyte at the Corrosion Potential

The abrupt increase in reactivity with increased jet velocity shown in Figure 8 was reproducible for passively-aerated electrolytes, but was not observed for copper in continuously-aerated electrolyte. The corrosion potential transients shown in Figure 10 are typical of the results obtained in aerated ASTM-D-1141 synthetic sea water. Effects of velocity on corrosion potential were not seen. The extrapolated polarization impedance values given in Figure 11 showed that the surface reactivity stabilized after a period of 10 days and that increases in jet velocity from 1 m/s to 2 m/s, from 2 m/s to 4 m/s, and from 4 m/s to 6.2 m/s had no discernible effect. Ex-situ analysis by XPS of the electrodes after immersion in continuously-aerated electrolyte revealed the presence of Mg and Fe salts that were not present on electrodes after immersion in passively-aerated electrolyte. These results, and observation of a small decrease in pH in the passively-aerated case, are consistent with the hypothesis that the nature of surface films formed had changed due to passive incorporation of CO₂ through the air-electrolyte interface in the reservoir.

The corrosion potential of the 70/30 copper nickel alloy in continuously aerated ASTM-D-1141 synthetic sea water reached a steady value within 5 days, though the measurement had considerably more scatter than observed for the copper system. The extrapolated polarization impedance values showed that surface reactivity stabilized after a period of 10 days, and that increases in jet velocity from 2 m/s to 6 m/s had no discernible effect.

CONCLUSIONS

Fully-developed oxide layers were observed in earlier work to be sensitive to small amplitude (50 mV) perturbations in potential. Flow conditions resulting in a variation of potential across a copper surface can therefore disrupt protective oxide layers, not by direct mechanical removal, but by inducing electrochemical instability. Salt films resulting from an applied anodic potential were observed to be removed by shear forces, and removal of such films increased the reactivity of copper. This removal of salt films on parts of the electrode and not on others could contribute to a potential gradient that would destabilize oxide layers. Oxygenation cells are another source of potential gradients which could form when using a channel flow cell such as used by Efird. The present work suggests that the enhanced corrosion seen by Efird may not be due to a shear-induced mechanical removal of an oxide film but may be due instead to destabilization of the film by a potential gradient across the electrode surface. The enhanced corrosion observed by Efird at the leading edge of the coupon is consistent with distribution of mass transfer expected for a channel flow cell, and the observation of a critical velocity is consistent with our observation of a critical potential for destabilization of the oxide layer.

The coupling of the VAG impedance algorithm and the extrapolation of impedance spectra developed for this work provides a powerful tool for assessing changes in the reactivity of an electrode. By setting the current to be equal to zero, galvanostatic modulation allowed the system to be held at the open-circuit condition, and the variable-amplitude technique ensured that the potential swing the system experienced was sufficiently small to ensure a linear response. The latter is particularly important because, in earlier work, a potential perturbation of 50 mV was sufficient to disrupt the passive films formed on copper in passively-aerated ASTM-D-1141 synthetic sea water. The VAG impedance technique used in this work did not appear to affect
the naturally occurring transients in the system associated with growth of surface films. The extrapolation technique developed here was intended to make maximum use of the available measurements by providing a convenient measure of reactivity. This was especially important in developing an assessment of the data presented in Figure 7 where the rapidly changing conditions made some low frequency data inconsistent with the Kramers-Kronig relations.

The films formed on copper in passively-aerated synthetic seawater appeared to be less stable than those formed in highly-aerated synthetic seawater. Such films were found here to be sensitive to changes in jet velocity. In earlier work, these films were found to be sensitive as well to changes in sinusoidal potential swings. This result is consistent with the numerical simulations of Moghissi which predicted that the oxide layers on copper would be sensitive to pH and, in the pH ranges typical of seawater, could be unstable to small perturbations of potential.
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Table 1. Critical velocity and shear stress for copper-based alloys in sea water as reported by Efird.²

<table>
<thead>
<tr>
<th>Alloy / main components</th>
<th>Critical Velocity, m/s</th>
<th>Temperature, °C</th>
<th>Critical Shear, Stress N/m²</th>
</tr>
</thead>
<tbody>
<tr>
<td>CA 122 copper</td>
<td>1.3</td>
<td>17</td>
<td>9.6</td>
</tr>
<tr>
<td>CA 687 copper/zinc</td>
<td>2.2</td>
<td>12</td>
<td>19.2</td>
</tr>
<tr>
<td>CA 706 90/10 copper/nickel</td>
<td>4.5</td>
<td>27</td>
<td>43.1</td>
</tr>
<tr>
<td>CA 715 70/30 copper/nickel</td>
<td>4.1</td>
<td>12</td>
<td>47.9</td>
</tr>
<tr>
<td>CA 722 copper/nickel/chromium</td>
<td>12.0</td>
<td>27</td>
<td>296.9</td>
</tr>
</tbody>
</table>
Figure 1. Shear stress as a function of jet velocity with dimensionless radial position on the electrode surface as a parameter for the impinging jet cell used in the present work. Critical shear stress values reported by Efird\textsuperscript{2} are presented for reference.

Figure 2. Experimental configuration used for measuring the influence of jet velocity on the corrosion of copper and copper alloys in synthetic sea water.
Figure 3. Current as a function of time for 99.9% copper in aerated synthetic sea water at a jet velocity of 0.1 m/s. The dashed lines correspond to the time at which images shown in Figure 4 were collected for the coupon held at 200 mV (SCE).

Figure 4. Video images collected for the coupon held at 200 mV (SCE) in Figure 3.
Figure 5. Corrosion potential as a function of time for 99.9% Cu in passively-aerated synthetic seawater. The time period for the experiment was 33 days. The electrode remained in stagnant fluid from t=190 to 550 hours, a cathodic potential was applied at t=556 hours, and flow was resumed at t=557 hours.

Figure 6. Corrosion potential as a function of time for the latter stage of the experiment presented in Figure 5.
Figure 7. Impedance data collected for over the course of 231 hours corresponding to the corrosion potential data in Figure 6.

Figure 8. Polarization impedance for the impedance scans shown in Figure 7. Estimated values and associated standard deviation were obtained through the use of a measurement model.
Figure 9. Video micrographs obtained for the experiment described in Table 1; $t=0$ hours: the initial condition immediately after submersion; $t=169$ hours: after steady flow at 1 m/s; $t=671$ hours: before increase in jet velocity; and $t=814$ hours: after increase in jet velocity.
Figure 10. Corrosion potential as a function of time for 99.9% copper in continuously-aerated synthetic sea water electrolyte.

Figure 11. Polarization impedance for the impedance data collected during the experiment shown in Figure 10. Estimated values and associated standard deviation were obtained through the use of a measurement model.
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Variable-Amplitude Galvanostatically Modulated Impedance Spectroscopy as a Tool for Assessing Reactivity at the Corrosion Potential Without Distorting Temporal Evolution of the System

P.T. Wojcik* and M.E. Orazem**

ABSTRACT

An algorithm was developed in which galvanostatic regulation of electrochemical impedance measurements is conducted with an amplitude of current perturbation that is adjusted at each frequency to yield a desired variation in potential. Measurements of three previous frequencies are used to estimate the value of the impedance at the target frequency. The algorithm was implemented using a graphically based general interfacing software on a personal computer. Experimental results illustrated artifacts that can arise as a result of galvanostatic measurement with a fixed current amplitude or as a result of potentiostatic measurements for systems with a changing corrosion potential. A demonstration was presented of the use of variable-amplitude galvanostatically modulated impedance spectroscopy to monitor corrosion of copper in synthetic seawater.

KEY WORDS: copper, corrosion potential, current, impedance, linearity, potentiostatic testing, variable-amplitude galvanostatically modulated impedance spectroscopy

INTRODUCTION

Electrochemical impedance measurements usually are performed under potentiostatic regulation. In these measurements, the potential is a fixed value with a superimposed (often sinusoidal) perturbation of fixed amplitude. This approach is attractive because linearity in electrochemical systems is controlled by potential. For example, a Taylor series expansion for current density at the open-circuit condition using the Butler-Volmer equation:

\[ i = i_0 \left( e^{\frac{\alpha_a F \eta_a}{RT}} - e^{\frac{-\alpha_c F \eta_c}{RT}} \right) \] (1)

yields:

\[ i = i_0 \left( \frac{\alpha_a + \alpha_c}{RT} + \frac{(\alpha_a^2 - \alpha_c^2)}{2} \left( \frac{F \eta_a}{RT} \right)^2 \right. \]

\[ + \left. \frac{(\alpha_a^2 - \alpha_c^2)}{6} \left( \frac{F \eta_a}{RT} \right)^3 \right) + O(\eta_a^4) \] (2)

where \( i_0 \) is the exchange current density; \( \alpha_a \) and \( \alpha_c \) are the apparent transfer coefficients for the anodic and cathodic reactions, respectively; \( \eta_a \) is the surface overpotential; \( F \) is Faraday's constant; \( R \) is the gas constant; \( T \) is absolute temperature; and the remaining terms are of the order of \( \eta_a^4 \) or smaller. For typical parameter values for a symmetric reaction \( \alpha_a = \alpha_c = 0.5 \) and for \( T = 298 \) K, the second term is equal to zero, and the third term is equal to 1% of the first (linear) term for potentials of -13.0 mV. Potential perturbations of 5 mV to 20 mV are used often.
The need for a small-amplitude potential perturbation is even greater for typical corrosion studies using impedance measurements conducted at the corrosion potential. If hydrogen evolution can be neglected close to the corrosion potential, oxidation of the metal is balanced by the mass transfer-limited reduction of oxygen. Thus, total current density is:

\[
i_n = i_{0,M} \exp \left( \frac{\alpha_m F}{RT} (V - V_m) \right) - i_{O_2}
\]  

(3)

where \( \alpha_m \) is the apparent transfer coefficient for oxidation of the metal, \( i_{0,M} \) is the exchange current density for the oxidation of the metal, \( V_m \) is the equilibrium potential for the oxidation reaction, \( V \) is the applied potential, and \( i_{O_2} \) is the mass transfer-limited current density associated with reduction of oxygen \((O_2)\). At the corrosion potential \( V = V_{corr} \), the net current \( i_n \) is equal to zero, and:

\[
V_{corr} = V_m + \frac{RT}{\alpha_m F} \ln \left( \frac{i_{O_2}}{i_{0,M}} \right)
\]

(4)

An increase in the mass transfer-limited current for oxygen reduction will shift the corrosion potential to more positive values and thereby increase the rate of corrosion. Equation (3) can be rewritten in terms of the corrosion potential as:

\[
i_n = i_{O_2} \left( \exp \left( \frac{\alpha_m F}{RT} (V - V_{corr}) \right) - 1 \right)
\]

(5)

At low current densities, linearization of the exponential term about the corrosion potential yields:

\[
i_n = i_{O_2} \left( \frac{\alpha_m F}{RT} (V - V_{corr}) + \frac{1}{2} \left( \frac{\alpha_m F}{RT} (V - V_{corr}) \right)^2 + \ldots \right)
\]

(6)

In contrast to the expansion for the Butler-Volmer reaction, the second term contributes to the expansion and is equal to 1% of the first (linear) term for potentials of 0.5 mV if \( \alpha_m = 1.0 \), corresponding to a Tafel slope of \( \sim 60 \) mV/decade.

**MOTIVATION**

The goal of the present work was to devise a method to use impedance spectroscopy to monitor the temporal evolution of a corroding system held at the corrosion potential. While the primary goal of the measurement was to assess the time-dependent electrochemical and physical properties of the system, a second critical concern was that the measurement technique should not interfere with the natural temporal evolution of the system. The conventional approach for measuring the impedance response uses potentiostatic regulation, in which the potential is set to the value of the corrosion potential at the beginning of the measurement, and the potential is perturbed by a value sufficiently small to ensure linearity.

Potentiostatic regulation is satisfactory for measuring the impedance at the corrosion potential if the corrosion potential does not change during the course of the measurement. Under conditions where the corrosion potential changes with time, the potentiostatically controlled impedance scan alters the behavior of the system under study by forcing the potential to be constant during the period of the measurement. A schematic representation of the influence of potentiostatically controlled impedance spectroscopy on a system with a changing corrosion potential is given in Figure 1. The potential decay represented in Figure 1 could be the result of growth of surface films associated with corrosion products or calcareous deposits. The potentiostatically modulated impedance measurement in this case is invasive because the decay in potential is arrested during the measurement. As illustrated in Figure 2, one consequence of applying a fixed potential for a system in which the corrosion potential otherwise would be
changing is that the direct current (DC) component of the current becomes nonzero. For corrosion measurements, the resulting anodic or cathodic current can disrupt the growth of surface films and lead to current overloads.

Galvanostatic modulation of impedance experiments eliminates application of a potential that is anodic or cathodic to the true open-circuit potential. Under galvanostatic control, the desired zero-current base line condition is maintained throughout the impedance measurement, even when the corrosion potential drifts during the course of the measurement of a impedance spectrum. One difficulty with galvanostatic measurements is that the extent to which a true zero current is applied by the galvanostat depends upon the value of the current measuring resistor used. The error associated with imprecision in the applied current can be reduced by selecting a current measuring resistor appropriate for the smallest current range available. The more significant difficulty with galvanostatic measurements is that, with a fixed amplitude for the current perturbation, such measurements can result in severe swings in potential, especially at low frequencies where the impedance is large. The amplitude of the potential variation ($\Delta V$) associated with a perturbation amplitude of current ($\Delta I$) is given by:

$$\Delta V = \Delta I |Z(\omega)|$$  \hspace{1cm} (7)

where $|Z(\omega)|$ is the magnitude of the impedance at frequency $\omega$. A current perturbation as small as 10 $\mu$A can result in potential swings of 1 V for systems with a polarization resistance of $10^{5}$ $\Omega$, a value typical of many membranes and some slowly corroding systems with well-developed, dense films.

The potential swing associated with galvanostatically modulated impedance measurements with a fixed perturbation amplitude can be significant, even for systems with a small polarization impedance. The potential perturbations resulting from three fixed-amplitude current perturbations on an electrical circuit consisting of a 10-$\Omega$ leading resistor in series with a parallel resistor (90 $\Omega$)-capacitor (88 $\mu$F) combination are shown in Figure 3. The impedance for this system changed only one order of magnitude over the entire frequency range. The 1-mA perturbation amplitude (triangles) was sufficiently large to ensure an acceptable signal-to-noise ratio at high frequency (10 mV) but yielded a potential swing of 100 mV at low frequency. For most electrochemical systems governed by kinetics, a 100-mV potential perturbation lies well above the threshold defining linearity. Conversely, if care is taken to chose a current perturbation that will ensure that the low-frequency potential perturbation is within the limits of linearity, the high-frequency potential response can fall below the resolution limits of the potentiostat, as demonstrated by the results obtained with a 0.01-mA current perturbation.

The need to adjust the amplitude of the current perturbation has been addressed in some frequency response analyzers by incorporation of an amplitude compression feature. Amplitude compression provides a linear prediction of the current perturbation amplitude. While amplitude compression does not incorporate automated selection of current measur-
ing resistors, it provides current perturbation amplitudes in agreement with the preliminary algorithm developed by Wojcik, et al., in which galvanostatic regulation is conducted with an amplitude of current perturbation that is adjusted at each frequency to yield a desired variation in potential. The algorithm of Wojcik, et al., can be applied for any frequency response analyzer because it does not rely on special nonstandard features of the instrument. The prediction approach also allows selection of an optimal current measuring resistor. This approach retains the advantage of galvanostatic modulation in that the experiment does not disturb the transients that otherwise would exist in the system while ensuring the maximum signal-to-noise ratio for perturbations that stay within the linear regime.

The objective of the present work was to present recent improvements to the variable-amplitude galvanostatic modulation (VAG) algorithm and to demonstrate its utility for monitoring transient corrosion processes.

VAG MODULATION

The VAG algorithm consists of a method to select an appropriate amplitude for the current perturbation and for the current measuring resistor. The algorithm was implemented using a general graphical interfacing software on a personal computer (PC).

Prediction of the Amplitude of the Current Perturbation

Measurements at previous frequencies were used to estimate the value of the impedance at the target frequency. The current perturbation to be used was given by:

\[ \Delta I(\omega) = \frac{\Delta V_{\text{target}}}{|Z(\omega)|_{\text{estimated}}} \]  

where \( \Delta I(\omega) \) is the current perturbation at a given frequency, \( \Delta V_{\text{target}} \) is the desired potential perturbation at the surface of the electrode, and \(|Z(\omega)|_{\text{estimated}}\) is the magnitude of the impedance taken from the preceding measurement. In this approach, the magnitude of the impedance at the frequency to be measured was predicted from values obtained at previously measured frequencies. This prediction, therefore, was obtained without additional probing of the system. A sequential collection of data in logarithmic increments of decreasing frequency was assumed.

In previous work, a one-point prediction algorithm was used:

\[ Z(\omega_k) = Z(\omega_{k-1}) + O \left[ \log \left( \frac{\omega_k}{\omega_{k-1}} \right) \right] \]  

where the impedance at frequency \( \omega_k \) was assumed to be equal to the impedance obtained at the previous frequency \( \omega_{k-1} \). The error in Equation (9), as given by:

\[ O \left[ \log \left( \frac{\omega_k}{\omega_{k-1}} \right) \right] \]  

is of the order of the inverse number of points per decade. The error in Equation (9) is the same as would be obtained by using the amplitude compression algorithm available on a few frequency response analyzers.

In the present work, Equation (9) was replaced by:

\[ Z(\omega_k) = 2Z(\omega_{k-1}) - Z(\omega_{k-2}) + O \left[ \log \left( \frac{\omega_k}{\omega_{k-1}} \right) \right]^2 \]  

The error in Equation (11) is of the order of the square of the inverse number of points per decade. For 10 points per decade, an order of magnitude improvement is expected when Equation (11) is used as compared to Equation (9).

At the first measured frequency, the initial guess for the impedance was used. The estimated solution resistance provided a good initial guess for impedance scans made from high frequency to low. At the second measured frequency, Equation (9) was used. At the third measured frequency, the estimated impedance was obtained from a two-point formula:

\[ Z(\omega_k) = 2Z(\omega_{k-1}) - Z(\omega_{k-2}) + O \left[ \log \left( \frac{\omega_k}{\omega_{k-1}} \right) \right]^2 \]  

which has an accuracy of the order of the square of the inverse number of points per decade. The three-point algorithm given as Equation (11) provided a refinement to the two-point algorithm (Equation (12)) by including an estimate for the second derivative of impedance with the log of frequency.

A comparison of the one-point and three-point algorithms is presented in Figure 4 for the test cell used to generate Figure 3. The largest errors in the prediction algorithm appeared at frequencies where the impedance was a strong function of frequency. For a 10-mV target perturbation, the one-point technique, displayed by triangles, resulted in a maximum perturbation of 11.7 mV. The maximum error in the three-point variable-amplitude prediction was 0.2 mV for the one-point method as compared to 1.7 mV for the one-point algorithm. The largest error for the three-point algorithm was at the first measured frequency where an initial guess was used to predict the appropriate current perturbation.
**Prediction of the Value for the Current Measuring Resistor**

The value of the current perturbation obtained from Equation (8) also was used to guide automated selection of the current measuring resistor. Automated selection of current measuring resistors is not new, but its implementation is an essential feature of the algorithm. Several changes of the current measuring resistor often were needed when the current perturbation varied over several orders of magnitude during a scan.

The current measuring resistors available for the potentiostat used in this work are presented in Table 1, along with the nominal current ranges for each selection. The nominal current range was 15% to 190% of the posted current with the exception of the 1-Ω resistor, which had an upper limit of 200% of the posted current. Selection of the proper current measuring resistor was crucial to ensure reliable data collection. Selection of too large a current measuring resistor resulted in a current overload in the potentiostat, and too small a current measuring resistor resulted in a poor signal-to-noise ratio. An overlap in the current ranges is evident in Table 1. Measurements conducted toward the full-scale-limit side of the current range tended to be more sensitive than those taken at the lower limits of the allowable range (e.g., a current value of 12 mA was measured more accurately using the 10-Ω rather than the 100-Ω current measuring resistor).

However, there were situations where the current from an electrochemical experiment was augmented by an additional current resulting from noise, external perturbation, or change in the system under study. When the selection of the optimum current measuring resistor was based solely on the perturbation being applied, the additional currents, in many instances, caused a current overload. With the current measuring resistor selection algorithm described below, a more conservative approach could be taken in situations where overloads are common.

The algorithm for selecting the proper current measuring resistor was based on calculation of:

$$\log \left( \frac{i_{\text{predict}}}{i_{\text{min}}} \right) = x \cdot y$$  \hspace{1cm} (13)

where $x$ and $y$ are the characteristic and mantissa of the logarithm, respectively; $i_{\text{predict}}$ is the predicted value for the current; and $i_{\text{min}}$ is the nominal minimum measurable current for the instrument, given in Table 1 to be 100 nA. A switch-over factor ($y$) was defined as having a value between 1.5 and 1.9. If $y \leq y_e$, the current measuring resistor index ($k_e$, Table 1) was obtained from $k_e = 7 - x$. If $y > y_e$, $k_n = 6 - x$. This algorithm does not depend upon past history, and increases or decreases in current measuring resistor values are possible based upon the predicted current value.

The method for calculating a value for $i_{\text{predict}}$ depended upon the mode of regulation used. For galvanostatic regulation, $i_{\text{predict}}$ was calculated by:

$$i_{\text{predict}} = \frac{V_{\text{target}}}{Z_{\text{predict}}} + i_{\text{bias}}$$  \hspace{1cm} (14)

and under potentiostatic regulation by:

$$i_{\text{predict}} = \frac{V_{\text{perturb}}}{Z_{\text{predict}}} + i_{\text{pol}}$$  \hspace{1cm} (15)

where $V_{\text{target}}$ is the desired potential perturbation at the electrode surface, $Z_{\text{predict}}$ is the value predicted for
the impedance by the prediction algorithm, $i_{bias}$ is a current bias applied by the potentiostat, and $i_{DC}$ is any DC present after a potential bias is set.

APPLICATION
TO CORROSION MEASUREMENTS

The copper/synthetic seawater system chosen to illustrate the benefits of the VAG algorithm is affected strongly by the formation of salt and oxide films. The corrosion potential of a freshly polished copper electrode submerged in electrolyte changes rapidly at first as a result of the removal and formation of surface films, then reaches a pseudo steady-state condition after several days.

Details of the experimental design have been presented previously, and a schematic of the impinging jet cell is shown in Figure 5. An annealed copper cylinder (0.3175-cm [0.125 in.] radius) was embedded in an inert epoxy resin puck designed to expose the disk-shaped face with an area of 0.317 cm² (0.049 in.²) to flow from the submerged impinging jet. The cell configuration was designed to ensure that the flow near the working electrode was in the stagnation regime. The cell design provided uniform accessibility of the electrode to mass transfer. The experimental system was controlled and data was collected by a PC. The program used to run the experiments was constructed using a commercially available graphical interfacing software. A potentiostat/galvanostat and an impedance/gain-phase analyzer were connected to the PC via a general purpose interface bus (GPIB) connection. Impedance measurements were collected frequency-by-frequency from high frequency to low. The long-integration feature of the frequency response analyzer was used, which terminated measurement at a given frequency when a 1% closure error was achieved on the measured channel.

Comparison of Modulation Techniques

The change in the corrosion potential as a function of time, as evident in Figure 6 for the copper synthetic seawater system, created problems using the impedance spectroscopy under potentiostatic modulation. The data presented were obtained after 12 h of immersion in order to bypass initial transients. Impedance spectra collected under potentiostatic and VAG modulation are presented in Figure 7. The reproducibility of the three sequential VAG scans showed that, during the 30-min period required to collect the three scans, the system impedance did not change. The subsequent three potentiostatic scans demonstrated significant differences, caused by imposition of a small anodic bias as the system changed with time (Figure 2). The data collected under potentiostatic modulation were shown by the measurement model technique to be inconsistent with the Kramers-Kronig relations at low frequencies; whereas the low-frequency data collected under VAG modulation were consistent with the Kramers-Kronig relations. The low-frequency
inconsistency with the Kramers-Kronig relations of the data obtained under potentiostatic modulation supported the conclusion that potentiostatically modulated impedance experiments changed the behavior of the copper electrode.

The VAG modulation technique was compared to use of constant-amplitude galvanostatic modulation. The large range of impedance values seen for this system as a function of frequency made it impossible to collect consistent data using the conventional constant-amplitude galvanostatic techniques. The problem was that, to retain an acceptable signal-to-noise ratio at high frequencies, the perturbation had to be sufficiently large to cause a nonlinear response at low frequencies. The problem is demonstrated in Figure 8, where spectra collected with the conventional galvanostatic, conventional potentiostatic, and VAG modulation are presented. A fixed current amplitude of 0.01 mA yielded errors at high frequency which, surprisingly, had the appearance of a bias error rather than that of a stochastic noise. Comparison of the galvanostatic results to those obtained under VAG modulation (Figures 9 and 10 for real and imaginary components, respectively) revealed that the spectrum obtained under galvanostatic modulation with 0.01-mA amplitude was in good agreement with VAG results at low frequency but showed large discrepancies at high frequency. The high-frequency errors were reduced (but not eliminated) by increasing the current perturbation amplitude to a value of 0.1 mA. Violation of linearity constraints were evident at low frequency.

Consistent with the results presented in Figure 7, the data presented in Figures 8 through 10 revealed that results obtained under conventional potentiostatic modulation (triangles) were not as reproducible as those obtained under the VAG method (squares). Slight drifts in the corrosion potential created DC conditions that perturbed the system and caused errors in the impedance results.

**Application as a Monitor for Corrosion Systems**

The manner in which VAG impedance spectroscopy can be used to monitor the reactivity of a corrosion system as a function of time was considered. The corrosion potential is presented in Figure 11 for a copper disk subjected to a submerged impinging jet of aerated synthetic seawater. The transient presented in Figure 6 represented the first 24 h of the 480-h duration experiment in Figure 11. The initial jet velocity was 1 m/s, and the jet velocity was changed from 1 m/s to 2 m/s after 290 h, from 2 m/s to 4 m/s after 340 h, and from 4 m/s to 6.2 m/s after 364 h. The velocities and corresponding time intervals are indicated in Figure 11. The objective was to explore the reactivity of the copper coupon as a function of time and as a function of jet velocity. The VAG method was used to monitor the corrosion system at the open-circuit condition at regular intervals. Typical results are presented in Figure 12 for the time frame in which changes in jet velocity were made. Small differences in features were evident in the impedance plane format.

Results demonstrated that the VAG impedance technique satisfied the requirement that the impedance method not distort the transients associated with a freely corroding system. To be useful as a monitor of corrosion processes, the data obtained
The impedance technique allowed measurements that did not distort the transients associated with a freely corroding system, and the measurement model allowed identification of the portion of the measurement that could be used to extract physical properties.

In addition to its use to assess consistency with the Kramers-Kronig relations, the measurement model approach was used to quantify differences in surface reactivity. Interpretation of the spectra presented here followed:

- Identification of the frequency-dependent stochastic component of the error structure following the method presented by Agarwal, et al. This information was used to weight subsequent regressions.
- Identification of the portion of the spectrum that was consistent with the Kramers-Kronig relations following the method presented by Agarwal, et al. The error structure found in the previous step was used to weight the regression. High-frequency data were corrupted by instrumental artifacts. The low-frequency data typically were consistent with the Kramers-Kronig relations except for data collected early in the experiment where the system was changing rapidly. Nevertheless, a significant portion of even the first impedance measurements was consistent with the Kramers-Kronig relations, and acceptable values of polarization impedance were obtained.
- Regression of the measurement model to the part of the spectrum found to be consistent with the Kramers-Kronig relations. The regressed parameter values were used to extrapolate the zero-frequency limit and Monte Carlo simulations were performed using the standard deviations of the regressed parameters to estimate the confidence interval for the extrapolation. The polarization impedance

Also should allow ready interpretation in terms of physical properties. If the time constant for the transient process is of the same order as the time required for the impedance scan, the nonstationarity of a system will introduce bias errors in the impedance measurement and will cause the data to be inconsistent with the Kramers Kronig relations. The use of the measurement model concept to assess the error structure of the impedance scans allowed identification of the portion of the measurement that was unaffected by bias errors. Thus, the VAG impedance

FIGURE 9. Real component of impedance for data in Figure 8.

FIGURE 10. Imaginary component of impedance for data in Figure 8.

FIGURE 11. Corrosion potential measured as a function of time for a copper disk copper disk subjected to an impinging jet of synthetic seawater with jet velocity as indicated. Data presented in Figure 6 represent the short-time behavior of the data presented here.
was obtained by subtracting the regressed solution resistance from the extrapolated zero-frequency value.

Results are presented in Figure 13 for the polarization impedance as a function of time for the impedance data shown in Figure 12. The polarization impedance increased from an initial value of roughly 1,600 Ω·cm² to 10,000 Ω·cm². Results showed that, for this experiment, there was no dramatic change in the surface reactivity associated with changes in jet velocity. Other examples of the use of VAG modulated impedance spectroscopy for monitoring reactivity changes have been presented elsewhere.9-10

The utility of the VAG method was emphasized by its use for monitoring the short-term behavior shown in Figure 6. As shown, the trends in corrosion potential were unaffected by the impedance scans. The impedance scans given in Figure 14 showed that the surface reactivity changed dramatically over the course of 24 h. The resulting polarization impedance values are given in Figure 15. The impedance decreased initially as a result of removal of the native oxide layer and then increased as the films associated with the corrosion products formed and grew. The role of the measurement model for evaluating consistency with the Kramers-Kronig relations was evident in that the apparent zero-frequency asymptote of the scan obtained at 0.2 h (Figure 14) was 1,800 Ω·cm², whereas, the corresponding polarization impedance shown in Figure 15 obtained by the analysis outlined above was 1,500 Ω·cm². The low-frequency data were corrupted by nonstationary behavior, but a polarization impedance still could be obtained from the portion of the data that satisfied the Kramers-Kronig relations.

CONCLUSIONS

- Impedance spectroscopy can be used to follow the temporal evaluation of surface properties at the corrosion potential, but the perturbation must be small and the modulation must not distort transients associated with the freely corroding system.
- Galvanostatic regulation is ideal for the use of impedance spectroscopy to observe periodically the
condition of a metal held at the corrosion potential because the required zero-current condition is maintained even when the corrosion potential is a strong function of time.

While galvanostatic measurements with a fixed amplitude for the current perturbation can result in severe swings in potential, the algorithm described provides a good means for adjusting the modulation amplitude for current to prevent large perturbations to the system.

Measurement of an impedance spectrum with this technique does not distort the natural evolution of a system, even under conditions where rapid evolution of surface properties distorts the resulting impedance scan. Use of the measurement model concept to assess the error structure of the impedance scans allows use of the uncorrupted portion of the measurement to evaluate physical properties.
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Abstract

Experimental identification of errors has allowed enhanced interpretation of a wide variety of spectroscopy techniques, including measurements for electrochemical systems for which detailed process models are available. The physicochemical models available for corrosion systems, however, are typically not sufficiently detailed to represent adequately impedance data to within the experimentally determined noise level of the measurement. Even in the absence of detailed physicochemical models, enhanced interpretation of corrosion processes is possible through the use of measurement models which can account quantitatively for differences in surface reactivities. In this paper, the necessary steps for the quantification of corrosion processes using the measurement model approach of Agarwal et al. are described. The stationary stochastic error contribution to impedance spectra is identified from replicated measurements. Presence of a bias error contribution, caused, for example, by instrumental artifacts and non-stationary behavior, is identified from application of the Kramers-Kronig transforms. The zero and high frequency limits obtained through the measurement model are used to determine the polarization resistance in a way that accounts for the experimentally determined error structure. The results of this procedure, weighted by an appropriate statistical analysis, can be used to monitor electrochemical systems as functions of time or process conditions. The approach described herein is validated for model systems, such as the reduction of ferricyanide on platinum for which accurate process models are available. The corrosion examples presented here involve the transient growth of corrosion-product films on copper in synthetic seawater and on cast iron in Evian water.

Introduction

Interpretation of impedance data requires, in principle, both a model which describes the physics of the system under study and a quantitative assessment of the error structure of the measurement.[1-3] The experimental difficulty of quantifying the error structure for electrochemical impedance spectroscopy had, until recently, prevented application of an error analysis approach for interpretation of spectra. The error structure for most radiation-based spectroscopic measurements such as absorption spectroscopy and light scattering can be readily identified.[4-6] The error analysis approach has been successful for some optical spectroscopy techniques because these systems lend themselves to replication and, therefore, to the independent identification of the different errors that contribute to the total variance of the measurements. In contrast, the stochastic contribution to the error structure of electrochemical impedance spectroscopy measurements cannot generally be obtained from the standard deviation of repeated measurements because even a mild non-stationary behavior introduces a significant time-varying bias contribution to the error. Recent
advances in the use of measurement models for filtering lack of replicacy have made possible experimental determination of the stochastic and bias contributions to the error structure for impedance measurements.[7-16]

The measurement model approach for identification of error structure, previously used for optical spectroscopies,[4-6] has recently been applied to electrochemical systems.[7-16] Enhanced interpretation of impedance spectra was demonstrated for some systems for which detailed process models were available. For example, using normal weighting strategies impedance spectra for n-GaAs diodes, information concerning deep-level states could not be obtained; whereas, evaluation of the error structure allowed interpretation in terms of concentrations and energy levels of deep-level electronic states.[8,17,18] Similar improvement was demonstrated for interpretation of electrohydrodynamic impedance spectra in terms of transport properties.[16]

Such enhanced interpretation was possible for the GaAs system and the electrohydrodynamic impedance system because sophisticated process models were available which could be used to interpret the measurements in terms of well-defined physical properties. The objective of this work was to explore how the error analysis approach made possible by use of the measurement model can be used for corrosion systems for which detailed process models are often unavailable.

Classification of Measurement Errors
The residual errors $\varepsilon_{\text{res}}$ that arise when a model is regressed to experimental data have systematic and stochastic contributions, i.e.,[1-3]

$$\varepsilon_{\text{res}} = Z_{\text{exp}} - Z_{\text{mod}} = \varepsilon_{\text{systematic}} + \varepsilon_{\text{stochastic}}$$

(1)

The contribution to the total variance of the stochastic errors is in two parts: a stationary component with mean zero and a frequency-dependent variance and a non-stationary component that may result in bias or drift. The stationary stochastic errors were assumed in this work to have a Gaussian distribution around a mean value of zero. Systematic errors can arise from model inadequacies or from experimental bias. The error analysis employed in this work involves quantification of stationary stochastic errors and experimental bias errors. Experimental bias errors were assumed to be those errors which cause the data to be inconsistent with the Kramers-Kronig relations. As defined, the term experimental bias error does not include contributions from model inadequacy, but does include contributions from non-stationary stochastic errors and both stationary and non-stationary systematic experimental errors. Changes in the system characteristics during the course of the measurement can cause non-stationary experimental bias errors, and instrumental artifacts can cause stationary experimental bias errors. As described in the subsequent section, the measurement model was used to filter lack of replicacy between repeated measurements and to identify consistency with the Kramers-Kronig relations.

Applications of Measurement Models to Corrosion
The measurement model facilitates design of experiments and, for systems for which detailed process models are unavailable, can be used to obtain asymptotic values which provide rough estimations of corrosion rates.

Experimental Design
To be useful as a monitor of corrosion processes, the impedance data obtained should allow ready interpretation in terms of physical properties. If the time constant for the transient process is of the same order as the time required for the impedance scan, the non-stationarity of the system will introduce bias errors in the impedance measurement and will cause the data to be inconsistent with
the Kramers-Kronig relations. The use of the measurement model concept to assess the error structure of the impedance scans allows identification of the portion of the measurement that is unaffected by experimental bias errors.[14] The second benefit of the error analysis approach is identification of the stationary stochastic component of the error structure.[13] This information can be used to direct modification of the experimental design to minimize bias and stochastic errors. For example, bias errors caused by nonstationarity can be reduced by decreasing the time required for the measurement. One approach is to decrease the integration time at each frequency, but this reduction of bias errors is at the expense of increasing the noise level of the measurement. Another approach is to reduce the number of frequencies sampled, but this strategy has the effect of reducing the degree of freedom for the regression. A third approach is to eliminate a source of noise in the system, for example, by using a low-pass filter to reduce the high-frequency noise in the signals input to the frequency response analyzer. Selection of an appropriate strategy to reduce experimental time requires quantitative assessment of the effect of each strategy on the error characteristics, and this assessment is provided by the measurement model approach.[7,13,14] The above discussion was oriented towards use of digital frequency response analyzers such as the Solartron series, but similar arguments can be developed for other impedance measurement techniques such as phase-sensitive detection (using lock-in amplifiers) and applications of fast Fourier transforms.

**Estimation of Asymptotic Values**

In addition to its use to quantify the noise level of the measurement and to assess consistency with the Kramers-Kronig relations, the measurement model approach can be used as follows to quantify differences in surface reactivity.

1. The frequency-dependent stationary stochastic component of the error structure was identified following the method presented by Agarwal *et al.*[13] This information was used to weight subsequent regressions.

2. The portion of the spectrum that is consistent with the Kramers-Kronig relations was identified following the method presented by Agarwal *et al.*[14] The error structure found in part 1 above was used to weight the regression. High-frequency data were found in some cases to be corrupted by instrumental artifacts. The low-frequency data were typically found to be consistent with the Kramers-Kronig relations except for data collected under conditions where the system was changing rapidly.

3. The measurement model was regressed to the part of the spectrum found to be consistent with the Kramers-Kronig relations. The regressed parameter values were used to extrapolate the measurement model to the zero frequency limit, and Monte Carlo simulations were performed using the standard deviations of the regressed parameters to estimate the confidence interval for the extrapolation.[14] The polarization impedance was obtained by subtracting the regressed solution resistance from the extrapolated zero frequency value.

**Results and Discussion**

The emphasis of the present work is on the use of the measurement model for determining zero and high-frequency asymptotes for the impedance response. In this section, an experimental system is described that was used to validate the procedure and examples of its implementation are given.

**Verification of Procedure**

Data obtained for the reduction of ferricyanide on a Pt rotating disk electrode were used to verify that the procedure described above provides adequate estimation of the polarization impedance.[19,20] The data set used for this purpose was collected at a rotation speed of 120 rpm,
at one quarter of the mass-transfer-limited current, and at a temperature of 25°C. As this system was controlled by mass transfer, it provided a good test of the algorithm. While, in theory, an infinite number of Voigt elements are needed to approximate a Warburg impedance, only a finite number can be obtained from the regression of a Voigt model to the data because stochastic errors (or noise) in the measurement limit the information content of the data.

A process model for the impedance response associated with convective diffusion to a rotating disk, developed by Tribollet and Newman,[21] was modified by Orazem et al.[22]

\[ Z(\omega) = R_\epsilon + \frac{R_\tau + z_d(\omega)}{1 + (j\omega C)^{1-\sigma}(R_\tau + z_d(\omega))} \]  

(2)

where

\[ z_d(\omega) = z_d(0) \left( \frac{1}{\theta_s(pSc^{1/3})} + \frac{Z_1(pSc^{1/3})}{Sc^{1/3}} + Z_2(pSc^{1/3}) \right) \]

(3)

The model includes 6 parameters (\( R_\epsilon, R_\tau, C, \alpha, z_d(0), \) and \( Sc) \) which were obtained by regression to the data. The methods of Agarwal et al.[7,13,14] were used to identify the frequency-dependent standard deviation of repeated measurements and to remove data influenced by bias errors that caused inconsistencies with the Kramers-Kronig relations. A weighted non-linear least squares regression was used to fit the process model to the data, and the weighting was provided by the inverse of the experimentally determined variance of the data.

The results of the regression are provided in Fig. 1. The data and the model reveal a high frequency loop associated with the electrode reaction and a low frequency loop corresponding to Warburg behavior. The residual errors for the regression show that the fitting errors are of the order of the noise level of the measurement. The larger deviation and trending evident at frequencies above 100 Hz are attributed to the approximate constant-phase-element model used to account for the electrochemical reaction. The dashed lines in Figs. 1b and 1c represent 95.4 percent confidence intervals (2 times the experimentally determined standard deviation of the measurement) scaled to the real and imaginary parts of the impedance, respectively. The standard deviations of the real and imaginary parts were found to be equal, as reported for other spectroscopy systems,[23] and the different appearance of the confidence interval lines in Figs. 1b and 1c are caused by the different scaling used. The 95.4 percent confidence intervals for the data are of the order of 0.3 percent of the real part of the impedance and 1 percent of the imaginary part. As seen in Table 1, the Schmidt number obtained was 1163±39 which is close to the value of 1100±4 obtained by Robertson et al. using DC methods and 1155±43 using electrohydrodynamic impedance methods.[24] The residual sum of squares for this fit was 1.561 times the sum of variances. In the context of an F-Test for comparison of variance,[1] the ratio is less than \( F_{0.01}=1.754 \) which suggests that the hypothesis that the residual sum of squares is statistically different from the sum of variances for the measurement can be rejected. The trending of the residual errors at frequencies above 100 Hz suggests, however, that the model does not adequately describe the high frequency behavior.

Monte Carlo simulations were performed to extrapolate the process model to the zero frequency asymptote. The resulting value of 188.6±0.9 \( \Omega \) is shown as a diamond in Fig. 1a. The corresponding value obtained by regression of the measurement model, shown in Fig. 2, was 188.3±0.6 \( \Omega \). The number of Voigt elements used was the largest that yielded parameter estimates that did not include zero within their 95.4% confidence interval. The regression of the measurement model yielded a normalized residual sum of squares of 1.8691, which was larger than that obtained by the process model. The residual errors shown in Figs. 2b and 2c fell roughly within the confidence interval of the data. In spite of the fact Voigt elements provide only an approximate representation of Warburg
Figure 1. Results of the regression of the process model (equations (2) and (3)) to the data obtained for the reduction of ferricyanide on a Pt disk rotating at 120 rpm and held at ¼ of the mass-transfer-limited current. The regression was weighted by the experimentally determined variance, and data shown by the measurement model to be inconsistent were removed from the regressed data set. The frequency range was 0.0461 Hz to 21.4 kHz. a) Impedance plane representation where O represents data used in the regression, o represents the predicted zero-frequency asymptote, and the line is the regressed fit. b) and c) relative residual error for the regression where the dashed lines represent the bounds for the 95.4% confidence interval for the measurement (i.e., ±2σ/\bar{\sigma}, and ±2σ/\bar{\sigma}, respectively).
Table 1. Comparison of regression results obtained using the measurement and process models. The shaded area represents conditions under which both models could be regressed to the data.

<table>
<thead>
<tr>
<th>#data</th>
<th>Lowest Frequency, Hz</th>
<th>#Volgt elements</th>
<th>NSSQ*</th>
<th>R_{sol}, Ω</th>
<th>Z(0), Ω</th>
<th>Measurement Model</th>
</tr>
</thead>
<tbody>
<tr>
<td>69</td>
<td>0.0461</td>
<td>9</td>
<td>1.8691</td>
<td>6.96 ± 0.03</td>
<td>188.3 ± 0.6</td>
<td></td>
</tr>
<tr>
<td>63</td>
<td>0.146</td>
<td>9</td>
<td>1.8109</td>
<td>6.95 ± 0.04</td>
<td>187.4 ± 0.6</td>
<td></td>
</tr>
<tr>
<td>58</td>
<td>0.381</td>
<td>11</td>
<td>0.8424</td>
<td>6.70 ± 0.12</td>
<td>184.2 ± 1.7</td>
<td></td>
</tr>
<tr>
<td>57</td>
<td>0.461</td>
<td>11</td>
<td>0.8744</td>
<td>6.72 ± 0.11</td>
<td>185.6 ± 2.2</td>
<td></td>
</tr>
<tr>
<td>56</td>
<td>0.559</td>
<td>11</td>
<td>0.9977</td>
<td>6.73 ± 0.11</td>
<td>182.5 ± 3.1</td>
<td></td>
</tr>
<tr>
<td>53</td>
<td>0.993</td>
<td>9</td>
<td>1.895</td>
<td>6.81 ± 0.07</td>
<td>151.0 ± 2.5</td>
<td></td>
</tr>
<tr>
<td>48</td>
<td>2.59</td>
<td>9</td>
<td>1.3026</td>
<td>6.80 ± 0.07</td>
<td>139 ± 38</td>
<td></td>
</tr>
<tr>
<td>43</td>
<td>6.77</td>
<td>8</td>
<td>1.6767</td>
<td>6.84 ± 0.06</td>
<td>104 ± 23</td>
<td></td>
</tr>
<tr>
<td>38</td>
<td>17.7</td>
<td>7</td>
<td>1.7196</td>
<td>6.78 ± 0.08</td>
<td>54.5 ± 1.6</td>
<td></td>
</tr>
<tr>
<td>33</td>
<td>46.1</td>
<td>7</td>
<td>0.9235</td>
<td>6.70 ± 0.10</td>
<td>40.9 ± 1.2</td>
<td></td>
</tr>
<tr>
<td>28</td>
<td>120</td>
<td>6</td>
<td>0.4807</td>
<td>6.46 ± 0.19</td>
<td>30.7 ± 0.6</td>
<td></td>
</tr>
<tr>
<td>23</td>
<td>314.08</td>
<td>5</td>
<td>0.7675</td>
<td>6.70 ± 0.10</td>
<td>25.9 ± 0.3</td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>#data</th>
<th>Lowest Frequency, Hz</th>
<th>#Volgt elements</th>
<th>NSSQ*</th>
<th>R_{sol}, Ω</th>
<th>Sc</th>
<th>Z(0), Ω</th>
<th>Process Model</th>
</tr>
</thead>
<tbody>
<tr>
<td>69</td>
<td>0.0461</td>
<td>9</td>
<td>1.8691</td>
<td>6.96 ± 0.03</td>
<td>1.561</td>
<td>7.2548 ± 0.0071</td>
<td>1163 ± 39</td>
</tr>
<tr>
<td>63</td>
<td>0.146</td>
<td>9</td>
<td>1.8109</td>
<td>6.95 ± 0.04</td>
<td>1.434</td>
<td>7.2548 ± 0.0075</td>
<td>1166 ± 79</td>
</tr>
<tr>
<td>58</td>
<td>0.381</td>
<td>11</td>
<td>0.8424</td>
<td>6.70 ± 0.12</td>
<td>2.739</td>
<td>7.2548 ± 0.0078</td>
<td>1127 ± 208</td>
</tr>
<tr>
<td>57</td>
<td>0.461</td>
<td>11</td>
<td>0.8744</td>
<td>6.72 ± 0.11</td>
<td>2.99</td>
<td>7.2548 ± 0.0079</td>
<td>1154 ± 286</td>
</tr>
</tbody>
</table>

*Regression Failed...

* Residual sum of squares normalized by the independently determined sum of variances for the measurement.
Figure 2. Results of the regression of the measurement model to the data presented in Figure 1. The frequency range was 0.0461 Hz to 21.4 kHz. a) impedance plane representation where O represents data used in the regression, \( \hat{0} \) represents the predicted zero-frequency asymptote, and the line is the regressed fit. b) and c) relative residual error for the regression where the dashed lines represent the bounds for the 95.4% confidence interval for the measurement (i.e., \( \pm 2\sigma / \hat{Z} \), and \( \pm 2\sigma / \hat{Z}_j \), respectively).
behavior, the zero frequency asymptotes and solution resistances obtained by the two models were in good agreement. The solution resistance obtained by using the process (Warburg) model was $7.2548 \pm 0.0071 \, \Omega$, whereas that obtained using the measurement model was $6.96 \pm 0.03 \, \Omega$.

The fit and extrapolation of the process model to a reduced data set is shown in Fig. 3. The lowest frequency included in the regression was 0.461 Hz. The corresponding results from regression of the measurement model with eleven Voigt elements are shown in Fig. 4. The regression results are shown in Table 1. Both process and measurement models could be used successfully to extrapolate the data, and the results obtained agreed to within 1.55 percent.

The process model could not be used to obtain a full set of parameters with a data set reduced further than that shown in Figs. 3 and 4 because the resulting confidence interval for the Schmidt number included zero. As the measurement model based on a superposition of Voigt elements is more general, it could be used to provide extrapolations of more severely reduced data sets, as shown in Figs. 5a and 5b. A summary of the comparison between asymptotic values predicted by the process and measurement models is shown in Fig. 6. As the process model describes more completely the low-frequency behavior of the system, the results obtained from the process model are considered to be more reliable. Within the frequency range that was sufficiently complete as to allow use of the process model for extrapolations, the measurement model gave asymptotic values that were in good agreement with those obtained from the process model. The asymptotic values obtained by fitting the measurement model to a more severely truncated data set, however, were lower than the expected value. This result can be expected because deletion of low-frequency data results in a loss of information from low-frequency processes. It should be noted that the confidence interval for the extrapolated values, obtained using the standard deviations of regressed parameters, did not provide an accurate indication of the uncertainty associated with missing data.

This work shows that, in spite of the fact Voigt elements provide only an approximate representation of Warburg behavior, when sufficient low-frequency data were included that the Warburg model could be regressed to the data, the zero and high frequency asymptotes obtained by the two models were in good agreement. The measurement model therefore provides a useful tool for approximate analysis of impedance data under conditions that an appropriate process model is unavailable. The measurement model does not, however, provide an alternative to collecting data over a frequency range sufficient to sample all relevant electrochemical phenomena.

**Corrosion of Copper in Synthetic Seawater**

The objective of the experiment was to explore the reactivity of the copper coupon as a function of time and as a function of jet velocity. A PAR 273 potentiostat was used to monitor the corrosion potential and, at regular intervals, to conduct impedance scans. The impedance measurements were conducted using a Solartron 1260 frequency response analyzer, and the impedance scans were obtained at the zero-current condition using the variable-amplitude galvanostatically-modulated impedance technique.

The corrosion potential is presented in Fig. 7a for a copper disk subjected to a submerged impinging jet of aerated synthetic seawater at 1 m/s. The transient presented in Fig. 7a represents the first 24 hours of a 480 hour duration experiment. The variable-amplitude galvanostatic method was used to monitor the corrosion system at the open-circuit condition at regular intervals. Impedance data are presented in Fig. 7b. As shown in Fig. 7a, the trends in corrosion potential were unaffected by the impedance scans. The impedance scans given in Fig. 7b show that the surface reactivity changed dramatically over the course of 24 hours.

The polarization impedance and its confidence interval were obtained by Monte Carlo simulations using the parameters and associated confidence intervals obtained by regression of the measurement model. The goal of this effort was to assess the reactivity of the corrosion system in the absence of a
Figure 3. Results of the regression of the process model (equations (2) and (3)) to the data presented in Figure 1. The frequency range was 0.461 Hz to 21.4 kHz. a) impedance plane representation where O represents data used in the regression, × represents data removed from the regression, ○ represents the predicted zero-frequency asymptote, and the line is the regressed fit. b) and c) relative residual error for the regression where the dashed lines represent the bounds for the 95.4% confidence interval for the measurement (i.e., ±2σ/\hat{Z}, and ±2σ/\hat{Z}′, respectively).
Figure 4. Results of the regression of the measurement model to the data presented in Figure 3. The frequency range was 0.461 Hz to 21.4 kHz. a) impedance plane representation where O represents data used in the regression, \( \times \) represents data removed from the regression, \( \circ \) represents the predicted zero-frequency asymptote, and the line is the regressed fit. b) and c) relative residual error for the regression where the dashed lines represent the bounds for the 95.4% confidence interval for the measurement (i.e., \( \pm 2\sigma / \hat{Z} \), and \( \pm 2\sigma / \hat{Z}_j \), respectively).
Figure 5. Results of the regression of the measurement model to the data presented in Figure 1 where O represents data used in the regression, x represents data removed from the regression, 0 represents the predicted zero-frequency asymptote, and the line is the regressed fit. a) The regressed frequency range was 0.993 Hz to 21.4 kHz. b) The regressed frequency range was 6.77 Hz to 21.4 kHz.

Figure 6. Comparison of the asymptotic values obtained by the measurement model to those obtained using the established process model for this system as a function of the lowest frequency used in the regression.
Figure 7. Results obtained for a copper disk subjected to an impinging jet of synthetic sea water with a jet velocity of 1 m/s for 24 hours. a) corrosion potential as a function of time, b) impedance plane representations of impedance spectra obtained using the variable-amplitude galvanostatic modulation, and c) polarization impedance obtained using the techniques presented in this paper.
detailed process model. Results are presented in Fig. 7c for the polarization impedance as a function of time for the impedance data shown in Fig. 7b. The polarization impedance increased from an initial value of roughly 1,500 to 10,000 $\Omega\text{cm}^2$. The impedance decreased initially due to removal of the native oxide layer and then increased as the films associated with the corrosion products formed and grew. The role of the measurement model for evaluating consistency with the Kramers-Kronig relations is evident in that the apparent zero frequency asymptote of the scan obtained at 0.2 hours (Fig. 6b) was 1,800 $\Omega\text{cm}^2$; whereas, the corresponding polarization impedance shown in Fig. 7c obtained by the analysis outlined above was 1,500 $\Omega\text{cm}^2$. The low frequency data were corrupted by nonstationary behavior, but a polarization impedance could still be obtained from the portion of the data that satisfied the Kramers-Kronig relations. The use of polarization impedance to monitor the influence of changes in pH and jet velocity for this system is illustrated by Fig. 8.

**Cast Iron in Evian Water**

The objective of this work was to study the effect of chlorination on the corrosion of cast iron pipes containing municipal drinking water.[28] The electrochemical instrumentation consisted of a Solartron 1287 potentiostat-galvanostat and a Solartron 1250 Frequency Response Analyzer. The frequency range used was 64 kHz to a few mHz. The experiments were performed with a rotating disk electrode machined from a cast iron potable water pipe. The electrolyte was the commercial Evian water, used as delivered. The temperature was fixed at 20°C. Other experimental details are presented in reference 28. Results obtained in the absence of chlorination are presented in Fig. 9. The polarization resistance obtained using the measurement model technique is in good agreement with that obtained using a 9-parameter process model which included the influence of a porous film on anodic and cathodic reactions. The Ohmic resistance obtained from the measurement model was in good agreement with that obtained from independent measurements.

**Conclusions**

Even in the absence of detailed physicochemical models, the enhanced error analysis made possible by use of measurement models can play a significant role in the interpretation of impedance spectra. The identification of stochastic and bias errors allows a rational approach toward experimental design which takes into account the various contributions to the error structure. The zero and high-frequency limits obtained through the measurement model were used to determine the polarization resistance in a way that accounted for the experimentally determined error structure. The results of this procedure, weighted by an appropriate statistical analysis, can be used to monitor electrochemical systems as functions of time or process conditions. The approach was validated for the reduction of ferricyanide on platinum, for which accurate process models are available, and demonstrated for the corrosion of copper in synthetic seawater and of cast iron in Evian water.
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Figure 8. Polarization resistance obtained for a copper disk subjected to an impinging jet of synthetic sea water. The polarization resistance shows a small effect of changing pH at 718 hours and of changing jet velocity at 742 hours.

Figure 9. Polarization and solution resistance obtained for a cast iron rotating disk. O) values obtained from measurement model, □) values obtained from a preliminary process model, ○) independently measured solution resistance.
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ABSTRACT

The two-dimensional model for the current distribution on a rotating disk below the mass-transfer-limited current developed by Newman is extended here to account for the influence of a finite Schmidt number and to provide the charge distribution in the diffuse part of the double layer. A polynomial expansion in terms of \( \alpha \) is developed for the dimensionless concentration derivative at the electrode surface. The charge distribution is estimated under the assumption that specific adsorption can be neglected. This approach requires introduction of only one additional parameter corresponding to the distance between the metal surface and the plane of closest approach for solvated ions. Zero-frequency asymptotes for the local impedance values, determined from the steady-state calculations, are used to establish the need for a two-dimensional model for the impedance response of a disk electrode.

Introduction

The rotating disk electrode is an effective tool for the identification of mechanisms and associated rate constants for electrode reactions, for studying homogeneous reactions accompanied by electrode processes, and for the measurement of diffusion coefficients of dissolved species because the fluid flow is well defined and the uniform axial velocity yields a uniform mass-transfer-limited current density. The popularity of the rotating disk for experimental electrochemistry has motivated development of mathematical models which describe the physics of the system.

The Levich equation for mass-transfer-limited current\(^1\) was obtained under the assumption that the Schmidt number is infinitely large. Newman\(^2\) provided a correction to the Levich equation which accounted for a finite value of the Schmidt number. Newman's correction amounted to a 3% reduction in the value of the mass-transfer-limited current obtained for a Schmidt number of 1000, typical of electrolytic systems. In subsequent work, he relaxed the assumption of a mass-transfer-limited condition by coupling convective diffusion in radial and axial directions in an inner diffusion-layer region with Laplace's equation for potential in an outer domain.\(^3\) The cathodic Tafel limit of a Butler-Volmer expression was used to account for metal deposition kinetics. Appel extended this model to account for redox reactions as, in principle, Newman's model was developed for deposition reactions.\(^4\)

The focus in later years was on frequency domain techniques. A significant effort has been expended on developing analytic formulae for the impedance response of a rotating disk electrode.\(^5-8\) A comparative study of the application of these models to interpretation of impedance spectra has been presented by Orazen et al.\(^9\) A one-dimensional numerical model for the impedance response of a rotating disk electrode which accounted for the influence of a finite Schmidt number was presented by Tribollet and Newman.\(^10\) The first two terms in the Cochrane expansion\(^11\) for the axial component of fluid velocity were included in the convective diffusion equation. Tribollet et al.\(^12\) reported that the errors caused by neglecting the second term in the axial velocity expansion could be as high as 24% for a Schmidt number of 1000. This result was confirmed by regression of various mass-transfer model impedance data.\(^13\) Mathematical models have been developed which account for frequency dispersion associated with the nonuniform potential distribution on the disk electrode.\(^14-16\) But, to date, no comparable model has been developed for the influence of nonuniform mass transfer on the impedance response. Appel and Newman\(^17\) provided a preliminary mathematical development that they proposed would be used to develop a model for the influence of radially dependent convective diffusion on the impedance response under the assumption that the Schmidt number is infinitely large. Later Appel provided a model to calculate the radial distribution of impedance under the assumption that the Schmidt number is infinitely large.\(^18\) In this work he used a total overpotential without accounting separately for the surface, concentration, and zeta overpotentials.

Though the errors resulting from neglecting the finite Schmidt number correction are not so significant for steady-state calculations, they have been shown to be significant in the frequency domain.\(^19-21\) The objective of the present work is to develop a mathematical model to account for current and potential distributions on a rotating disk electrode that accounts for a finite Schmidt number and for the distribution of charge in the diffuse part of the double layer. This work provides a foundation for the subsequent development of a mathematical model that would account for the influence of nonuniform mass transfer on the impedance response of a rotating disk electrode.\(^22\) The present work also provides a means of interpreting anomalous values of Schmidt numbers obtained from impedance data collected for the reduction of ferricyanide on a Pt disk electrode in terms of the competing roles of surface poisoning and the influence of nonuniform current distribution.\(^23,24\)

Theoretical Development

The domain of interest was divided into an outer region where electroneutrality was assumed to apply and the concentration was assumed to be uniform, an inner boundary-layer region where electroneutrality and the convective diffusion equation for the reacting species were assumed to apply, and an inner diffuse part of the double layer where the assumption of electroneutrality was relaxed. The entire electrode surface was assumed to be active; thus, local passivation and partial blocking phenomena were not included in the model.

Diffusion layer.—The development in this part follows that presented by Newman\(^2\) with the exception that a correction is made for a finite Schmidt number by incorporating three-term expansions appropriate near the electrode surface for axial and radial velocity. A critical assumption in the development of this work was that the current densities at the inner limit of the diffusion layer and at the inner limit of the outer region are equal to the current density at the electrode surface. This assumption is valid if the diffusion layer is thin compared to the electrode radius. The validity of this assumption is implicit for.
an infinite Schmidt number because the diffusion layer is infinitely thin.

For a finite Schmidt number, the diffusion layer is still small as compared to typical disk dimensions. The thickness of the boundary layer  is given by

\[ \delta = \left( \frac{2D}{av} \right)^{1/3} \left( \frac{v}{\eta} \right)^{1/2} \]  

The boundary-layer thickness for the copper deposition system considered by Newman is determined by the diffusivity of the cupric ion \( (D_{Cu^{2+}} = 0.642 \times 10^{-5} \text{ cm}^2/\text{s}) \) and by the kinematic viscosity \( (v = 0.9445 \times 10^{-5} \text{ cm}^2/\text{s}) \). For a rotation rate of 300 rpm, \( \delta \) has a value of 13.76 mm, which is small as compared to the disk radius of 0.25 cm, yielding an aspect ratio \( \delta/a \approx 0.0055 \). The corresponding value for the ferricyanide system treated in a later section of this paper is 0.012. The solution of the convective diffusion equation can, in these cases, be decoupled from the solution of Laplace's equation for potential in the region of uniform composition.

Under the assumption of a steady state, the convective diffusion equation is given by

\[ v_x \frac{\partial C_x}{\partial x} + v_z \frac{\partial C_z}{\partial z} = D_k \frac{\partial^2 C_x}{\partial z^2} \]

where \( R \) in the subscript corresponds to the reacting species, and other symbols are defined in the list of symbols. A separation of variables can be applied as shown below

\[ C_x = C_0 \left[ 1 + \sum_{n=1}^{\infty} \left( A_n (r/\eta)^n \theta_n (\xi) \right) \right] \]

where

\[ \xi = z \sqrt{2av/(3D_k)} \sqrt{\Omega/v} \]

For \( \theta_n = 1 \) at \( \xi = 0 \), the radial concentration distribution on the electrode surface can be written as

\[ C_z = C_0 \left[ 1 + \sum_{n=0}^{\infty} \left( A_n (r/\eta)^n \theta_n (\xi) \right) \right] \]

The expressions for the radial and axial components of the velocity resulting from Cochrans three-term expansion are given by

\[ v_x = \frac{\delta^2}{a} \frac{\Omega^{1/2}}{\sqrt{\nu}} - \frac{1}{2} \frac{\delta^2}{a} \frac{\Omega^2}{v} - \frac{b}{3} \frac{\delta^2}{a} \frac{\Omega^{1/2}}{\nu^{1/2}} \]

and

\[ v_z = -\alpha \frac{\delta^2}{a} \frac{\Omega^{1/2}}{\nu^{1/2}} + \frac{1}{3} \frac{\delta^2}{a} \frac{\Omega^2}{v} + \frac{b}{6} \frac{\delta^2}{a} \frac{\Omega^{1/2}}{\nu^{1/2}} \]

respectively. Application of Eqs. 3, 4, 6, and 7 in Eq. 2 yields

\[ \sum_{n=0}^{\infty} \left( A_n (r/\eta)^n \theta_n (\xi) \right) \left[ \frac{6}{a} - \frac{1}{2} \frac{3D_k}{av} \right]^{1/3} - \frac{3D_k}{6} \left( \frac{3D_k}{av} \right)^{1/2} \]

\[ \sum_{n=0}^{\infty} A_n (r/\eta)^n \theta_n (\xi) - \frac{3}{a} \left[ \frac{6}{a} - \frac{1}{2} \frac{3D_k}{av} \right]^{1/2} \]

\[ - \frac{b}{3} \left( \frac{3D_k}{av} \right)^{1/2} \sum_{n=0}^{\infty} 2m \left( A_n (r/\eta)^n \theta_n (\xi) \right) = 0 \]

By equating the coefficients of \( (r/\eta)^n \) Eq. 8 can be written as

\[ \theta_n = -\frac{3}{a} \left[ \frac{1}{3} \left( \frac{3}{a} \right) \frac{1}{3} \frac{3D_k}{av} - \frac{b}{3} \left( \frac{3}{a} \right) \frac{1}{3} \frac{3D_k}{av} \right] \theta_n \]

\[ - \frac{6m}{a} \left[ \frac{1}{3} \left( \frac{3}{a} \right) \frac{1}{3} \frac{3D_k}{av} - \frac{b}{3} \left( \frac{3}{a} \right) \frac{1}{3} \frac{3D_k}{av} \right] \theta_n = 0 \]

The primes in the superscripts refer to derivatives with respect to \( \xi \). Equation 9 can be compared to

\[ \theta_n' + 3\xi^{n-1} \theta_n' - 3m \xi \theta_n = 0 \]

obtained by Newman for the case of infinite Schmidt number. The boundary conditions for Eq. 9 are \( \theta_n = 1 \) at \( \xi = 0 \), and \( \theta_n = 0 \) at \( \xi = \infty \). For the numerical calculation presented here, a value of \( \xi = 20 \) was used for approximation of the boundary condition at \( \infty \). The choice of this value is justified as a value of \( \xi = 10 \) resulted in the same values of \( \theta_n \) to within 15 significant digits and the derivative of \( \theta_n \) with respect to \( \xi \) at \( \xi = 20 \) yielded a value identical to 0. Equation 9 exhibits a functional dependence on the Schmidt number. The numerical procedure that was used to solve the convective diffusion equation is presented in a subsequent section.

The current distribution on the electrode surface at steady state depends only on the dimensionless concentration gradient at the electrode surface \( \theta_n(0) \) and not on the \( \theta_n \) values at the other axial positions, i.e.

\[ \frac{j}{nF} \left[ 1 - \frac{3D_k}{av} \frac{\partial C_z}{\partial z} \right]_{z=0} = \frac{D_k c_n}{1 - \gamma_n} \left( \frac{av}{D_k} \right)^{1/2} \sqrt{\Omega} \sum_{n=0}^{\infty} A_n (r/\eta)^n \theta_n (0) \]

where \( \gamma_n \) is the transference number of the reacting species. The interfacial potential resulting from convective diffusion is the concentration overpotential given by

\[ \eta_e = -\frac{R T}{2F} \left[ \ln \left( \frac{c_s}{c_0} \right) - \gamma_n \left( 1 - \frac{c_0}{c_s} \right) \right] \]

Outer region: Laplace's equation.—The approach taken followed that developed by Newman. In the outer region, concentrations were assumed to be uniform. and, under the assumption that there is no charge distribution within the bulk of the solution, the potential in this region satisfies Laplace's equation. Hence

\[ \nabla^2 \Phi = 0 \]

where \( \Phi \) is the potential referenced to infinity. The solution of Eq. 13 after transformation to rotational elliptic coordinates \( (\eta, \mu) \) where \( z = r \mu \eta \) and \( r = r_n (1 + \mu)^2(1 - \eta^2) \) and after applying appropriate boundary conditions is

\[ \Phi_e = \frac{RT}{Z} \sum_{n=0}^{\infty} B_n \rho_n (\eta) \]

on the electrode surface \( (\mu = 0, \eta) \), where \( Z = -z_z, z_z/(z_z - z_x) \) for single salt and \( Z = -n \) with supporting electrolyte. The current density obtained from the derivative of the potential just outside the diffusion layer is assumed to be equal to that obtained from Eq. 11; thus a relationship between coefficients \( B_n \) and \( A_n \) is found as

\[ B_n = \frac{n}{4} N \sum_{n=0}^{\infty} (Q_m A_m) \]

where

\[ Q_{m,n} = (4n + 1) \frac{4F_0}{\pi M_{in}^*(0)} \int_{0}^{1} \eta(1 - \eta)^m P_m(\eta)d\eta \]

[16]
The $A_n$ coefficients were determined using an iterative procedure. A more detailed discussion of the solution procedure can be found in Ref. 3.

**Diffuse part of the double layer.** The method used to account for the two-dimensional diffuse part of the double layer followed the approach suggested by Frumkin in which the kinetic expression was written in terms of a surface overpotential adjusted by the zeta potential and the concentrations were replaced by the concentrations at the inner limit of the diffuse double layer.

**Solution of Poisson's equation.**—Under the assumption that the double layer is unaffected by the passage of current (see e.g., Ref. 29) the concentration at the inner limit of the diffuse part of the double layer is given by

$$c_{i,\text{diff}} = c_0 \exp\left(\frac{-z_i F \psi}{RT}\right)$$

where $c_0$ is the concentration of species i at the outermost part of the diffuse part of the double layer (the innermost part of the diffusion layer). $c_{i,\text{diff}}$ is the concentration of species at the innermost part of the diffuse part of the double layer (the plane of closest approach to the metal surface), and $\psi$ is the zeta potential. The values of concentration at the inner limit of the diffusion layer $c_0$ were obtained under the assumptions that the solution at this location is electrically neutral, that the diffusion coefficients of the reactant and product ions are equal, and that the diffusion coefficients of the cation and anion from the supporting electrolyte are equal. Thus, a decrease in the concentration of the reactants was offset by an equal increase in the product concentration. The above assumptions are appropriate for the case of the reduction of ferrocyanide on a Pt electrode as discussed in a subsequent section. The diffusion coefficients of the ferrocyanide and ferrocyanide ions are $9.96 \times 10^{-5}$ and $7.39 \times 10^{-5}$ cm$^2$/s, respectively, and the diffusion coefficients for $K^+$ and $Cl^-$ ions are $1.957 \times 10^{-5}$ and $2.032 \times 10^{-5}$ cm$^2$/s, respectively. The above assumptions could be relaxed following the ordinary perturbation approach of Leveich.

Under the assumption that the diffuse part of the double layer is thin, Poisson's equation

$$\frac{d^2 \psi}{dy^2} = -\frac{F}{\epsilon} \sum_z z c \exp\left(\frac{-z_i F \psi}{RT}\right)$$

can be solved in the axial dimension subject to the boundary conditions

$$\psi = 0 \quad \text{as} \quad y \to \infty \quad \text{and} \quad \frac{d\psi}{dy} = \frac{q_i}{\epsilon} \quad \text{at} \quad y = y_i$$

where $\psi$ is the potential within the diffuse part of the double layer measured relative to the outermost region of this diffuse part and $q_i$ is the charge held within the diffuse part of the double layer at a given radial position. The use of Eq. 21 requires introduction of a geometric parameter $y_i$ corresponding to the distance between the electrode surface and the plane of closest approach for ionic species. Solution of Eq. 20 yields

$$q_i = \left[2RT \sum_z c_z \left(\frac{F \psi}{RT} - 1\right)\right]^{1/2}$$

where $\xi$ is the zeta potential given by the value of $\psi$ at $y = y_i$.

The total applied potential

$$V - \Phi_{\text{net}} = \Phi_0 + \eta_i + \eta^* + \xi$$

is the sum of the ohmic potential drop, concentration overpotential, surface overpotential, and zeta potential. The Butler-Volmer expression for the normal current density as a function of surface overpotential and concentration was modified to account for the potential and concentration of reacting species at the plane of closest approach; thus

$$i = i_0 \left[\exp\left(\frac{a Z F \eta_i}{RT}\right) - \exp\left(\frac{-a Z F \eta^*}{RT}\right)\right]$$

where $z_i$ is the charge number of the reacting species. In principle such an expression for the reaction kinetics is valid only in case of deposition reactions. However for redox reactions the current is a significant fraction of the mass-transfer limiting current.

Within this approach, $q_i$, $c_0$, $c_{i,\text{diff}}$, $\psi$, $\eta_i$, $\Phi_{\text{net}}$, and $\eta^*$ are functions of radial position. Assumption that the interface taken as a whole is electrically neutral yields

$$q_i + q_n = 0 \quad \text{or} \quad q_n = -q_i$$

where $q_n$ is the charge density associated with the concentration of electrons on the metal surface. Because the diffuse double layer is thin in comparison to electrode dimensions, Eq. 25 was assumed to apply at each radial position. Under the assumption that specific adsorption can be neglected, charge is not present between the metal surface and the plane of closest approach of the solvated ions. The potential profile in this region can be assumed to be linear with respect to the radial position; hence

$$\frac{\eta_i}{\eta^*} = \frac{q_n}{\epsilon}$$

The development presented to this point constitutes the mathematical model for convective diffusion to a rotating disk electrode that accounts for finite Schmidt numbers, the influence of the diffuse double layer, and currents below the mass-transfer-limited current. Solution of this set of equations can be used to obtain such measurable properties as the double-layer capacitance.

**Calculation of double-layer capacitance.**—The double-layer capacitance is given by

$$C_{\text{dl}} = \frac{dq_n}{d(\eta_i + \xi)}$$

$$= \frac{1}{(d\eta^*/dq_n) + (d\xi/dq_n)}$$

$$= \frac{1}{(1/C_i) + (1/C_{\text{ad}})}$$

where $C_i$ is the capacitance between the electrode surface and the plane of closest approach and $C_{\text{ad}}$ is the capacitance across the diffuse part of the double layer. From Eq. 26

$$C_i = \frac{dq_n}{d\eta_i} = \frac{\epsilon}{y_i}$$

$C_{\text{ad}}$ can be calculated as $C_{\text{ad}} = dq_n/d\xi$. The double-layer capacitance can be expressed as a function of zeta potential by introducing Eq. 22 and 25.
Equation 30 yields a value for $\theta''_s(0)$ at a Schmied number of 1000 of $-1.0385880341$ as compared to $-1.119846522$ for an infinite Schmied number. Assumption of an infinite Schmied number results in a relative error of 3.1% which is in agreement with the value reported by Newman. The largest error expected for aqueous electrolytes may be seen for hydrogen ion which yields a Schmied number of the order of 100, resulting in a relative error of 7.1% in the calculated value of the mass-transfer-limited current. While the influence of the finite Schmied number correction on the calculated mass-transfer-limited current is small, the errors associated with neglecting this correction are more significant in the frequency domain.\textsuperscript{19,20}

Algorithm for implementation of the model.—The numerical procedure employed in this work to handle the diffusion layer and the outer region with the ohmic drop is similar to the one implemented by Newman;\textsuperscript{2} however, introduction of the diffus part of the double layer required modification of the kinetic boundary condition in order to accommodate the zeta potential. An algorithm for implementation of the numerical scheme is provided below:

1. The values for $\theta''_s(0)$ resulting from the convective diffusion equation were determined for a given value of Schmied number from the polynomial expression in Eq. 30 and by using Table I for the values of $a_{nk}$.

2. A value for $A_n$ coefficients was assumed, or, in other words, the concentration distribution was assumed on the electrode surface as per Eq. 3.

3. The current distribution resulting from mass transport was calculated as per Eq. 11.

4. The current distribution obtained from the derivative of the potential just outside the diffusion layer was equated to that from step 3 to obtain the $B_n$ coefficients. The relation used to obtain these coefficients was provided in Eq. 15.

5. The $\Phi$ distribution was obtained from Eq. 14.

6. A value for $\eta^*$ was substituted in terms of $\zeta$ from the Eqs. 25, 26, and 26, and the value of $\zeta$ was obtained by using a Newton-Raphson technique to solve the nonlinear Eq. 24.

7. The $\eta^*$ distribution was calculated from the $\zeta$-potential distribution obtained from step 5 by employing Eqs. 22, 25, and 26.

8. The $\eta$ distribution was calculated from Eq. 23.

9. The concentration distribution was calculated from Eq. 12.

10. The $A_n$ coefficients were obtained again from the concentration distribution from step 8. The new values for the $A_n$ coefficients are the weighted sum of those obtained from the present iteration and from the previous iteration.

11. Steps 3 through 10 were repeated until convergence was achieved.

12. Once the convergence criteria were met, the charge distribution was obtained from Eq. 22, and the double-layer capacitance was obtained from Eq. 27, 28, and 29.

Application to Experimental Systems

The systems treated in this work included electrodeposition of copper and reduction of ferricyanide on platinum.

---

Table I. Polynomial coefficients in the expansion for $\theta''_s(0)$ resulting from the solution of the convective diffusion equation. The numbers of significant digits reported are based on the respective confidence intervals from the regression.

<table>
<thead>
<tr>
<th>$m$</th>
<th>$a_0$</th>
<th>$a_1$</th>
<th>$a_2$</th>
<th>$a_3$</th>
<th>$a_4$</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>-1.119846522</td>
<td>0.333723494</td>
<td>0.0620855</td>
<td>-0.02483</td>
<td>-0.15939</td>
</tr>
<tr>
<td>1</td>
<td>-1.532687398</td>
<td>0.348508169</td>
<td>0.0563987</td>
<td>-0.01744</td>
<td>-0.05677</td>
</tr>
<tr>
<td>2</td>
<td>-1.085409854</td>
<td>0.335102905</td>
<td>0.0501466</td>
<td>-0.00843</td>
<td>-0.03678</td>
</tr>
<tr>
<td>3</td>
<td>-2.015723724</td>
<td>0.332526040</td>
<td>0.0467080</td>
<td>-0.00845</td>
<td>0.02807</td>
</tr>
<tr>
<td>4</td>
<td>-2.189888817</td>
<td>0.352960765</td>
<td>0.0429044</td>
<td>-0.00648</td>
<td>0.02322</td>
</tr>
<tr>
<td>5</td>
<td>-3.304578877</td>
<td>0.332217571</td>
<td>0.0389403</td>
<td>-0.04743</td>
<td>-0.07588</td>
</tr>
<tr>
<td>6</td>
<td>-2.478634254</td>
<td>0.335369827</td>
<td>0.0377463</td>
<td>-0.04220</td>
<td>-0.01493</td>
</tr>
<tr>
<td>7</td>
<td>-2.594872424</td>
<td>0.334806058</td>
<td>0.0366052</td>
<td>-0.00829</td>
<td>-0.01285</td>
</tr>
<tr>
<td>8</td>
<td>2.704586050</td>
<td>0.335219521</td>
<td>0.03461769</td>
<td>-0.000510</td>
<td>0.01141</td>
</tr>
<tr>
<td>9</td>
<td>2.808462025</td>
<td>0.3356522</td>
<td>0.0333854</td>
<td>-0.000528</td>
<td>-0.0102</td>
</tr>
<tr>
<td>10</td>
<td>-2.901505453</td>
<td>0.33536688</td>
<td>0.03230943</td>
<td>-0.000038</td>
<td>-0.000927</td>
</tr>
</tbody>
</table>
Electrodeposition of copper.—To validate the numerical approach used in this work, calculations were performed corresponding to the 0.1 M copper sulfate system studied by Newman. This part of the study did not incorporate the diffuse part of the double layer. Newman's results for an infinite Schmidt number were reproduced. The concentration and current distributions obtained for infinite and finite Schmidt number for this system are compared in Fig. 1 with applied potential as a parameter. For a given value of applied potential, the distributions resulting from both these cases differed most significantly as the mass-transfer-limited condition was approached. The largest deviation was seen at the center of the disk. The differences seen between the calculated distributions for infinite and finite Schmidt number are due to differences in the corresponding values of the mass-transfer-limited current. When distributions were presented at the same fraction of the mass-transfer-limited current, the differences were not perceptible.

Reduction of ferricyanide on Pt.—The motivation for this study was to explore the influence of the nonuniform current and potential distributions on interpretation of the impedance data obtained for the reduction of ferricyanide on a Pt rotating disk electrode. The electrolytic solution consisted of 0.01 M K₂Fe(CN)₆, 0.01 M K₃Fe(CN)₆.

<table>
<thead>
<tr>
<th>Table II. Input parameters used for the ferricyanide/ferricyanide in 1 M KCl system reacting on the Pt disk electrode.</th>
</tr>
</thead>
<tbody>
<tr>
<td>Parameter</td>
</tr>
<tr>
<td>ν</td>
</tr>
<tr>
<td>μ</td>
</tr>
<tr>
<td>z</td>
</tr>
<tr>
<td>η</td>
</tr>
<tr>
<td>ξ</td>
</tr>
<tr>
<td>γ</td>
</tr>
</tbody>
</table>

Fig. 2. Calculated current distributions for the reduction of ferricyanide on a Pt disk electrode rotating at (a) 120 rpm and (b) 3000 rpm. System properties are given in Table II.
and 1 M KCl. Experimental details are presented in Ref. 25 and 27. The one-dimensional impedance model developed by Tribollet and Newman was used to analyze the data obtained. It was observed that the regressed values for Schmidt number increased with an increase in rotation speed. As the Schmidt number is an electrolytic property independent of rotation speed, this result points to the inadequacy of the one-dimensional model used. To motivate development of a two-dimensional model, current, potential, and charge distributions for this system were obtained as functions of rotation speed and fraction of the mass-transfer-limited current.

Current, potential, and charge distributions.—The numerical values of various parameters used for this particular system are listed in Table II. The rate constant for reduction of ferricyanide on Pt is very large, thus, the surface overpotential can be expected to be small. Due to the use of excess supporting electrolyte, the contribution of ohmic drop can also be expected to be small. Thus, mass transport being the predominate factor, the current distribution is expected to be uniform. Calculated current distributions are presented in Fig. 2 for rotation rates of 120 and 3000 rpm. A uniform calculated current distribution was indeed observed at low rotation speeds, but at large rotation speeds the current distribution was less uniform. These distributions can be contrasted with the extreme case of a primary current distribution where $i_{avg}/i_{avg} = 0.5$ at the center of the electrode and is equal to $k$ at the periphery. As shown in Fig. 2b for one-fourth of the limiting current at 3000 rpm, the current distribution varies from a value of 0.88 at the center to 1.23 at the edge of the electrode.

The nonuniformity in calculated current distribution shown in Fig. 2b was obtained in spite of the use of excess supporting electrolyte. The calculated overpotentials shown in Fig. 3 and 4 show that at both 120 and 3000 rpm, the surface overpotential, and the zeta potential are small. The applied potential, by virtue of the large metal conductivity, is uniform. Thus, a nonuniform distribution in ohmic potential is compensated by an opposing distribution in concentration overpotential. The potential distributions are more uniform for the 120 rpm case and are less so for the 3000 rpm case. A large rotation speed increases the value of the mass-transfer-limited current and, therefore, increases the influence of the ohmic potential drop.

Fig. 3. Calculated overpotentials for the case of Fig. 2a (120 rpm) at (a) one-fourth of $i_{avg}$, (b) one-fourth of $i_{avg}$, on an enlarged scale to show the distributions of $\eta_i$, and $\zeta$, and (c) three-quarters of $i_{avg}$. 
The concentration overpotential increases to be a more significant fraction of the applied potential as current approaches mass-transfer limitation. The ohmic potential drop, therefore, becomes less significant. Thus, the current distribution is more uniform at three-fourths of the mass-transfer-limited current than at one-fourth (see Fig. 2).

Although, as seen in Fig. 3 and 4, the zeta potential obtained does not contribute significantly to the overall potential, calculation of the zeta potential allows determination of the charge distribution from Eq. 22. As can be seen from Fig. 5, the charge distribution calculated for this system is less nonuniform at 3000 rpm than at 120 rpm. The charge distribution follows the distribution of surface overpotential (see Eq. 26).

The charge distribution thus obtained was used to calculate the radial distribution of the double-layer capacitance from Eq. 27 and 29. The calculated capacitance was found to be independent of rotation rate and to be uniformly distributed with a value of 55 μF/cm² for \( y_l = 10 \, \text{Å} \). This value is in reasonable agreement with the experimental value of 35 μF/cm² obtained by Deslouis and Tribollet for the same system. They obtained the same value of capacitance from measurements on disk and ring-disk electrodes. This result is in agreement with the calculations from the present work, which show that the capacitance has no radial distribution. The value of the double-layer capacitance is sensitive to the choice of \( y_l \). By choosing \( y_l = 17 \, \text{Å} \), a value of 35 μF/cm² was obtained for double-layer capacitance.

Zero frequency asymptotes of local impedance.—As a preliminary step toward formulating a detailed two-dimensional model for the impedance analysis explicitly accounting for various phenomena, the zero frequency asymptotes for the local impedances for the ferricyanide system were obtained from steady-state distributions calculated at two applied potentials separated by 5 mV. The ratio of the difference in overpotential with respect to the difference in current density calculated locally provides the contribution of the respective phenomena to overall impedance response. The radial distributions of these values are presented in Fig. 6 and 7 for 120 and 3000 rpm, respectively. The zero frequency asymptotes for the local impedance are more uniform for the case of 120 rpm and are less so for 3000 rpm. This is a strong indication that a two-dimensional model is necessary for obtaining reliable information from impedance data. At higher fractions of the limiting current, the local impedance resulting from the concentration overpotential dominates. The local impedance values resulting from the ohmic drop are estimated to be about 2 Ω cm².

---

Fig. 4. Calculated overpotentials for the case of Fig. 2b (3000 rpm) at (a) one-fourth of \( i_m \), (b) one-fourth of \( i_m \), on an enlarged scale to show the distributions of \( \eta_s^* \) and \( \zeta \), and (c) three-fourths of \( i_m \).
which corresponds to 10 Ω for a disk with a surface area of 0.2 cm² in agreement with experiment.23-27 Appel reported the radial distributions of the impedance calculations for a single dimensionless frequency of 0.1 applied to 0.0001 M equimolar solution of sodium ferrocyanide and sodium ferricyanide with a 0.1 M sodium fluoride supporting electrolyte.3 Similar nonuniformities were observed from his calculations.

Conclusions

A finite Schmidt number correction was applied to the steady-state model for the rotating disk electrode below the mass-transfer-limited current. The result of the convective diffusion equation accounting for this correction was expressed as a polynomial expansion of Sc², and the coefficients of the polynomial expansion were tabulated. The model was then extended to incorporate the diffuse part of the double layer. Results provided by Newman for deposition of copper were reproduced. The distributions of current, potential, and charge were assessed for the reduction of ferricyanide on Pt. The double-layer capacitance and the zero-frequency asymptotes of the local impedances were evaluated. Surface nonuniformities were observed for the distribution of various parameters. The zero frequency asymptotes of the local impedances were calculated, and nonuniformities were observed. The results of this work support the need for a two-dimensional impedance model accounting for a finite Schmidt number correction. Development of such a two-dimensional impedance model is in progress.
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local surface current density, A/cm²
parameter related to the significance of mass-transfer (see Eq. 18)
number of electrons produced when one reactant ion or molecule reacts
charge density distribution within the diffuse part of double layer, C/cm²
average charge density within the diffuse part of the double layer, C/cm²
charge on the surface of the electrode, C/cm²
universal gas constant, J/mol·K
radial coordinate, cm
radius of disk, cm
Schmidt number
electricity temperature, K
transference number of the reacting species
electrode potential
radial and axial velocity components, cm/s
distance between the electrode surface and the closest plane of approach, 10⁻¹ cm
number of equivalents of reactant used up for one electron produced/consumed
value of local impedance in Ω·cm²
normal distance from disk, cm
Greek
parameters in kinetics expression (see Eq. 24)
permittivity of electrolyte, 8.85 × 10⁻¹² C/V cm
thickness of the diffusion layer, cm
potential drop across the diffuse part of double layer, V
parameters in the rotational elliptic coordinate transformation used in solving the Laplace equation
concentration overpotential, V
surface overpotential, V
surface overpotential adjusted by the zeta potential, V
axial-dependent term in the concentration series solution conductivity (Ω cm)⁻¹
kinematic viscosity, cm²/s
normalized axial position
ohmic potential drop, V
reference potential, V
potential at any position within the diffuse part of the double layer measured relative to the outermost region of the diffuse part, V
rotation speed, rad/s
frequency of perturbation, Hz
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Frequency-domain techniques are commonly employed in the study of electrode kinetics and mass transfer in electrocatalytic solutions. While the information obtained is similar to that from transient techniques, better resolution of physical processes can be achieved because the noise level in frequency-domain measurements can be made extremely small. A second advantage of the frequency-domain techniques over transient techniques is that the Kramers-Kronig relations can be used to identify instrumental artifacts or changes in base line properties.

The uniform accessibility of the rotating disk at the mass-transfer-limited current makes it an attractive tool for frequency-domain techniques. Significant effort has been expended on developing analytic formulae for the impedance response of a rotating disk electrode. A comparative study of the application of these models to interpretation of impedance spectra has been presented by Orazem et al. A one-dimensional numerical model for the impedance response of a rotating disk electrode which accounted for the influence of a finite Schmidt number was presented by Tribollet and Newman. This model accounts for effects associated with kinetics, mass-transport, and ohmic potential drop within the bulk of the solution under the assumption that the disk can be treated as being uniform. The first two terms in the Cochran expansion for the axial component of fluid velocity were included in the convective diffusion equation. Tribollet et al. reported that the errors in the calculated Schmidt numbers caused by assuming an infinite Schmidt number, i.e., by neglecting the second and higher terms in the axial velocity expansion, could be as high as 24% for a Schmidt number of 1000. This result was confirmed by regression of various mass-transfer models to impedance data.

Mathematical models have been developed which account for frequency dispersion associated with the nonuniform potential distribution on the disk electrode, but to date, no comparable model has been developed for the influence of nonuniform mass transfer on the impedance response. Appel and Newman provided a preliminary mathematical development, valid for an infinite Schmidt number, that could be used as part of a model for the influence of radially dependent convective diffusion on the impedance response. Appel used this approach to calculate the radial distribution of impedance, but results were presented only for a single dimensionless frequency due to numerical difficulties associated with implementation of the model.

The growing popularity of the rotating disk electrode system in the use of frequency-domain techniques motivates development of sophisticated models for interpretation of experimental data. For some systems, even in the presence of excess supporting electrolyte, the distributions of current and overpotential on the electrode surface can be significantly nonuniform in the steady-state domain. The objective of this work was to provide development of a two-dimensional model for electrochemical impedance response of a rotating disk electrode that accounts for nonuniform ohmic potential drop, and surface and concentration overpotentials.

Theoretical Development

The formulation for the two-dimensional impedance model results from applying a sinusoidal perturbation about the steady-state solution presented in reference Ref. 29. The development that follows is valid under the assumptions of either a binary electrolyte or an excess of supporting electrolyte. The capacitance was assumed to be uniformly distributed across the surface of the disk electrode throughout the present analysis. This assumption was justified by calculation, in the absence of specific adsorption, of a uniform capacitance for the ferri/ferrocyanide redox system considered for this work. Assumption of a uniform capacitance is also consistent with the experimental results reported by Deslouis and Tribollet.

Convective diffusion.—For a small sinusoidal perturbation in potential of frequency $\omega$, the response can be assumed to be linear, and all the variables involved oscillate with the same frequency of $\omega$. Each variable $x$ can be written in the form

$$ x = \bar{x} + Re\{\tilde{x}e^{i\omega t}\} $$

where $\bar{x}$ is the steady-state or base line value of $x$, $\bar{x}$ is the complex amplitude of perturbation, which is a function only of position, $r$ is time, $\omega$ is frequency, and $j = \sqrt{-1}$. Thus, the concentration of the reacting species can be written as

$$ c(r, z, t) = \bar{c}(r, z) + Re\{\tilde{c}(r, z)e^{i\omega t}\} $$

where $\bar{c}$ and $\tilde{c}$ are functions of radial and axial position but are not functions of time. Incorporation of concentration perturbation terms in the unsteady-state convective diffusion equation and cancellation of the steady-state terms yields

$$ ju c + \frac{\partial}{\partial r} \left( \nu \frac{\partial \tilde{c}}{\partial r} \right) + \frac{\partial}{\partial z} \left( \frac{\partial \tilde{c}}{\partial z} \right) = \frac{D}{\nu} \frac{\partial^2 \tilde{c}}{\partial z^2} $$

where $v_r$ and $v_z$ are the radial and axial components of the velocity of the fluid and $D$ is the diffusion coefficient of the species of interest. The velocity components, $v_r$ and $v_z$ were given by

$$ v_r = ar^2 \frac{\Omega^2}{\nu^{3/2}} - \frac{1}{2} \frac{\Omega^2}{\nu} = \frac{b}{3} \frac{\Omega^2}{\nu^{3/2}} $$
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and

\[ v_s = -\frac{a^2}{\nu} \frac{\Omega^{3/2}}{\nu^{3/2}} + \frac{1}{3} \frac{a^2}{\Omega^2} + \frac{b^2}{6} \frac{\Omega^{5/2}}{\nu^{3/2}} \tag{4b} \]

where \( a \) and \( b \) are the coefficients from Cochran's expansion for the radial and axial velocities for the rotating disk electrode system, \( \Omega \) is the rotation rate of the disk electrode, and \( \nu \) is the kinematic viscosity of the electrolyte.

Upon substitution of Eq. 4a, b, and 8 into Eq. 3

\[ jKc' + \left( 3\xi - \frac{3}{2} \frac{a^2}{\Omega^2} BSc^{-1/3} - 2C \xi^2 Sc^{-2/3} \right) \frac{\partial \theta_m}{\partial \xi} \]

\[ + \left( \frac{3}{2} a^2 - BSc^{-1/3} + \frac{C \xi^4 Sc^{-2/3}}{2} \right) \frac{\partial \theta_m}{\partial \xi} = \frac{3}{2} \frac{a^2}{\Omega^2} \]

where \( Sc \) is the Schmidt number of the species of interest, the dimensionless frequency \( K \) is given by

\[ K = \frac{\omega}{\Omega} \frac{a^3}{\nu^{1/3}} \tag{6} \]

and coefficients \( B \) and \( C \) are given by

\[ B = \frac{3}{a^2} \quad \text{and} \quad C = \frac{1}{6 \xi^2} \tag{7} \]

respectively. The dimensionless axial distance, \( \xi \), is given by

\[ \xi = \frac{3}{a^2} \frac{\Omega^{1/3}}{\sqrt{\nu}} \tag{8} \]

For the steady-state case, a series expansion, \( 21, 29 \) was used for the expression of concentration of the reacting species, \( c_s, \xi \), such that

\[ \tilde{c} = c_s \sum_{m=0}^{\infty} \left\{ A_m \left( \frac{r}{r_0} \right)^{2m} \theta_m(\xi) \right\} \tag{9} \]

where \( c_s \) is the bulk concentration of the reacting species. \( A_m \) values are the coefficients to be determined from the steady-state calculations, and \( \theta_m(\xi) \) is the axially dependent function obtained from the steady-state solution. A similar expansion, employed in the present work, was obtained from Eq. 9 by a small perturbation analysis which ignored second and higher-order terms, i.e.

\[ \tilde{c} = c_s \sum_{m=0}^{\infty} \left\{ \tilde{A}_m \theta_m(\xi) + A_m \theta_m(\xi) \left( \frac{r}{r_0} \right)^{2m} \right\} \tag{10} \]

where \( \tilde{A}_m \) are coefficients that account for the radial dependence of the frequency response and \( \theta_m(\xi) \) is a function of axial position. Upon introduction of Eq. 10 into \( \tilde{c} \), cancellation of terms resulting from the steady-state part of the convective diffusion given by

\[ \theta_m'' + \left( \frac{3}{2} a^2 - BSc^{-1/3} - C \xi^2 Sc^{-2/3} \right) \theta_m' \]

\[ + 2m \left( -3\xi + \frac{3}{2} a^2 BSc^{-1/3} + 2C \xi^2 Sc^{-2/3} \right) \theta_m = 0 \tag{11} \]

and equating the coefficients of \( (r/r_0)^{2m} \) on either side of the resulting equation, the expression

\[ \left\{ \theta_m'' + \left( \frac{3}{2} a^2 - BSc^{-1/3} - C \xi^2 Sc^{-2/3} \right) \theta_m' \right\} \]

\[ + 2m \left( -3\xi + \frac{3}{2} a^2 BSc^{-1/3} + 2C \xi^2 Sc^{-2/3} \right) \theta_m = -jK \tilde{A}_m \theta_m \tag{12} \]

is obtained in which primes in the superscripts refer to derivatives with respect to \( \xi \). The real and imaginary parts of Eq. 12 provide two ordinary differential equations which must be solved simultaneously.

Equation 12 and the concentration given in Eq. 10 are functions of both radial and axial perturbation terms, \( \tilde{A}_m \) and \( \theta_m(\xi) \), respectively. To facilitate identification of appropriate boundary conditions on the axial perturbation term \( \tilde{A}_m \), a new function

\[ \tilde{\theta}_m(\xi) = \frac{\tilde{A}_m}{A_m} \Psi_m(\xi) \tag{13} \]

can be defined. In terms of Eq. 13, Eq. 12 becomes

\[ \Psi_m'' + \left( \frac{3}{2} a^2 - BSc^{-1/3} - C \xi^2 Sc^{-2/3} \right) \Psi_m' \]

\[ + 2m \left( -3\xi + \frac{3}{2} a^2 BSc^{-1/3} + 2C \xi^2 Sc^{-2/3} \right) \Psi_m = jK \Psi_m = j \theta_m \tag{14} \]

Equation 14 shows that \( \tilde{\Psi}_m(\xi) \) is independent of \( \tilde{A}_m \). With this notation, Eq. 10 becomes

\[ \tilde{c} = c_s \sum_{m=0}^{\infty} \left\{ \tilde{A}_m \left[ \theta_m(\xi) + K \tilde{\Psi}_m(\xi) \right] \left( \frac{r}{r_0} \right)^{2m} \right\} \tag{15} \]

In particular, for \( \xi = 0 \), Eq. 15 is

\[ \tilde{c}_0 = c_s \sum_{m=0}^{\infty} \left\{ \tilde{A}_m \left[ \theta_m(0) + K \tilde{\Psi}_m(0) \right] \left( \frac{r}{r_0} \right)^{2m} \right\} \tag{16} \]

The boundary condition from the steady-state calculations is that \( \theta_m(0) = 1 \). The condition that surface concentration \( \tilde{c}_0 \) be independent of frequency is obtained with \( \tilde{\Psi}_m(0) = 0 \).

The function \( \tilde{\Psi}_m(\xi) \) modifies the concentration field with respect to the steady-state concentration field. At zero frequency, the concentration field is exactly the steady-state concentration field. At intermediate frequencies the effect of the second term in Eq. 15 is increasingly important. When the frequency tends toward infinity, the first term is negligible with respect to the second, and the usual Warburg behavior is obtained. The boundary conditions for Eq. 14 are

\[ \tilde{\Psi}_m = 0 \quad \text{at} \quad \xi = 0 \tag{17} \]

and

\[ \tilde{\Psi}_m = 0 \quad \text{at} \quad \xi \to \infty \tag{18} \]

The boundary condition at \( \xi \to \infty \) results from the observation that the imposed perturbation should have no effect on the parameter values far away from the electrode surface.

The boundary conditions for the homogeneous part of Eq. 14 are given by

\[ \tilde{\Psi}_m = 1 \quad \text{at} \quad \xi = 0 \tag{19} \]

and

\[ \tilde{\Psi}_m = 0 \quad \text{at} \quad \xi \to \infty \tag{20} \]

Following the approach of Levart and Schuhmann, \( 13 \) the solution to the homogeneous part can be expressed as a polynomial series of \( Sc^{-1/3} \). By retaining two terms accounting for the finite \( Sc \) correction, \( \tilde{\Psi}_{m,h} \) can be represented by

\[ \tilde{\Psi}_{m,h} = \tilde{\Psi}_{0,m,h} + \tilde{\Psi}_{1,m,h} + \tilde{\Psi}_{2,m,h} \tag{21} \]

Hence, the homogeneous part of Eq. 14 can be expressed by three ordinary differential equations, i.e.,

\[ \tilde{\Psi}_{0,m,h}'' + \frac{3}{2} \frac{a^2}{\Omega^2} \tilde{\Psi}_{0,m,h}' - jK \tilde{\Psi}_{0,m,h} = 0 \tag{22a} \]
\[ \Psi_{1,mh} + 3\xi^2 \Psi_{1,mh}' - B\xi^3 \Psi_{1,mh}' - 6\xi^3 \Psi_{2,mh} + 3mB\xi^2 \Psi_{0,mh} - jk \Psi_{1,mh} = 0 \quad [22b] \]

\[ \Psi_{2,mh} + 3\xi^2 \Psi_{2,mh}' - B\xi^3 \Psi_{2,mh}' - C\xi^4 \Psi_{1,mh}' - 6\xi^3 \Psi_{2,mh} - 3mB\xi^2 \Psi_{0,mh} - jk \Psi_{2,mh} = 0 \quad [22c] \]

The real and imaginary parts of Eqs. 22a-c comprise a system of six simultaneous ordinary differential equations subject to boundary conditions

\[ \Psi_{0,mh} = 1 \quad \text{at} \quad \xi = 0 \quad \text{and} \quad \Psi_{0,mh} \to 0 \quad \text{as} \quad \xi \to \infty \quad [23a] \]

\[ \Psi_{1,mh} = 0 \quad \text{at} \quad \xi = 0 \quad \text{and} \quad \Psi_{1,mh} \to 0 \quad \text{as} \quad \xi \to \infty \quad [23b] \]

and

\[ \Psi_{2,mh} = 0 \quad \text{at} \quad \xi = 0 \quad \text{and} \quad \Psi_{2,mh} \to 0 \quad \text{as} \quad \xi \to \infty \quad [23c] \]

Equations 22a-c were solved using Newman's BAND algorithm.\(^\text{32}\)

The solution to the nonhomogeneous equation, Eq. 14, was obtained in terms of the homogeneous solution, \(\Psi_{m,h}\), by the reduction-of-order method,\(^\text{33}\) i.e.

\[ \Psi_{m}(\xi) = \Psi_{m,h}(\xi) \int_{0}^{\xi} \frac{P(\xi)\xi_{m,h} \Psi_{m,h}}{P(\xi_{m,h})^{2}} d\xi \]

\[ + K_{1}\Psi_{m,h} \int_{0}^{\xi} \frac{1}{P(\xi_{m,h})^{2}} d\xi + K_{2}\Psi_{m,h} \quad [24] \]

where

\[ P(\xi) = \exp \left( \frac{3}{4} \frac{B\xi^{3} - C\xi^{4}}{S_{c} - S_{c}^{2}} \right) \quad [25] \]

and where \(K_{1}\) and \(K_{2}\) are constants to be determined by evaluation of the boundary conditions. Equation 24 can be written as

\[ \Psi_{m} = \Psi_{m,h} \left[ K_{2} + \int_{0}^{\xi} P(\xi)\xi_{m,h} \Psi_{m,h} d\xi \right] \quad [26] \]

From boundary condition 17. \(K_{2} = 0\). From boundary condition 18.

\[ K_{1} = -j \int_{0}^{\xi} P(\xi)\xi_{m,h} \Psi_{m,h} d\xi \quad [27] \]

Equation 27 could also be obtained by requiring that the solution be finite as \(\xi \to \infty\).

Evaluation of the impedance response requires the derivation of \(\Psi_{m}\) with respect to \(\xi\) at the electrode surface, which is given by

\[ \frac{d\Psi_{m}}{d\xi} \bigg|_{\xi=0} = \frac{K_{1}}{\Psi_{m,h}(0)} = -j \frac{1}{\Psi_{m,h}(0)} \int_{0}^{\xi} P(\xi)\xi_{m,h} \Psi_{m,h} d\xi \quad [28] \]

or, in terms of \(\Phi_{m}\)

\[ \frac{d\Phi_{m}}{d\xi} \bigg|_{\xi=0} = \frac{K_{1} \Phi_{m}}{\Lambda_{m}} = -j \frac{K_{1} \Phi_{m}}{\Lambda_{m} \Psi_{m,h}(0)} \int_{0}^{\xi} P(\xi)\xi_{m,h} \Psi_{m,h} d\xi \quad [29] \]

The remaining development is given in terms of \(\Phi_{m}(0)\).

**Conditions on current.** The current density on the electrode surface is constrained by mass-transfer and kinetic considerations.

**Mass transport.** The normal current density resulting from the concentration gradients at the electrode surface for the steady-state case is given by

\[ \frac{\tilde{J}}{nF} = \frac{D}{1 - r_{R}} \frac{\partial \bar{c}}{\partial z} \bigg|_{z=0} \quad [30] \]

\[ = \frac{Dc_{a}}{1 - r_{R}} \left( \frac{av}{3D} \right)^{1/3} \sqrt{\frac{\Omega}{\nu}} \sum_{m=0}^{\infty} \tilde{A}(r_{R})^{2m} \theta_{m}(0) \quad [31] \]

where \(\tilde{J}\) is the normal current density from concentration gradients or from the mass transport, \(r_{R}\) is the transference number of the reacting species, \(n_{R}\) is the number of electrons produced when one reactant or molecule reacts, and \(F\) is Faraday's constant. Similarly, the fluctuation in normal current density is given by

\[ \frac{\tilde{J}}{nF} = \frac{D}{1 - r_{R}} \frac{\partial \bar{c}}{\partial z} \bigg|_{z=0} \]

\[ = \frac{Dc_{a}}{1 - r_{R}} \left( \frac{av}{3D} \right)^{1/3} \sqrt{\frac{\Omega}{\nu}} \sum_{m=0}^{\infty} \tilde{A}(r_{R})^{2m} \theta_{m}(0) \quad [32] \]

where \(\tilde{A}(r_{R})^{2m}(0)\) is given by Eq. 29.

The interfacial overpotential resulting from convective diffusion is the concentration overpotential given by

\[ \eta_{c} = -\frac{RT}{N_{e} F} \left( \ln \left( \frac{c_{0}}{c_{e}} \right) - r_{R} \left( 1 - \frac{c_{0}}{c_{e}} \right) \right) \quad [33] \]

where \(\eta_{c}\) is the concentration overpotential, \(R\) is the universal gas constant, \(T\) is the temperature of the electrolyte in kelvin, and \(N_{e}\) is the number of equivalents of reactant per electron produced/consumed. In the case of sinusoidal perturbation

\[ \tilde{\eta}_{c} = -\frac{RT}{N_{e} F} \left[ \ln \left( \frac{c_{0}}{c_{e}} \right) - r_{R} \left( 1 - \frac{c_{0}}{c_{e}} \right) \right] \quad [34] \]

**Kinetics.** The current resulting from the kinetic contribution can be equated to the current resulting from the mass transport, as was done for the steady-state case. The steady-state expression for the current due to kinetic contribution is

\[ \tilde{I}_{k} = \left( n_{k} \frac{c_{0}}{c_{e}} \right)^{\alpha} \left( \frac{\alpha N_{e} F}{RT} \eta_{k} \right) - \left( \frac{\alpha N_{e} F}{RT} \eta_{k} \right) \quad [35] \]

where \(n_{k}\) is the exchange current density, \(\alpha\) and \(\beta\) are the anodic and cathodic transfer coefficients, respectively, and \(\gamma\) is the composition dependence of the exchange current density. The corresponding expression for the response to a sinusoidal perturbation is given by

\[ \tilde{I}_{k} = \gamma \tilde{I}_{k} + \left( n_{k} \frac{c_{0}}{c_{e}} \right) \left( \frac{\alpha N_{e} F}{RT} \eta_{k} \right) + \beta \left( \frac{\alpha N_{e} F}{RT} \eta_{k} \right) \quad [36] \]

The capacitive contribution to the current density is given by

\[ \tilde{I}_{c} = j\omega C_{0}(\tilde{\eta}_{c} + \tilde{\eta}_{k}) \quad [37] \]

In this work, \(C_{0}\) was assumed to be independent of radial position.

**Potential.** Far from the electrode surface, Laplace's equation

\[ \nabla^{2} \Phi = 0 \quad [38] \]

applies, where \(\Phi\) is the ohmic potential. Hence, for the perturbed case, the equation transforms to

\[ \nabla^{2} \Phi = 0 \quad [39] \]
Because the solution is assumed to be electrically neutral, Laplace’s equation is not a function of time. The method of solution followed that developed for the steady state.\(^{29,31}\) Under a rotational elliptic coordinate transformation \((\mu, \eta)\), Eq. 38 becomes

\[
\frac{\partial}{\partial \mu} \left[ (1 + \mu^2) \frac{\partial \Phi}{\partial \mu} \right] + \frac{\partial}{\partial \eta} \left[ (1 - \eta^2) \frac{\partial \Phi}{\partial \eta} \right] = 0
\]

where \(z = r^2 \mu \eta\) and \(r = r_0^2 (1 + \mu^2)(1 - \eta^2)\). The boundary conditions for Eq. 39 are that \(\Phi = 0\) at \(\eta = 0\) (on the annulus), \(\Phi = 0\) at \(\mu = \infty\) (far from the disk), and \(\Phi\) is well defined at \(\eta = 1\) (on the axis of disk). The solution of Eq. 39 satisfying these boundary conditions can be expressed as

\[
\Phi = \frac{RT}{N_{\text{eff}} F} \sum_{n=0}^{\infty} \tilde{B}_n \tilde{P}_{2n}(\eta) M_{2n}(\mu)
\]

where \(\tilde{B}_n\) are coefficients to be determined. \(P_{2n}(\eta)\) are Legendre polynomials of order \(2n\), and \(M_{2n}(\mu)\) are Legendre polynomials of an imaginary argument satisfying

\[
\frac{d}{d\mu} \left[ (1 + \mu^2) \frac{dM_{2n}}{d\mu} \right] = 2(n(2n + 1)) M_{2n}
\]

and the boundary conditions, \(M_{2n} = 1\) at \(\mu = 0\) and \(M_{2n} = 0\) at \(\mu = \infty\). On the surface of the disk electrode, i.e., at \(\mu = 0\)

\[
\Phi_0 = \frac{RT}{N_{\text{eff}} F} \sum_{n=0}^{\infty} \tilde{B}_n \tilde{P}_{2n}(\eta)
\]

Under the assumption of a steady state, the current density was related to the normal component of the potential gradient at the electrode surface \(\tilde{\eta}\):

\[
i = -\kappa_e \frac{\partial \Phi}{\partial \tilde{\eta}} \bigg|_{\tilde{\eta}=0} = -\kappa_e \frac{\partial \Phi}{\partial \eta} \bigg|_{\eta=0} \bigg|_{\mu=0} - \kappa_e \frac{\partial \Phi}{\partial \mu} \bigg|_{\eta=0} \bigg|_{\mu=0}
\]

Similarly

\[
\tilde{i} = -\kappa_e \frac{\partial \tilde{\Phi}}{\partial \tilde{\eta}} \bigg|_{\tilde{\eta}=0} = -\kappa_e \frac{\partial \tilde{\Phi}}{\partial \eta} \bigg|_{\eta=0} \bigg|_{\mu=0} - \kappa_e \frac{\partial \tilde{\Phi}}{\partial \mu} \bigg|_{\eta=0} \bigg|_{\mu=0}
\]

From Eq. 40

\[
\tilde{i} = -\kappa_e \frac{RT}{N_{\text{eff}} F} \sum_{n=0}^{\infty} \tilde{B}_n \tilde{P}_{2n}(\eta) M_{2n}(0)
\]

From the properties of the Legendre functions it can be seen that

\[
M_{2n}(0) = \frac{2}{\pi} \left( \frac{2n+1}{n+1} \right)
\]

The total current density is given by

\[
\tilde{i} = \tilde{i}_t + i_t
\]

where \(\tilde{i}_t\) is given by Eq. 36 and the total potential is given by

\[
\tilde{V} = \tilde{\Phi}_0 + \tilde{\eta}_k + \tilde{\eta}_c
\]

where \(\tilde{V}\) is the perturbation in potential applied to the system.

**Numerical Procedure**

The numerical procedure adopted for obtaining current and potential distributions in the frequency domain is discussed in this section. The steps provided were used to obtain distributions for a given frequency, and the calculations were repeated over a range of frequencies of interest:

1. The steady-state distributions for concentration, current, various overpotentials, and other parameters of interest such as \(\tilde{A}_m\), \(\theta_m(0)\), etc., were calculated using the steady-state model without accounting explicitly for the charge distribution.\(^{29}\) This calculation included correction for a finite Schmidt number.

2. The solution to the homogeneous part of the convective diffusion equation was obtained adopting Newman’s BAND algorithm for a given set of frequencies. A Simpson’s \(1/3\) rule in combination with Simpson’s \(3/8\) rule was used to evaluate the integral in Eq. 28, and a value of \(\xi = 10.0\) was used to represent the value for \(\infty\), as the perturbations dissipate at this distance. The accuracy of the solution can be increased using an adaptive integration technique. Use of adaptive integration should be especially important for calculations at high frequencies.

3. In a manner consistent with the approach used for the steady-state solution, guessed values for \(\tilde{A}_m\) were introduced. The power series was truncated at \(m = 10\). The converged answer did not depend on the initial values. A uniform initial guessed value of \(-0.01\) for both real and imaginary components for \(m = 0\).....10 provided good convergence.

4. The values for \(\tilde{c}_0\) were calculated from

\[
\tilde{c}_0 = c_c \sum_{m=0}^{\infty} \left\{ \tilde{A}_m \left( \frac{r}{\eta} \right)^m \right\}
\]

obtained from Eq. 16 under the boundary conditions used. The values of \(r_m(0)\) used were chosen to be the values of abscissa ranging between 0 and 1 used for the Gauss-Legendre quadrature.

5. The values for \(\theta_m(0)\) were determined from Eq. 29.

6. The \(\tilde{i}_t\) distribution was obtained from Eq. 31 using values for \(\tilde{A}_m\) and \(\theta_m(0)\).

7. The \(\tilde{\eta}_c\) distribution was calculated using Eq. 35.

8. The total current density \(\tilde{i}\) was determined from Eq. 47.

9. The \(\tilde{B}_n\) coefficients were calculated by expressing \(\tilde{i}\) resulting from step 8 as a linear combination of Legendre polynomials of \(\eta\), the rotational elliptic transformation variable, i.e.

\[
\tilde{i} = \sum_{i=0}^{\infty} \tilde{\eta}_i \tilde{P}_2(\eta)
\]

where \(i\) is varied from 0 to 10 and \(\tilde{\eta}_i\) are complex coefficients. By making use of the orthogonal properties of Legendre polynomials, \(\tilde{\eta}_i\) coefficients were obtained as

\[
\tilde{\eta}_i = (4l + 1) \int_0^1 \tilde{i} \tilde{P}_2(\eta) d\eta
\]

From Eq. 45 and 50

\[
\tilde{\eta}_i = \frac{RT}{N_{\text{eff}} F} \sum_{n=0}^{\infty} \tilde{B}_n \tilde{P}_{2n}(\eta) M_{2n}(0) = \sum_{i=0}^{\infty} \tilde{\eta}_i \tilde{P}_2(\eta)
\]

From Eq. 52

\[
\tilde{B}_n = -\frac{\tilde{\eta}_n}{\kappa_e} \frac{RT}{N_{\text{eff}} F} \tilde{M}_{2n}(0) \tilde{\eta}_n
\]

10. From the values of \(\tilde{B}_n\) coefficients thus obtained, the \(\tilde{\Phi}_0\) values were found from Eq. 42.

11. The \(\tilde{\eta}_c\) distribution was obtained from Eq. 48.

12. The \(\tilde{c}_0\) distribution was recalculated from Eq. 33. At convergence, the distribution obtained during this step should match with that obtained from step 4.

13. The \(\tilde{c}_0\) distribution resulting from step 12 was expressed as a linear combination of Legendre polynomials of \(\eta\), the rotational elliptic transformation variable, i.e.

\[
\tilde{c}_0 = c_c \sum_{i=0}^{\infty} \tilde{\eta}_i \tilde{P}_2(\eta)
\]
where \( l \) is varied from 0 to 10 and \( \alpha_i \) are complex coefficients. By making use of the orthogonal properties of Legendre polynomials, \( \alpha_i \) coefficients were obtained as

\[
\alpha_i = (4l + 1) \int_0^1 (c_0/c_1) P_i(\eta) d\eta
\]

14. From Eq. 49 and 54, a relationship between \( \bar{A}_m \) and \( \alpha_i \) was established and a new set of \( \bar{A}_m \) values was obtained. 15. The new \( \bar{A}_m \) values were averaged with the \( \bar{A}_m \) values from previous iteration using a weighting factor which was chosen to have a value near 0.95 at low frequencies and near 0.05 at high frequencies. The convergence criterion was scaled by the weighting factor used.

16. Steps 5-15 were repeated until convergence was obtained. The convergence criterion used provided 5 significant digits in the value for \( \bar{A}_m \).

Results and Discussion

Direct comparison can be made for the same set of parameters between the results of the two-dimensional model developed in the present work and those for a one-dimensional model developed by Tribollet and Newman.\(^{21}\) For all calculations presented in this section, a value of 35 \( \mu F/cm^2 \) was used for the double-layer capacitance. This value is consistent with experimental results.\(^{30}\) Other physical parameters used are given in the subsequent sections. Agreement between the two models is expected under conditions for which the current distribution is uniform (slow kinetics or near mass-transfer limitation). The one-dimensional model is expected to be inadequate for nonuniform current distributions.

Uniform current distribution.—From steady-state calculations, an a priori assessment of the uniformity of current distribution can be obtained from dimensionless parameters

\[
J = \frac{\nu_0 N_n F}{RT \kappa_x}
\]

which provides the relative value of kinetic and ohmic contributions to the system resistance, and

\[
N = \left( \frac{\nu_0}{\nu} \frac{2v}{3D} \frac{nN_n F^2 Dc_2}{RT(1 - \eta) \kappa_x} \right)^{1/3}
\]

which provides the relative value of mass-transfer and ohmic contributions. The influence of these parameters on the uniformity of distributions can be seen in Fig. 8 of Ref. 31. The current distribution is uniform for small values of \( J \) and \( N \).

Calculated results are presented in Fig. 1 for an exchange current density of 3 mA/cm\(^2\) and a diffusion coefficient value of 0.3095 \( \times \) \( 10^{-3} \) cm\(^2\)/s. Other parameters used in these simulations are those corresponding to the values for the reduction of ferricyanide system as reported in Ref. 29. Equations 56 and 57 yield \( J = 0.225 \) and \( N = 0.0695 \). From the calculations presented in Fig. 1, it can be seen that a significant high-frequency loop results due to the kinetic effect. Steady-state calculations for this case showed that the current distribution had less than a 1% variation across the electrode surface.

For small values of \( J \) and \( N \), it is expected that results from the two-dimensional model developed here should be in agreement with the calculations performed for the one-dimensional case. Comparisons between the one-dimensional model of Tribollet and Newman\(^{21}\) and the present two-dimensional model are presented in Fig. 2. The discrepancy between the two models at high frequencies was attributed to numerical instabilities seen in the two-dimensional model at high frequencies. However, for most of the frequency spectrum, the normalized differences were less than 3%. This result illustrates that the one-dimensional model is adequate for cases where kinetic effects play a dominant role. Similar agreement between the one and two-dimensional models was seen for larger exchange current densities (larger values of \( J \)) as the mass-transfer-limited current density is approached (\( N \rightarrow 0 \)).

Nonuniform current distribution.—The one-dimensional model did not provide an adequate representation of the impedance response for a disk electrode below the mass-transfer-limited current for large exchange current densities. The values for the exchange current densities and the diffusion coefficients used in this section are those required to match the values of experimentally obtained impedance spectra.\(^{33}\)

A comparison between the two models is presented in Fig. 3 for a rotation speed of 120 rpm at one quarter of the mass-transfer-limited current density (\( J = 2.247 \) and \( N = 0.0695 \)). Even at this low rotation speed, the steady-state current density at the center of the disk is 97% of the average value, considerable disparity was observed between the one-dimensional and two-dimensional models. This result is consistent with the observation that even small nonuniformities in the steady-state domain can become significantly important in the frequency domain. The one-dimensional model did not adequately describe the system behavior as reaction kinetics became fast. A similar comparison is presented in Fig. 4 for 3000 rpm at one quarter of the mass-transfer-limited current (\( J = 7.489 \) and \( N = 0.3552 \)). The discrepancy is larger due to the increased value of \( N \).

For the same value of \( J \) as was used in Fig. 3, the disparity between the two models for a rotation speed of 120 rpm was reduced significantly when calculations were obtained at three-quarters of the mass-transfer-limited current, as shown in Fig. 4. The agreement is observed because the distributions are more uniform near mass-
transfer limitation. At 3000 rpm, however, the two models do not agree, even near the mass-transfer-limited current (see Fig. 5). In this case, \( J = 5.617 \) and \( N = 0.5874 \). The discrepancy between the two models can be attributed to the larger value of \( N \). The influence of nonuniformities becomes more significant with an increase in rotation speed.

Another perspective on the two-dimensional character of the disk impedance response at large \( N \) can be seen from the radial distributions of the real and imaginary parts of local impedance given in Fig. 6 for the conditions of Fig. 4 and 5. The distributions are shown for dimensionless frequencies \( K = 1 \) and \( K = 2.8 \). The increased nonuniformity of the local impedance at 3000 rpm results in the discrepancy seen between the one- and two-dimensional models.

A surprising result of the work presented by Oraczew et al.\(^{20} \) was that the one-dimensional model of Tribollet and Newman\(^{21} \) for impedance of a rotating disk fit the data to almost within the noise level of the measurement, even for conditions where the present work would indicate that a two-dimensional model would be required. Their result can be explained by regressing the one-dimensional model to impedance spectra calculated using the two-dimensional model presented in the present work. The results of the regression are presented in Fig. 7 for the 120 rpm, three-quarters of mass-transfer-limited current comparison shown in Fig. 4. The quality of the fit was extremely good. The relative residual errors are compared to the noise

![Graphs showing impedance spectra and frequency responses.](image-url)
level of the measurements in Fig. 7d and e. The relative residual error for the imaginary part is on the order of 1% of the imaginary impedance and on the order of 0.4% for the real part. The quality of the fit is such that it would be difficult to use regression to experimental data to distinguish between the two- and one-dimensional models. The principal difference between the two models was that the one-dimensional model provided a Schmidt number 7% higher (1780 as opposed to 1660 for the two-dimensional model). Similar results were obtained for all examples presented here. The regressed Schmidt numbers were as much as 22% higher than the expected value in cases where the discrepancy between models was very significant. The present work illustrates that a good fit for the one-dimensional model does not imply that the model is adequate to describe the physics of the system. Due importance should be attached to the role of nonuniform current distributions for the assessment of electrochemical impedance data for cases where $J$ and $N$ are large.

Conclusions

A two-dimensional mathematical model for the impedance response of a disk electrode was developed on the basis of the coupling
between convective diffusion in a thin diffusion layer, Laplace's equation for potential in an outer region, and electrode kinetics. The influence of a finite Schmidt number, which is critical in the frequency domain, was taken into account by including three terms in the axial and radial velocity expansions. A uniform distribution of capacitance was assumed in the development of the model, and this assumption was supported by experimental observations reported in the literature for ring-disk measurements and by preliminary calculations. Reliable results were obtained for dimensionless frequencies less than 1000. Use of improved integration strategies could extend the frequency range.

The nonuniform current distribution observed below the mass-transfer-limited current has a significant effect on the impedance response of a rotating disk electrode when electrode kinetics are fast. One-dimensional models apply when kinetic or mass-transfer limitations make the current distribution more uniform. Discrepancies between the one- and two-dimensional models were observed under conditions where the steady-state current density at the center of the disk was 97% or less of the average value.

Under conditions yielding a nonuniform current distribution, the one-dimensional model may provide an adequate fit to the data, but the physical parameters obtained by regression will be incorrect. In

Figure 6. Distributions for local impedance values for a dimensionless frequencies of $K = 1$ and $K = 2.8$. The parameter values are those given in Fig. 4 and 5.
such cases, nonuniform current distributions should be taken into account. For the fast reaction kinetics associated with the reduction of ferricyanide, the effect of nonuniform current distributions on impedance was seen at 120 rpm and was even greater at larger rotation speeds.
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Abstract

The objective of this work was to explore the role of surface blocking on the impedance response associated with reduction of ferricyanide on a Pt rotating disk electrode. The analysis took into account the possible role of non-uniform current distribution on the impedance response. The results suggest that the time-dependent change to the Pt surface contributes to both a decrease of rate constant that hinders electrode kinetics and a blocking of the electrode surface that hinders mass transfer. © 1999 Elsevier Science Ltd. All rights reserved.

1. Introduction

The rotating disk electrode is attractive for determination of the diffusion coefficient of electro-active ionic species because the flow is well defined in the laminar regime and because the disk is uniformly accessible at the mass-transfer limited condition [1]. A one-dimensional model for transport can therefore be used to interpret experimental results at the mass-transfer-limited condition. In the steady state, uniform accessibility has allowed development of the Levich equation, which takes into account the first term of the expansion appropriate for the axial velocity close to the electrode surface [2]. This approach is strictly appropriate for infinite Schmidt (Sc) numbers. Treatments have been developed which include higher-order terms in the velocity expansion, thereby correcting for the finite value of the Schmidt number. For typical electrolytic solutions, the correction for the finite Schmidt number can be 2 to 4% [3].

A parallel development has been made in the frequency domain for the Warburg impedance associated with convective diffusion to a disk. In principle, the equation governing mass transfer to the disk is

$$\frac{\partial c_i}{\partial t} + v_z \frac{\partial c_i}{\partial r} + r_z \frac{\partial c_i}{\partial z} = D_i \left( \frac{\partial}{\partial r} \left( \frac{1}{r} \frac{\partial c_i}{\partial r} \right) + \frac{\partial^2 c_i}{\partial z^2} \right)$$

(1)

where $c_i$ and $D_i$ are the concentration and diffusivity of the limiting species, respectively, and the velocity is given by

$$v_z = \sqrt{\frac{3}{2} \frac{\Omega}{v}} z^2 + \frac{1}{3} \left( \frac{\Omega}{v} \right)^{3/2} z^3 + \frac{b}{6} \left( \frac{\Omega}{v} \right)^2 z^4 + \ldots$$

(2)

for the axial component and by
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for the radial component. The radial terms can be neglected under mass-transfer or kinetically limited conditions for which the current distribution may be assumed to be uniform. Numerical and analytic solutions have been obtained for the Warburg impedance at the limiting current, with a considerable effort expended on obtaining analytic expressions appropriate for regression to impedance data (see, e.g., [4–8]). These works make use of only the first term in the velocity expansions, and thus are appropriate for an infinite Schmidt number. The correction for finite values of the Schmidt number can be more significant for impedance data than for steady state measurements. The error caused by neglecting these corrections for a Schmidt number of 1000 can be as high as 24% [9].

Tribollet and Newman have developed a general numerical solution for the Warburg impedance associated with convective diffusion to the disk electrode where the axial velocity (Eq. (2)) is treated by a two-term expansion, thus accounting for the influence of a finite Schmidt number [10]. One attractive feature of their approach was that the solution was presented in the form of a table from which appropriate values could be obtained by interpolation, thereby greatly speeding up regression to experimental data. Their model was extended to account for the third term in the velocity expansion [11].

The analytic and numerical solutions reported in the literature are strictly valid only at the limiting current where the concentration and flux to the disk electrode are uniform and radial variations can be neglected. Unfortunately, impedance techniques that rely on perturbation of current or potential cannot be applied at this plateau because the current density in this regime is not dependent upon potential. The model of Tribollet and Newman has been applied to the results of electrohydrodynamical impedance spectroscopy (EHD) which, by modulation of the disk rotation speed at a constant potential, can be used to access the mass-transfer-limited plateau [10,12]. The value obtained for the Schmidt number for ferriacyanide ions was in good agreement with accepted values [13]. No similar confirmation was obtained for standard electrochemical impedance spectroscopy (EIS) measurements. Such experiments conducted below the limiting current plateau yielded values for the Schmidt number that were higher than expected values by 200% or more, even when the models are corrected for the finite Schmidt number [14]. EHD measurements conducted below the limiting current plateau also yielded similarly incorrect values for the Schmidt number [14]. The discrepancies in the values of Sc determined by EHD and EIS were too large to be attributed to the influence of migration on mass transfer.

While it was suggested that these discrepancies could be attributed to a frequency-dependent relaxation of adsorbed poisons, the impedance spectra show qualitatively the form expected for convective diffusion impedance [14]. In fact, the data conform to the model for convective diffusion so well that these experiments were used to demonstrate the inadequacies of using the Warburg impedance based on assumption of a Nernst stagnant diffusion layer [15]. The only discrepancy was that the Schmidt number required to achieve this excellent fit was too or three times the reported value. Similar results were seen for reduction of ferriacyanide on both nickel in a NaOH supporting electrolyte and on platinum in a KCl supporting electrolyte [14]. In recent experiments, the Schmidt number obtained for the ferriacyanide ion using electrohydrodynamic impedance spectroscopy was found to be a function of duration of the experiment [16]. This result is consistent with recent reports of the formation of surface films that influence the behavior of this system, either through a blocking effect or through reduction of the rate constant for the reduction of ferriacyanide.

Stiebel and Jüttner reported that, depending on the defined prepolarization conditions, a partial blocking of the electrode surface was observed as indicated by distinct changes of the impedance spectra [17]. They reported blocking index values as high as 30 in some cases, which results in just 3% of the total surface area of the electrode being active. The blocking index is defined as the ratio of the area of inactive portion of the surface to the area of active portion. Voltammetric techniques were applied to study the effect of surface blocking [18–20]. It was observed that the irreversibility of the heterogeneous kinetics increased with the surface coverage, and the apparent charge transfer resistance was found to be higher. The film formation was attributed to the adsorption of certain compounds on to the surface of the Pt disk electrode. However, there is no agreement between the authors about the composition and structure of the compounds adsorbed on to the electrode surface. Some suggested that ferri and ferrocyanide ions are adsorbed on the Pt surface [21–23]. Others suggested that iron cyanide complexes are decomposed resulting in the formation of species that are adsorbed on the electrode surface (e.g., CN− and Fe(CN)₆³⁻) [24–26]. It was also believed that coexistence of different oxidation states of iron as in ferri and ferrocyanide may lead to a bonding between the two species thus forming a Prussian blue layer on the electrode surface.

A second possible explanation for the anomalous
results is that the frequency dependence of the non-uniform current and potential distribution causes the observed discrepancies in the value for the Schmidt number. While the current distribution is uniform on a disk electrode at the mass-transfer-limited plateau where EHD measurements are performed, the current distribution below the plateau is non-uniform [27–29]. The non-uniform current and potential distributions were shown to have a significant effect on the impedance response for this system at large rotation speeds (>600 rpm) [30], but at low rotation speeds (e.g. 120 rpm), the current distribution was determined to be relatively uniform [31]. Thus, the one-dimensional analysis of Tribollet and Newman [10] can be assumed to be valid for some experimental conditions.

A third possible explanation for the anomalous results is that the model used to extract Schmidt number values did not provide a statistically adequate fit. The level of stochastic noise in impedance experiments can be very small, as shown by Orazem et al. [32], and it is possible that refinements in the process model could influence the value of the Schmidt number obtained.

The objective of this work was to explore the role of surface blocking on the impedance response associated with reduction of ferricyanide on a Pt rotating disk electrode. This work also provides a demonstration of the application of the error analysis techniques described by Agarwal et al. [33–35] to a physical system.

2. Experimental procedure

The potentials and currents were measured and controlled by a Solartron 1286 potentiostat for EIS measurements and a Solartron 1287 potentiostat for EHD measurements. A Solartron 1250 frequency response analyzer (FRA) was used to apply the sinusoidal perturbation and to calculate the resulting transfer function. A matched two-channel Kemo type VBF8 48 low-pass Butterworth analog filter was used to reduce the noise level of the input signals to the FRA. No filter was employed for the EHD measurements, as it was shown earlier that for the EHD measurements at the limiting current, the noise level in the measurement was unaffected by employing a filter and the time required for collecting data increased slightly by employing the filter [32].

The data were collected from high frequency to low frequency with 12 logarithmically spaced frequencies per decade for the EIS measurements. For EHD measurements, 20 frequencies per decade were used, and the scans were made for low frequency to high frequency. The reason for beginning with low frequencies is that, in case of EHD, the signal to noise ratio at the high frequency end of the spectrum is low, and measurements with good confidence typically take longer than is needed for the low frequency end. The first measurement in each spectrum obtained was discarded in the analysis because the start-up transient often influenced the value of impedance reported by the instrumentation. The long (1%) closure error automated integration option of the frequency-response analyzer was used, and the channel used for integration was
that corresponding to current. The solution was not deaerated, but experiments were performed at a polarization potential of 0 V (SCE) in order to minimize the influence of oxygen on the reduction of ferrocyanide.

\textbf{FRA\textsuperscript{2}COM} software developed in-house at CNRS by H. Takenouti was used to control the experiments and collect the data.

The electrolyte consisted of 0.01 M $\text{K}_3\text{Fe(CN)}_6$ and 0.01 M $\text{K}_4\text{Fe(CN)}_6$ in $\approx 1$ M KCl. The temperature was controlled at $25.0 \pm 0.1^\circ$C. Temperature control is a very important factor as the diffusion coefficients of the various species involved exhibit a very strong functional dependence on temperature of the electrolyte and a small change in temperature could influence the results to a great extent.

The electrode diameter was 5 mm, yielding a surface area of 0.1963 cm$^2$. A polishing technique was selected for the Pt disk electrode that provided the maximum steady mass-transfer-limited current. The electrode was polished with a 1200 grit emery cloth, washed in deio-
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**Fig. 2.** Real part of the impedance with time as a parameter.

---

**Fig. 3.** Error structure for the data presented in Figs. 1 and 2; filled symbols are standard deviation of repeated measurements; open symbols were calculated using the measurement model approach.
Fig. 4. Normalized residual errors for regression of Eq. (4) to the data presented in Figs. 1 and 2.

Fig. 5. Schmidt number obtained by regression of Eq. (4) to the data presented in Figs. 1 and 2.

denized water, polished with alumina paste, and subjected to ultrasound cleaning in a 1:1 solution of water and ethyl alcohol.

Experiments conducted at 1/4, 1/2, and 3/4 of the mass-transfer-limited current were replicated to allow use of the statistical analysis of Agarwal et al. [33–35]. The data used for the present analysis were collected at a rotation speed of 120 rpm. At this low rotation speed and at low fractions of the mass-transfer-limited current, the distribution of current density and local impedance was determined to be relatively uniform [30,31], and the one-dimensional analysis of Tribollet and Newman [10] could be assumed to be valid.

3. Results and discussion

The results presented in Figs. 1 and 2 for 28 repeated impedance scans at a current equal to 1/4 the mass-transfer-limited current reflect time-dependent changes to the Pt surface that have maximum effect at a frequency of 2000 Hz. The standard deviations of
the repeated measurements given in Fig. 3 reflect contributions from bias errors caused by transient changes in electrode conditions. The real and imaginary parts of the standard deviation calculated directly were correlated but not equal. The standard deviations of the stochastic part of the measurement, obtained by use of the measurement model to filter bias errors [34], were much smaller, and the real and imaginary parts of the standard deviation were found to be statistically equal. The standard deviation of the stochastic part of the measurement (open symbols in Fig. 3) ranged from 0.2% to 0.04% of the modulus. The stochastic noise level of the measurements shown in Figs. 1 and 2 was therefore much less than the 3 to 5% of the modulus often assumed for impedance measurements.

The mathematical model developed by Tribollet and Newman [10]

$$Z(\omega) = R_e + \frac{R_i + z_d(\omega)}{1 + j\omega C(R_i + z_d(\omega))}$$

(4)

was regressed to the data using a weighting strategy based on the experimentally determined error structure. The normalized residual sum of squares for the regression of Eq. (4) to a series of sequential impedance measurements is presented in Fig. 4 as a function of the time at which the respective measurements were completed. The normalized residual sum of squares, which should have a value near 1 for a good fit, are very large and increase with time. The Schmidt number obtained by the regression was in good agreement with the accepted value of 1100 and was independent of the duration of the experiment (see Fig. 5), although the 95.4% confidence interval for the estimate was large.

In order to obtain a better fit to the data, Eq. (4) was modified by treating the capacitance as a constant phase element, i.e.,

$$Z(\omega) = R_e + \frac{R_i + z_d(\omega)}{1 + j\omega C}^{\alpha}(R_i + z_d(\omega))$$

(5)

where $\alpha$ is a number less than 1. Several qualitative justifications have been advanced in the literature for the use of a constant phase element, including surface roughness [36,37], coupled reaction mechanisms, and non-uniform current distribution [38]. The motivation for applying Eq. (5) was to account for the more complicated electrode kinetics associated with poisoning of the electrode surface.

Eq. (5) provided a much better fit to the data than did Eq. (4). The residual sum of squares normalized by the sum of variances for the measurement given in Fig. 6 represents an F-test for comparison of variance. The dashed lines are 0.01 and 0.05 limits for accepting the hypothesis that residual sum of squares differs from the sum of variances for the measurement. In spite of the low noise levels evident in Fig. 3, with the exception of the first two measurements the process model yielded residual errors that fell within the noise level of the measurement. The larger residual errors seen for the first two scans were shown by the methods of Agarwal et al. [35] to be the result of inconsistency of the data with the Kramers-Kronig relation.

The success of the regression of Eq. (5) for the subsequent measurements allowed determination of the role of the surface phenomena evident in Figs. 1 and
2. The Schmidt number obtained by regression is presented in Fig. 7. For the first 2 h of the sequential impedance scans, the Schmidt number obtained was in good agreement with the value obtained by d.c. techniques given by the dashed line in Fig. 7. After this time, the apparent Schmidt number increased with time. As the residual errors for these regressions (Fig. 6) were of the order of the noise of the measurement, the increase of Schmidt number suggests that the effective diffusion coefficient decreased with time. The charge transfer resistance also increased with time, as shown in Fig. 8. The increase of the mass transfer resistance shown in Fig. 9 is consistent with the decrease of diffusion coefficient suggested by Fig. 7. The double layer capacitance, shown in Fig. 10, and the exponent for the constant phase element, not shown, approached constant values.

The apparent variation in Sc cannot be attributed to degradation of the electrolytic solution because the original value for Sc was consistently obtained after repolishing the electrode.

The increase in charge transfer resistance and the
zero frequency limit of the mass transfer impedance are suggestive of a poisoning of the electrode surface. Similar changes were seen when Eq. (4) was regressed to the data. The poor quality of the fit seen in Fig. 4 shows that Eq. (4) is an inappropriate model for this system, and Eq. (4) becomes increasingly inappropriate as the poisoning becomes more severe. The excellent fit indicated in Fig. 6 shows that Eq. (5) provides a good accounting for the poisoning of the surface at the expense of an increased value for Sc.

The influence of blocking on the Schmidt number, surmised from interpretation of regression to EIS data, can also be demonstrated by EHD measurements that showed an increasing value of Sc with time [16]. The current distribution is uniform for EHD measurements conducted at the mass-transfer-limited plateau; thus the one-dimensional model of Tribollet and Newman applies [10]. The increase in Sc with time cannot, therefore, be attributed to a non-uniform current distribution and must be attributed to a partial blocking of the surface.

The results of d.c. measurements shown in Fig. 11
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**Fig. 9.** Mass transfer resistance obtained by regression of Eq. (5) to the data presented in Figs. 1 and 2.

![Graph 2](image2)

**Fig. 10.** Double layer capacitance obtained by regression of Eq. (5) to the data presented in Figs. 1 and 2.
Fig. 11. Mass-transfer-limited current density as a function of rotation speed.

reveal that the blocking effect increases with rotation speed. The mass-transfer-limited current values were obtained within 3 min of completion of the polishing procedure. The Schmidt numbers obtained from the values of the mass-transfer limited currents are given in Table 1.

These results suggest that the time-dependent change to the Pt surface contributes to both a decrease of rate constant that hinders electrode kinetics and a blocking of the electrode surface that hinders mass transfer.

4. Conclusions

Identification of error structure is critical to interpretation of regressed results. In this case, assessment of the experimental values of the stochastic part of the measurement showed that Eq. (4) did not provide an adequate description of the impedance response for the system. The data selected for the present analysis were collected at a low rotation speed and at a low fraction of the mass-transfer-limited current because modeling efforts showed that the non-uniform current distribution normally seen on disk electrodes below the mass-transfer-limited current would have a minimal influence on the impedance response. The analysis of the impedance response presented here suggests that the formation of surface films influence the reduction of ferricyanide on Pt both through a blocking effect and through reduction of the rate constant for the electrochemical reaction.
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<table>
<thead>
<tr>
<th>$\Omega$ (in rpm)</th>
<th>$Sc$</th>
</tr>
</thead>
<tbody>
<tr>
<td>120</td>
<td>1114</td>
</tr>
<tr>
<td>600</td>
<td>1158</td>
</tr>
<tr>
<td>1200</td>
<td>1195</td>
</tr>
<tr>
<td>2400</td>
<td>1222</td>
</tr>
<tr>
<td>3000</td>
<td>1362</td>
</tr>
</tbody>
</table>