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During the grant period, April 1, 1997–December 31, 1998, the following tasks were accomplished:

1. Model development

An a priori study of subgrid-scale models for the unclosed terms in the energy equation has been carried out using the flow field obtained from the direct simulation of homogeneous isotropic turbulence. Scale-similar models involve multiple filtering operations to identify the smallest resolved scales that have been shown to be the most active in the interaction with the unresolved subgrid scales (SGS). These models were found to give more accurate prediction of the SGS stresses and heat fluxes than eddy-viscosity and eddy-diffusivity models, as well as improve prediction of the SGS turbulent diffusion, SGS viscous dissipation, and SGS viscous diffusion. The turbulent diffusion term has, in the past, been neglected, or modeled heuristically. The present work examined this term rationally for the first time. The model proposed is inexpensive (since it does not require the calculation of additional terms, but is based on the model for the SGS stresses themselves), and gives good results in the a priori tests carried out so far.

This work has resulted in a paper accepted at the 3rd ASME/JSME Joint Fluids Engineering Conference, which was subsequently expanded and submitted to Theoretical and Computational Fluid Dynamics. The two papers are enclosed.

2. Boundary-layer calculations

Time-developing turbulent boundary layers over an isothermal flat plate at free-stream Mach numbers of 0.3 and 0.7 have been computed using an explicit finite-difference method on structured multi-block grids. The size of each block is adjusted depending on the dimension of the largest structures present locally in the flow. This results in substantial savings of memory and CPU time, compared to standard single-block methods. In the calculations presented the near-wall region is computed using a domain with a spanwise length $L_z^+ = 820$, which is sufficient to contain several streaks. This grid block is repeated periodically in the spanwise direction. The outer layer, which contains larger structures, is computed using a domain that is twice as wide ($L_z^+ = 1640$). Although the flow at the interface between the blocks has a periodicity length determined by the inner-layer block, within a few grid points
longer wavelengths are generated by the non-linear interactions. The velocity statistics and rms intensities compare well with single-block calculations that use substantially more grid points.

The advantage of this method is that, for flows that are homogeneous in one direction, it makes the cost of the calculation nearly independent of the Reynolds number, without requiring additional modeling of the wall layer. Flows of this type include airfoils, axisymmetric combustors, and other two-dimensional or axisymmetric configurations.

This work has resulted in a paper that has been submitted to the Journal of Computational Physics, and that will also be presented at the Second Air Force International Direct and Large-eddy Simulation Conference. The paper is enclosed.
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ABSTRACT
An a priori study of subgrid-scale models for the unclosed terms in the energy equation is carried out using the flow field obtained from the direct simulation of homogeneous isotropic turbulence. Scale-similar models involve multiple filtering operations to identify the smallest resolved scales and have been shown to be the most active in the interaction with the unresolved subgrid scales (SGS). In the present study these models are found to give more accurate prediction of the SGS stresses and heat fluxes than eddy-viscosity and eddy-diffusivity models, as well as improve prediction of the SGS turbulent diffusion, SGS viscous dissipation, and SGS viscous diffusion.

1 Introduction
Large-eddy simulation (LES) is a technique intermediate between the direct simulation (DNS) of turbulent flows and the solution of the Reynolds-averaged equations. In LES the contribution of the large, energy-carrying structures to momentum and energy transfer is computed accurately, and only the effect of the smallest scales of turbulence is modeled. Since the small scales tend to be more homogeneous and universal, and less affected by the boundary conditions than the large ones, there is hope that their models can be simpler and require fewer adjustments when applied to different flows than similar models for the Reynolds-averaged Navier-Stokes equations.

While a substantial amount of research has been carried out into the modeling aspects and requirements for incompressible flows, the applications of large-eddy simulation to compressible flows have been significantly fewer. One of the reasons for the comparatively small number of calculations of compressible flows is undoubtedly the additional complexity introduced by the need to solve an energy equation, which introduces extra unclosed terms. In addition to the subgrid scale stresses that must be modeled in incompressible flows as well, several other unclosed terms appear in the filtered equations for compressible flows. Furthermore, the form of the unclosed terms depends on the form of the energy equation chosen (internal or total energy, total energy of the resolved field or enthalpy).

Early applications of LES to compressible flows used a transport equation for the internal energy per unit mass, \( \epsilon \) (Moin et al. 1991, El-Hady et al. 1994) or for the enthalpy per unit mass, \( h \) (Speziale et al. 1988, Erlebacher et al. 1992). In these equations, the SGS heat flux was modeled in a manner similar to that used for the SGS stresses, and the remaining terms (the SGS pressure-dilatation \( \Pi_{du} \), and the SGS contribution to the viscous dissipation, \( \epsilon_v \)) were neglected.

Vreman et al. (1995b) performed a priori tests using DNS data obtained from the calculation of a mixing layer at Mach numbers in the range 0.2–0.6 to establish the validity of these assumptions. They found that the SGS pressure-dilatation and SGS viscous dissipation are of the same order as the divergence of the SGS heat flux \( Q_i \), and that modeling \( \epsilon_v \) improves the results, especially at moderate or high Mach numbers.

Vreman et al. (1995a,1995b) proposed the use of a transport equation for the total energy of the filtered field, rather than either the enthalpy or the internal energy equations; the same unclosed terms that appear in this equation are also present in the internal energy and enthalpy equations. This equation was also used by
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Normand and Lesieur (1992), who neglected both $\Pi_{dd}$ and $\epsilon_v$.

Very few calculations have been carried out using the transport equation for the total energy, despite the desirable feature that it is a conserved quantity, and that all the SGS terms in this equation can be cast in conservative form. This equation has a completely different set of unclosed terms, whose modeling is not very advanced yet. Knight et al. (1998) performed the LES of isotropic homogeneous turbulence on unstructured grids and compared the results obtained with the Smagorinsky (1963) model with those obtained when the energy dissipation was provided only by the dissipation inherent in the numerical algorithm. They modeled the SGS heat flux and an SGS turbulent diffusion term, and neglected the SGS viscous diffusion.

In this paper, the flow field from a DNS of homogeneous isotropic turbulence is used to compute the terms in the energy equations, and evaluate possible models for their parameterization. The work will be focused mainly in the total energy equation, both because of the lack of previous studies of the terms that appear in it, and because of the desirability of solving a transport equation for a conserved quantity.

In the following section, the governing equations are presented, the terms that require closure are defined, and the DNS database used for the $a$ priori tests is described. In Sections 3 and 4 several models for the unclosed terms are presented and tested. Finally, some conclusions are drawn in Section 5.

2 Problem formulation

2.1 Governing equations

To separate the large from the small scales, LES is based on the definition of a filtering operation: a filtered (or resolved, or large-scale) variable, denoted by an overbar, is defined as (Leonard 1974)

$$\bar{f}(x) = \int_D f(x') G(x,x';\Delta) dx',$$

where $D$ is the entire domain and $G$ is the filter function, and $\Delta$ is the filter width, $i.e.$, the wavelength of the smallest scale retained by the filtering operation. The filter function determines the size and structure of the small scales.

In incompressible flows, it is convenient to use Favre-filtering (Favre 1965a, 1965b) to avoid the introduction of subgrid-scale terms in the equation of conservation of mass. A Favre-filtered variable is defined as:

$$\bar{f} = \rho \bar{f}/\bar{\rho}.$$  

To obtain the equations governing the motion of the resolved eddies, the Favre-filtering operation must be applied to the equations of conservation of mass, momentum and energy. In compressible flows, in addition to the mass and momentum equations, one can choose between solving an equation for the internal energy, enthalpy or total energy. The filtered equations of motion, then, can be put in the form:

$$\frac{\partial \bar{\rho}}{\partial t} + \frac{\partial}{\partial x_j} (\bar{\rho} \bar{u}_j) = 0,$$

$$\frac{\partial \bar{\rho}}{\partial t} + \frac{\partial}{\partial x_j} (\bar{\rho} \bar{u}_j \bar{u}_j + \bar{\rho} - \bar{\sigma}_{ij}) = -\frac{\partial \tau_{ij}}{\partial x_j},$$

$$\frac{\partial (\bar{\rho} \bar{\varepsilon})}{\partial t} + \frac{\partial}{\partial x_j} (\bar{\rho} \bar{u}_j \bar{\varepsilon}) + \frac{\partial \bar{\varepsilon}}{\partial x_j} + \bar{p} \bar{S}_{kk} - \bar{\sigma}_{ij} \bar{S}_{ij} = -C_v \frac{\partial \bar{Q}_j}{\partial x_j} - \Pi_{dd} + \epsilon_v,$$

$$\frac{\partial (\bar{\rho} \bar{h})}{\partial t} + \frac{\partial}{\partial x_j} (\bar{\rho} \bar{u}_j \bar{h}) + \frac{\partial \bar{Q}_j}{\partial x_j} - \bar{u}_j \frac{\partial \bar{h}}{\partial x_j} - \bar{\sigma}_{ij} \bar{S}_{ij} = -C_v \frac{\partial \bar{Q}_j}{\partial x_j} - \Pi_{dd} + \epsilon_v,$$

$$\frac{\partial (\bar{\rho} \bar{E})}{\partial t} + \frac{\partial}{\partial x_j} (\bar{\rho} \bar{u}_j \bar{E}) + \bar{\tau}_{ij} + \bar{\sigma}_{ij} \bar{\varepsilon}_j = -\frac{\partial}{\partial x_j} \left( \gamma_v \bar{Q}_j + \frac{1}{2} \bar{f}_j - \bar{D}_j \right).$$

Here, $\bar{u}_j$ is the velocity in the $j$ direction, $\bar{\rho}$ the density, $\bar{p}$ the pressure and $\bar{T}$ the temperature, $\bar{\varepsilon} = c_T \bar{\varepsilon}$ is the internal energy per unit mass, $\bar{h} = \bar{\varepsilon} + \bar{p}/\bar{\rho}$ is the enthalpy per unit mass. $\bar{E} = \bar{\varepsilon} + \bar{u}_j \bar{u}_j/2$ is the total energy per unit mass, and the diffusive fluxes are given by

$$\bar{\tau}_{ij} = 2 \bar{\mu} \bar{S}_{ij} - \frac{2}{3} \bar{\mu} \bar{S}_{kk} \bar{S}_{ij}, \quad \bar{\varepsilon}_j = -\bar{k} \frac{\partial \bar{T}}{\partial x_j},$$

where $\bar{\mu}$ is the molecular viscosity, and $\bar{k}$ is the thermal conductivity corresponding to the filtered temperature $\bar{T}$. The effect of the subgrid scales appears through the SGS stresses $\tau_{ij}$, the SGS heat flux $\bar{Q}_j$, the SGS pressure-dilatation $\Pi_{dd}$, the SGS contribution to the viscous dissipation, $\varepsilon_v$, the SGS turbulent diffusion $\bar{D}_j/\partial x_j$, and the SGS contribution to viscous diffusion, $\partial \bar{D}_j/\partial x_j$; these quantities are defined as:

$$\tau_{ij} = \bar{\rho} (\bar{u}_i \bar{u}_j - \bar{u}_j \bar{u}_i),$$

$$\bar{Q}_j = \bar{\rho} (\bar{u}_j \bar{T} - \bar{u}_j \bar{T}),$$

$$\Pi_{dd} = \bar{p} \bar{S}_{kk} - \bar{p} \bar{S}_{kk},$$

$$\varepsilon_v = \bar{\sigma}_{ij} \bar{S}_{ij} - \bar{\sigma}_{ij} \bar{S}_{ij},$$

$$\bar{f}_j = \bar{\rho} (\bar{u}_j \bar{u}_k - \bar{u}_k \bar{u}_j),$$

$$\bar{D}_j = \bar{\sigma}_{ij} \bar{u}_j - \bar{\sigma}_{ij} \bar{u}_j.$$
The equation of state has been used to express pressure-gradient and pressure-diffusion correlations in terms of $Q_j$ and $\Pi_{diff}$. It is also assumed here that

$$\bar{\mu}(T)\bar{S}_{ij} \approx \mu(T)\bar{S}_{ij},$$

and an equivalent equality involving the thermal conductivity applies. Vreman et al. (1995b) performed a priori tests using DNS data obtained from the calculation of a mixing layer at Mach numbers in the range 0.2–0.6, and concluded that neglecting the nonlinearities of the diffusion terms in the momentum and energy equations is acceptable.

### 2.2 A priori tests

One method to evaluate the performance of models for LES or RANS calculations is the a priori test, in which the velocity fields obtained from a direct simulation are filtered to yield the exact SGS terms, and the filtered quantities are used in a modeling ansatz to evaluate the accuracy of the parameterization. The database used in this study was obtained from the calculation of homogeneous isotropic turbulence decay.

The Navier-Stokes equations were integrated in time using a fourth-order order Runge-Kutta method. The spatial derivatives were computed using an eighth-order accurate central finite-difference scheme. The simulations were performed on grids with $256^3$ points, so that a large range of scales is found in the energy spectrum. The computational domain is a periodic box with length $2\Delta$ in each dimension. The fluctuating fields were initialized as in Martín and Candler (1996) and the DNS results were validated by comparison with the Martin and Candler (1996) simulations.

The calculation was performed at a Reynolds number $Re_e = u'\lambda/v = 35$, where $\lambda$ is the Taylor micro-scale and $u'$ is the turbulence intensity, and at a turbulent Mach number $M_t = q/a = 0.52$, where $q^2 = u'^2$ and $a$ is the speed of sound. Since the dilatational field is initially zero, the flow is allowed to evolve for one dimensionless time unit, $\tau_t = \lambda/u'$.

The subgrid scale quantities were then evaluated. The DNS fields were filtered using a top-hat filter

$$\hat{f}_i = \frac{1}{2n} \left( (f_{i-1} + 1/2)^{-1} f_i + f_{i+1} \right)$$

with varying filter widths $\Delta = n\Delta$, where $\Delta$ is the grid size and $n = 2, 4, 6, 8$ and $10$. Figure 1 shows the energy spectrum including the location of the filter cutoffs. All the filter-widths tested lie in the decaying region of the spectrum. Most of the results will be shown for a filter-width $\Delta = 8\Delta$, at the edge of the inertial range of the spectrum. With this filter width approximately 11% of the energy resides in the subgrid-scales, a value representative of actual LES. Two quantities are used to evaluate the accuracy of a model: the correlation coefficient of the modeled term with the exact one, defined as

$$C(f) = \frac{\langle f_{model} f_{DNS} \rangle}{rms(f_{model})rms(f_{DNS})},$$

and the $L_2$-norm of the modeled and exact terms.

### 3 Models for the momentum equation

The modeling of the SGS stresses has received comparatively more attention than any of the other unclosed terms in compressible flows. Yoshizawa (1986) proposed an eddy-viscosity model for weakly compressible turbulent flows using a multi-scale direct-interaction approximation method. The anisotropic part of the SGS stresses is parameterized using the Smagorinsky (1963) model, while the SGS energy $\tau_{kk}$ is modeled separately:

$$\tau_{ij} - \frac{\delta_{ij}}{3} \tau_{kk} = -C_s^2 \Delta^2 p |\bar{S}| \left( \bar{S}_{ij} - \frac{\delta_{ij}}{3} \bar{S}_{kk} \right) = C_s^2 \alpha_{ij}$$

$$\tau_{kk} = C_t 2 \Delta^2 \bar{S}^2 |\bar{S}|^2 = C_t \alpha$$

with $C_s = 0.16$ and $C_t = 0.09$.

Speziale et al. (1988) proposed the addition of a scalesimilar part to the eddy-viscosity model of Yoshizawa. Scale-similar models are based on the assumption that the most active subgrid scales are those closer to the cutoff wavenumber, and that the scales with which they interact most are those right above the cutoff (Bardina et al., 1980). The mixed model proposed by
Speziale et al. (1988), and used by Erlebacher et al. (1992) and Zang et al. (1992) was given by

\[ \tau_{ij} - \frac{\delta_{ij}}{3} \tau_{kk} = C_i \alpha_{ij} + A_{ij} - \frac{\delta_{ij}A_{kk}}{3} \]

(20)

\[ \tau_{kk} = C_i \alpha + A_{kk}, \]

(21)

where \( A_{ij} = \bar{\rho} (\bar{u}_i \bar{u}_j - \bar{u}_i \bar{u}_j) \). Erlebacher et al. (1992) tested the constant coefficient model \( \alpha \) a priori and by comparing DNS and LES results of compressible isotropic turbulence and found good agreement in the dilatational statistics of the flow, as well as high correlation between the exact and the modeled stresses. Zang et al. (1992) compared the DNS and LES results of isotropic turbulence with various initial ratios of compressible to total kinetic energy. They obtained good agreement for the evolution of quantities such as compressible kinetic energy and fluctuations of the thermodynamic variables.

Moin et al. (1991) proposed a modification of the eddy viscosity model (18-19) in which the two model coefficients were determined dynamically, rather than input a priori, using the identity (Germano 1992) \( L_{ij} = T_{ij} - \bar{T}_{ij} \), which relates the "resolved turbulent stresses",

\[ L_{ij} = \left( \bar{\rho} \bar{u}_i \bar{u}_j / \bar{\rho} \right) - \bar{\rho} \bar{u}_i \bar{u}_j / \bar{\rho} \]

(22)

the subgrid-scale stresses \( \tau_{ij} \) and the subtest stresses \( T_{ij} = \frac{1}{\rho} u_i u_j \) - \( \frac{\rho}{\rho} \bar{u}_i \bar{u}_j \), where \( \bar{f} = \rho f / \rho \), and the hat represents the application of the test filter \( \hat{G} \), of characteristic width \( \Delta = 2 \Delta \). Moin et al. (1991) determined the model coefficients by substituting the models (18-19) into (22) and contracting with \( S_{ij} \) in this work the contraction proposed by Lilly (1992) to minimize the error in a least-squares sense will be used instead. Accordingly, the two model coefficients for the Dynamic Eddy-Viscosity model (denoted hereafter as the acronym DEV) will be given by

\[ C_i = \frac{\langle L_{ij}M_{ij} \rangle}{\langle M_{ij}M_{ij} \rangle} - \frac{1}{3} \frac{\langle \nu_{mm} M_{nn} \rangle}{\langle M_{mm}M_{nn} \rangle}, \quad C_i = \frac{\langle L_{kk} \rangle}{\beta - \alpha}, \]

(23)

where \( \beta = -2 \Delta^2 \hat{\rho} |S| (\bar{S}_{ij} - \bar{S}_{ij} \bar{S}_{kk}/3), \quad M_{ij} = \beta_{ij} - \alpha_{ij}, \quad \beta = 2 \Delta^2 \hat{\rho} |S|^2, \) and the brackets (\( \langle \cdot \rangle \)) denote averaging over the computational volume. Dynamic model adjustment can be also applied to the mixed model (20-21), to yield the Dynamic Mixed model (DMM)

\[ C = \frac{\langle L_{ij}M_{ij} \rangle - \langle N_{ij}M_{ij} \rangle}{\langle M_{ij}M_{ij} \rangle} - \frac{1}{3} \frac{\langle \nu_{mm} M_{nn} \rangle + \langle N_{mm} M_{nn} \rangle}{\langle M_{mm}M_{nn} \rangle}, \]

(24)

\[ C_i = \frac{\langle L_{kk} - N_{kk} \rangle}{\beta - \alpha}, \]

(25)

with \( B_{ij} = \bar{\rho} (\bar{u}_i \bar{u}_j - \bar{u}_i \bar{u}_j), \) and \( N_{ij} = B_{ij} - A_{ij} \). One advantage of mixed models is that they allow one to model the trace of the SGS stresses without requiring a separate term of the form (19). A one-coefficient dynamic mixed model (DMM-1) would be of the form

\[ \tau_{ij} = C \alpha_{ij} + A_{ij}, \]

(26)

\[ C = \frac{\langle L_{ij}M_{ij} \rangle - \langle N_{ij}M_{ij} \rangle}{\langle M_{ij}M_{ij} \rangle}, \]

(27)

Figures 2 and 3 compare the diagonal and off-diagonal components of the SGS stress tensor predicted by the various models. Consistent with the results of previous investigators eddy viscosity models are not to be able to predict the rms of the SGS stresses very accurately. All models have high correlation with the DNS data, although, for the DEV model, that is due to the trace of \( \tau_{kk} \). The eddy-viscosity prediction of the off-diagonal terms (Fig. 3) has, in fact, a much lower correlation coefficient. In general, the one-coefficient mixed model (26-27) appears to be the most accurate among those tested. Its correlation with the exact SGS stresses is always greater than 0.8, and the prediction of the rms is consistently more accurate than that of the eddy viscosity model (and is also more accurate than that obtained with the two-coefficient mixed model, in which the SGS energy is modeled separately).

The coefficient \( C \), remained nearly constant at a value of 0.15 throughout the calculation, consistent with the theoretical arguments (Yoshizawa 1986). The coefficient of the SGS energy, \( C_i \), on the other hand, has a value three times higher than
predicted by the theory, consistent with the results of Moin et al. (1991).

4 Models for the energy equations

A comparison of the magnitude of the unclosed terms in the three forms of the energy equation (5), (6) and (7) is shown in Fig. 4. Unlike in the mixing layer studied by Vreman et al. (1995b), in this flow the pressure dilatation \( \Pi_{\text{dil}} \) is negligible, and the viscous dissipation \( \varepsilon \), is less than one-tenth of the divergence of the SGS heat flux. Thus, the only term that requires modeling in the internal energy or enthalpy equations is \( Q_j \). In the total energy equation, on the other hand, the SGS turbulent diffusion \( \partial f_j / \partial x_j \) is significant. In the following, several models for the more significant terms will be examined.

The most important term to be closed (Fig. 4) is the divergence of the SGS heat flux (10). The simplest approach is to use an eddy-diffusivity model of the form:

\[
Q_j = -C \frac{\Delta^2 \rho |S| \partial T}{Pr_T \partial x_j} + \left( \frac{\tilde{u}_j T - \tilde{u}_j \tilde{T}}{Pr_T} \right)
\]

(31)

was proposed by Speziale et al. (1998). The model coefficient \( C \) is given by (24); \( Pr_T \) can again be assigned a priori or adjusted dynamically according to

\[
Pr_T = C \frac{\langle T_i T_k \rangle}{\langle K_i K_j \rangle - \langle V_i V_j \rangle}
\]

(32)

with

\[
V_j = \tilde{\rho} \left( \frac{\tilde{u}_j \tilde{T} - \tilde{u}_j \tilde{T}}{Pr_T} \right) - \tilde{\rho} \left( \frac{\tilde{u}_{jT} \tilde{T} - \tilde{u}_{jT} \tilde{T}}{Pr_T} \right).
\]

(33)

In Figure 5 the models described above are compared. The eddy-diffusivity models have poor correlation with the DNS data, as is the case with these types of model. The constant \( Pr_T \) case (the value used was 0.7, following Zang et al. 1992) gives a very low value of the rms of the modeled \( Q_j \). A lower value, \( Pr_T = 0.4 \), as used by Speziale et al. (1998) would, however, give rms fluctuations nearly identical to those predicted using the dynamic procedure. The mixed model gives the best correlation with the data (again around 0.8), but over-predicts the rms; at early times the mixed model gives results in better agreement with the data than the eddy-diffusivity one, but for \( t / \tau > 3 \) the latter gives
more accurate results. A limitation of this study is the fact that the filter width is already in the decaying region of the spectrum, a situation that has been shown to degrade the accuracy of the dynamic procedure (Lund and Meneveau 1997).

The other term that can be significant in the enthalpy or internal energy equations is the viscous dissipation $\epsilon_v$. Vreman et al. (1995b) proposed three models for this term:

$$\epsilon_v^{(1)} = C_{e1} \left( \tilde{\sigma}_{ij} \tilde{\sigma}_{ij} - \tilde{\sigma}_{ii} \tilde{\sigma}_{jj} \right) ;$$  
$$\epsilon_v^{(2)} = C_{e2} \tilde{\sigma}^2 / \Delta, \quad \tilde{\sigma}^2 \sim \Delta^2 |\mathbf{S}|^2 ;$$  
$$\epsilon_v^{(3)} = C_{e3} \tilde{\sigma}^2 \Delta, \quad \tilde{\sigma}^2 \sim \tilde{u}\tilde{u} - \tilde{u}\tilde{u}.$$

The first is a scale-similar model; the second and third use dimensional analysis to represent the SGS dissipation as the ratio between the cube of the SGS velocity scale, $\tilde{\sigma}$, and the length scale, and assign the velocity scale using either the Yoshizawa (1986) model (19) or the scale-similar model. For consistency, each of the last two models should be coupled with the corresponding model for $\tau_{4k}$. Based on their DNS data, Vreman et al. (1995b) fixed the values of the coefficients that give the correct magnitude for this term and obtained: $C_{e1} = 8, C_{e2} = 1.6$ and $C_{e3} = 0.6$. Alternatively, the dynamic procedure can be used to give

$$\left( \tilde{\sigma}_{ij} \tilde{\sigma}_{ij} - \tilde{p} \tilde{\sigma}_{ij} \tilde{p} \tilde{\sigma}_{ij} \right) \tilde{\sigma}^2 / \Delta = \left( \epsilon_v^{(n)} - \epsilon_v^{(n)} \right).$$  

where

$$E_v^{(1)} = C_{e1} \left( \tilde{\sigma}_{ij} \tilde{\sigma}_{ij} - \tilde{\sigma}_{ii} \tilde{\sigma}_{jj} \right) ;$$  
$$E_v^{(2)} = C_{e2} \tilde{\sigma}^2 / \Delta, \quad \tilde{\sigma}^2 \sim \Delta^2 |\mathbf{S}|^2 ;$$  
$$E_v^{(3)} = C_{e3} \tilde{\sigma}^2 \Delta, \quad \tilde{\sigma}^2 \sim \tilde{u}\tilde{u} - \tilde{u}\tilde{u}.$$

Model coefficients obtained from the dynamic procedure in this form (in which there is no contraction) can become ill-conditioned, since the two terms in the denominator may be approximately equal, giving spuriously high values of the denominator. This behavior was observed in model (34), in which acceptable results were obtained only if $C_{e1}$ was constrained to be positive, and model (35). The model given by (36), on the other hand, was well behaved.

Figure 6 compares the predictions of the three models. The values of the coefficients obtained from the present \textit{a priori} test.
are lower than those obtained in the mixing layer by Vreman et al. (1995b). The pure scale-similar model (34) and the model (36), which also uses scale similarity to supply the velocity scale, give the best correlation and nearly correct rms amplitudes. The rms predicted by the model (35) is two orders of magnitude larger than the others, and cannot be seen in the plot. In this flow the coefficients obtained from the mixing layer data would yield high values of the modeled rms, indicating some lack of universality for the modeling of this term.

The two terms in the total energy equation that require modeling are the SGS turbulent diffusion \( \partial f_j / \partial x_j \) and the SGS viscous diffusion \( \partial D_j / \partial x_j \). The only calculation that attempted to model the former was that by Knight et al. (1998). They argued that \( \tilde{u}_i \approx \bar{u}_i \) and proposed a model of the form

\[
J_j \approx \tilde{u}_i \tau_{jk}.
\]

This model is compared in Fig. 7 with the DNS data; \( \tau_{jk} \) was obtained from the DMM-1 model (41). The model has a high correlation with the data (of order 0.8), and the rms also matches the data well. It should be noticed, however, that the model is built upon the prediction of the SGS stresses by DMM-1, which over-predicts the rms of the normal stresses by 30%, that of the off-diagonal ones by about 50%. It appears that the modeling assumption by itself might underestimate the diffusion, an error that is compensated by one of opposite sign in the SGS stress model. The high correlation, however, indicates that addition of a model coefficient, perhaps adjusted dynamically, may be beneficial.

The SGS viscous diffusion \( \partial D_j / \partial x_j \) is the smallest of the terms in the total energy equation. It is 5% of the divergence of \( Q_j \) at \( t/\tau_\ell = 1 \), but increases to about 10% at the final time. No model for this term has been proposed in the literature to date. One possibility is to parameterize it using a scale-similar model of the form

\[
D_j = C_D (\tilde{\sigma}_{ij} \tilde{u}_i - \tilde{\sigma}_{ij} \tilde{u}_j),
\]

in which the coefficient can be obtained from

\[
C_D = \left( \frac{\left( \frac{\tilde{\sigma}_{ij} \tilde{u}_i}{\bar{u}_j^2} - \frac{\tilde{\sigma}_{ij} \tilde{u}_j}{\bar{u}_i^2} \right)}{R_c R_k} \right),
\]

where

\[
R_c = \left( \tilde{\sigma}_{ik} \tilde{u}_k - \tilde{\sigma}_{ik} \tilde{u}_i \right) - \left( \tilde{\sigma}_{ik} \tilde{u}_k - \tilde{\sigma}_{ik} \tilde{u}_i \right) \quad (44)
\]

As can be seen from Fig. 8, however, this approach gives a fairly poor correlation, and fair agreement for the prediction of the rms intensities. This error may, however, be tolerable given the small contribution that this term gives to the energy budget.
5 Conclusions

Several mixed and eddy-viscosity models for the momentum and energy equations have been tested. The velocity, pressure, density and temperature fields obtained from the DNS of homogeneous isotropic turbulence at $Re_{\theta} = 35$, $M_s = 0.52$ were filtered and the unclosed terms in the momentum, internal energy and total energy equations were computed.

In the momentum equation, mixed models were found to give better prediction, in terms of both correlation and rms amplitude, than the pure eddy-viscosity models. The dynamic adjustment of the model coefficient was beneficial, as already observed by Moin et al. (1991).

In the internal energy and enthalpy equations, in this flow, only the divergence of the SGS heat flux was significant; the SGS pressure dilatation $\Pi_{div}$ and viscous dissipation $\varepsilon_v$, which were significant in the mixing layer studied by Vreman et al. (1995b), were found to be negligible here. Once again, mixed models gave the most accurate results. In particular, the turbulent Prandtl number obtained dynamically was somewhat lower than the value of 0.7 often assigned a priori.

In the total energy equation two additional terms are present, one of which, the turbulent diffusion $\delta f_j/\delta x_j$ is significant. The model proposed by Knight et al. (1998), which parameterizes the turbulent diffusion in terms of the SGS stresses, correlates well with the actual SGS stresses, and predicts the correct rms amplitude. A mixed model for the SGS turbulent diffusion has also been proposed and tested, although this term is much smaller than the others.

Although the preliminary results obtained in this investigation are promising, and indicate that it is possible to model the terms in the energy equations, and in particular in the total energy one, accurately, further work is required to extend these results to cases in which the pressure-dilatation is significant, as well as to inhomogeneous flows. A posteriori testing of the models in actual calculations is also necessary for a complete evaluation of the model performance.
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Abstract
An a priori study of subgrid-scale models for the anelastic terms in the energy equation is carried out using the flow field obtained from the direct simulation of homogeneous isotropic turbulence. Scale-similar models involve multiple filtering operations to identify the smallest resolved scales that have been shown to be the most active in the interaction with the unresolved subgrid scales (SGS). In the present study these models are found to give more accurate prediction of the SGS stresses and heat fluxes than eddy-viscosity and eddy-diffusivity models, as well as improve prediction of the SGS turbulent diffusion, SGS viscous dissipation, and SGS viscous diffusion.
2 Governing equations

To obtain the equations governing the motion of the resolved eddies, we must separate the large from the small scales. LES is based on the definition of a filtering operation: a resolved variable, denoted by an overbar, is defined as (Leonard, 1974)

\[ \overline{f}(x) = \int_D f(x')G(x,x';\Delta)dx'. \tag{1} \]

where \( D \) is the entire domain and \( G \) is the filter function, and \( \Delta \) is the filter-width associated with the wavelength of the smallest scale retained by the filtering operation. Thus, the filter function determines the size and structure of the small scales.

In compressible flows, it is convenient to use Favre-filtering (Favre, 1965a,b) to avoid the introduction of subgrid-scale terms in the equation of conservation of mass. A Favre-filtered variable is defined as \( \bar{f} = \rho \overline{f}/\overline{\rho} \). In addition to the mass and momentum equations, one can choose solving an equation for the internal energy, enthalpy or total energy. Applying the Favre-filtering operation, we obtain the resolved transport equations

\[ \frac{\partial \bar{\rho}}{\partial t} + \frac{\partial (\bar{\rho} \bar{u}_x)}{\partial x} = 0, \tag{2} \]

\[ \frac{\partial \bar{u}_x}{\partial t} + \frac{\partial (\bar{\rho} \bar{u}_x \bar{u}_x)}{\partial x} = -\frac{\partial \bar{p}}{\partial x} + \bar{\tau}_{xx} - \bar{\tau}_{xx} \frac{\partial \bar{u}_x}{\partial x}, \tag{3} \]

\[ \frac{\partial (\bar{\rho} \bar{h})}{\partial t} + \frac{\partial (\bar{\rho} \bar{h} \bar{u}_x)}{\partial x} + \frac{\partial \bar{p} \bar{S}_{xx}}{\partial x} - \bar{\tau}_{xx} \bar{h} = -\bar{\tau}_{xx} \frac{\partial \bar{h}}{\partial x} + \bar{C}_{xx} \frac{\partial \bar{Q}_x}{\partial x} - \bar{\Pi}_{xx} + \bar{\epsilon}, \tag{4} \]

\[ \frac{\partial (\bar{\rho} \bar{E})}{\partial t} + \frac{\partial (\bar{\rho} \bar{E} \bar{u}_x)}{\partial x} + \frac{\partial \bar{p} \bar{S}_{xx}}{\partial x} - \bar{\tau}_{xx} \bar{E} = -\bar{\tau}_{xx} \frac{\partial \bar{E}}{\partial x} + \bar{C}_{xx} \frac{\partial \bar{Q}_x}{\partial x} - \bar{\Pi}_{xx} + \bar{\epsilon}, \tag{5} \]

\[ \frac{\partial (\bar{\rho} \bar{H})}{\partial t} + \frac{\partial (\bar{\rho} \bar{H} \bar{u}_x)}{\partial x} + \frac{\partial \bar{p} \bar{S}_{xx}}{\partial x} - \bar{\tau}_{xx} \bar{H} = -\bar{\tau}_{xx} \frac{\partial \bar{H}}{\partial x} + \bar{C}_{xx} \frac{\partial \bar{Q}_x}{\partial x} - \bar{\Pi}_{xx} + \bar{\epsilon}. \tag{6} \]

Here \( \rho \) is the density, \( u_x \) is the velocity in the \( x \) direction, \( \rho \) the pressure, \( \epsilon = c_v T \) is the internal energy per unit mass, \( T \) the temperature; \( h = e + \rho/\rho \) is the enthalpy per unit mass.

\[ E = u_x u_x/2 \] is the total energy per unit mass, and the diffusive fluxes are given by

\[ \bar{\tau}_{xx} = 2\bar{\mu} \bar{S}_{xx} - \frac{2}{3} \bar{\rho} \bar{\Phi}_x \bar{S}_{xx}, \quad \bar{\epsilon} = -\bar{k} \frac{\partial \bar{T}}{\partial x}. \tag{7} \]

where \( S_{xx} = (\partial u_x/\partial x_1 + \partial u_1/\partial x) \) is the strain rate tensor, and \( \mu \) and \( k \) are the viscosity and thermal conductivity corresponding to the filtered temperature \( \bar{T} \).

The effect of the subgrid scales appears on the right hand side of the governing equations through the SGS stresses \( \tau_{xx} \) SGS heat flux \( Q_x \), SGS pressure-dilatation \( \Pi_{xx} \), SGS viscous dissipation \( \epsilon_x \), SGS turbulent diffusion \( \partial J_x/\partial x \), and SGS viscous diffusion \( \partial D_x/\partial x \). These quantities are defined as:

\[ \tau_{xx} = \bar{\rho}(\bar{n}_x \bar{u}_x - \bar{u}_x \bar{n}_x) \tag{8} \]

\[ Q_x = \bar{\rho} \left( u_x T - \bar{n}_x \bar{T}_x \right) \tag{9} \]

\[ \Pi_{xx} = \bar{\rho} \bar{S}_{xx} - \bar{\rho} \bar{T}_{xx} \tag{10} \]

\[ \epsilon_x = \bar{\rho} \bar{S}_{xx} - \bar{\rho} \bar{T}_{xx} \tag{11} \]

\[ J_x = \bar{\rho} \left( u_x u_x \bar{n}_x - \bar{n}_x u_x \bar{n}_x \right) \tag{12} \]

\[ D_x = \bar{\rho} \bar{S}_{xx} - \bar{\rho} \bar{T}_{xx} \tag{13} \]

The equation of state has been used to express pressure-gradient and pressure-diffusion correlations in terms of \( Q_x \) and \( \Pi_{xx} \). It is also assumed that \( \mu(\bar{T}) \bar{S}_{xx} \approx \mu(\bar{T}) \bar{S}_{xx} \), and that an equivalent equality involving the thermal conductivity applies. Verman et al. (1995b) performed a priori tests using DNS data obtained from the calculation of a mixing layer at Mach numbers in the range 0.2-0.6, and concluded that neglecting the nonlinearities of the diffusion terms in the momentum and energy equations is acceptable.

3 A priori test

One method to evaluate the performance of models for LES or RANS calculations is the a priori test, in which the velocity fields obtained from a direct simulation are filtered to
\( \tau_{ij} = \frac{\beta_{ij}}{3} \tau_{kk} = -C_{ij}^{\text{d}} \frac{\delta_{ij}}{3} \left( \tilde{S}_{ij} \right) + C_{ij}^{\text{c}} \left( \tilde{S}_{ij} \right) \quad \tau_{kk} = C_{kk}^{\text{d}} \delta_{ii} \quad \tau_{kk} = C_{kk}^{\text{c}} + C_{kk} \) \quad (16)

with \( C_{ij}^{\text{d}} = 0.16 \) and \( C_{ij} = 0.99 \).

Moin et al. (1991) proposed a modification of the eddy-viscosity model (7) in which the two model coefficients were determined dynamically, rather than input \textit{a priori}, using the Germano identity \( L_{ij} = T_{ij} - \tilde{T}_{ij} \) (Germano, 1992), which relates the subgrid-scale stress \( \tau_{ij} \) to the “resolved” turbulent stresses \( L_{ij} \) and the subgrid stresses \( T_{ij} = \tilde{\rho} \tilde{u}_{i} \tilde{u}_{j} - \tilde{\rho} \tilde{u}_{i} \tilde{u}_{j} \), and the last represents the application of the test filter \( \tilde{G} \) of characteristic width \( \Delta = 2 \delta \) that appear if the filter \( \tilde{G} \) is applied to (7). Moin et al. (1991) determined the model coefficients by substituting (7) into the Germano identity and expressing it in the present paper the contraction proposed by Lilly (1992) to minimize the error in a least-squares sense will be used instead. Accordingly, the two model coefficients for the Dynamic Eddy-Viscosity model (DEV) will be given by

\[ C = C_{ij}^{\text{d}} \left( \frac{L_{ij} M_{ij}}{M_{ij} M_{ij}} \right), \quad C_{ij} = \frac{\langle \tilde{S}_{ij} \rangle}{\langle \delta_{ii} \rangle}, \quad \] \quad (17)

where \( \delta_{ij} = -2 \tilde{\rho} \tilde{\delta}_{ij} \left( \tilde{S}_{ij} - \delta_{ij} \tilde{S}_{kk} / 3 \right), M_{ij} = \tilde{\rho} \tilde{u}_{ij} - \tilde{\rho} \tilde{u}_{ij}, \beta = 2 \Delta \tilde{\rho} \). \( \tilde{S}_{ij} \). Scale-similar models are based on the assumption that the most active subgrid scales are close to the cutoff, and that the scales with which they interact are those right above the cutoff wavenumber (Bardina et al., 1980). Thus, scale-similar models employ multiple operations to identify the smallest resolved scales and use the smallest “resolved” stresses to represent the SGS stresses. Although these models account for the local energy events, they underestimate the dissipation.

Speziale et al. (1988) proposed the addition of a scale-similar part to the eddy-viscosity model of Yoshizawa (1986) introducing the mixed model. In this way, the eddy-viscosity contribution provides the dissipation that is underestimated by purely scale-similar models. This mixed model was also used by Erlebacher et al. (1992) and Zang et al. (1992), and is given by

\[ \tau_{ij} = \frac{\beta_{ij}}{3} \tau_{kk} = C_{ij}^{\text{d}} \delta_{ij} + \tilde{A}_{ij} - \frac{\delta_{ij}}{3} \tilde{A}_{kk} \quad \tau_{kk} = C_{kk}^{\text{d}} + \tilde{A}_{kk} \] \quad (18)

where \( \tilde{A}_{ij} = \tilde{\rho} \tilde{u}_{ij} - \tilde{\rho} \tilde{u}_{ij} \). Erlebacher et al. (1992) tested the constant coefficient model \textit{a priori} and by comparing DNS and LES results of compressible isotropic turbulence and found good agreement in the dilatational statistics of the flow, as well as high correlation between the exact and the modeled stresses. Zang et al. (1992) compared the DNS and LES results of isotropic turbulence with various initial ratios of compressible to total kinetic energy. They obtained good agreement for the evolution of quantities such as compressible kinetic energy and fluctuations of the thermodynamic variables.

Dynamic model adjustment can be also applied to the mixed model (7), to yield the Dynamic Mixed Model (DMM)

\[ C = \frac{\langle L_{ij} M_{ij} \rangle - \langle N_{ij} M_{ij} \rangle}{M_{ij} M_{ij}}, \quad C_{ij} = \frac{\langle \tilde{S}_{ij} \rangle}{\langle \delta_{ii} \rangle}, \quad \] \quad (19)

with \( B_{ij} = \tilde{\rho} \tilde{u}_{ij} - \tilde{\rho} \tilde{u}_{ij} \), and \( N_{ij} = B_{ij} - \tilde{A}_{ij} \).

An issue that requires some attention is the necessity to model separately the trace of the SGS stresses \( \tau_{kk} \). Yoshizawa (1986), Moin et al. (1991) and Speziale et al. (1988) proposed a separate model for this term. Erlebacher et al. (1992) conjectured that, for turbulent Mach numbers \( M_{t} < 0.4 \) this term is negligible; their DNS of isotropic turbulence confirm this conjecture. Zang et al. (1992) confirmed these results \textit{a posteriori}: they ran calculations with \( 0 < C_{ij} < 0.066 \) (the latter value is 10 times higher than that predicted by the theory) and observed little difference in the results.

Conte and Lesieur (1998) proposed incorporating this term into a modified pressure \( P \). This leads to the presence of an additional term in the equation of state, which takes the
Figure 3: A priori comparison of the off-diagonal SGS stresses $\tau_{12}$. (a) Correlation coefficient and (b) non-dimensional rms magnitude. --- Eddy-viscosity model DEV (?? ??); --- two-coefficient mixed model DMM (?? ??); one-coefficient mixed model DMM-1 (?? ??); $\triangle$ DNS.

Figure 4: Non-dimensional rms magnitude of $\tau_{11}$ versus filter-width at $t/\tau_1 = 6.5$. --- Eddy-viscosity model DEV (?? ??); --- two-coefficient mixed model DMM (?? ??); --- one-coefficient mixed model DMM-1 (?? ??); $\triangle$ DNS.

(near 0.2), while much improved results are obtained with the mixed models. Note that the correlation coefficient for DMM and DMM-1 overlap in the figure. Figure 3b shows the rms of $\tau_{12}$. DEV under-estimates the rms magnitude of the exact term, while DMM and DMM-1 slightly over-predict it.

The coefficient $C_s$ remained nearly constant at a value of 0.15 throughout the calculation, consistent with the theoretical arguments (Yoshizawa, 1986). The coefficient of the SGS energy, $C_e$, on the other hand, has a value three times higher than predicted by the theory, consistent with the results of Moin et al. (1991).

Figure 4 shows the rms magnitude of $\tau_{11}$ vs. the filter-width, at time $t/\tau_1 = 6.5$. Consistent with the results shown above for $\Delta \Delta = 8$, the one-coefficient mixed model DMM gives the most accurate predictions. For very small filter widths ($\Delta \Delta = 2$), all the models are accurate, reflecting the capability of dynamic models to turn off the model contribution when the grid becomes sufficiently fine to resolve all the turbulent structures (models with constants assigned a priori, such as the Smagorinsky (1963) model, do not have this characteristic). For intermediate filter-widths, up to $\Delta \Delta = 16$, the best prediction is given by the
where

\[ T_j = \frac{\sum \tilde{S}_j \frac{\partial T}{\partial x_j}}{\sum \tilde{S}_j}, \quad \tilde{S}_j = \langle \tilde{p} \tilde{n} T / \tilde{p} \rangle, \quad \tilde{p} \quad \tilde{n} T / \tilde{p} \]  

(25)

A mixed model of the form

\[ Q_j = -C \frac{\sum \tilde{S}_j \frac{\partial T}{\partial x_j}}{\sum \tilde{S}_j} + \tilde{p} \left( \tilde{u}_j \tilde{T} - \tilde{v}_j \tilde{T} \right) \]  

(26)

was proposed by Speziale et al. (1988). The model coefficients \( C \) and \( Pr_T \) can again be assigned, or adjusted dynamically according to (??) and

\[ Pr_T = C \frac{\langle T_k T_k \rangle}{\langle \tilde{u}_k \tilde{T} \rangle} - \langle \tilde{v}_k \tilde{T} \rangle, \]  

(27)

with

\[ \tilde{v}_j = \tilde{p} \left( \tilde{u}_j \tilde{T} - \tilde{v}_j \tilde{T} \right) \]  

(28)

Figure 6a shows the correlation coefficient for the three models described above. Both eddy-viscosity models overlap on the plot giving a poor correlation factor, roughly 0.2, whereas the mixed model gives a correlation above 0.6. Both eddy viscosity models underpredict the rms of the exact \( Q_j \), shown in Fig. 6b, while the mixed model is more accurate. The mixed model maintains accuracy for all filter-widths \( \Delta / \Delta \leq 16 \) (Fig. 7).

5.2 SGS viscous dissipation

The other term in the enthalpy or internal energy equations that was found to be significant in the present flow is the viscous dissipation \( \epsilon_v \). In this section, the three models proposed by Vreman et al. (1995b) are tested:

\[ \epsilon_v^{(s)} = C_v \left( \tilde{u}_j \tilde{n}_o - \tilde{v}_o \tilde{n}_o \right), \]  

(29)

\[ \epsilon_v^{(e)} = C_{av} \tilde{q}^2 / \tilde{S}_o, \quad \tilde{q}^2 \sim \tilde{S}_o \tilde{T}_o, \]  

(30)

\[ \epsilon_v^{(o)} = C_{ov} \tilde{q}^2 / \tilde{S}_o, \quad \tilde{q}^2 \sim \tilde{u}_o \tilde{n}_o - \tilde{v}_o \tilde{n}_o \]  

(31)
5.3 SGS turbulent diffusion

The SGS turbulent diffusion $\partial \mathcal{J}_j / \partial x_j$ appears in the total energy equation (\ref{eq:energy}). Comte and Lesieur (1998) did not model this term explicitly, but added it to the SGS heat flux by using an eddy-diffusivity model to parameterize

$$
\left( \rho \bar{E} \bar{u}_j + \bar{p} \bar{u}_j \right) - \left( \bar{E} \bar{u}_j + \bar{p} \bar{u}_j \right) = \gamma T \left( \bar{u}_j \bar{T} - \bar{u}_j \bar{T} \right) + \mathcal{J}_j \approx -\frac{\nu_c}{\rho_c} \frac{\partial T}{\partial x_j},
$$

with this model, however, the SGS turbulent diffusion $\mathcal{J}_j$, which depends mostly on the unresolved velocity fluctuations, is modeled in terms of the temperature gradient. In an isothermal flow, $\mathcal{J}_j$ may be non-zero, and even if the temperature is not constant, there is no reason to couple a term due to mechanical energy gradients to the temperature. A model of the form (\ref{eq:energy}) effectively neglects $\mathcal{J}_j$.

The only attempt to model the SGS turbulent diffusion was that by Knight et al. (1998). They argue that $\bar{u}_j \approx \tilde{u}_j$ and propose a model of the form

$$
\mathcal{J}_j \approx \tilde{u}_j \gamma T.
$$

A dynamic scale-similar model can be obtained using the generalized central moments (Germano, 1992):

$$
\begin{align*}
\tau(u_j, u_j) &= \bar{\rho} [u_j \tilde{u}_j - \tilde{u}_j \tilde{u}_j] \\
\tau(u_j, u_j, u_k) &= -\bar{\rho} (u_j \tilde{u}_j \tilde{u}_k - \tilde{u}_j \tau(u_j, u_k) - \tilde{u}_k \tau(u_j, u_k) - \tilde{u}_j \tau(u_k, u_j) + \bar{\rho} \tilde{u}_j \tilde{u}_k \tilde{u}_k).
\end{align*}
$$

Using this notation the turbulent diffusion term can be written as

$$
2 \mathcal{J}_j = \tau(u_j, u_j, u_k) + 2 \tilde{u}_k \tau(u_k, u_k).
$$

since $\tau(u_j, u_k) = \tau_{jk}$. Using this formalism, scale-similar models can be derived by approximating the quadratic terms using the filtered velocities $\tilde{u}_j$ to replace the velocities $u_j$; for
5.4 SGS viscous diffusion

The SGS viscous diffusion \( \partial \mathcal{D}_j/\partial \tau_j \) is the smallest of the terms in the total energy equation, and is about 5% of the divergence of \( Q_j \). No model for this term has been proposed in the literature to date. One possibility is to parameterize it using a scale-similar model of the form

\[
\mathcal{D}_j = C_{Dj}(\nabla_{\tau_j} \hat{u}_j - \hat{\sigma}_{ij} \hat{u}_i).
\]

in which the coefficient can be obtained from

\[
C_{Dj} = \frac{\left( \frac{\hat{\sigma}_{ij} \hat{u}_j}{\sigma_{ij} u_k} - \frac{\hat{\sigma}_{jk} \hat{u}_j}{\sigma_{jk} u_i} \right) \mathcal{R}_s}{(\mathcal{R}_s/\mathcal{R}_e)}.
\]

where

\[
\mathcal{R}_s = \left( \frac{\hat{\sigma}_{ij} \hat{u}_j}{\sigma_{ij} u_k} - \frac{\hat{\sigma}_{ji} \hat{u}_j}{\sigma_{ji} u_k} \right) - \left( \frac{\hat{\sigma}_{jk} \hat{u}_j}{\sigma_{jk} u_i} - \frac{\hat{\sigma}_{kj} \hat{u}_j}{\sigma_{kj} u_i} \right).
\]

As can be seen from Fig. 11, this model gives a poor correlation and poor agreement for the prediction of the rms magnitude. However, since the viscous diffusion is relatively small, its contribution to the total energy spectrum does not go to the inertial range, but rather to the decaying range. In this situation the accuracy of the model is degraded, as shown by Meneveau and Lund (1997). Thus, the scale-similar approach may still give good predictions when this term is significant. In this particular flow, the error given by the model (or by not using a model) may be tolerable given the small contribution that the term gives to the energy budget.

6 Conclusions

Several mixed and eddy-viscosity models for the momentum and energy equations have been tested. The velocity, pressure, density and temperature fields obtained from the DNS of homogeneous isotropic turbulence at \( R_e = 50, \) \( M_e = 0.52 \) were filtered and the unclosed terms in the momentum, internal energy and total energy equations were computed.

In the momentum equation, mixed models were found to give better prediction, in terms of both correlation and rms amplitude, than the pure eddy-viscosity models. The dynamic adjustment of the model coefficient was beneficial, as already observed by Main et al. (1991).
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near-wall region [2]. The highly irregular interface between the turbulent and non-turbulent flow exhibits three-dimensional bulges on the scale of \( \delta \) both in the streamwise and spanwise directions, and narrow entrainment eddies, as observed by Robinson [1].

The different length scales of the turbulent eddies in the inner and outer layers can pose a significant challenge for numerical simulations that resolve the energy-carrying structures, such as direct and large-eddy simulations of turbulence. Chapman [4] and Reynolds [5] studied the grid requirements necessary to resolve the turbulent boundary layer. In the outer layer, the turbulent eddies scale with \( \delta \). To resolve such structures it is necessary to use a grid-spacing scaled in outer units, \( \Delta x_e/\delta \). The number of grid points required to resolve the outer layer in each direction is \( N_e = L_e/\Delta x_e \sim L_e/\delta \) (where \( L_e \) is the length of the computational domain). Assuming that the boundary-layer thickness scales like \( Re^{-0.2} \) (where \( Re = U_e\delta/\nu \) is the Reynolds number based on the free-stream velocity, \( U_e \), and a reference length, \( \delta \), of the same order as the computational domain size, \( L_e \)), it is easy to verify that the total number of grid points required to resolve the outer layer is proportional to \( Re^{-0.5} \), since \( N_1 \sim Re^{0.5}, N_2 \sim Re^{0.5} \), and \( N_3 \sim Re^{0.5} \) [4].

Since the inner-layer structures scale in wall units, the grid spacing in wall units, \( \Delta x_i = \Delta x_i/\nu \), must be kept constant. This results in a number of points in each direction given by

\[
N_i = \frac{L_i}{\Delta x_i} = \frac{\nu}{\Delta x_i} \frac{L_e U_e}{\nu U_e} = \frac{1}{\Delta x_i^2} \frac{L_e}{\nu} \frac{Re}{2} \sim Re^{-0.2},
\]

where it is assumed that \( C_f \sim Re^{-0.5} \). Typical values of \( \alpha \) are in the range \( 0.1 \leq \alpha \leq 1.0 \), giving a total number of grid points that scales like \( N = N_1 N_2 N_3 \sim Re^{-0.5} \).

These scaling arguments dictate the size of computational grids that must be used by numerical simulation methods that resolve the energy-carrying turbulent flow structures. In Direct Numerical Simulations (DNS) all of the relevant structures are resolved down to the smallest scales of motion, and no modeling is used. In Large-Eddy Simulations (LES), only the energy-carrying structures are computed accurately; the small, subgrid scales, which are more isotropic and drain energy from the large scales through the cascade process, are modeled. LES can result in significant savings over DNS, in terms of computational costs, especially when no solid boundaries are present: if the grid size corresponds to a wave-number in the inertial region of the spectrum, the resolution required by LES becomes independent of the Reynolds number. When the energy-carrying structures are Reynolds-number dependent, as is the case in the near-wall region of a boundary layer, the cost of the calculations is again affected by the Reynolds number, and is driven by the inner-layer resolution requirements. Although significant savings can be achieved over DNS, the application of LES to high Reynolds number external flows is still expensive.

One possible approach to bypass this limitation in LES is to model the wall layer entirely. Assuming that the near wall layer is in equilibrium, approximate boundary conditions for the wall stress can be derived using the standard logarithmic law [6, 7, 8]. Babarinsa et al. [9] introduced an alternative approach employing boundary-layer equations in attached channel and duct flows, and Cabot [10] applied this method to the separated flow behind a strip. Modeling the wall layer can allow the extension of LES to flows at very high Reynolds numbers, but only at the expense of the added empiricism introduced by the approximate boundary conditions. Thus, wherever wall models do not give sufficient accuracy, the near-wall layer must be resolved.

In computational fluid dynamics there are different ways of discretizing the physical domains. Based on the connectivity, the grids can be classified as structured, unstructured, or multi-block. The most straightforward approach is the structured grid, in which connectivity information is not needed explicitly so that each mesh point is identified by indices, and the neighbors are known. While a structured grid is simple to implement, and allows easy control of the order of accuracy and conservation properties of the scheme, it can result in a large number of points in regions where they are not needed. In a boundary layer, for instance, the spanwise and streamwise spacings need to be nearly constant, to satisfy the inner-layer resolution requirements discussed above. However, in the outer layer the grid spacing specified by the inner-layer resolution requirement results in a grid spacing that is
a relatively weak function of the Reynolds number, as the size of the ILU remains constant. The interface between the smaller inner-layer domains and the larger outer-layer ones may pose a problem, since the largest eddy present at the interface between layers is determined by the size of the ILU. The non-linear interactions between high wave-numbers will of course generate subharmonic modes, i.e., larger structures, and eventually destroy the periodicity. There will be an adjustment layer in which the flow is still characterized by the periodicity length forced by the inner-layer unit. If the thickness of this layer is small, the proposed approach may be feasible.

As mentioned above, this technique requires the existence of at least one direction of homogeneity in the flow, and it may not be applicable in highly three-dimensional flows. However, there may be a range of intermediate configurations in which one could use periodically repeated inner-layer units in some regions of the flow only. To compute the flow over an airplane wing, for instance, it might be possible to use periodically repeated inner-layer units away from strong sources of three-dimensionality (the wing root and tip regions, the engine nacelles etc.). This issue requires further study and is not addressed here.

In this study the multi-block approach is proposed and tested in a wall-bounded flow with one direction of homogeneity, namely a temporally developing boundary layer. This flow was chosen because it contains many of the features of importance in a spatially developing flow, which is technologically more important, but does not require special treatment of the inflow and outflow conditions. Single block LES calculations were performed at two Mach numbers, and the results are compared with those obtained using the inner-layer unit approach. To separate the errors due to the periodicity of the inner layer from the numerical errors arising from the use of multi-block grids (interpolation, interface between subdomains) the calculations were carried out using an explicit code, with one-to-one correspondence between the domains. Studies of real flows would probably require non-conforming meshes. With the same aim, a well-established subgrid-scale model is used, and no attempt is made to employ more advanced, and perhaps more accurate, models.

In the next section, the problem formulation, numerical method and subgrid-scale model used are described. Then, computational results are presented and discussed. Finally, some conclusions are drawn in the last section.

2 Problem formulation

2.1 Governing equations

The set of differential equations in Cartesian coordinates satisfied by a viscous flow in the absence of body forces reads

$$\frac{\partial \rho}{\partial t} + \frac{\partial}{\partial x_j} \left( \rho u_j \right) = 0,$$  (2)

$$\frac{\partial \rho u_j}{\partial t} + \frac{\partial}{\partial x_k} \left( \rho u_k u_j + p \delta_{jk} - \sigma_{jk} \right) = 0,$$  (3)

$$\frac{\partial \rho E}{\partial t} + \frac{\partial}{\partial x_j} \left[ (\rho E + p) u_j - \sigma_{jk} n_k \right] = 0,$$  (4)

where the summation convention applies to repeated indices. Here, \( \rho \) is the fluid density, \( u_j \) the fluid velocity component in \( j \) direction, \( E = e + \frac{1}{2} \rho u_k u_k / 2 \) is the total energy per unit mass (where \( e = C_p T \) is the internal energy per unit mass, \( C_p \) is the specific heat at constant volume and \( T \) the temperature), \( p \) is the thermodynamic pressure, \( \sigma_{jk} \) is the viscous stress tensor and \( q_j \) is the conduction heat flux. In the present work, the fluid is assumed to be an ideal gas with constant specific heats (whose ratio is \( \gamma = 1.4 \)). Thus, the pressure is related
turbulent Mach number of 0.52. In their study, however, the divergence of \( \mathcal{J} \) was found to be a significant fraction of the divergence of the SGS heat flux; thus, the first assumption may not be justified for high turbulent Mach numbers. In the present simulations, however, the turbulent Mach number is significantly smaller than that examined by Vreman et al. [17] and Martín et al. [21] (it is of the order of 0.03 0.1), and the present assumption is acceptable to test the validity of the multi-block approach.

### 2.3 Numerical scheme

The general conservation laws can be expressed as

\[
\frac{\partial U}{\partial t} = S(U) = - \frac{\partial F(U)}{\partial x_j}.
\]  

(19)

\( U \in \mathbb{R}^k \) is a vector whose components are the independent variables, and \( F_j = F_{j+1} - F_{j-1} \in \mathbb{R}^k \) is the total flux (convective and diffusive) in the \( x_j \) direction. They are defined by

\[
U = \left\{ \begin{array}{c}
p \\
p E \\
p \rho u \\
p \rho u^2 + \frac{1}{2} p \\
p \rho u v \\
p \rho u^2 + \frac{1}{2} p v \\
p \rho u w \\
p \rho u^2 + \frac{1}{2} p w \\
\end{array} \right\}, \quad F = \left\{ \begin{array}{c}
0 \\
0 \\
0 \\
0 \\
0 \\
0 \\
0 \\
0 \\
\end{array} \right\},
\]

(20)

\( S = S_c - S_l \) is the global spatial differential operator. Equation (19) is discretized by approximating \( U \) as \( U_{i,j,k} \) at a uniform grid in computational space \((\xi, \eta, \zeta)\) and time \( t = n \Delta t \), and solved numerically.

To resolve properly the details of the boundary layer, the grid points are clustered near the wall in the wall normal direction (\( \zeta \)) while the spacing in \( x \) and \( y \) is kept uniform. The numerical solutions are computed on a uniform grid in computational space \((\xi, \eta, \zeta)\). The transformation relations from physical space \((x, y, z)\) to the computational space are:

\[
x = \xi, \quad y = \eta, \quad z = \zeta
\]  

(21)

and the wall-normal derivatives are computed in the regular \( \zeta \) space, e.g., \[
\frac{\partial f}{\partial \zeta} = \frac{\partial f}{\partial \zeta} \frac{\partial \zeta}{\partial z} + \frac{\partial f}{\partial \zeta} \frac{\partial \zeta}{\partial z} \frac{\partial \zeta}{\partial z} + \frac{\partial f}{\partial \zeta} \left( \frac{\partial \zeta}{\partial z} \right)^2,
\]

etc.

The Favre-filtered Navier-Stokes equations (10) thus become

\[
\frac{\partial \mathcal{F}}{\partial t} + \frac{\partial F}{\partial x_i} + \frac{\partial G}{\partial \eta} + \frac{\partial H}{\partial \zeta} = \frac{\partial F}{\partial 
\]

(22)

where \( F = F_{11}, \quad G = F_{12}, \quad H = F_{13} \), and a similar notation is used for the diffusive fluxes.

Let \( \ell_x, \ell_y, \ell_z \) be the dimensions of the computational domain \( \Omega \) in the \( x, y, z \) directions respectively. For the discretization of \( \Omega \), let

\[
\begin{align*}
\mathcal{J}_i &= \zeta_i \Delta \xi, & (i &= 1, \ldots, n_{\zeta}) \\
\mathcal{J}_j &= \eta_j \Delta \eta, & (j &= 1, \ldots, n_{\eta}) \\
\mathcal{J}_k &= \zeta_k \Delta \zeta, & (k &= 1, \ldots, n_{\zeta})
\end{align*}
\]

(23)

where \( \Delta \xi = \ell_x / (n_{\zeta} - 1), \quad \Delta \eta = \ell_y / (n_{\eta} - 1) \) and \( n_{\zeta}, n_{\eta}, n_{\zeta} \) are the number of grid points in the \( x, y \) directions, respectively. A Cartesian non-uniform grid with \( n_z \) points stretched with geometric progression in wall-normal direction is used. \( \alpha = \frac{\Delta \zeta_{n_{\zeta}}}{\Delta \zeta_{1}} \) is the constant ratio of successive intervals (stretching factor), with \( \Delta \zeta_k = \zeta_{k+1} - \zeta_k \).

The numerical approximation to the spatial operator \( S_c(u) \) is

\[
S_c(u) = - \left[ \frac{\partial F}{\partial \xi} \right]_{1,\eta,\zeta} + \left[ \frac{\partial G}{\partial \eta} \right]_{1,\eta,\zeta} + \left[ \frac{\partial H}{\partial \zeta} \right]_{1,\eta,\zeta} + \left[ \frac{\partial D}{\partial \xi} \right]_{1,\eta,\zeta}
\]

(23)

where \( \delta f / \delta x \) denote a finite difference operator acting on \( f \) with respect to \( x_i \).

The approximation of the convective flux derivatives in the Navier-Stokes equations is a key element of the spatial integration. Here, the discrete operator calculations are independent in \( x, y, z \) directions. For example, \( \delta F / \delta x \) is calculated cell-wise holding indices \( j \) and \( k \) fixed, i.e., along a slice of data in \( x \)-direction. A fourth-order accurate scheme is used, according to which the first derivative is constructed as the weighted sum of a central-difference method and an upwind-biased method. This approach yields a scheme with good modified wavenumber performance and a small level of dissipation at high wavenumbers. The \( x \)-direction derivative is given by

\[
\left. \frac{\partial F}{\partial \xi} \right|_{1,\eta,\zeta} = \left. \frac{1}{\Delta \xi} \left[ \frac{1}{180} \left( F_{1+1,\eta,\zeta} - F_{1-1,\eta,\zeta} \right) - \frac{2}{5} \left( F_{1+1,\eta,\zeta} - F_{1-1,\eta,\zeta} \right) + \frac{64}{45} \left( F_{1+1,\eta,\zeta} - F_{1-1,\eta,\zeta} \right) \right] \right|_{\eta,\zeta}
\]

(24)
a second-order-accurate formula. At the top of the domain, the normal gradients of the
conserved variables were set to zero.

The use of periodic boundary conditions implies that the boundary layer develops in
time, rather than in the streamwise direction. To simulate properly a spatially developing
boundary layer, either inflow-outflow conditions must be used, or some other approximate
technique, such as the “fringe method” [24] must be adopted. Since the purpose of
the present calculation is to test the ILU concept, it was preferred not to introduce additional
uncertainties. Although this configuration is not the exact equivalent of a flat-plate boundary
layer, it contains many of the important physical features of that flow (inner- and outer-layer
scalings, for instance). Thus, it constitutes a consistent test-case for the comparison of single-
and multi-block calculations.

2.5 Block partitioning and grid distribution

Two types of calculations were performed: first, single-block computations were carried out
as baseline cases; then, multi-block computations were performed to validate the proposed
approach. In the single-block cases, 64x48x48 grid points were used in the streamwise,
spanwise and wall-normal directions, respectively, to discretize a domain whose size was
equal to that of the initial field (120Δx×30Δy×22Δz); this resulted in an initial grid resolution
Δx+/Δu* = 103, Δy+/Δu* = 34, and Δz+/Δu* = 0.15 (a subscript “+” indicates that the initial
friction velocity, u*, and displacement thickness, δ*, were used for the normalizations).

The multi-block calculations were carried out using the arrangement shown in Fig. 2.
Three rectangular subdomains were used, with conforming grids (the grid lines were continu-
ous across the interfaces). Interface and boundary conditions were specified by using four
“ghost points” to ensure that fourth-order accuracy was achieved even at the sub-domain
interfaces.

The inner layer was discretized using two subdomains, Blocks 1 and 2 in Fig. 2; the
latter is purely virtual, and is periodic copy of Block 1. The inner-layer unit had the same
dimension in the streamwise direction as the single-block calculation, and extended up to a
height zL, which could be varied. Its spanwise size was L* = 820. The dimensions of the
ILU were significantly larger than those of the “minimal flow unit” of Jimenez and Meib [13],
and were sufficient to contain several near-wall structures. The outer layer was discretized
using a single block (Block 2 in the figure), whose dimensions were L* = 6570, L* = 1640;
in the wall normal direction, it extended from z_L to z_L = 1230. Two values of z_L were
tested: in one case, the interface was placed in the buffer region, at z_L = 30, in the other,
in the logarithmic layer at z_L = 104. The grids used for the two cases are summarized in
Table 1.

<table>
<thead>
<tr>
<th>Layer Type</th>
<th>z_L</th>
<th>z_L</th>
</tr>
</thead>
<tbody>
<tr>
<td>Inner layer</td>
<td>64x24x24</td>
<td>64x24x12</td>
</tr>
<tr>
<td>Outer layer</td>
<td>64x48x24</td>
<td>64x48x16</td>
</tr>
</tbody>
</table>

Table 1: Grid resolutions.
thus, the Reynolds number based on $u_r$ and $t$ ranged from 1110 to 890 for the low Mach number case, and from 410 to 940 in the high Mach number calculation.

Figure 4 shows the profiles of the plane-averaged mean velocity, $\langle u'^2 \rangle = \langle u_r'^2 \rangle$, the trace of the resolved Reynolds stresses, $\langle q^2 \rangle = \langle u'^2 u'^2 \rangle$ (where $u'^2 = \langle u^2 \rangle$ and $\langle \rangle$ indicates an average over the two homogeneous directions) obtained from the single-block calculation after 0.4 and 2 LETOTs. The instantaneous friction velocity is used to normalize both quantities. A well-defined logarithmic layer is observed in both cases, although its intercept is higher (approximately 7, instead of the standard value of 5.2) due to the low resolution used, which results in an overestimation of the thickness of the wall layer, and in a lower value of the wall stress $\tau_w$. Correspondingly, high values of $\langle q^2 \rangle$ are observed.

\[
\Delta(u'_w u'_w) = 2g(z)[1 - g(z)][u'_w u'_w].
\]  

(35)

To correct this defect, a procedure similar to that used by Lund et al. [25] to generate inflow conditions for spatially developing simulations was followed. At each vertical location, three sequences of random numbers with zero mean, unit variance, and zero covariance with the other two distributions were generated. These uncorrelated random fluctuations were then scaled and combined to match $\Delta(u'_w u'_w)$. The resulting signals were added to each component of the velocity field. This procedure has two effects: first, it gives an initial condition whose second-order statistics match exactly those of the single-block calculation; secondly, the random fluctuation scrambles somewhat the initial periodicity of the flow at the interface; this was expected to be beneficial in decreasing the thickness of the transition layer. As will be shown later, this correction proved ineffectual because the uncorrelated random noise was rapidly dissipated.
with and without random noise give the same results, as shown in Fig 7.

The resolved Reynolds shear stress, \((\rho u'v')\) normalized by \(\tau_w\) is shown in Fig. 8 for the \(M = 0.3\) calculation. The differences observed in the rms intensities are more evident here. The calculations in which the interface is in the buffer layer under-predict the stress throughout the buffer and logarithmic regions; more accurate prediction of the stresses is obtained when the interface is in the logarithmic region.

At the higher Mach number, similar results are obtained. However, the agreement is better, even for an interface in the buffer layer. This result may be due to the fact that at higher Mach number the convection effects are more significant, and stronger non-linear interactions scramble the initial periodicity more rapidly.

The first- and second-order statistics obtained using the multi-block approach with a periodic inner-layer unit compare well with those of single-block calculations at both Mach numbers examined. The main effect of the interface on the results is due to the initialization procedure, which results in a Reynolds-stress defect that was not recovered by the time the
of the fluid-dynamic variables. In Figs. 12 and 13 the velocity contours are shown for the two values of the interface location. It is quite remarkable to observe the difference in the structures between the two halves of the domain. The large structure observed in the $v$ contours at $y/\delta' = 15$ and $z/\delta' = 4$ in Fig. 13b is one example of a completely asymmetric eddy which must obviously result from the nonlinear interactions that occur above the interface. Also, notice that the high- and low-interface simulations were started from the same initial conditions; thus one would expect a similar distribution of the turbulent eddies at corresponding times. Such is the case: if Figs. 12 and 13 are compared, the large structures appear to be located at roughly the same place and have similar strength. For the different interfaces, some temporal decorrelation is caused by the modification of the initial condition. In an unstable flow such as this one, small differences in the initial conditions are amplified, and eventually lead to a complete loss of correlation. However, the statistics should not be affected, as is the case in the present calculation.
Figure 14: Time sequence of the iso-contours of the pressure fluctuations (normalized by $r_n$) for $M = 0.3$, $z_{L,T} \approx 104$, thin transition. (a) $\tau_{P}/\delta^* = 0.01$; (b) $\tau_{P}/\delta^* = 0.4$; (c) $\tau_{P}/\delta^* = 1$. Dashed lines: virtual block.

Figure 15: Iso-contours of the pressure fluctuations (normalized by $r_n$) at $\tau_{P}/\delta^* = 1$. $M = 0.3$, $z_{L,T} \approx 30$, thin transition. Dashed lines: virtual block.

Multi-block simulations with an ILU that is extended periodically give good agreement with single-block calculations for first- and second-order statistics, especially if the interface is located in the logarithmic layer. Placing the interface in the buffer layer, where much of the turbulent activity takes place, results in under-prediction of the Reynolds stress magnitudes and spurious pressure fluctuations. The periodicity introduced at the interface between the inner and outer layers does not spread outwards. Within a few grid points, larger structures are generated, and the correlation between the two halves of the domain is lost.

In the present study, only modest computational savings were achieved: the two multi-block calculations required only 25 and 33% fewer points than the single-block calculation. However with increased Reynolds number, the ratio of the near-wall periodic region thickness to the boundary-layer thickness decreases; this results in a dramatic increase in the number of grid points required to resolve the near wall region with a conventional method. With the present approach, the cost does not increase as rapidly since the ILU can be repeated as many times as necessary in the spanwise direction. If non-conforming meshes are used, such that the spanwise and streamwise spacings of the outer layers can be increased over those of the inner-layer sub-domain, additional savings can be achieved.
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Abstract
An a priori study of subgrid-scale models for the unresolved terms in the energy equation is carried out using the flow field obtained from the direct simulation of homogeneous isotropic turbulence. Scale-similar models involve multiple filtering operations to identify the smallest resolved scales that have been shown to be the most active in the interaction with the unresolved subgrid scales (SGS). In the present study, these models are found to give more accurate prediction of the SGS stresses and heat fluxes than eddy viscosity and eddy-diffusivity models, as well as improve prediction of the SGS turbulent diffusion, SGS viscous dissipation, and SGS viscous diffusion.
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2 Governing equations

To obtain the equations governing the motion of the resolved eddies, we must separate the large from the small scales. LES is based on the definition of a filtering operation: a resolved variable, denoted by an overbar, is defined as (Leonard, 1974)

$$ f(x) = \int_D f(x') \delta(x-x') \mathrm{d}^d x' $$

where $D$ is the entire domain and $\delta$ is the filter function, and $\bar{f}$ is the filter-width associated with the wavelength of the smallest scale retained by the filtering operation. Thus, the filter function determines the size and structure of the small scales.

In compressible flows, it is convenient to use Favre-filtering (Favre, 1965a,b) to avoid the introduction of subgrid scale terms in the equation of conservation of mass. A Favre-filtered variable is defined as $\bar{f} = f \rho / \rho$. In addition to the mass and momentum equations, one can choose solving an equation for the internal energy, enthalpy or total energy. Applying the Favre-filtering operation, we obtain the resolved transport equations:

$$ \frac{\partial \bar{\rho}}{\partial t} + \frac{\partial}{\partial x_i} (\bar{\rho} \bar{u}_i) = 0 $$

$$ \frac{\partial \bar{\rho}}{\partial t} \bar{u}_i + \frac{\partial}{\partial x_j} (\bar{\rho} \bar{u}_i \bar{u}_j + \bar{p} \delta_{ij} - \bar{\sigma}_{ij}) = -\frac{\partial \bar{\sigma}_{ij}}{\partial x_j} $$

$$ \frac{\partial(\bar{\rho} \bar{E})}{\partial t} + \frac{\partial}{\partial x_j} (\bar{\rho} \bar{E} \bar{u}_j + \bar{p} \bar{u}_j) = -\frac{\partial \bar{\sigma}_{ij}}{\partial x_j} - \bar{P}_{ad} \bar{u}_j $$

$$ \frac{\partial \bar{P}}{\partial t} + \frac{\partial}{\partial x_j} (\bar{P} \bar{u}_j) = -\frac{\partial \bar{\sigma}_{ij}}{\partial x_j} - \bar{P}_{ad} \bar{u}_j $$

$$ \bar{E} = e + u_i u_i / 2 $$

is the total energy per unit mass, and the diffusive fluxes are given by

$$ \bar{\sigma}_{ij} = 2 \bar{\rho} \bar{S}_{ij} = \frac{2}{3} \bar{\rho} \bar{D}_{ij} S_{ij} $$

$$ \bar{q}_i = -k \frac{\partial T}{\partial x_i} $$

where $S_{ij} = (\partial u_j / \partial x_i + \partial u_i / \partial x_j)$ is the strain rate tensor, and $\bar{\mu}$ and $\bar{k}$ are the viscosity and thermal conductivity corresponding to the filtered temperature $\bar{T}$.

The effect of the subgrid scales appears on the right hand side of the governing equations through the SGS stresses $\tau_{ij}$; SGS heat flux $Q_i$; SGS pressure-dilatation $\Pi_{ad}$; SGS viscous dissipation $\epsilon$; SGS turbulent diffusion $\partial J_i / \partial x_i$ and SGS viscous diffusion $\partial D_i / \partial x_i$. These quantities are defined as:

$$ \tau_{ij} = \bar{\rho} (\bar{u}_i \bar{u}_j - \bar{u}_j \bar{u}_i) $$

$$ Q_i = \bar{\mu} \left( \frac{\partial \bar{T}}{\partial x_i} - \bar{u}_i \bar{T} \right) $$

$$ \Pi_{ad} = \bar{\rho} S_{ik} S_{ik} - \bar{\rho} S_{ik} S_{ik} $$

$$ \epsilon = \bar{\sigma}_{ij} S_{ij} - \bar{\rho} \bar{S}_{ij} $$

$$ J_i = \bar{\sigma}_{ij} S_{ij} \bar{u}_i - \bar{\rho} \bar{S}_{ij} \bar{u}_j $$

$$ D_i = \bar{\sigma}_{ij} S_{ij} \bar{u}_i $$

The equation of state has been used to express pressure-gradient and pressure-diffusion correlations in terms of $Q_i$ and $\Pi_{ad}$. It is also assumed that $\mu(T) \bar{S}_{ij} \approx \mu(T) \bar{S}_{ij}$, and that an equivalent equality involving the thermal conductivity applies. Vreman et al. (1995b) performed a priori tests using DNS data obtained from the calculation of a mixing layer at Mach numbers in the range 0.2-0.6, and concluded that neglecting the nonlinearities of the diffusion terms in the momentum and energy equations is acceptable.

3 A priori test

One method to evaluate the performance of models for LES or RANS calculations is the a priori test, in which the velocity fields obtained from a direct simulation are filtered to
\( r_{\mu} \) is modeled separately:

\[
\tau_{\mu} = \frac{\Delta}{3} \tau_{\mu} = C' \left( \frac{2}{\Delta} \bar{S}_\mu \right) \left( \bar{S}_\mu - \frac{\Delta}{3} \bar{S}_\mu \right) = C' \bar{S}_\mu \quad \tau_{\mu} = C' \bar{S}_\mu \quad (16)
\]

with \( C' = 0.16 \) and \( C' = 0.09 \).

Moin et al. (1991) proposed a modification of the eddy-viscosity model (16) in which the two model coefficients were determined dynamically, rather than input \textit{a priori}, by solving the equations for the subgrid-scale stresses \( \tau_{ij} \) to the "resolved turbulent stresses" \( \tau_{ij} = \left( \bar{v}_i \bar{v}_j \right) - \bar{u}_i \bar{u}_j \), and the subgrid-scale stresses \( \tau_{ij} = \bar{u}_i \bar{u}_j - \bar{u}_i \bar{u}_j \) (where \( \bar{u}_i \bar{u}_j \) and \( \bar{u}_i \bar{u}_j \) are the basic stresses and the subgrid-scale stresses, respectively). The model coefficients \( C' \) and \( C' \) are determined by substituting (16) into the Germano identity and contracting with \( \bar{S}_{\mu} \). In the present paper the contraction proposed by Lilly (1992) to minimize the error in a least-squares sense will be used instead. Accordingly, the two model coefficients for the Dynamic Eddy-Viscosity model (DEV) will be given by

\[
C' = c_1 c_2 = \left( \frac{L_0 M_0}{M_1 M_0} \right), \quad C' = \left( \frac{L_0 M_0}{M_1 M_0} \right).
\]

(17)

where \( c_1 = -2 \Delta \bar{S}_\mu [\bar{S}_\mu - \bar{S}_{\mu \mu}] / 3 \bar{S}_\mu / \bar{S}_{\mu \mu} \), \( c_2 = -2 \Delta \bar{S}_\mu [\bar{S}_\mu - \bar{S}_{\mu \mu}] / 3 \bar{S}_\mu / \bar{S}_{\mu \mu} \).

Scale-similar models are based on the assumption that the most active subgrid scales are those closest to the cutoff, and that the scales with which they interact are those right above the cutoff wavelength (Bardina et al., 1980). Thus, scale-similar models employ multiple operations to identify the smallest resolved scales and use the smallest "resolved" stresses to represent the SGS stresses. Although these models account for the local energy events, they underestimate the dissipation.

Speziale et al. (1988) proposed the addition of a scale-similar part to the eddy-viscosity model of Yoshizawa (1986) introducing the mixed model. In this way, the eddy-viscosity contribution provides the dissipation that is underestimated by purely scale-similar models.

This mixed model was also used by Edelebach et al. (1992) and Zang et al. (1993), and is given by

\[
\tau_{ij} - \frac{\Delta}{3} \tau_{ij} = C' \bar{S}_{ij} + A_{ij} - \frac{\Delta}{3} A_{ij} \quad \tau_{ij} = C' \bar{S}_{ij} + A_{ij},
\]

(18)

where \( A_{ij} = \bar{S}(\bar{u}_i \bar{u}_j) - \bar{u}_i \bar{u}_j \).

Edelebach et al. (1992) tested the constant coefficient model \textit{a priori} and by comparing DNS and LES results of compressible isotropic turbulence and found good agreement in the dilatational statistics of the flow, as well as high correlation between the exact and the modeled stresses. Zang et al. (1992) compared the DNS and LES results of isotropic turbulence with various initial ratios of compressible to total kinetic energy. They obtained good agreement for the evolution of quantities such as compressible kinetic energy and fluctuations of the thermodynamic variables.

Dynamic model adjustment can also be applied to the mixed model (18), to yield the Dynamic Mixed Model (DMM)

\[
C' = \left( \frac{L_0 M_0}{M_1 M_0} \right) - \left( \frac{L_0 M_0}{M_1 M_0} \right), \quad C' = \left( \frac{L_0 M_0}{M_1 M_0} \right).
\]

(19)

with \( B_{ij} = \bar{S}_{ij} - \bar{S}_{ij} \), and \( N_{ij} = B_{ij} - A_{ij} \).

An issue that requires some attention is the necessity to model separately the trace of the SGS stresses \( \tau_{\mu} \). Yoshizawa (1986), Moin et al. (1991) and Speziale et al. (1988) proposed a separate model for this term. Edelebach et al. (1992) conjectured that, for moderate Mach numbers \( M_0 < 0.4 \) this term is negligible; their DNS of isotropic turbulence confirm this conjecture. Zang et al. (1992) confirmed these results \textit{a posteriori}: they ran calculations with \( 0 \leq C' \leq 0.066 \) (the latter value is 10 times higher than that predicted by the theory) and observed little difference in the results.

Coates and Lessieur (1998) proposed incorporating this term into a modified pressure \( P \). This leads to the presence of an additional term in the equation of state, which takes the
Figure 3: A priori comparison of the off-diagonal SGS stresses $\tau_{ij}$. (a) Correlation coefficient and (b) non-dimensional rms magnitude. --- Eddy-viscosity model DEV (16-17); --- two-coefficient mixed model DMM (18-19) and one-coefficient mixed model DMM-1 (21-22); $\triangle$ DNS.

Figure 4: Non-dimensional rms magnitude of $\tau_{ij}$ versus filter-width at $t/\tau = 6.5$. --- Eddy-viscosity model DEV (16-17); --- two-coefficient mixed model DMM (18-19); --- one-coefficient mixed model DMM-1 (21-22); $\triangle$ DNS.

(near 0.2), while much improved results are obtained with the mixed models. Note that the correlation coefficient for DMM and DMM-1 overlap in the figure. Figure 3b shows the rms of $\tau_{ij}$. DEV under-predicts the rms magnitude of the exact term, while DMM and DMM-1 slightly over-predict it.

The coefficient $C_1$, remained nearly constant at a value of 0.15 throughout the calculation, consistent with the theoretical arguments (Yoshinawa, 1986). The coefficient of the SGS energy, $C_2$, on the other hand, has a value three times higher than predicted by the theory, consistent with the results of Moin et al. (1991).

Figure 4 shows the rms magnitude of $\tau_{ij}$ vs. the filter-width, at time $t/\tau = 6.5$. Consistent with the results shown above for $\Delta/\Delta = 8$, the one-coefficient mixed model DMM gives the most accurate predictions. For very small filter-widths ($\Delta/\Delta = 2$), all the models are accurate, reflecting the capability of dynamic models to turn off the model contribution when the grid becomes sufficiently fine to resolve all the turbulent structures (models with constants assigned a priori, such as the Smagorinsky (1963) model, do not have this characteristic). For intermediate filter-widths, up to $\Delta/\Delta = 16$, the best prediction is given by the
where

\[ T = -\Delta \tilde{p} \frac{\partial \tilde{S}}{\partial T} + \tilde{S} \frac{\partial \tilde{p}}{\partial T}, \quad \kappa_T = \left( \tilde{p} \frac{\partial \tilde{S}}{\partial T} \right) - \tilde{p} \frac{\partial \tilde{T}}{\partial T}. \tag{25} \]

A mixed model of the form

\[ Q_T = -\rho \frac{\partial \tilde{S}}{\partial T} \tilde{T} + \rho \left( \tilde{u}_i \tilde{T} - \tilde{U}_i \tilde{T} \right) \tag{26} \]

was proposed by Speziale et al. (1988). The model coefficients \( \epsilon \) and \( P_T \) can again be assigned, or adjusted dynamically according to (19) and (27)

\[ P_T = C_T \left( \frac{T_T}{T} \right). \tag{27} \]

with

\[ V_T = \frac{T}{T_T} \left( \tilde{u}_i \tilde{T} - \tilde{U}_i \tilde{T} \right). \tag{28} \]

Figure 6a shows the correlation coefficient for the three models described above. Both eddy viscosity models overlap on the plot giving a poor correlation factor, roughly 0.2, whereas the mixed model gives a correlation above 0.6. Both eddy viscosity models underpredict the rms of the exact \( Q_T \), shown in Fig. 6b, while the mixed model is more accurate.

The mixed model maintains accuracy for all filter-widths \( \Delta \leq 16 \) (Fig. 7).

5.2 SGS viscous dissipation

The other term in the enthalpy or internal energy equations that was found to be significant in the present flow is the viscous dissipation \( \epsilon \). In this section, the three models proposed by Verman et al. (1995b) are tested:

\[ \epsilon_1 = C_\epsilon \left( \tilde{u}_i \tilde{u}_j \tilde{S}_k \right), \tag{29} \]

\[ \epsilon_2 = C_\epsilon \frac{q^2}{\tilde{S}} \tilde{S}, \quad q^2 \sim \tilde{S}^2 \tilde{T}^2 \tag{30} \]

\[ \epsilon_3 = C_\epsilon \frac{q^2}{\tilde{S}} \tilde{S}, \quad q^2 \sim \tilde{u}_i \tilde{u}_j \tilde{u}_k = \tilde{u}_i \tilde{u}_j. \tag{31} \]

![Figure 6: A priori comparison of the SGS heat flux \( Q_T \). (a) Correlation coefficient and (b) non-dimensional rms magnitude. --- Eddy-diffusivity model (23), \( P_T = 0.7 \); --- eddy-dissipation model (23), \( P_T \); mixed model (26-27), \( \Delta \) DNS.](image)
5.3 SGS turbulent diffusion

The SGS turbulent diffusion $\partial J_s/\partial x_i$ appears in the total energy equation (6). Canuto and Lesieur (1994) did not model this term explicitly, but added it to the SGS heat flux by using an eddy diffusivity model to parameterize

$$
\left( \nu \overline{E_{i1}} + \overline{H_{i1}} \right) - \left( \nu \overline{E_{i1}} + \overline{H_{i1}} \right) = \gamma \bar{u}_i \left( \bar{u}_i \overline{E_{ii}} - \overline{u}_i \overline{E_{ij}} \right) + J_s = \frac{\nu}{\rho} \frac{\partial T}{\partial x_i},
$$

(36)

with this model, however, the SGS turbulent diffusion $J_s$, which depends mostly on the unresolved velocity fluctuations, is modeled in terms of the temperature gradient. In an isothermal flow, $J_s$ may be non-zero, and even if the temperature is not constant, there is no reason to couple a term due to mechanical energy gradients to the temperature. A model of the form (36) effectively neglects $J_s$.

The only attempt to model the SGS turbulent diffusion was that by Knight et al. (1998). They argue that $\overline{u}_i \approx \bar{u}_i$, and propose a model of the form

$$
J_s = C a_T^i a_T^j.
$$

(37)

A dynamic scale-similar model can be obtained using the generalized central moments (Germano, 1992):

$$
\tau(u_i, u_j) = \frac{1}{\rho} \left[ \overline{u_i u_j} - \overline{u}_i \overline{u}_j \right]
$$

(38)

$$
\tau(u_i, u_j, u_k) = \frac{1}{\rho} \overline{u_i u_k u_k} - \overline{u}_i \tau(u_j, u_k) - \overline{u}_j \tau(u_i, u_k)
$$

(39)

Using this notation the turbulent diffusion term can be written as

$$
2J_s = \tau(u_i, u_k, u_k) + 2 \bar{u}_i \tau(u_j, u_k).
$$

(40)

since $\tau(u_j, u_k) = \tau_{kk}$. Using this formalism, scale-similar models can be derived by approximating the quadratic terms using the filtered velocities $\bar{u}_i$ to replace the velocities $u_i$; for
5.4 SGS viscous diffusion

The SGS viscous diffusion $\partial D_1/\partial x_j$ is the smallest of the terms in the total energy equation, and is about 5% of the divergence of $Q_1$. No model for this term has been proposed in the literature to date. One possibility is to parameterize it using a scale-similar model of the form

$$D_1 = C_D \left( \mathcal{R}_i \bar{u}_j - \bar{u}_i \bar{u}_j \right).$$

in which the coefficient can be obtained from

$$C_D = \left( \frac{\mathcal{R}_i}{R_\kappa R_\lambda} \right),$$

where

$$R_\kappa = \left( \frac{\bar{u}_i^2}{\bar{u}_j^2} \right) - \left( \frac{\bar{u}_i}{\bar{u}_j} \right).$$

As can be seen from Fig. 11, this model gives a poor correlation and poor agreement for the prediction of the rms magnitude. However, since the viscous diffusion is relatively small, its contribution to the total energy spectrum does not go to the inertial range, but rather to the decaying range. In this situation the accuracy of the model is degraded, as shown by Menon and Ladd (1997). Thus, the scale-similar approach may still give good predictions when this term is significant. In this particular flow, the error given by the model (or by not using a model) may be tolerable given the small contribution that the term gives to the energy budget.

6 Conclusions

Several mixed and eddy-viscosity models for the momentum and energy equations have been tested. The velocity, pressure, density and temperature fields obtained from the DNS of homogeneous isotropic turbulence at $Re_\lambda = 50$, $M_1 = 0.32$ were filtered and the unclosed terms in the momentum, internal energy and total energy equations were computed.

In the momentum equation, mixed models were found to give better predictions, in terms of both correlation and rms amplitude, than the pure eddy viscosity models. The dynamic adjustment of the model coefficient was beneficial, as already observed by Moin et al. (1991).


