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ABSTRACT

The key to achieving universal network scalability is hierarchical organisation, where routing information is aggregated between levels in the hierarchy. This approach can considerably reduce the overheads due to storage, transfer and processing of routing information for large networks. Other benefits include increased security and ease of management of the network. Due to the high routing complexity of the PNNI routing protocol, an optimal hierarchical structure is essential to reduce the huge overheads incurred. This report considers two hierarchical routing models based on the optimisation of the size of topology databases and routing complexity, respectively. The report also suggests some design guidelines for an hierarchical PNNI structure of a network topology.
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Executive Summary

In asynchronous transfer mode (ATM) networks, a dedicated virtual circuit is required to be set up from source to destination, which consists of a number of transmission links connected by intermediate switches. For the support of this connection-oriented service, signalling is essential to allow the transfer of service-related information in real time between the user and the network, and among the network entities. In particular, the process of selecting a suitable path substantially affects a number of performance measures associated with the existing and incoming calls.

Hierarchical network organisation is the key to achieving universal scalability. All nodes of a network are divided hierarchically into logical groups such that a node has complete routing information on its peer group but only abstract routing information on the rest of the network. This hierarchical routing approach can considerably reduce the overheads due to storage, communication and processing of routing information for large networks. Keeping the internal information of peer groups from others also results in increased security and ease of management of the network. Nevertheless, due to the lack of complete information about the network status, the hierarchical routing scheme may lead to a non-optimal routing decision (i.e. increased path length), and hence performance degradation, in terms of longer end-to-end delay and reduced throughput.

Two hierarchical routing models are described in this report based on the optimisation of the size of topology databases and of the routing complexity, respectively. In support of the delivery of messages to their correct destination, the routing tables are usually pre-calculated for predetermined classes of quality of service (QoS). The complexity of these calculations is directly related to the size of the topology databases. It follows that a model for optimal topology databases is required to reduce this complexity. When an arriving call does not fall into any pre-calculated QoS class, a special on-demand routing computation is used whose complexity can be evaluated using the model for optimal computational complexity.

In particular, the routing complexity of private network-network interface (PNNI) implementations is likely to be higher than the original complexity for simple shortest paths, mainly due to the requirements for QoS. As the routing algorithm becomes more complex, the saving with an optimal hierarchical topology is even higher. Thus, an optimal PNNI hierarchical structure definitely results in huge complexity savings. To facilitate the migration of the current Defence Switched Data Network (DSDN) to a full-fledged ATM network, the report concludes with some design guidelines for a hierarchical PNNI structure of a network topology.
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1. Introduction

With the advent of optical fibre and fast switching technologies, future integrated broadband networks are expected to support a wide spectrum of services, among which asynchronous transfer mode (ATM) is selected to be the technology standard by the International Telecommunications Union Telecommunication Standardisation Sector (ITU-T). Using a connection-oriented packet switching technique, ATM combines both flexibility of packet switching and quality of service (QoS) of circuit switching. Similar to a circuit-switching network, an ATM network requires a dedicated virtual circuit to be set up from source to destination, consisting of a number of transmission links connected by intermediate switches. Once established, this virtual circuit is able to transmit all the data cells along the same path.

Signalling is an essential component of ATM networks for the support of connection-oriented services. In general, a communication network can be viewed as comprising of a signalling system and a transmission facility. The signalling system is responsible for call processing and associated functions like route selection, connection management, and QoS computation; whereas the transmission facility is responsible for the transport of information associated with the admitted calls.

Incoming call requests are first processed by the signalling system. In connection-oriented networks, path selection is performed only at call establishment phase. If a call is successfully set up, transmission resources will be allocated to the call throughout its connection time. These call requests are transmitted only on dedicated channels and do not contend for transmission media. They are not lost in the switches and their transmission delays are negligible due to the high transmission rate allocated for these signalling channels.

The process of selecting a suitable path substantially affects a number of performance measures of both the existing and new calls. Two types of performance measures are important in ATM networks: call level QoS, and cell level QoS. At the call level, performance objectives are usually measured in terms of blocking probability, and the time required setting up a call. This is the time for the routing algorithm to establish communication paths between source and destination across the network. At any time, transport capacity decides not only the number of calls admitted to the network, but also the cell level QoS of admitted calls. In particular, the routing algorithm works in conjunction with call admission control to ensure efficient use of network resources and guarantee a minimum level of QoS for the users, including cell loss, cell throughput, cell delay, and cell delay variation.

The ability of a network to admit calls is dominated by the capacity of the network, and the processing power of the signalling system, whose performance is crucial in determining the scalability of a network. The call set-up delay is mainly decided by the processing capacity of the signalling system where all set-up messages are first
processed. In some cases, call requests that are not processed immediately are allowed to wait or queue in the signalling system. Eventually, call requests are either admitted or rejected based on the availability of transmission resources. In general, the call blocking probability is decided both by the processing capacity of the signalling system and by the transmission capacity of the network.

When each virtual circuit is being set up, a routing decision is made to choose an end-to-end path between source and destination. All cells belonging to the virtual circuit subsequently traverse the ATM network following this path. These cells arrive at the destination node in the sequence in which they were transmitted. The signalling delay is one of the important performance measures at the call level. Even when transport capacity is available, a network can lose offered calls if the call set-up delay exceeds certain limits. Although provisioning permanent virtual path connections can reduce the call set-up delay by eliminating the processing time of signalling messages at some intermediate nodes, significant wastage of network capacity is inevitable.

In ATM networks, a guaranteed QoS is provided by means of a call level admission control mechanism, and the reservation of resources on a link-by-link basis. Thus, a call request is accepted if and only if, for each link on the route, adding the new connection will not violate the QoS guarantees of all existing connections sharing the same link. If a route is rejected, another will be selected if possible, between the same source and destination nodes trying to set up the call. Hence, the call routing and admission control policies can affect call set-up time and accepted call throughput significantly. Since these functions are highly computationally intensive, to assure accepted calls of a guaranteed QoS, the bottleneck for call set-up performance is likely to shift from the communication links to the processing elements. The processing requirement is even more demanding in defence networks where QoS is expected to meet specific military needs. Military value is often the norm of communication regardless of network load, necessitating the implementation of priority and pre-emption policies for resource management.

This report considers the design of a hierarchical routing structure in ATM networks. The benefits and potential drawbacks of such a network hierarchy are discussed in Section 2. Section 3 presents the PNNI protocol and the mechanisms used in distributing routing information. The routing overheads are considered in Section 4, where two hierarchical models are described based on the optimisation of the size of topology databases and of the routing complexity, respectively. Section 5 attempts to suggest some design guidelines for hierarchical clustering in ATM networks. Finally, Section 6 concludes the report.
2. Hierarchical Routing in ATM Networks

A routing protocol is required to distribute network control information through an ATM network, enabling each node to have sufficient topology information to process a call set-up request. Three major components are generally involved in a routing protocol: routing information, topology database and routing algorithm. The routing information is the information exchanged among network nodes so that each node can build up its own topological view of the network, in terms of the topology database at that node. The routing algorithm can then be run over this database to determine the best paths for different destinations. The best path to each reachable destination is pre-calculated for each service category, and kept in the form of a routing table\(^1\) at each node. In support of the delivery of messages to their correct destination, a routing table is the table of current pre-calculated routes to other nodes associated with each service category. In the Private Network-Network Interface (PNNI) protocol, the routing table maintains a set of all Designated Transit List (DTL) stacks used for the pre-calculated routes. A DTL is a list of node and optionally link identifiers that completely specify a route to destination, which are inserted into signalling request messages.

The process of route determination involves an enormous routing overhead. The resources consumed include the amount of storage for the topology database, processing capacity to compute routing tables, and the bandwidth to propagate the topology database updates to other nodes. Since the topology database contains information about all resources in the network, the entire routing overhead increases with the size of the network.

2.1 Improved Scalability through Information Aggregation

The key to achieving universal scalability is hierarchical network organisation, with summarisation of reachability information between levels in the hierarchy. In simple ATM networks, establishing a hierarchy may not be necessary; however, a hierarchy becomes essential in larger networks. In flat routing, or non-hierarchical routing, network nodes have peer relationship with each other. Each node has to maintain the entire topology of the network, including resource availability for every physical link and reachability information for every node in the network. Therefore, the topology database at each switch contains complete information about the network, typically a graph with a vertex for every switch, an edge for every link, and a QoS attribute for every vertex and edge indicating resource availability (e.g., available bandwidth). Each node must have a separate entry in its topology database for every node in the network. Thus the size of the topology database is proportional to the total number of

\(^1\) The routing table is not the VPI/VCI swapping table. The latter is a table of VPI and VCI values related to each physical link that an ATM switch is attached. This is used for swapping the VPI and VCI fields of ATM cells passing through the switch, so that incoming cells are transmitted on the appropriate outbound links.
nodes in the network. Furthermore, a shortest path calculation is performed to configure the routing tables for the entire network.

As networks grow in size, the topology database at each node grows linearly with the number of nodes. Not only is memory consumed by increasing databases, but also more processing time is needed to determine routes. More bandwidth is needed to exchange routing information among the network nodes, which represents a significant burden on the communication lines. This characteristic of flat routing creates enormous overhead for large networks. Thus the main drawback of the non-hierarchical approach is excessive overhead for the storage, processing, and transfer of routing information. As the network grows to a certain size, it is no longer feasible for every node to have an entry for every other node, so the routing will have to be done hierarchically, as in telephone networks and the Internet.

Through aggregation of information, the hierarchical approach reduces the overheads of the routing algorithm for large networks. Nodes are grouped hierarchically into clusters, or logical groups. A peer group is a collection of nodes that all obtain the identical topology database and exchange full link state information with each other. While all nodes within a peer group have complete state information on each other, peer groups cannot be extended too widely since this would lead to excessive traffic and processing of routing information. Hence, peer groups are organised hierarchically and are associated with a higher-level parent peer group. All the details about how to route cells to destinations within its group is known, but the knowledge about the topological structure of other groups is limited. Therefore, each group maintains a view that contains its subgroups, the peer groups in its parent group, and so on. Each node is required to maintain a view of the network, which is periodically refreshed by routing updates. Such a view becomes extremely complex in the PNNI protocol because dynamic QoS attributes are involved, such as current load, and types of traffic in terms of service category. The ATM Forum has specified five service categories, including Constant Bit Rate (CBR), Real-Time Variable Bit Rate (rt-VBR), Non-Real-Time Variable Bit Rate (nrt-VBR), Unspecified Bit Rate (UBR), and Available Bit Rate (ABR).

2.2 Increased Security and Ease of Management

To reduce the amount of routing information distributed throughout the network, each higher level of the network hierarchy performs a complex process of summarising and compressing topology state information. Only summarised routing information is exchanged between related peer groups. Keeping the internal information of peer groups from others results in increased security of the network. In that case, each node is allowed to route within its own group according to the specific routing policy of that group. In particular, the use of hierarchical routing is essential in networks that are composed of subnetworks. By hiding the details of each subnetwork from the rest of the entire network, the management workload can be substantially reduced.
2.3 An Example

Essentially, the hierarchical routing procedure need not imply a hierarchical relationship between ATM switches. When applied to a flat network topology, this routing procedure provides very significant improvements as exemplified in the PNNI protocol. The network topology itself could certainly include a hierarchical structure as well [1]. Consider a network of a set of nodes (defined as 0th level clusters), an m-level hierarchical clustering consists of grouping all the nodes into 1st level clusters, which in turn are grouped into 2nd level clusters and so on, until the mth level cluster. The mth level cluster is the highest level cluster that includes all the nodes of the network. An example is shown in Figure 1 in which a 3-level hierarchical clustering is imposed on a network of 24 nodes. This hierarchical classification scheme then leads to the tree representation as shown in Figure 2.

2.4 Some Drawbacks

In hierarchical routing, the savings in storage for topology database increases proportionally with the number of groups or levels. The routing overhead generated in hierarchical routing is much less than that in flat routing by maintaining less accurate views of the network. Due to the lack of complete information about the network status
through topology aggregation, the hierarchical approach cannot accurately reflect the actual state of the network. This may lead to non-optimal routing decisions (i.e., increased path length), and hence performance degradation. The average path length for hierarchical routing is more than that for flat routing, and longer path results in longer end-to-end delay. In addition, the use of extra resources affects both blocking and throughput performance, especially at high loads. Although allowing rerouting may slightly alleviate the call blocking performance, the call set-up delay is inevitably increased as a result of successive retry attempts.

At a higher hierarchical level, an aggregate QoS attribute of each group is obtained by applying an aggregation operation on all the QoS attributes of its members or subgroups. This aggregation operation contributes significantly to the complexity of selecting a path during a call request. With attributes optimistically aggregated, it is likely that the selected paths do not pass the admission control test due to insufficient resources during connection set-up. On the other hand, overly pessimistic aggregation hampers the selection of a suitable path with adequate resources even through such a path indeed exists [2].

3. The PNNI Protocol

The private network-network interface (PNNI) [3] is an ATM Forum specification for the protocols between switches in private ATM networks. The PNNI Phase 1 specification includes both routing and signalling functions. The PNNI routing protocol is used to reliably distribute network topology information so as to select a suitable path to any addressed destination. On the other hand, the PNNI signalling protocol is used for the connection establishment, management, and termination between ATM nodes within the network.
The PNNI Phase 1 protocol can be applied both to small networks of a few switches and to large global networks comprising millions of switches. The routing hierarchy is designed to reduce the routing overhead while providing efficient routing. In the PNNI protocol an entire ATM network is divided, at the lowest level of the hierarchy, into groups of smaller numbers of physical nodes (or switches) called peer groups. These groups are represented at higher levels as logical group nodes (LGNs) that may again be divided into parent groups if necessary, up to the highest level in the hierarchy. A LGN is an abstraction of a peer group for the purpose of representing that peer group in the next level of the PNNI routing hierarchy. The number of levels and the size of each group depend upon the original network size.

In the PNNI protocol, there is no direct exchange of routing information between two nodes that do not belong to the same peer group. Instead, each switch is required to maintain a view of the network status that is periodically refreshed by routing updates. In particular, this view is extremely complex since dynamic information is also included, such as current load and types of traffic on the links. A switch is required only to have very detailed topology and state information about switches in its immediate vicinity. Detailed planning is a cooperative process in which many switches along the route participate. This route is made more precise with added details, as the call request is forwarded and processed by the switches along the chosen route. Hence, the topology database in every physical or logical group node reflects only a partial view of the network, including the detailed topology information about the peer group in which the node resides, plus more abstract topology information representing the remainder of the PNNI routing domain.

### 3.1 ATM Addressing

The key to constructing the PNNI routing hierarchy is in the ATM addressing and identification based on the ATM end system addresses (AESAs). These addresses are positioned in a hierarchical relationship with one another. This differs from a flat relationship where the address of each switch does not bear any topological meaning. These AESAs are 20 octets long to support a large number of levels in the network hierarchy. Excluding the end system identifier\(^2\) (ESI) and the selector\(^3\) (SEL) fields, there is a maximum of 104 bits in the 13 high-order octets of the ATM address. At the extreme of 1 bit per level, the network can be administered by creating as many as 104 hierarchical levels. A logical ATM addressing structure provides a logical address path through the network, which makes ATM call routing simpler and more efficient. In practice, three to five hierarchical levels will most likely be used in large and even global networks. For example, a recommendation of two options for a defense ATM address plan has been proposed [4], which adopts three levels of topological hierarchy

---

\(^2\) The end system identifier is used to identify a unique end system within a specified network to avoid address contention.

\(^3\) The selector field is used to distinguish between different higher layer protocols and applications inside the end system.
for the current Defence Switched Data Network (DSDN). Two additional routing
domains are reserved for future expansion, supporting up to five levels.

3.2 Information Exchange in PNNI

PNNI signalling is carried across network node interface (NNI) links on the same
virtual channel, VCI=5, which is also used for signalling across the user network
interface (UNI) to end systems. This signalling virtual channel either uses VPI=0,
VCI=5 in case of non-associated signalling, or uses VCI=5 in the appropriate virtual
path connection (VPC) in case of associated signalling. For the regular update of
external reachability and link characteristics respectively, the PNNI Hello packets and
PNNI topology state packets (PTSPs) are exchanged at intervals on a timed basis over
PNNI routing control channels (RCCs) between switches that are logically or
physically adjacent. These are reserved virtual channel connections (VCCs) with VPI=0
and VCI=18 for physical links, or VCI=18 within the appropriate VPI value for logical
links. For the exchange of PNNI routing protocol packets between LGNs at higher
levels, a switched VCC (SVCC) is established through unrelated nodes at lower levels
whose VPI and VCI values are assigned by signalling in a normal manner. Mechanisms
such as flooding, sequence numbers, lock-step acknowledgments, and checksums are
used to ensure reliable and timely delivery of PTSPs.

PNNI Hello packets are used to discover and verify the identity of neighbour nodes
and to determine the status of the links to those nodes. The PNNI Hello protocol
supports the exchange of peer group identifiers (PGIDs) to determine whether the
neighbours belong to its peer group or not. Each node collects its local state
information in PNNI topology state elements (PTSEs), including the identity and peer
group membership of the node's immediate neighbours, and the status of its links to
the neighbours. PTSEs are encapsulated within PTSPs, which are reliably flooded
among all LGNs within a peer group. PTSPs are sent at regular intervals or when
triggered by a significant event such as a major change in any topology information
group. The topology database of a node consists of a collection of all PTSEs received,
representing the node's present view of the PNNI routing domain.

3.3 Route Generation

The PNNI protocol is based on source routing, in which a path is computed in the
source node across the ATM network to a destination node. This route is represented
by a list of nodes on the path called a Designated Transit List (DTL), which is included
in the signalling messages to establish connections. A node along the path from the
source to the destination may not have sufficient resources to support the requested
connection. This is possible if the topology information used to compute a path is not
up to date due to the delay incurred in the periodic update of topology status. In such
cases, a crankback mechanism is used to clear the call back to the node that created and
inserted the DTL into the connection request. These include the original source node,
and the ingress border nodes of each peer group along the path. If an intermediate
node rejects the call, the call is rerouted back along the path that it followed to such a node to insert a DTL. If possible, this node then recalculates a new path across its own group, avoiding the node that rejected the call, and reforwards the request. These nodes maintain state information about all requests that they have forwarded until the connection is established, or a connection reject message is received from the destination end system.

3.4 Pre-calculated Routing versus On-demand Routing

For large networks, the hierarchical routing model can substantially reduce the overheads due to storage, transfer and processing of routing information. Due to the complexity of the PNNI protocol, on-demand route calculation can take a considerable time, thus increasing the latency of connection establishment. Alternatively, pre-calculated paths can be computed periodically to generate reasonable routes for a given service category based on some optimisation criteria, usually after each periodic update of topology information. The process of route generation can be run in the background to determine routes to all possible destinations. It produces a set of pre-calculated routes in terms of DTLs for locally originated calls to the destinations reachable at the given node. When the set of pre-calculated paths does not meet the QoS parameters of a given call, it is necessary to attempt on-demand calculation of a route. The latter is suitable either for originating a call, or for propagating a call with a given DTL.

It is important that an optimal route is located for virtual connections with high bandwidth-duration product (i.e., bandwidth × duration) so as to minimise the allocated network resources. For virtual connections with low bandwidth-duration product, minimising the route determination processing becomes more important than finding an optimal route, as it is expected that such connections may constitute a large portion of the total usage of ATM networks.

4. Routing Overheads in ATM Networks

On-demand routing produces more computation overhead than pre-calculated routing, and this is tolerable at low loads. At higher loads, this overhead becomes significant, but pre-calculated routing may require greater rerouting because the routing tables cannot always reflect all the possible paths at a particular moment. In the case of on-demand routing, the computation overhead is related to the inter-arrival time of incoming calls. While in the case of pre-calculated routing, the computation overhead is associated with the update period of synchronising PNNI topology information among network nodes. Selecting the update period according to the call inter-arrival time ensures that topology information at every node is relatively recent for call processing. In general, on-demand route computation can reduce the call set-up delay by pruning the links that will most likely reject the call from the topology,
resulting in better performance than pre-calculated route computation. Thus, the use of on-demand route computation mechanism is preferred.

Due to the greater variability of the QoS-based routing metrics, the computation overhead in the PNNI protocol is large. Using commercial processors for PNNI calculation will likely support very limited rates of call set-up requests. In addition, each connection set-up request could experience significant call set-up latencies, perhaps exceeding hundreds of milliseconds within large networks, not to mention the prolonged propagation delay across satellite links. These set-up latencies could significantly degrade perceived network responsiveness.

Through a hierarchical partitioning of a network, the PNNI protocol is designed to reduce the overhead of maintaining the entire topology at each node in order to provide for efficient routing. Essentially, the hierarchical topology of a network should be carefully structured in order to achieve minimal routing complexity\textsuperscript{4}. Typically, the calculation of shortest paths in routing always involves high computational complexity. For instance, Dijkstra's algorithm\textsuperscript{5} results in an $O(N^2)$ computational complexity, where $N$ is the total number of nodes in the network.

4.1 Storage and Communications Overheads of Routing Information

Hierarchical routing can be applied to lower the routing cost through the reduction of storage for the topology database. Smaller topology databases leads to less storage and processing in the nodes and limits the inherent routing communications. Given a network with $N$ nodes, the flat routing scheme requires each node to keep a topology database that is composed of $N$ entries. The size of the topology database thus grows linearly with the number of nodes. Since the database size is directly related to the routing cost in terms of the communication capacity and the storage, it is important to determine the optimal hierarchical clustering structures that lead to a minimal database size.

Kleinrock and Kamoun [1] determine the optimal hierarchical clustering structures of the network nodes for large networks by minimising the size of the required topology databases. The degree of a $k^{th}$ level cluster is defined as the number of $k-1^{st}$ level clusters that the $k^{th}$ level cluster encloses. The optimum solution has all clusters at all levels composed of the same number of lower level clusters. If $n_k$ is the degree of all the $k^{th}$ level clusters, then $n_k = N^{1/m}$, where $m$ is the fixed number of levels in the hierarchy. Using a random geometric approach, Rougier and Kofman [5] also confirms the

\textsuperscript{4} Complexity is the level of difficulty in solving mathematically posed problems as measured by the time, number of steps or arithmetic operations, or memory space required (called time complexity, computational complexity, and space complexity, respectively). The interesting aspect is usually how complexity scales with the size of the input (called the scalability), where the size of the input is described by some number $N$. Thus an algorithm may have computational complexity $O(N^2)$ in the order notation, in which case if the input doubles in size, the computation will take four times as many steps. The ideal is a constant time algorithm ($O(1)$) or failing that, $O(N)$.

\textsuperscript{5} Dijkstra's algorithm is a common least-cost routing algorithm in use in packet-switched networks.
existence of this optimum in the case of a random network where peer groups are of variable sizes.

The minimum database size, \( l \), is \( mN^{1/m} \). The global optimal clustering is achieved when the number of levels is \( m^* = \ln N \), and when all clusters at all levels have equal number of lower level clusters. It follows that the optimal cluster size is equal to the base of natural logarithm (\( e \approx 2.718 \)). The corresponding minimum database size is \( e \ln N \). Hence, enormous gains in the routing cost can be obtained whereby the size of the topology database may be reduced from \( N \) entries to the order of \( e \ln N \) entries. For example, \( e \ln N = 15.5 \) for \( N = 300 \).

In general, the reduction of routing information inevitably leads to an increase in network path length. Fortunately, this increase vanishes in the limit of very large networks with vast number of nodes [1]. In other words, hierarchical routing for large networks will approach similar throughput-delay performance as the non-clustered routing, with relatively no significant increase in path length.

Although the application of the hierarchical routing scheme appears to result in a degradation of the performance of the network, the database reduction provides savings in capacity, storage, throughput and delay which more than compensate for the vanishing increase in path length. Further, most of the database reduction can be obtained with hierarchical clustering whose number of levels is quite a bit smaller than \( m^* \), and the cost at a small \( m \) is quite minimal [1]. Hierarchical routing schemes operating with a small number of levels \( 2 \leq m \leq 4 \) already yield substantial database reduction for a relatively small increase in path length.

4.2 Routing Complexity

Given a network of \( N \) nodes, Van Mieghem [6] investigates the structure of a PNNI topology with \( m \) hierarchical levels based on the criterion of routing complexity. An optimum solution is found to exhibit symmetry such that on each hierarchical level, the peer groups have the same number of nodes. In the optimal hierarchical topology, the degree of peer groups at each level increases with the hierarchical level \( k \). This characteristic is also confirmed by Rougier and Kořman [5] using a random geometric approach. Importantly, the peer group size is the smallest at the physical or lowest level, which substantially simplifies the analysis of QoS and traffic issues.

Assuming a routing complexity of \( O(N^2) \) that corresponds to Dijkstra's algorithm for shortest paths, the number of nodes within each group at level \( k \), \( n_k \), can be estimated in terms of the total number of nodes of the network, \( N \), and the number of levels, \( m \) [5]:

\[
\frac{n_k}{N} \approx \left(\frac{1}{m} \right)^{m-1}
\]

In brief, the peer group sizes are related by \( n_{k+1} \approx n_k^{4/3} \), for hierarchical level \( k = 1, 2, \ldots, m-1 \). With this optimal topology, the complexity is indeed reduced at a higher layer of
hierarchical levels. However, even for very large networks with millions of nodes, the complexity does not evolve significantly for $m > 4$. Thus, a small number of hierarchical levels is sufficient to significantly reduce the complexity of the routing computations [5, 6].

The more complex the routing algorithm is, the higher is the saving with an optimal hierarchical topology. Compared to the original complexity of $O(N^2)$ for simple shortest paths, the routing complexity of PNNI implementations is likely to be higher than that of Dijkstra's algorithm, mainly due to the requirements for QoS. In that case, the optimal PNNI hierarchical structure definitely results in huge complexity savings [6].

5. Some Guidelines for Hierarchical Clustering

In this section, we attempt to put some important factors into perspective in relation to the design of an efficient hierarchical structure for an ATM network. Examples are the choice of the number of hierarchical levels, and the size of each group of nodes at each level.

5.1 Hierarchical Routing Model

In ATM networks, the routing tables are usually pre-calculated for predetermined classes of QoS. The complexity of these calculations is directly related to the size of the topology databases, thus the model derived by Kleinrock and Kamoun [1] is appropriate. When an arriving call does not fall into any pre-calculated QoS class, a special on-demand routing computation is performed. The routing complexity can be evaluated using the model derived by Rougier and Kofman [5]. Therefore, it is necessary to evaluate the connection mechanisms in relation to the ratio between the number of connection establishment using on-demand computations or pre-calculated routing tables.

Besides, it is extremely helpful to examine the characteristics of the majority of connections expected in an ATM network. On-demand calculation of an optimal route is beneficial to virtual connections with high bandwidth-duration product, whereas pre-calculated routing reduces processing of route determination for those with low bandwidth-duration product.

Nevertheless, the difference between these two models is not significant. Also, it is not possible in practice to implement too many hierarchical levels with the exact number of peer groups and members. On these grounds, 2 to 4 is the recommended number for levels in a hierarchy. As a rule of thumb, only a very small number of hierarchical levels, $m = O(\log_2 \log_2 N)$, are needed in realistic configurations [6]. For example, $\log_2 \log_2 N = 3.04$ for $N = 300$. 
Table 1: The size of peer groups $n_k$ at level $k$ against the number of hierarchical levels $m$ in the DSDN based on a minimum routing complexity

<table>
<thead>
<tr>
<th>$k$</th>
<th>$m$</th>
<th>2</th>
<th>3</th>
<th>4</th>
</tr>
</thead>
<tbody>
<tr>
<td>4</td>
<td></td>
<td></td>
<td></td>
<td>8.1</td>
</tr>
<tr>
<td>3</td>
<td></td>
<td></td>
<td>11.8</td>
<td>4.8</td>
</tr>
<tr>
<td>2</td>
<td></td>
<td>26.0</td>
<td>6.4</td>
<td>3.2</td>
</tr>
<tr>
<td>1</td>
<td></td>
<td>11.5</td>
<td>4.0</td>
<td>2.4</td>
</tr>
</tbody>
</table>

The size of a peer group is limited by the memory and processing power of the switches in that peer group. As the size of the peer group grows, the amount of topology information to be processed increases, so does the processing required to compute paths in that network. In addition, the use of on-demand route computation mechanism in QoS-guaranteed networks becomes a great burden on processing power, it is recommended that the model based on routing complexity should be considered.

We take the current DSDN as an example where the number of switches is assumed to be $N = 300$. The optimal network topology according to the Rougier and Kofman model is given in Table 1, where the number of hierarchical levels $m$ varies from 2 to 4, and $n_k$ is the number of nodes in a peer group at level $k$. In fact, this topology can be generously supported by the two proposals for the defence ATM address plan [4].

5.2 Clustering Network Nodes

In the design of a clustered network structure, locality should be taken into special consideration by grouping together nodes that are relatively adjacent to each other at a lower hierarchical level. Distant nodes should only be linked at a later stage to avoid lengthy propagation delay in the periodic exchange of routing information. To avoid possible link-state staleness, routing information is expected to reach other nodes as soon as it is disseminated. Since the routing update period is normally longer at a higher level, clustering based on locality ensures that the time to propagate routing information is always negligible compared to the update period at any level [2].

At any hierarchical level, at least one path should exist between any pair of nodes within a peer group. Also, each group should completely contain the shortest path so that the traffic always follows paths internal to the group [1]. In other words, the shortest path between any two members of a group should not pass through any switches that are non-members. In so doing, calls local to a group do not need to route through a different group. Better performance of the hierarchical model is expected due to better connectivity of peer groups. Thus, the connectivity inside poorly connected groups should be increased accordingly to enhance the performance.
Besides, hierarchical routing is suitable for networks with minimal connectivity between isolated groups. It minimises routing overheads without affecting the performance. While for highly connected networks, the abstraction of routing information hides substantial amount of connectivity information and thus leads to degradation of performance through non-optimal routing solutions.

5.3 Selecting Peer Group Leader

The peer group leader (PGL) is a single switch that operates in multiple peer groups, its role is to convey aggregated routing information between the parent and child peer groups. In addition to being a normal member and an elected leader of its peer group, the PGL operates as a normal member of the parent peer group. Within a higher-level peer group, the peer group that a PGL represents is called a logical group node (LGN). This single LGN aggregates information about its child peer group to form a logical image of the peer group at higher levels. The duality of PGL and LGN is shown in Figure 3, indicating the flow of information [7].

Inevitably, the PGL is required to have significant memory and processing power to perform the aggregation and to participate in activities at multiple hierarchical levels. Apart from these operations, a PGL should have enough processing capacity to handle its own call requests and those forwarded via this node, which involves the highly computationally intensive functions of call routing and admission control.

5.4 Configuration of Virtual Path Topology

Given an ATM network, a set of virtual paths can be established across the physical network to create a virtual topology. This embedded topology is called the virtual path topology, or virtual path network. A virtual path is a logical direct link between two nodes that define a prearranged route possibly across several physical hops. The virtual path concept increases the logical connectivity of the ATM network, thus enhancing the performance of the physical hierarchy.
Instead of setting up end-to-end virtual circuit connections on a switch-by-switch basis, a virtual path network simplifies network management and control by reducing nodal processing demands at intermediate nodes. By considering only one-hop or two-hop virtual paths, the mechanism of path selection becomes very simple and fast while the routing tables are small. To reduce set-up delay, end-to-end virtual path connections are provisioned a priori in the network to carry a certain number of virtual circuits. Dedicated resources can be assigned to a virtual path for each service class between any pair of source and destination, within which all the virtual circuits are transported, processed and managed in a similar manner.

In some cases, the virtual path topology may be dynamically configured according to current network requirements. For instance, traffic characteristics may vary over different time frames (hour to hour, day to day, or month to month). This requires a flexible means of adding and deleting virtual paths to adjust to the variability of traffic over the different time frames that need to be provided in this environment.

Although the use of provisioned virtual paths reduces call set-up delay, this approach can result in significant wastage of network capacity due to a decrease in statistical multiplexing gains. Therefore, the problem of virtual path distribution should be addressed with extreme care, so as to tune the fundamental trade-offs between the call level QoS and the overall network performance [8].

6. Conclusions

Hierarchical network organisation is fundamental in supporting universal scalability of ATM networks. A hierarchical partitioning of a network entails grouping the nodes into clusters or peer groups so that reachability information is aggregated between levels in the hierarchy. This report has discussed this hierarchical routing approach and its impact on the performance of the network. Some design guidelines have also been suggested for a hierarchical PNNI structuring of a network topology.

For large networks, the hierarchical routing model can substantially reduce the overheads due to storage, transfer and processing of routing information. The routing traffic in a hierarchical network is considerably less than that in flat routing, resulting in increased network efficiency. Other benefits include increased security, and ease of management of the network. Nevertheless, due to the lack of complete information about the network status, the hierarchical routing approach may lead to non-optimal routing decisions (ie. increased path length), and hence performance degradation in terms of longer end-to-end delay and reduced throughput.

We have described two hierarchical routing models based on the optimisation of storage overhead and routing complexity, respectively. In ATM networks, the routing
tables are usually pre-calculated for predetermined classes of QoS. The complexity of these calculations is directly linked to the size of the topology database. When an arriving call does not fall into any pre-calculated QoS class, a special on-demand routing computation is used. By minimising this computational complexity, the optimum solution implies that the size of peer groups at higher level must be greater than that at lower level.

Before an optimal hierarchical structure is selected, it is necessary to evaluate precisely the ratio between the number of connection set-up requests using on-demand computations or pre-calculated routing tables. In real implementations, the routing complexity of the PNINI protocol is likely higher than that of Dijkstra's algorithm for simple shortest paths, mainly due to the requirements of quality of service. In that case, the PNINI hierarchical structure based on optimised routing complexity offers more advantageous complexity savings.
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