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Twenty-fifth Annual Conference on the Physics and Chemistry of 
Semiconductor Interfaces 

Under the direction of 
C. R. Schulte 

Institute for Postdoctoral Studies 
P. O. Box 36 

Scottsdale, Arizona 85252-0036 

Conference 
The Twenty-fifth Annual Conference on the Physics and Chemistry of Semiconductor 

Interfaces was held in Salt Lake City, Utah, in January of 1998, and was attended by over 
100 workers in the field of semiconductor interfaces, including researchers from all over the 
world. 

The conference featured extensive discussion sessions and a workshop format, and was 
judged a success by its attendees — largely because it facilitated informal discussion among 
the attendees, and especially involving young attendees (e.g., graduate students) interact- 
ing with senior scientists. 

Publications 
The Proceedings of the conference are enclosed, and feature the papers presented which 

have been published in the Journal of Vacuum Science and Technology. 

Expenditure of funds 
The following represents the expenditure of Department of Defense funds for this con- 

ference: 
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EXPENDITURES OF DEPARTMENT OF DEFENSE FUNDS: ONR 
A. Travel 

Domestic travel by Committee: $4,967.18 
Domestic travel and conference fees for speakers/discussion leaders: 800.00 

TOTAL TRAVEL 3,049.23 

B. Secretarial Services 4,997.00 

C. Publications 0.00 

D. Graphics, Printing, Postage, Communications 203.77 

E. Audio-visual equipment and related facilities 0.00 

F. All other conference faculties and services 0.00 

G. Accounting, overhead, and legal services (a flat fee) 750.00 

H. GRAND TOTAL $9,000.00 
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MultiVac: 
a new window to the high-vacuum world 
Varian's MultiVac Controller operates 
up to two different ion pumps and two 
gauges, simultaneously and indepen- 
dently. So whether you need to operate 
a single pump, or have an application 
that demands multiple pumps, gauges, 
and computer control, MultiVac is the 
only controller you'll need. 

Unlike conventional controllers that 
operate at fixed voltages, MultiVac auto- 
matically optimizes voltage according 

VAC-8430/468C 

to operating pressure, giving you the 
best possible pumping performance 
at any pressure. This also minimizes 
leakage current, delivering more reliable 
pressure readings down to the UHV 
region (1010 mbar range). 

MultiVac is small, lightweight, and 
cost-effective. And with optional 
Windows® software, it's very easy to use. 

To find out more about the only 
controller you need, call Varian today. 

In the U.S. 1.800.8VARIAN 
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NOW THERE'S AN RGA THAT CAN 
PROVIDE REPEATABLE DATA FROM 

INSTRUMENT TO INSTRUMENT, 
PLANT TO PLANT, 

SAN FRANCISCO, CALIFORNIA EDINBURGH, SCOTLAND KUALA LUMPUR, MALAYSIA 

ANYWHERE AROUND THE WORLD. 
The brand new Dymaxion sensor and powerful System 2000 software makes 
the DYCOR® RGA an on-line process tool you can count on. 

The Dymaxion smart sensor features a zero-drift amplifier and on-board 
calibration routines that give you data integrity from sensor to sensor. And, with 
its zero-footprint, it mounts directly on the tool to conserve clean room space. 

The Windows® NT-based System 2000 software 
provides a pre-emptive, multi-tasking environment that 

lets you use that data for real time process control. 
Powerful scripting capabilities, and DDE and OLE 
automation mean you can, for the first time, truly 
automate equipment and process monitoring. 

With a DYCOR RGA, you'll get dependable data 
from every sensor you install. With the resources 
of AMETEK, Inc., you'll get dependable 

support anywhere you install it. 
. Call or fax for a CD-ROM 

demonstration of the Dymaxion RGA and 
System 2000 software capabilities. 

AMETEK Process Instruments 
150 Freeport Road 
Pittsburgh, PA 15238. U.S.A. 
Tel: 412-828-9040 
Fax: 412-826-0399 

AMETEK Singapore Pvt. Ltd. 
10 Ang Mo Kio Street 65, #05-12 TECHPOINT 
Singapore 569059 
Tel: (65) 484-2388 
Fax: (65) 481-6588 

AMETEK* 
PROCESS INSTRUMENTS 
www.ametek.com 

AMETEK Precision Instruments Europe GmbH 
Rudolf-Diesel-Strasse 16, D-40670 
Meerbusch, Germany 
Tel: (49) 21 59 9136 0 
Fax: (49) 21 59 9136-39 
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Strain-induced birefringence in Si! -xGex optical waveguides 
M. Robillard,a) P. E. Jessop, and D. M. Bruce 
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(Received 25 August 1997; accepted 17 April 1998) 

For the design of Si^Ge^. optical waveguide devices, one of the most important material 
parameters is the refractive index difference, Sn, between the alloy layer and the silicon substrate. 
We have measured Sn for pseudomorphic waveguide layers with germanium fractions between 1% 
and 9% by fitting measured mode profiles to theoretical mode shapes for a wavelength of 1.3 /jm. 
For transverse electric modes, the measured Sn varied with composition as <S« = (0.34±0.05)x. 
Transverse magnetic modes were more tightly confined to the waveguide layer and the index was 
determined to be <S« = (0.55±0.05)x. The large difference between the two polarizations results 
from strain-induced birefringence. Bulk photoelastic theory, using constants appropriate for pure 
silicon, predicts strain contributions to the index of -0.080x and +0.095x for light polarized 
parallel and perpendicular, respectively, to the substrate plane, consistent with experimental 
observations.   © 1998 American Vacuum Society. [S0734-211X(98)02004-6] 

I. INTRODUCTION 

The growing interest in silicon photonic components is 
motivated primarily by the prospect of using well established 
silicon device processing technology to fabricate devices that 
perform optical as well as electrical functions. In this con- 
text, one of the most attractive approaches to optical wave- 
guide fabrication is to use Si^Ge^ epitaxial layers that are 
kept below the critical thickness1'2 for pseudomorphic 
growth so that dislocation formation is avoided. The pres- 
ence of strain has a significant effect on the refractive index 
of the Sij -jGej layer, and there are widely varying reports in 
the literature for the dependence of the refractive index on 
the germanium fraction, x, in waveguide structures. 

While some experimental work has been done in this 
field,3 resulting estimates have varied over a wide range. In 
addition, most of the work that has been done has addressed 
only transverse electric (TE) polarized light. Figure 1 shows 
some of the recently reported theoretical predictions and ex- 
perimental determinations of refractive index variation in 
strained Si^^Ge.,.. Since in many of the proposed applica- 
tions of strained Si^^Ge^ optoelectronics the light entering 
the device will contain both TE and transverse magnetic 
(TM) polarization, it seems reasonable that the propagation 
characteristics of both polarizations should be studied prior 
to the design of any complex device. 

In Si^^Ge^ layers that are sufficiently thin and of suffi- 
ciently low germanium content so as to be pseudomorphic, 
the alloy is strained to match the lattice constant of the sili- 
con substrate. The resulting strain is compressive in the 
plane of the substrate, and tensile in the perpendicular direc- 

"'Present address: Newbridge Networks, Kanata, Ontario, Canada. 
b)Present address: SiGe Microsystems, Ottawa, Ontario, Canada. 

tion. The strain-induced perturbations in the refractive index, 
therefore, have opposite signs for light that is polarized par- 
allel or perpendicular to the surface, resulting in a high de- 
gree of strain-induced birefringence which is superimposed 
upon the natural birefringence of the optical waveguide 
structure. 

In this article, we present the results of a study of the 
refractive index variation in strained Sij _^Ge,. as a function 
of germanium concentration for both TE and TM polariza- 
tion. Our findings indicate a strong birefringence in the ma- 
terial, which we show to be consistent with a simple theoret- 
ical model. We do not believe that the birefringence of 
strained Si^^Ge^ has been previously reported quantita- 
tively in the literature, although it has been proposed as a 
possible cause of unexpected behavior in previously ob- 
served waveguiding results.4-6 

II. THEORY 

In this section, we develop a simple theoretical model that 
can provide an estimate of the degree of birefringence ex- 
pected in strained Si^^Ge^.. Two assumptions are made in 
this model. First, we have used the strain-optic tensor for 
silicon7 to calculate the effect of the two strains in the 
Sij-jGe^. core layer of the waveguide. Due to the small ger- 
manium concentrations in the samples, we expect the strain- 
optic behavior to closely mimic that of bulk silicon. Second, 
it is assumed that the strain is confined uniformly to the 
Sij.^Ge^. core layer. That is, there is no strain at all in the 
silicon cladding, and the in-plane Sij -^Ge^. lattice constant is 
matched to silicon everywhere. While it is unrealistic to as- 
sume that the silicon cladding does not experience any de- 
formation at all, even at the interface, we expect that the 

1773     J. Vac. Sei. Technol. B 16(4), Jul/Aug 1998       0734-211X/98/16(4)/1773/4/$15.00       ©1998 American Vacuum Society     1773 
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FIG. 1. Refractive index values of silicon-germanium for 1.3 (im light. The 
values from Ref. 5 are estimated theoretically for strained and unstrained 
silicon-germanium layers, while the data from Ref. 3 has been experimen- 
tally determined for the TE polarization. 

departures from the ideal case described above are suffi- 
ciently small to ignore for the purposes of this calculation. A 
more rigorous theoretical examination of the strain-optic re- 
lationship in this structure would require numerical modeling 
of the strain field in the vicinity of the core layer. 

In the Sij-^Ge^ core layer of the waveguides, there is an 
in-plane biaxial stress such that al = a2, where cr is the 
stress tensor, and 1, 2, and 3 refer to the principal axes of the 
crystal. <r3, the stress perpendicular to the growth plane, is 
zero. The optical propagation directions are (110). However, 
since the in-plane stresses, a} and <r2, are equal, a calcula- 
tion that assumes propagation along a principal axis will 
yield the correct result. 

Because we assume that the Si^Ge* layer is perfectly 
lattice matched to the (unstrained) silicon substrate and clad- 
ding layers, it is possible to calculate the strain in the plane 
of the film, ex and e2. It is simply calculated by assuming 
that the lattice constant of unstrained Si^/Je^ varies lin- 
early with x. Since the lattice mismatch in between silicon 
and germanium is 4.16%, the strain, e1( = e2)> is 

e l = - 0.0416x. The strain is related to the stress by the com- 
pliance tensor, S,;-: 

ei = sijai- (1) 

It is therefore possible to generate a relationship between ex 

(or e2) and e3: 

(2) 

(3) 

ei = e2 = (Sn + Si2)(T1, 

e3 = 2S,
12o-1 = 2S12e1/(.S11 + Si2), 

since for silicon's compliance tensor, Si3-S23-S12. Substi- 
tuting the numerical values8 5'11 = 0.7691X 10"12 cm2/dyne, 
and S12=-0.2142X10~12cm2/dyne into Eq. (3), gives 
e3=-0.772e,. 

For the relationship between the strain and refractive in- 
dex, we use the dielectric impermeability tensor, B, and the 
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TABLE I. Slab waveguide samples used in this study. Each sample consisted 
of a coherently strained SiGe layer grown on a silicon substrate. A silicon 
cladding layer was then grown over the SiGe core. 

Core Cladding 

% thickness thickness 

Germanium (±0.05/ttm) (±0.05/im) 

1.2 0.97 1.06 

1.8 1.05 0.98 

2.6 1.00 0.85 

3.6 0.50 1.48 

6.8 0.28 1.50 

9.0 0.19 1.50 

strain-optic tensor, p. The strain-optic tensor relates the 
strain in the crystal to a change in the dielectric imperme- 
ability tensor 

M^Pijej. (4) 

The change in refractive index is then derived from the di- 
electric impermeability tensor 

<Sn,= -0.5«3Aß,. (5) 

The coefficients for the strain-optic tensor for silicon are7 

pu= -0.094,        p12= 0.0017,        ^44=-0.051. 

Using n = 3.5, an appropriate approximation for low germa- 
nium content Si^Ge* at \=1.3/u,m, we find that 
Snl = Sn2=+ l-932el and <5fj3=-2.286e,. 

The strain-induced refractive index changes for TE and 
TM guided light are given by Sn^ and Sn3, respectively. 
Substituting the value for e,, as a function of germanium 
content, x, we find 

<5nTE=-0.080.x, <SnTM= 0.095*, 

or 

nTM-nTE=0.175x. 

This simple model makes two important predictions. First, it 
implies that the TM mode in a strained Si^Ge^ waveguide 
is more tightly bound that the TE mode due to the higher 
refractive index experienced by the TM polarization. Second, 
the model predicts that the birefringence in the material is 
quite large. Experimentally, the presence of such a strong 
polarization dependence should be simple to confirm. 

III. EXPERIMENT 

As shown in Table I, this study examined slab waveguide 
samples with germanium concentrations ranging from 1.2% 
to 9% and thickness ranging from 0.19 to 1.0 yam. In each 
case, the core layer germanium content and thickness were 
chosen so that the samples would be below the metastable 
critical thickness for pseudomorphic growth. Wafers were 
grown by the National Research Council of Canada and an 
external vendor by both molecular beam epitaxy (MBE) and 
chemical vapor deposition (CVD) techniques. In all cases, 
the composition of the samples was verified using x-ray tech- 
niques and the thicknesses of the core and cladding layers 
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FIG. 2. Two experimental setups used to measure the mode profiles of 
silicon-germanium slab waveguides in this study. The configuration shown 
in (a) was used at the NRC, while the one depicted in (b) was used at 
McMaster University. 

were confirmed using scanning electron microscopy (SEM). 
Results from the x-ray measurements confirmed that the 
Sij-^Ge^ layer was not relaxed in any of the samples. 

For each of the waveguide samples, the refractive index 
of the Si^^Ge^. core layer was determined by comparing 
measured profiles of the bound mode to theoretically gener- 
ated eigenmode solutions. The theoretical solutions were cal- 
culated analytically using the transfer matrix technique.9 

Rather than fitting to the entire mode, exponential curves of 
the form y=AeBx were fit to the tail of the mode extending 
into the substrate. This region was chosen because it gener- 
ally has a gradual decay, and thus tends to be less sensitive to 
noise than other areas. In addition, the decay of the substrate 
tail displays a wide variation as a function of core index, 
making it an ideal indicator for this investigation. 

The mode profiles were measured using two different 
techniques, as illustrated in Figs. 2(a) and 2(b) (carried out at 
NRC and McMaster University, respectively). Both configu- 
rations allow the measurement of a mode profile, and both 
are capable of controlling and monitoring the polarization of 
the light. 

The first configuration [Fig. 2(a)] uses a tapered fiber to 
introduce light into the waveguide, and a second tapered fi- 
ber mounted on a piezo-electrically controlled stage to scan 
across the output facet of the guide. The power in the output 
fiber is measured at each point in the scan, constructing a 
one- or two-dimensional image of the near field intensity. 
Typical image resolution is 1.0 fim, limited by the fiber tip 
focal spot size. Using two fibers—one for input and one for 
output—the transfer function associated with the output of 
the setup can be estimated. This is accomplished by scanning 
the output fiber across the input fiber directly. The transfer 

function thus obtained can be used to deconvolve the mea- 
sured near field of the waveguide in order to reconstruct the 
actual mode. For simplicity, the measured transfer function 
was fit to a Gaussian, which was then used in the deconvo- 
lution. 

To ensure that the output fiber is positioned at the correct 
distance from the output facet, it is necessary to perform a 
series of scans with the output fiber positioned at various 
distances from the facet. To accurately reproduce the near 
field of the guided mode, the waveguide facet must be lo- 
cated at the focal point of the fiber tip. This minimizes the 
width of the transfer function of the apparatus, and decreases 
the uncertainty associated with the deconvolution of the 
measured data. In order to select the scan that most accu- 
rately reproduces the near field of the mode, the scan exhib- 
iting the narrowest mode profile is used. Since the spot size 
of the tapered fiber increases when not properly focused, the 
narrowest profile indicates the sharpest focus. 

The second configuration [Fig. 2(b)] uses a cleaved fiber 
for the input, and images the output of the waveguide onto 
an infrared camera. The alignment of the input fiber is opti- 
mized by maximizing the intensity of the image on the cam- 
era. A 60 X microscope objective focuses the near field of 
the mode with appropriate magnification. In order to digitize 
the vertical profile of the mode, the camera is turned on its 
side and an appropriate scan line is extracted from its output 
and recorded by a digital oscilloscope. The transfer function 
for this system has been estimated by deconvolving mea- 
sured modes with Gaussian curves of various widths. Since 
the side of the mode that faces into the air-silicon interface 
decays very rapidly, it is easy to place an upper limit on the 
width of the Gaussian by finding the point at which the de- 
convolution produces an unreasonably sharp decline in this 
region. Fortunately, the portion of the curve with which we 
attempt to determine the index of the core is the large portion 
of the mode extending into the substrate. This region is often 
quite insensitive to deconvolution with transfer functions for 
the mode widths that were encountered. For this setup, 
proper focus of the near field onto the camera is not a sig- 
nificant problem. Because the entire mode is displayed on a 
monitor, it is a simple job to obtain optimum focus through 
the adjustment of the microscope objective. 

The linearity of the camera response was checked by re- 
cording the same mode profile a number of times with a 
series of neutral density filters used to attenuate the beam by 
varying amounts. For high intensities the camera output volt- 
age saturated at around 800 mV. For the profiles that were 
used to determine the refractive index, the peak signal was 
always kept below 350 mV and the fitting was restricted to 
the exponentially decaying substrate tail, between 20% and 
80% of the peak height. At these signal levels the camera 
response is sufficiently linear that no significant additional 
error is introduced into the measurement. 

Although both configurations are able to utilize laser 
sources of various wavelengths, the majority of the measure- 
ments were taken at a wavelength of 1.3 fim. For the first 
configuration, a tunable diode laser was used and for the 
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FIG 3 Mode profiles for the fundamental TE and TM modes of a 2.6% 
silicon-germanium waveguide. Also shown are the best-fit exponential 
functions for the substrate tail of the mode. 

second, a distributed feedback diode laser was used. For the 
second setup, some measurements were also taken using a 
1.52 ^m HeNe laser at McMaster, but since many of the 
waveguides were found to be incapable of guiding this wave- 
length, the 1.3 fim sources were chosen as the primary 
source for this study. In some cases, a 1.15 /xm HeNe was 
also used, but the strongly confined mode that resulted was 
more difficult to fit reliably. 

IV. RESULTS 

Significant birefringence was found in each of the 
Si^Ge-t waveguides studied. In each case, the TM mode 
was found to be more tightly confined to the core layer, 
indicating a higher refractive index. Figure 3 shows TE and 
TM mode profiles for a 2.6% germanium sample guiding 1.3 
yarn light. Also shown are the calculated substrate tails of the 
modes using the best fit refractive index values. The fit was 
determined using a least squares algorithm on the substrate 
tail of the modes. The curves were fit between 20% and 80% 
intensity levels to minimize the effects of noise. 

Figure 4 summarizes the results of this study. Indicated 
are the refractive indices for TE and TM light as measured 
by mode profile analysis for each of the samples studied. 
Also indicated are the best fit lines matched to the experi- 
mental data for both polarizations. By fitting the TE and TM 
refractive indices as a function of germanium content to a 
straight line, the strain induced component of the refractive 
index was found to vary as (0.34±0.05)x for TE polarized 
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FIG. 4. Refractive index of strained silicon-germanium for TE and TM 
polarized light at 1.3 fim as a function of Ge concentration. 

light, and (0.55±0.05)x for TM polarized light. These num- 
bers are in good agreement with some previous experimental 
estimates that examined only TE light.3 The degree of bire- 
fringence found in the measurements closely matches that 
predicted by our theoretical model. Experimentally, we 
found that <5nTM-<S«TE= (0.21 ±0.07)*, while our theoreti- 
cal prediction was 0.175x. 

V. CONCLUSIONS 
We have examined the refractive index dependencies of 

strained Sij-^Ge^ waveguides over a range of germanium 
compositions using mode profile analysis. The alloy has been 
found to be highly birefringent, with the TM modes of the 
slab waveguides being more tightly confined than the TE 
modes. The existence of the birefringence, as well as its 
magnitude, is consistent with theoretical predictions based 
on bulk photoelastic theory. 
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The thermal stability of high quality, strained Sij ^x$>nx, 2.5%=£xs=5%, grown by molecular beam 
epitaxy on Si (001) substrates has been investigated by Rutherford backscattering spectrometry and 
transmission electron microscopy. As a result of annealing at temperatures in the range 400-950 °C 
for 1 h, both relaxation by precipitation of Sn and generation of misfit dislocations and dislocation 
loops were found, consistent with the low solubility of Sn in Si and the large lattice mismatch 
between Si and Sij^Sa,. In the epitaxial, strained Si^Sn,. layers, where the strain is proportional 
to the Sn concentration, the threshold temperature for generation of precipitates and misfit 
dislocations was found to decrease with increasing Sn concentration. Above the threshold 
temperature the influences of the different relaxation channels change considerably with 
temperature and composition; an orthogonal interfacial misfit dislocation network is seen at 
temperatures close to threshold while at higher temperatures mainly dislocations in the bulk are 
found coexisting with large precipitates. The compositional metastability that leads to the 
precipitation process, reduces the Sn concentration in the matrix, however, neither this depletion of 
Sn from the matrix of Si^Sn, nor the relaxation due to misfit dislocations cause a fully relaxation 
of the Sij^Sn, layers.   © 1998 American Vacuum Society. [S0734-211X(98)07204-7] 

I. INTRODUCTION 

Motivated by the possibility of making heterostructure de- 
vices which are compatible with conventional Si technology, 
alloy layers of Si, -^Ge^. have gained considerable interest. 
To further extend the possibilities of tailoring material pro- 
perties of Si alloy layers, the two group IV elements C and 
Sn have come into focus.1"4 

The group IV alloy containing Sn which has been most 
intensively studied is Ge^Sn^,5'6 while only recently 
sii-*Sn.jr of high structural quality was grown.4'7 The interest 
in Si and Ge alloy layers containing Sn is due to the fact that 
Sn in the diamond structure (a-Sn) has a very low (0.08 eV) 
and direct bandgap making a band-gap reduction possible in 
an alloy with Sn.8 Recently the band gap of strained 
Si096Sn004 was found to be about 0.1 eV smaller than that of 
Si.9 

The main difficulties in producing high quality Si^Sn,,. 
by epitaxial methods like molecular beam epitaxy (MBE) are 
due to two factors: the solubility of Sn in Si is less than10 

0.1% and the difference in lattice constants between a-Sn 
and Si is large (the lattice constants of Si and a-Sn are 5.43 
and 6.49 Ä, respectively). These factors necessitate low 
growth temperatures and low growth rates to suppress the 
segregation and precipitation of Sn during growth. Ion im- 
plantation of Sn into Si substrates is another method that has 
been tried to produce metastable Sij -^Sn^., however, the re- 
quired annealing step and the defects left after annealing are 
serious drawbacks of this method.11 

Investigations of the structural properties of MBE grown 
Sij.^Sn^. alloys have only been reported in a few publica- 
tions and only for as-grown alloys.4'7'12'13 Recently, the sur- 
face morphology of strained and strain-free Si^So, layers 

a,Electronic mail: fyhn@dfi.aau.dk 

were investigated and a {113} facetting was identified; the 
facetting was related to the columnar-structure contrast 
found in transmission electron microscopy (TEM) micro- 
graphs.12 The columnar structure was interpreted as resulting 
from small composition fluctuations, but no estimate of the 
variation in concentration was possible. Mössbauer spectros- 
copy investigations of enriched Si^^So,. layers revealed that 
within the sensitivity limit, all Sn atoms are occupying sub- 
stitutional positions,13 and Rutherford backscattering (RBS)/ 
channeling spectrometry confirmed that the layers had a high 
structural quality.4 

The aim of the present study is to characterize the relax- 
ation channels of strained Si! _xSn^ as a function of tempera- 
ture. The strained Sij -^Sn-,. are found to be metastable both 
with respect to the strain and the composition. A knowledge 
of the temperatures which are harmless during thermal pro- 
cessing is important both for MBE growth purposes as well 
as for ex situ thermal treatments which will take place during 
the processing of a Sij „xSnx-based device. Another aspect of 
the present studies is the possibility of creating metal and 
semiconductor nanoclusters in Si. 

II. EXPERIMENTAL PROCEDURE 

Strained, epitaxial Sij.^So, layers of two different com- 
positions, x = 2.5%and x = 5%, were grown by MBE on Si 
(001) substrates. Prior to the growth of Sij^Sn^., the Si 
substrates were cleaned following a procedure described in 
Ref. 14. The Si^So,. layers were grown at15 295 °C with a 
growth rate of 0.3 A/s to a thickness of 1700 Ä for both 
compositions. This thickness is many times the estimated 
equilibrium Matthews-Blakeslee critical thickness16 (<300 
A), and the layers are therefore metastable with respect to 
strain. For comparison, a 1700 Ä thick Si layer was grown 
on a Si substrate using the same growth parameters; in the 

1777     J. Vac. Sei. Technol. B 16(4), Jul/Aug 1998       0734-211X/98/16(4)/1777/9/$15.00       ©1998 American Vacuum Society     1777 



1778 Fyhn, Chevallier, and Larsen: Relaxation of strained, epitaxial SH ,Snx 
1778 

following we use the term "Si on Si" when referring to this 
material. The terms "strained x = 2.5%" and "strained x 
= 5%" refer to the Si^Sn, layers of the specified compo- 

sitions. 
The annealings of the Si^Sn, layers were done in a 

furnace, where a continuous flow of dry N2 was maintained. 
The annealing temperatures were in the range 400-950 °C, 
and the annealing time was always 1 h. 

To test the crystalline quality, both RBS/channeling and 
TEM were performed. The RBS spectra were obtained using 
2 MeV He+ ions and the backscattered ions were detected by 
a solid state detector placed in a position corresponding to a 
scattering angle of 161°. The channeling minimum yield, 
Xmin, and the critical angle for channeling,171P1/2, were de- 
termined from angular-yield curves for both the Si and the 
Sn part of the backscattering spectra. In obtaining the 
angular-yield curves, the angle of the cone spanned by the 
surface normal of the sample and the beam direction was 
increased in steps of 0.1° for angles close to the channeling 
direction (angle=0°); for each angle 2 pC was accumulated 
during a rotation of 360°. 

TEM analysis was done using a Philips CM20 microscope 
operating at 200 keV. Plan-view and cross-section samples 
were prepared following standard techniques. 

III. RESULTS 

A. RBS/channeling 

Figure 1(a) displays the angular-yield curves for three as- 
grown samples: Si on Si and strained x = 2.5 and x= 5%. The 
curves are obtained from a depth window/which had a width 
corresponding to the entire Si^Sn* thickness, positioned in 
the Si part of the backscattering spectrum. A tilt angle of 
zero corresponds to the (001) channeling direction. The fig- 
ure shows that the channeling dip narrows and the minimum 
yield increases for larger Sn concentrations. A similar nar- 
rowing of the angular-yield curves of as-grown Si^Sn,. 
compared to Si grown on Si was found in the (011) channel- 
ing direction (not shown). The angular-yield curve obtained 
from a bulk Si crystal was identical to the angular-yield 
curve for Si on Si both for the <011> and the <001> directions 
indicating a high crystalline quality of the Si on Si sample 
despite the low temperature used during the production of 
this layer. A comparison of the Si and Sn angular-yield 
curves obtained from the same layer reveals that these curves 
are identical for as-grown layers, and therefore no phase 
separation or preferential shift of either the Si or the Sn at- 
oms have taken place. 

The angular-yield curves of Si and Sn from strained 
Si^Sn^ are identical for samples annealed at temperatures 
r=£600°C; Figure 1(b) shows the Si and Sn angular-yield 
curves for strained x=5%annealed at 600 °C. In Figs. 1(c) 
and 1(d) the Si and Sn angular-yield curves are displayed for 
strained x = 5% annealed at 700 and 800 °C, respectively. 
Two conclusions can be drawn from a comparison of Figs. 
l(b)-l(d): (1) the Si and Sn angular-yield curves deviate 
more and more for higher annealing temperatures, and (2) 
both the Si and Sn angular-yield curves narrow and the mini- 
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FIG. 1. Channeling angular-yield curves for (a) as-grown, strained Sij-^Sn,. 
with JC = 0%, 2.5%, and 5%, and strained Sia95Sno.o5 annealed at (b) 600 °C, 
(c) 700 °C, and (d) 800 °C. 

mum yield values increase at higher temperatures. A differ- 
ence between the Si and the Sn angular-yield curves have 
been found for both compositions after annealing at 
13=700 °C; this indicates that at these temperatures a rela- 
tively larger number of Sn atoms than Si atoms are displaced 
from substitutional positions. 

The change in Xmin with annealing temperature is dis- 
played in Fig. 2(a) for strained x=2.5% and in Figs. 2(b) 
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FIG. 2. Minimum-channeling yield, xmm, for (a) strained Si0.975Sn0.o25, and 
(b), (c) strained Si095Sn005 as function of annealing temperature. The error 
bars are only statistical. 

and 2(c) for strained x = 5%. Note the different scales on the 
y axis of Figs. 2(b) and 2(c); Fig. 2(b) has the same scale as 
Fig. 2(a) while Fig. 2(c) shows all the #,„;„ values for 
strained x = 5%. For strained x = 2.5%, both A"min(Si) and 
Xmin(Sn) change significantly at temperatures between 600 
and 700 °C, and drastically at temperatures above 900 CC. In 
the case of strained x = 5 %, the Xmin(Si) and ^„(Sn) values 
increase significantly at temperatures in the range from 550 
to 600 °C. After annealing at 950 °C the strained x = 5% has 
very bad channeling properties as seen in Fig. 2(c). 

Only values of the angular width, V m, obtained from the 
Si and the Sn part of the channeling spectra of the same 
sample are compared because of the high sensitivity of the 
angular width to the position of the random level. For 
strained x = 2.5%, a comparison of Vm f°r the Si and Sn 
angular-yield curves showed no significant deviation be- 
tween these values at any temperature, whereas for the 

FIG. 3. Plan-view micrographs of strained Si0 95Sn0 05 annealed at (a) 600 °C 
and (b) 950 °C. The micrographs correspond to an area o.n the TEM speci- 
men which have a thickness larger than the thickness of the Si, -^Sn^ layer 
and therefore can interfacial misfit dislocations be seen. 

strained x=5%, M^Si) and ^i/2(Sn) differs significantly 
at temperatures above 700 °C; above this temperature the Sn 
angular-yield curve narrows considerably (see Fig. 1). 

B. Transmission electron microscopy 

Plan-view and cross-section samples were investigated for 
all as-grown and annealed samples. In cross-section micro- 
graphs of all the as-grown Sij -^Sn,. layers, a columnar struc- 
ture similar to that reported in Ref. 12 is seen, but no pre- 
cipitates, defects or dislocations could be observed. 

The change in the density of interfacial misfit dislocations 
and dislocations in the bulk for the strained 5% alloy for two 
different anneal temperatures are shown in Fig. 3. The (220) 
bright field, plan-view micrographs corresponds to annealing 
temperatures of 600 and 950 °C. At 600 °C [Fig. 3(a)] a 
regular, orthogonal misfit dislocation network appears, 
whereas for lower annealing temperatures (500 and 550 °C) 
only very low concentrations of misfit dislocation were 
found (not shown). The misfit dislocation networks seen at 
600 °C are similar to the network generated during relaxation 
of strained Si^^Ge^; the network consists of 60° misfit dis- 
locations oriented in the (110) directions, and they are lo- 
cated at the interface between the Si substrate and the 
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TABLE I Presence of misfit dislocations and precipitates in strained Si,_xSn, layers annealed at various tem- 
peratures for 1 h The term "small" is used when the interfaeial misfit dislocation density was too small for an 
Sate of the degree of relaxation, R, from TEM micrographs, and "perturbed network" mdicates that a 
re"orthogonal interfaeial misfit dislocation network was changed by dislocations and loops in the bulk of 

the Sii_,Sn, layer.  ; . . 

Material 

Annealing 
temperature 

CO 
Concentration of 

misfit dislocations 
Average size of 
precipitates (A) 

Density of 
precipitates 
(1015cnT3) 

"Precipitates situated at the surface. 

Fraction of Sn 
in precipitates (%) 

x = 2.5% 400 
500 

none 
none 

600 
700 
800 
900 

none 
small 
small 
perturbed network 

30 
55 

25a 

80 

3.8 
2.6 
0.1 
2.6 

0.11 
0.8 
0.005 
2.8 

950 perturbed network 115 1.5 4.3 

x = 5% 400 
500 

none 
small 25 

550 regular network, 30 

600 
R= 3% 
regular network, 30 5 0.15 

700 

R=12% 
regular network, 40 20 0.8 

800 
950 

R=16% 
perturbed network 
perturbed network 

95 
55a 

190 

11 
12 

5 

8.6 
1.8 

32 

strained top layer. After annealing at 700 °C the misfit dis- 
locations network was similar to the one found at 600 °C; 
however, at temperatures above 700 °C the misfit dislocation 
network becomes less regular, i.e., the network of orthogo- 
nal, straight dislocations is to some extend substituted by 
curved dislocations which are situated in the bulk of the 
Si, _xSnx layer. Figure 3(b) shows a plan-view micrographs 
of strained x = 5% annealed at 950 °C and here a large den- 
sity of curved dislocations and loops are seen, however, the 
density of interfaeial misfit dislocations is reduced compared 
to the density at 700 °C. An estimate of the degree of relax- 
ation of the layers with a regular dislocation network is given 
in Table I. Thus, at low temperatures (7=700 °C) the 
strained x = 5% layers relaxes mainly by generation of inter- 
faeial misfit dislocations, whereas for higher temperatures 
dislocations in the bulk of the Si,_xSnx layer are dominating. 
The precipitation process further assists the strain relaxation 
at high temperatures as discussed below. 

In the strained x = 2.5% alloy, the dislocation network 
(not shown) never becomes so regular as in the strained x 
= 5% samples; strained x = 2.5% annealed at 700 and 
800 °C have a low density of interfaeial misfit dislocations, 
and for temperatures above 900 °C, the network is perturbed 
by the dislocations and precipitates in the bulk. 

Focusing only on the bulk of the Si, _xSnx layers, Fig. 4 
shows weak-beam and off-Bragg condition (OBC) micro- 
graphs for the strained x=5% alloy. For strained x = 5% 
shown in Fig. 4, a comparison of the weak-beam micro- 
graphs after annealing at 700 and 800 °C reveals that the 
concentration of bulk dislocations change very fast in this 
temperature interval; at 700 °C, where there is a large density 

of interfacial-misfit dislocations as mentioned above, the 
concentration of bulk dislocations is small, whereas at 
800 °C the concentration of this type of dislocations is high. 
We note that in Fig. 4(c) the thickness of the investigated 
layer was about 1200 Ä and therefore thinner than the entire 
Si, _xSn layer (1700 A), thus none of the dislocations in Fig. 
4(c) are situated at the interface. The thickness of the layers 
was   estimated   using   the   contamination-spot   separation 
method.18 

Figure 5 shows weak-beam and OBC micrographs of 
strained x = 2.5% taken at 800 and 900 °C, which is the tem- 
perature range where the density of bulk dislocations change 
rapidly. At 800 °C the number of dislocations is small but 
after annealing at 900 °C the density of loops is high [Fig. 
5(c)]. Apparently the loops in Fig. 5(c) are decorated with 
precipitates. The dislocations seen as long dark lines in Fig. 
5(d) are misfit dislocations situated at the interface. 

The OBC micrographs in Fig. 4 shows how the size of the 
precipitates increases with annealing temperature in strained 
5%. The threshold for precipitation in the strained x = 5% 
alloy is 500 °C, however, the precipitates are small (average 
sidelength <40 Ä) for temperatures up to 700 °C. Table I 
gives the average size of the precipitates, the density of the 
precipitates and an estimate for the fraction of the total num- 
ber of Sn atoms contained in precipitates. The sidelength of 
the precipitates is defined as the average side-length of the 
square-like precipitates found in plan-view TEM micro- 
graphs. 

The size of the precipitates in the strained x = 2.5% alloy 
do also increase with temperature (see Fig. 5 and Table I). 
The threshold temperature for precipitation in Si,_xSnx, x 
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FIG. 4. Plan-view micrographs of strained SiO95Sn0O5 annealed at 700 and 
800 °C. (a) and (c) are weak beam (220) micrographs taken after annealing 
at 700 and 800 °C, respectively; (b) and (d) are micrographs taken away 
from any Bragg conditions after annealing at 700 and 800 °C, respectively. 

FIG. 5. Plan-view micrographs of strained Si0 975Sn0 025 annealed at 800 and 
900 °C. (a) and (c) are weak beam (220) micrographs taken after annealing 
at 800 and 900 °C, respectively; (b) and (d) are micrographs taken away 
from any Bragg conditions after annealing at 800 and 900 °C, respectively. 

=2.5% is found to be 700 °C. Investigations of the diffrac- 
tion patterns showed that at high temperatures where the size 
of the precipitates is sufficient to give visible diffraction 
spots, spots from both a- and /3-Sn are present. For bulk Sn, 

the phase transition from the diamond-like a-Sn structure to 
the metallic, tetragonal /3-Sn structure takes place at 
13.2 °C;19 the presence of both phases is probably related to 
interaction with the surrounding matrix and pressure effects. 
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graph after surface ion milling which removed a fraction of the original 
Si^Sn, layer. 

In Fig. 6(a) a cross-section micrograph of strained x 
=5% annealed at 950 °C is shown. Several features can be 
seen in this micrograph: (a) the precipitates in the bulk are 
obviously bounded by planes of the same orientation, (b) 
there is a reduced number of precipitates in the near-surface 
layers (a few hundreds of Ä thick), and (c) there are precipi- 
tates, smaller than in the bulk, situated on the surface. The 
shape of the precipitates seen in cross-section and plan-view 
micrographs makes it likely that the precipitates have an 
octahedral-like shape; the precipitates are bounded by (111) 
planes of the Si^Sn^. matrix. The reduced concentration of 
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FIG. 7. Size distribution function of the precipitates in Sio.95Sno.05 annealed 
at 950 °C (a) before and (b) after surface ion milling. 

precipitates seen in the surface-near region and the precipi- 
tates on the surface is due to segregation of Sn during an- 
nealing. In Figs. 6(b) and 6(c) plan-view micrographs of 
strained x = 5% annealed at 950 °C are shown before and 
after removal of the precipitates on the surface. This was 
done by ion-milling the surface for a short time. A compari- 
son of the two figures reveals that the dense cloud of small 
precipitates seen in Fig. 6(b) is actually situated on the sur- 
face of the annealed layers; this can also been seen in the 
cross-section micrograph in Fig. 6(a). 

The size distributions of the precipitates in Figs. 6(b) and 
6(c) are shown in Figs. 7(a) and 7(b), respectively. In Fig. 
7(a) a large peak corresponding to a precipitate size of about 
50-60 A can be seen and on the right side of this peak a 
decreasing probability for larger and larger precipitates is 
found. Figure 7(b) shows the size distribution when the small 
precipitates on the surface have been removed. The peak in 
this figure corresponds to the typical size of the precipitates 
situated in the bulk of the Si^Sn* layer, and therefore Fig. 
7(a) is a superposition of two different distribution functions 
each with a separate peak. The division into two typical sizes 
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of the precipitates was also found in strained x = 2.5% an- 
nealed at 900 °C [see Fig. 5(d)]. 

IV. DISCUSSION 

As demonstrated in Sec. Ill the relaxation of strained, 
epitaxial Si^Sn^ alloys is dominated by several different 
mechanisms: Generation of (1) interfacial misfit dislocations, 
(2) line dislocations in the bulk, (3) dislocation loops, and (4) 
precipitates. Interfacial misfit dislocations and precipitates 
are the first to appear as a function of temperature, and the 
threshold temperatures for these relaxations processes are 
shown in Fig. 8. Line dislocations in the bulk and dislocation 
loops were only found at temperatures much higher than the 
threshold temperature for generation of interfacial misfit dis- 
locations; for both alloy concentrations temperatures higher 
than 800 °C were needed. The density of interfacial misfit 
dislocations was found to increase very fast in the tempera- 
ture range 500-600 °C for x = 5% and in the range 800- 
900 °C for x = 2.5%. The minimum yield, x^,,, has been 
found to increase at the same temperatures where the relax- 
ation by misfit dislocations goes very fast; this indicates that 
the crystalline quality in the bulk of the strained layers also 
changes at these temperatures. 

The angular-yield curves give information about the 
structural quality of the as-grown Si^So, layers. The an- 
gular width ^1/2 is proportional to Vz^ (Zeff is the average 
atomic charge)17 and, therefore, it should be larger for 
Sii-^Sn* than for Si; a theoretical estimate of x^ for 
Sii-jSn^ and Si shows that these values should be almost 
similar. None of these expectations corresponds to the ex- 
perimental data; the angular curves of as-grown Si! ^Sn,. are 
narrower than those of Si, and the *min value is considerably 
larger for Six ^Sn,. than for Si. The increase in xmin cannot 
be due to precipitates because the angular curves for Si and 
Sn are identical for the as-grown alloys, demonstrating that 
is there is no preferential scattering on Sn atoms. Threading 
dislocations (originating at the interfacial misfit dislocations) 
change the *„,,„ value for both the Si and Sn part of the 
spectra simultaneously, but since the density for the thread- 
ing dislocations in the as-grown alloys is small (=s 106 cm""2 

estimated from the dislocation free TEM micrographs), these 

dislocations have a negligible effect20 on XnäD. Monakhov 
and Nylandsted Larsen20 found in Si^Ge^ a similar in- 
crease in Xmin compared to a simple interpolation between 
Xmin for the constituents of the alloy. They explained this 
effect as being due to a mosaic structure and a static dis- 
placement of the atoms. In the relaxed Si^Ge,, alloys con- 
tributions from both effects imply that Xmin should increase 
whereas the influence of the mosaic spread and the static 
displacement counteracts each other so ^V2 should be left 
unchanged. Following this analysis the channeling in 
strained Si, _ ^Sn* is dominated by static displacement of Si 
and Sn atoms. Whether this is correlated to the columnar 
structure seen in all as-grown Si^Sn, layers is not known; 
however, computer simulations of the channeling spectra are 
necessary to understand the channeling spectra in better de- 
tail. 

In the annealed layers the angular-yield profiles change 
due to precipitates and dislocations situated in the bulk of the 
Sii-.tSiv, layers. The dislocations in the bulk are misfit dis- 
locations related to precipitates, dislocation loops generated 
from an excess concentration of point defects and threading 
dislocations. For temperatures below 800 °C for strained x 
= 5% and below 900 °C for strained x = 2.5%, no disloca- 
tions were found in the bulk of the alloy, and therefore, it is 
primarily the precipitates that change the angular-yield 
curves at these temperatures. If we consider the change in 
Xmin to be due solely to precipitates below these tempera- 
tures, the fraction of Sn contained in precipitates can be es- 
timated using the following first order approximation of the 
substitutional fraction17 S: 

S = 
i _    annealed 

Amin 
1 _ vas-grown • 

Amin 
(1) 

The nonsubstitutional fraction, which is assumed to be the 
fraction in precipitates, can be calculated as 1-5. Both dislo- 
cations and precipitates will cause an increase in the back- 
scattering yield, and therefore this formula cannot be used to 
calculate the fraction of Sn in precipitates when both dislo- 
cations and precipitates are present in the bulk of the an- 
nealed layers. Taking the difference between the S values 
calculated for Sn and Si to be due to precipitates, the fraction 
of Sn in precipitates for strained x = 2.5% is 2% after anneal- 
ing at both 700 and 800 °C. For strained 5%, the fraction in 
precipitates is 0.6%, 2% and 1% for 550, 600, and 700 °C, 
respectively. The reduction at 700 °C is due to a significantly 
higher non-substitutional fraction of Si, indicating that the 
bulk dislocations start to develop at this temperature. When 
estimating the fraction of Sn atoms in precipitates from back- 
scattering spectra, it is important to remember that the yield 
is sensitive to the alignment of the precipitates relative to the 
matrix.21 X-ray and TEM investigations of the phase and 
orientations of the crystalline precipitates revealed that most 
of the incoherent precipitates look as amorphous clusters for 
the (001) channeling direction, so no channeling effect in the 
precipitates is expected. 

Using the density and average size of the precipitates 
given in Table I the fraction of Sn in precipitates can be 
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estimated from the TEM results. For strained *-2.5% an- 
nealed at 700, 800, 900, and 950 «C, the volume fraction of 
precipitates are approximately 0.1%, 0.8%, 2.8%, and 4.3% 
respectively; these values were found taking the octahedral 
shape of the precipitates into account. When estimating the 
fraction of the Sn atoms in the precipitates, it is important to 
consider the actual density of atoms in the precipitates; nev- 
ertheless, the difference in density of Si^Sn, and a-Sn or 
ß-Sn as well as the lack of knowledge about the fraction in 
each of these phases implies only a relatively small uncer- 
tainty on the Sn fraction in the precipitates. The RBS inves- 
tigations give that in strained x = 2.5% annealed at 700 800, 
900 and 950°C about 0.6%, 1.2%, 2.5%, and 7% of the Sn 
are in precipitates, respectively. Considering the uncertainty 
on both RBS and TEM results the correspondence between 
the fraction of Sn in precipitates found by the two methods is 

good. . .    , 
Based on the size distribution of precipitates in strained 

x = 5% annealed at 950 °C from Fig. 7(b), the volume frac- 
tion of the Sn precipitates was found to be 1.5%, whereas a 
calculation using the average size and density specified m 
Table I gives 1.6%. A volume fraction of 1.5% corresponds 
to about 30% of the Sn in precipitates (neglecting a different 
atomic density in the precipitates compared to the matrix). 
The small precipitates situated on the surface corresponds to 
approximately 6% of the total volume of precipitates. Thus, 
even after annealing at very high temperatures less than half 
of the Sn is contained in the precipitates. 

The transport of Sn from the matrix to the precipitates is 
expected to have only a minor influence on the strain relax- 
ation of the matrix. This is because of the difference in 
atomic density in the precipitates and the matrix; using Ve- 
gards law and the elastic constants of Si and Sn the density 
of strained x = 5% was found to be 4.95X10 cm , 
whereas the density of a-Sn and /3-Sn is 2.93X10 and 
3.70X 1022 cm"3, respectively. Therefore, a fixed number of 
Sn atoms takes up a larger volume in these phases than in the 
matrix, probably vacancies relax the strain related to this 
volume difference. Only the surface precipitates induce a 
depletion of Sn from the matrix, but due to the small fraction 
of Sn in these precipitates this effect has only a very small 
influence on the strain relaxation. 

The question of how the precipitates are nucleated and 
how they grow with time cannot be answered from the 
present study; however, the diffusion constants for Sn in 
Si,_xSnA. can be estimated from the size of the precipitates. 
Assuming that the precipitation is diffusion limited, the dif- 
fusion coefficient, D, is approximately given by 

Cn2t' 
(2) 

where Cp is the Sn concentration in a precipitate, C0 is the 
initial alloy concentration of Sn, rp is the average size of the 
precipitates and t is the mean growth time. This expression, 
which includes only the average size and not the number 
density of the precipitates, is based on an analysis given in 
Ref. 23 and it has been derived assuming that less than 

-20% of the Sn atoms are contained in precipitates so the 
interaction between precipitates can be neglected. Using a 
mean growth time equal to half the annealing time (as in Ref. 
22). and an average radius of 57.5 Ä for Sio.975Sno.025 an- 
nealed at 950 °C, a diffusion coefficient of 4 X 10      cm /s is 
estimated. In obtaining this result we assumed that the pre- 
cipitates consist of only Sn, which is in agreement with the 
observation that the distance between the atomic planes as 
determined by diffraction fits the tabulated values for a-Sn 
and jß-Sn. In tracer diffusion studies of Sn in Si a preexpo- 
nential factor of 5 X 103 and an activation energy of 4.91 eV 
has been found,24 which implies a diffusion coefficient D 
= 3X 10"17 cm2/s at 950 °C. Therefore at 950 °C the diffu- 
sion of Sn in Sii-jSn, is two orders of magnitude faster than 
dilute Sn diffusion in Si, and this conclusion holds also for 
lower temperatures. Studies of the diffusion of Sb in strained 
Si! _ Gex of about the same strain as in the present case have 
also demonstrated an increase in the diffusivity which could 
be correlated both to the strain and to a chemical effect of the 
Ge 25 The diffusion of Sn in Si (and in Si^Ge, alloys) is 
expected to be similar to that of Sb in Si;26 hence an increase 
in the diffusivity of Sn in a strained Si^Sn, alloy relative 
to that in Si is in agreement with expectations. However, the 
observed increase of two orders of magnitude is significantly 
larger than that observed in strained Si^Ge*. 

The change from only interfacial misfit dislocations to a 
situation with a large density of bulk dislocations takes place 
at the same temperatures as where the precipitates become 
large. One suggestion is, that the precipitates are blocking 
the movement and the multiplication processes of the inter- 
facial misfit dislocations, and hence the curved misfit dislo- 
cation network in the bulk develops. Similar blocking of 
misfit dislocations by precipitates has been found in anneal- 
ing of strained Si^C,.27 The observation that the interfa- 
cial misfit dislocation density never implies very high degree 
of relaxation and that less than half of the Sn is included m 
precipitates reveals that the strained Si^Sn, layers are far 
from being fully relaxed at any of the investigated annealing 

temperatures. 

V. CONCLUSIONS 

The thermal stability of strained Si^Sn* has been stud- 
ied for a fixed annealing time of 1 h. The observed relaxation 
channels are generation of precipitates, dislocation loops and 
misfit dislocations; the misfit dislocations are either interfa- 
cial or situated in the bulk of the SiwSn, layer. The thresh- 
old temperature was found to be the same for the formation 
of interfacial misfit dislocations and precipitates: 700 °C for 
a Si0975Sn0025 alloy and 500 °C for a Si0.95Sn0.05; higher 
temperatures were necessary for the generation of dislocation 
loops and misfit dislocations in the bulk. The sizes of the 
precipitates increase fast, whereas their densities are found to 
decrease with temperature. Estimates of the fraction of Sn in 
precipitates reveal that less than half of the Sn is in precipi- 
tates even after annealing at high temperatures. Neither this 
depletion of Sn nor the interfacial misfit dislocations are 
enough to completely relax the strained Si^Sn, layers. 
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Laver by layer growth mode stabilization and step-edge smoothing 
of cation-stabilized In, _xGaxAs strained layers grown on InP 
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Scanning tunneling microscopy has been used to study the surface morphology of strained 
In, Ga As layers (either 2% compressively or 2% tensilely strained for *-0.18 or x-V./s, 
re pectively) grown by molecular beam epitaxy on (001) InP substrate under caüon-stabihzed 
conditions Under such growing conditions a smooth two-dimensional (2D) ^*^l?&» 
well preserved until the onset of plastic relaxation. This behavior is completely unlike the 2D/3D 
growth mode transition observed under As-stabilized conditions of growth. Along with the 2D 
growth mode stabilization, a step-edge smoothing is also observed. These results are assigned to a 
high value of step formation free energy on (4X2) reconstructed surfaces. The resultant increase m 
surface tension delays the onset of coherent 3D island formation beyond the onset of plastic 
relaxation and stabilizes 2D growth. © 1998 American Vacuum Society. 
[S0734-211X(98) 13504-7] 

I. INTRODUCTION 

Recently significant efforts have been devoted to control- 
ling the epitaxial growth mode of strained semiconductor 
layers. High performances of strained layer based electronic 
and photonic devices are intimately related to the realization 
of morphologically smooth and compositionally sharp inter- 
faces. It was demonstrated for instance that the use of sur- 
factants can drastically modify the epitaxial growth mode of 
strained systems such as Ge/Si (Ref. 1) or (In, Ga)As/GaAs, 
changing it from three-dimensional (3D) island formation to 
layer by layer growth. Concerning III-V semiconductor het- 
eroepitaxy, the cation to anion flux ratio was also recognized 
as another parameter influencing the growth mode, without 
resorting to the addition of foreign species. Recent experi- 
mental results have highlighted the contrasting growth be- 
havior of epitaxial highly strained systems such as 
InAs/InGaAs3'4 or (In, Ga)As/GaAs,5 under two limiting flux 
conditions: Under As-rich conditions (As-stabilized surfaces) 
the growth is characterized by a 2D/3D morphological tran- 
sition in a dislocation free film (strain relaxation through 
coherent islanding); on the contrary under reduced arsenic 
pressure (cation-stabilized surfaces) 3D islanding can be in- 
hibited and a 2D growth preserved up to the onset of plastic 
relaxation linked to the formation of dislocations. 

In this work, a scanning tunneling microscopy (STM) 
morphological characterization of highly strained 
In, -.^Ga^As epitaxial layers grown on InP (001) surfaces un- 
der cation-stabilized conditions is presented. The purpose of 
our study was to examine the intimate relation between the 
layer by layer growth mode stabilization of the strained film 
and its morphology. As the strained layer thickness in- 
creases, the persistence of a 2D morphology is concomitant 
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b)Departement de Physicochimie des Materiaux. 
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with the formation of small isotropic 2D islands and the 
smoothing of [1-10] step edges. These morphological fea- 
tures and their relation to the 2D growth mode stabilization 

are discussed. 

II. EXPERIMENTAL PROCEDURE 

Epitaxial layers were grown in a RIBER 2300 molecular 
beam epitaxy system equipped with in situ reflection high- 
energy electron diffraction (RHEED) and connected under 
ultrahigh vacuum to a STM analysis chamber. A detailed 
description of this system has been given elsewhere.6 After 
thermal desorption of the native oxide from an exactly (001) 
oriented n + -type InP substrate, a -500 nm lattice-matched 
In053Gao47As buffer layer was first grown at a substrate tem- 
perature of 525 °C under As-stabilized conditions with a 
2X1 surface reconstruction, in two steps: for the first 400 
nm, a growth rate of 1 fim/h and corresponding As/element 
III beam equivalent pressure ratio of 20 were used. For the 
last 100 nm, these growth parameters were changed to 0.4 
/zm/h and 40, respectively. The layer was Si doped at a do- 
nor level concentration of ~ 1018 cm"3 except for the last 50 
A. The buffer layer surface was allowed to recover under As 
flux for a few minutes while the cation effusion cell tempera- 
tures were adjusted for subsequent growth of the strained 
layer. The As shutter was then closed and the RHEED pat- 
tern changed immediately from the As-stabilized 2X1 to the 
cation-stabilized 4X2 reconstruction, while the As/element 
III beam equivalent pressure ratio decreased to a value of 
-0.5   (PAs~5.10~8 Torr).   Highly   mismatched   strained 
In!_xGaxAs layers (either 2% compressively strained or 2% 
tensilely strained, for x= 0.18 and x = 0.75, respectively) 
were grown at 525 °C and a slow growth rate of 0.25 fim/h 
under cation-stabilized conditions without direct As flux 
(i.e., the As shutter remained closed). The As supply comes 
from the residual As species present in the surrounding of 
the growing film. The 4X2 reconstruction characteristic of a 
cation-stabilized surface was  still visible throughout the 
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FIG. 1. Surface morphologies of 2% compressively strained In082Gao]8As 
layers epitaxially grown on (OOl)InP substrate under cation-stabilized con- 
ditions: (a) 480 nmX480 nm and (b) 120 nmX 120 nm STM images of a 3 
ML strained layer, (c) 480 nmX480 nm and (d) 120 nmX 120 nm STM im- 
ages of a 10 ML strained layer. Step heights of terrace and island edges 
correspond to 1 ML (~3 Ä). 

strained layer growth/Immediately after growth, the samples 
were rapidly cooled to -450 °C, transferred to the STM 
chamber and allowed to cool to room temperature. Atomic 
compositions of strained layers have been checked by high 
resolution x-ray diffraction (HRXRD). STM images were 
typically acquired at a tunneling current of 0.2 nA, a sample 
tunneling voltage of -2 V (either at positive or negative 
bias), using electrochemically etched Pt08Ir02 tips. Charac- 
teristic images were acquired at different places on the 
sample to get a representative picture of the layers. 

III. RESULTS 

The 2D/3D growth mode transition of strained 
Im-^Ga^As layers epitaxially grown on InP(OOl) under As- 
stabilized conditions was previously studied in our labora- 
tory, with the STM,7'8 giving the following main results: for 
compressively strained In0.82Gao.igAs layers, a layer by layer 
growth is observed until 4 monolayers (ML) were deposited. 
Large anisotropic 2D platelets, elongated in the [1-10] di- 
rection, develop on complete terraces and act as precursors to 
3D islands formation which appears at the onset of the 
2D/3D transition, when the fifth monolayer was deposited. 
For tensilely strained In025Ga075As layers the behavior is 
slightly different; a more gradual roughening is observed, 
until at a deposited thickness of ~13 ML well defined 3D 
structures developed; the resulting morphology could be de- 
scribed as 3D "zigzag" chains surrounding holes. 

Under cation-stabilized conditions, the growth behavior is 
completely different: a 2D growth mode is preserved until 
the onset of plastic relaxation as described below. A typical 
STM image of the surface after deposition of 3 ML of com- 
pressively strained In^Ga^As is shown in Fig. 1(a). The 

FIG. 2. Surface morphologies of 2% tensilely strained In^Gao 75As layers 
epitaxially grown on (OOl)InP substrate under cation-stabilized conditions: 
480 nmX480 nm STM images of (a) a 3 ML strained layer and (b) a 17 ML 
strained layer. 

smooth 2D morphology exhibits about four level changes (if 
levels introduced by the local miscut of the sample are not 
taken into account) on a large scale of -4500 A, with 
slightly anisotropic islands (average aspect ratio of -4) elon- 
gated in the [110] direction. On the filled-state image shown 
in Fig. 1(b), at higher magnification, bright lines running 
along the [110] direction are apparent, with a regular spacing 
of 17 Ä in the [1-10] direction; they correspond to the four- 
fold periodicity of the 4X2 reconstructed surface observed 
under reduced As pressure. This reconstruction characteristic 
of a cation-terminated surface has been well „documented es- 
pecially for GaAs.9,10 It is described by cation dimers rows 
along the [110] direction with a regular array of dimer va- 
cancies in the [1-10] direction. The step edges running par- 
allel to the cation dimer rows (As-terminated [110] steps) are 
straight, whereas the perpendicular step edges (In-terminated 
[1-10] steps) show many kinks. One characteristic feature of 
the surface morphology is the frequent occurrence of very 
narrow terrace holes due to [110] missing rows. They have 
mostly a width of one or two unit cells of the reconstructed 
surface. A partial relaxation of strain can occur at these steps 
and hinder the completion of the last missing row of size one 
unit cell of the reconstructed surface. 

After growth of a thicker 10 ML compressively strained 
ino.82Gao igAs layer, a smooth 2D morphology is still pre- 
served [Fig. 1(c)]. This contrasts clearly with the growth 
morphology observed under As-stable conditions, where 3D 
islanding has formed since the fifth deposited layer.7 The 

JVST B - Microelectronics and Nanometer Structures 



1788 Robach et al.: Layer by layer growth mode stabilization 

FIG 3  Surface morphology of a 2% compressively strained In0.82Gao.18As 
layer after a 5 min annealing at 525 °C: 480 nmX480 nm STM image. 

evolution of the growth front morphology is mainly charac- 
terized by a more isotropic growth and a very significant 
smoothing of the [1-10] step edges [Fig. 1(d)]. Numerous 
small quasi-square 2D islands of 1 ML height and size typi- 
cally less than -200 Ä have formed. Bigger islands result 
from the coalescence of smaller ones. There is practically no 
overgrowth on top of the existing islands. The numerous 2D 
islands provide a high density of steps. Incoming adatoms 
can easily be incorporated at steps and further growth of the 
layer proceeds by lateral expansion and coalescence of these 
2D islands. 

The surface morphologies of 2% tensilely strained 
In025Gao75As layers show the same characteristic evolution, 
as the strained layer thickness increases from 3 to 17 ML 
[Figs. 2(a) and 2(b)]. A smooth 2D morphology is still ob- 
served for the thicker deposit. At the same time, the growth 
becomes more isotropic and the [1-10] step edges smoothen, 
even more than for the compressive case. In that case too, 
under As-stabilized conditions, 3D structures would have de- 
veloped for an equivalent deposited thickness. 

We have also checked the stability of the 2D morphology. 
A 10 ML compressively strained In082Gao.i8As layer was 
annealed just after growth for 5 min at a growth temperature 
of 525 °C. The surface morphology (Fig. 3) exhibits only 
three 1 ML high level changes on a large scale of 480 
X 480 nm2. The morphological evolution, by coalescence of 
2D platelets, has led to a large decrease of the total step edge 
length, and thus of the corresponding step edge free energy. 
From a rough estimation, we measured a step length of 
-5600 Ä per 1000 A2 for the as grown sample and -1700 
Ä per 1000 Ä2 for the annealed one, i.e., a decrease by a 
factor of 3-4. This evolution of the strained layer from a 
kinetically restricted morphology towards an equilibrium 
surface configuration still preserves and ameliorates the 2D 
morphology. 

IV. DISCUSSION 

In highly strained systems, the growth usually changes 
from an initial layer by layer to a coherent 3D island growth 
(Stranski-Krastanov growth mode). This strain induced co- 

1788 

herent islanding is driven by a competition between elastic 
energy and surface free energy of the system. Strain energy 
is reduced by elastic deformation of island edges and sub- 
strate, while surface energy is increased by formation of 
steps or new facets. It has been shown that the decrease of 
elastic energy can outweigh the increase of surface energy 
for sufficiently large islands.11"13 This competition is at the 
origin of the formation of 3D islands on the surface. How- 
ever, this roughening instability may be delayed by kinetic 
restrictions associated with a low surface diffusion,    which 
limits the approach to the thermodynamically stable configu- 
ration. Kinetic effects are actually manifested in our obser- 
vations: a high nucleation rate, particularly obvious for the 
10 ML compressively strained layer, and an evolution of the 
as grown morphology during annealing; when reaching the 
highly reactive cation-stabilized surface, As atoms would be 
incorporated rapidly in the growing film, leading to an effec- 
tive short diffusion length of the As adatoms.3'   It would 
prevent the system from reaching its equilibrium state. How- 
ever, we think energetic considerations are mainly respon- 
sible for the preservation of a layer by layer mode when 
growing the strained layer under cation-stabilized conditions. 
In fact, as the strained layer is allowed to evolve towards its 
energetically stable configuration along with annealing, the 
2D morphology is still preserved. The morphological evolu- 
tion is associated with a large decrease of the total step 
length per unit area, and hence with the corresponding step 
free energy. These results may be understood if we assume a 
high step formation energy on (4X2) reconstructed surfaces 
under As deficient conditions. During its initial stage of de- 
velopment, strain induced roughening requires the formation 
of steps, thereby costing additional surface energy. With a 
high step energy, the energetic barrier to form 3D islands is 
thus increased and it would be necessary to strain relieve a 
larger volume for the energy gain due to elastic relaxation at 
step edges to exceed the step energy increase. Thus, the tran- 
sition to coherent 3D islanding may not be allowed and 
metastable elastically strained layers are expected to remain 
planar until the occurrence of plastic relaxation by formation 
of dislocations. For deposits of equivalent thickness grown 
under As-stabilized conditions, step formation energy is 
low,15 the energetic balance leads to the formation of 3D 
islands. Such a high step formation energy on (4X2) recon- 
structed surfaces has been also suggested to explain the step 
bunching   observed   on   vicinal   GaAs   and   InAs   (001) 
surfaces16'17 annealed at high temperatures under reduced As 
pressure. The experimental observation of smooth step edges 
is also coherent with a high step formation energy. Since the 
presence of numerous kinks increases the total length of 
steps, the step free energy is lowered by decreasing the num- 
ber of kinks. The smoothing effect mainly concerns the steps 
parallel to the [1-10] direction and is associated with a de- 
crease in the step length in the [110] direction. It expresses 
an increased [110] step free energy with time, which may be 
explained as follows: during the growth of the strained layer 
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under cation-stabilized conditions, the residual As species 
present in the surrounding of the growing film are consumed, 
leading to a gradual decrease of the As pressure (the As 
shutter was closed at the beginning of the strained layer 
growth). Theoretical calculations by Zhang et al.18 have 
shown that step free energy is dependent on the As chemical 
potential, i.e., on As pressure. Consequently, as the thickness 
of the strained layer increases, i.e., with growing time, step 
free energy may evolve. The growth evolution towards the 
formation of isotropic 2D platelets, for the thicker strained 
layers, tends to indicate an increase of the [110] step free 
energy up to a value close to the [1-10] step energy. 

In sight of our results, step energetics play a large con- 
tributory factor to the morphological evolution of strained 
layers grown under As deficient conditions, particularly as 
regards stabilization of a 2D growth mode. 

V. CONCLUSION 

The growth front morphological evolution of 2% com- 
pressively and 2% tensilely strained In^Ga^As layers (with 
x equal to 0.18 and 0.75, respectively) grown on (001) InP 
surfaces under cation-stabilized conditions has been investi- 
gated using STM. Contrary to As-stabilized growth condi- 
tions, a layer by layer growth mode is well preserved as the 
strained layer thickness increases. At the same time, the 
growth becomes more isotropic and [1-10] step edges 
smoofhen. These morphological features were assigned to a 

1789 

high step formation free energy on (4X2) reconstructed sur- 
faces, which play a crucial role in the 2D morphology stabi- 
lization. 
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Reflectance modulation thermography has been used to determine facet temperatures of InGaAs/ 
GaAs double quantum well (QW) GRINSCH ridge-waveguide lasers possessing band gap shifted 
extended cavities (BSECs). The incorporation of BSECs produced by mega-electron-volt 
ion-implantation enhanced QW intermixing, significantly decreased the laser facet temperatures and 
should result in increased device longevity prior to the onset of catastrophic.mirror failure. Low 
energy implants in Al-free InGaAs/InGaAsP/InGaP laser structures exhibited large effective 
diffusivities of intermixing enhancing defects from the implant damage regions. This latter material 
system is particularly well suited for the implementation of BSECs as end of range damage from the 
implant L be kept spatially isolated from the optical mode regions. © 1998 Amencan Vacuum 

Society. [S0734-211X(98)01804-6] 

I. INTRODUCTION 

Semiconductor quantum well (QW) lasers find use in a 
variety of applications such as optical memory systems, laser 
printing, and as pump sources for other gain media. In the 
telecommunications industry, high power 980 nm QW diode 
lasers are used to pump erbium-doped amplification stages 
for long distance optical signal transmission. The longevity 
of these devices is generally limited by photoabsorption in- 
duced degradation at the mirror facets.1'2 A number of dif- 
ferent techniques have been devised to counter this effect 
but these involve the addition of complex processing steps 
such as growth/regrowth, or the deposition of passivation 
coatings onto the laser facets. While extended cavities (trans- 
parent or otherwise) have been used to improve various as- 
pects of laser diode performance,6'7 to our knowledge, none 
have reported their effect on the laser facet temperatures dur- 
ing device operation. 

Here we report laser facet temperature measurements per- 
formed on InGaAs/GaAs/AlGaAs double QW GRINSCH 
ridge-waveguide lasers possessing integrated band gap 
shifted extended cavities (BSECs) produced by high-energy 
ion implantation enhanced QW intermixing. We show that 
the addition of BSECs lead to important decreases in the 
laser facet heating coefficients resulting from the combined 
effects of reduced photoabsorption and distancing of the re- 
flectors from the device's active region. Additionally, we 
present preliminary results on the disordering of Al-free 
InGaAs/InGaAsP/InGaP laser structures. The success of low 

*No proof corrections received from author prior to publication. 
a)Electronic mail: pgpiva@nrcphyl.phy.nrc.ca 
b)Also an Adjunct Professor with the Dept. of Physics and Astronomy, Uni- 

versity of Western Ontario. 

energy ion implantation in significantly interdiffusing QWs 
at an order of magnitude greater depth than the end of range 
damage, suggests that this material system would be particu- 
larly well suited for the fabrication of BSECs as the end of 
range damage resulting from the implantation can be kept 
distanced from the optical mod region. 

II. EXPERIMENT 
The InGaAs/GaAs/AlGaAs laser structure used in this ex- 

periment was grown by molecular beam epitaxy and is de- 
scribed elsewhere.8 Given the depth of the QWs from the 
surface (1.98 /xm) high energy implants were required to 
effectively interdiffuse the QWs given the low effective dif- 
fusivities of intermixing enhancing defects in this material 
system.9 The InGaAs/InGaAsP/InGaP samples used in the 
second part of this study consisted of (from the GaAs sub- 
strate up) a 500 Ä GaAs buffer layer, 1 ixm of In0.49Gao.51P, 
1000 Ä of In025Ga075As0.49P0.51 . 85 Ä of Ino.2Gao.8As, 1000 
A of In0 25Gao 75Aso.49Po.51, 2000 Ä of Ino.49Gao.51P- and a 50 
Ä GaAs cap. The samples were grown by metalorgamc 
chemical vapor deposition. 

All implantations were carried out using the 1.7 MV Tan- 
dem accelerator facility located at the University of Western 
Ontario. Samples were implanted at 7° off normal to mini- 
mize the effects of ion channeling. For the InGaAs/GaAs/ 
AlGaAs work, one sample was cleaved from the growth wa- 
fer, and masked using a 400-/um-wide Cu wire. This defined 
the geometry of the unimplanted (and therefore unshifted 
band gap) region of the sample to comprise the active re- 
gions of our devices. The sample was then implanted at 
200 °C with 8.56 MeV As4+ ions to a dose of 2.5X 101 

cm"2. The expected range of these ions in our structures is 
3.2 fim as estimated by TRIM-97,

9
 placing the ions well into 
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FIG. 1. Low temperature PL spectra for both intermixed (passive cavity 
material) and nonintgermixed (active device material) regions of the im- 
planted InGaAs/GaAs DQW-GRINSCH laser sample. 

the substrate. A second sample taken from an adjacent loca- 
tion on the wafer was used as a control. 

For the InGaAs/InGaAsP/InGaP study, the samples were 
implanted using 30 keV, 80 keV, and 7 MeV P ions at 
200 °C. The mean ion ranges were, respectively, 367 Ä (the 
upper third of the topmost InGaP layer), 917 Ä (short of the 
uppermost InGaP/InGaAsP interface), and 3.13 /zm (ions 
penetrating the InGaAs QW and burying themselves well 
into the GaAs substrate) as determined by TRIM-97. Samples 
were half masked and implanted with fluences ranging from 
1 X 1012 to 1X 1015 ions/cm2. The 1X1012 ions/cm2 were 
implanted using a flux of 6.6 nA/cm2, all other implants were 
performed with a flux of 60 nA/cm2. 

Following implantation, all samples were annealed in a 
N2 ambient using a Heatpulse 610 rapid thermal annealer 
(RTA). It is during this stage that defects produced by the 
ion implantation serve to enhance the interdiffusion of bar- 
rier and well species, typically resulting in a blue-shifting of 
the QW band gap in the implanted region. The InGaAs/ 
GaAs/AlGaAs samples were annealed at 850 °C for 60 s, as 
these conditions were previously found to saturate interdif- 
fusion in the implanted regions while leaving the unim- 
planted material unshifted.10 For the InGaAs/InGaAsP/ 
InGaP samples an anneal temperature of 825 °C for 90 s was 
selected based on the same criteria. In all cases, during an- 
nealing the sample surfaces were protected from arsenic and 
gallium desorption by means of a GaAs proximity cap.11 

Continuous-wave photoluminescence (PL) measurements 
were used to monitor the extent of the quantum well disor- 
dering achieved in the implanted regions. These measure- 
ments were performed at 4.2 K using weak HeNe excitation. 
The PL spectra were collected by a charge-coupled device 
coupled to a spectrometer (system resolution was 1.2 meV) 
or a Fourier transform infrared fitted with an InGaAs detec- 
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tor (resolution setting was 4 cm"1) in the case of the InGaAs/ 
InGaAsP/InGaP samples. 

Figure 1 shows the low temperature PL spectra of the 
implanted and the as-grown regions after annealing for 
AlGaAs based 980 nm material. The position of the nonin- 
termixed strip (determined by PL) on the implanted sample 
was recorded from a micrometer fitted to the cryostat's trans- 
lation stage. The samples were then processed into ridge 
waveguide lasers. Details regarding processing of the laser 
diodes have been presented elsewhere.8 Lasers with equiva- 
lent front and back facets were prepared with symmetrically 
extended cavities on both sides of the 400 /nm central active 
region. Both intermixed and nonintermixed passive sections 
varied between d=0 /im (no extended cavity), and d=500 
/im in length. No further treatments or coatings were applied 
to the resulting front and back facets. 

The laser diodes were driven in a constant current mode 
with a 50% duty-cycle square wave at 80 Hz, with a constant 
base temperature of 20 °C. The current dependence of the 
wavelength-integrated power (L-I curves) for lasers without 
extended cavities and for lasers with band gap shifted ex- 
tended cavities were similar with threshold currents of =» 12 
mA, and output powers of ~35 mW at 125 mA. The spectral 
outputs of these devices were typically comparable. In con- 
trast, if any significant length of nonintermixed material is 
used to form an extended cavity, detrimental increases in 
cavity losses and threshold current occur. Lasing was not 
observed for devices with d^200 ^m. This demonstrated 
the suitability of high energy implantation induced QW in- 
termixing in producing transparent windows to distance the 
laser facets from the active regions of the ridge-laser devices. 

Temperature measurements of the facets were made using 
the technique of reflectance modulation.12 Details regarding 
this measurement have been presented elsewhere.8 Heating 
coefficients characterizing the various devices were calcu- 
lated by normalizing the peak temperature (found at the cen- 
ter of the optical mode) by the diode laser output. These 
values are plotted for the varying BSEC lengths in Fig. 2. 
The poorest performances (not plotted) were exhibited by the 
nonintermixed extended cavity lasers possessing heating co- 
efficients in excess of 10°C/mW. While low temperatures 
for these devices were measured, normalization to their cor- 
responding reduced laser output levels revealed very high 
heating coefficients. For the bare cleaved facets without ex- 
tended cavities, the heating coefficients reach slightly above 
1 °C/mW. Dramatic decreases in the heating coefficients are 
observed, however as the length of the intermixed facets are 
increased. These values are ~0.3 °C/mW, «0.15 °C/mW, 
and ~0 °C/mW for d=l00 /xm, 200 /im, and 300 ^m, re- 
spectively. That the heating coefficients for the facets at the 
center of the optical mode decrease gradually for BSEC 
lengths in excess of 100 /j,m indicate that in addition to 
reduced photoabsorption occurring in the disordered QWs, 
distancing of the facets from the electrical contact regions 
may be contributing to the observed decreases in facet tem- 
peratures. 

Preliminary investigations of the evolution of laser facet 

-/ 
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FIG 2 Plot of measured laser facet heating coefficients as a function of 
BSEC length. Length of zero indicates a device without symmetrically ex- 

tended BSEC sections. 

temperatures and lifetimes for these devices indicate associ- 
ated increases in life-span and persistence of reduced facet 
temperatures for those devices possessing band gap shifted 
facets. A more detailed study with devices having lower con- 
tact resistances and coatings on the high reflector and output 
coupler facets is currently under way. 

Concerns that the gains achieved by reduced photoabsorp- 
tion in the facet region may be offset by nonradiative recom- 
bination at defects remaining in these structures following 
implantation and annealing8 initiated a parallel investigation 
using a partial InGaAs/InGaAsP/InGaP laser structure. 
InGaAs/InGaAsP/InGaP laser diode lasers possess intrinsi- 
cally more stable facets due to the lower surface recombina- 
tion velocities13 in these materials and an absence of alumi- 
num which is both reactive with ambient oxygen, and 
associated with the formation and propagation of dark line 
defects.2'14 Bare facet Al-free laser diodes have already dem- 
onstrated longevities in excess of 100-fold that of uncoated 
Al-based devices in lifetime testing.15 

Figure 3 shows a plot of the achieved blue-shifts in the PL 
peak ^emission energies for the InGaAs/InGaAsP/InGaP 
samples at 4.2 K. Energy shifts were measured with respect 
to the emission energies of the unimplanted halves of each 
sample following annealing. Error bars present in the case of 
the higher fluence samples resulted from the superposition of 
the intermixed QW emission signal with emission lines from 
the underlying GaAs. Curve fitting was required to decon- 
volve the data, and margins of confidence were correspond- 
ingly assigned. From the data, only a small dependence on 
implant energy is apparent.16 TRIM-97 yields the vacancy pro- 
duction efficiencies of 460, 870, and 6800 vacancies/ion for 
the 30, 80, and 7 MeV implants, respectively. As the initial 
defect concentrations are roughly confined to the penetration 
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FIG 3 Plot of achieved blue-shifts for the 980 nm InGaP based laser struc- 
ture as a function of various P implant conditions. PL peak emission energy 
of the as-grown QW structure at 4.2 K was 1405.7 meV. 

depths stated earlier for these ions, these results indicate that 
comparable fractions of the interdiffusion enhancing defects 
from the 30 and 80 keV implant sites are reaching the 85 A 
InGaAs QW. In the case of the 7 MeV implants, clearly only 
a much smaller fraction of the total defects produced is par- 
ticipating in the enhancement of the QW interdiffusion (and 
most probably due in part to the much greater depths over 
which these defects are initially distributed following im- 

plantation). 
A room temperature comparison between the integrated 

PL intensities of the implanted and masked regions of each 
of the samples was made. At a dose of 1 X 1013 cm a 
relative decrease by factor of 5 (10) in the integrated PL 
intensities for the 30 keV (80 keV) implanted samples was 
noted. For the 7 MeV implanted samples, the losses were an 
order of magnitude greater. For higher fluence samples, per- 
sistence of PL emission was observed for the 30 and 80 keV 
implants, whereas the 7 MeV implanted material exhibited 
extinction of QW luminescence for fluences exceeding 1 
X 1013 cm2. From this we may infer that the 7 MeV implan- 
tation has deposited a far greater number of nonradiative 
recombination centers in the QW region (consistent with the 
penetration of these ions through the QW region during im- 
plantation) than those produced by the two lower energy 
implants (in which cases, both the ion ranges and corre- 
sponding damage profiles are confined to the overlying 
InGaP layer, and kept removed from the InGaAs QW prior 
to annealing). We expect the crystallinity of the InGaAsP 
confinement layers to be similarly affected. 

III. CONCLUSIONS 

In conclusion, we have shown the feasibility of band gap 
shifted extended cavities BSECs produced by high energy 
ion implantation in reducing the facet temperatures of 980 
hm AlGaAs laser diodes. Results based on attempts to inter- 
mix Al-free 980 nm laser structures indicate that BSECs may 
be produced utilizing low energy ion implantation. Conse- 

J. Vac. Sei. Technol. B, Vol. 16, No. 4, Jul/Aug 1998 



1793 Piva er a/.: Reduced 980 nm laser facet absorption 1793 

quently, BSECs may be produced in the latter material sys- 
tem without compromising the crystallinity of the epitaxy in 
the optical mode region. 
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The existence of localized states at InSb-like interfaces of AISb/lnAs superlattices is predicted using 
empirical pseudopotential calculations. These predictions are shown to be in agreement with those 
of ab initio pseudopotential calculations performed using the local density approximation of density 
functional theory, demonstrating the ability of the empirical approach to describe the microscopic 
features of the interface. The frequency dependence of the absorption coefficient is calculated for a 
series of AISb/lnAs superlattices with differing interface configurations, and the role of the interface 
localization in determining the optical response is identified.   © 1998 American Vacuum Society. 
[S0734-211X(98)13404-2] 

I. INTRODUCTION 

There is a growing body of evidence that the optical and 
transport properties of many semiconductor heterostructures 
may be largely governed by the existence of states localized 
at the interfaces.1'2 For the development of high performance 
optoelectronic devices the link between the microscopic fea- 
tures of the interfaces and the key parameters which deter- 
mine the heterostructure response (e.g., lifetimes) must be 
established. In recent years heterostructure systems based on 
antimonide compounds and alloys have emerged as some of 
the most promising for optical device applications,3 leading 
to the demonstration of a variety of infrared optical devices, 
including lasers,4'5 detectors6 and optical signal processing 
components.7'8 A particular system for which the interfaces 
have become the subject of considerable attention is that of 
[001]-AlSb/InAs superlattice structures,9'10 the combination 
of deep conduction wells with extremely high electron mo- 
bilities making them particularly attractive.11'12 However, in 
order that such structures can be exploited to their full po- 
tential it is important to understand the microscopic pro- 
cesses which underlie the optical response, and specifically, 
to relate the properties of the interfaces to the key parameters 
which affect the optical spectra of these structures. 

Localized interface states in AISb/lnAs heterostructures 
were first proposed by Kroemer et al.n in response to a se- 
ries of experimental studies on AlSb-InAs-AlSb quantum 
wells.10 These indicated that in the absence of intentional 
doping, and taking into account conventional electron 
sources (e.g., surface effects, deep donors in the barriers), a 
significant excess of electron concentration was observed. A 
possible explanation for this, consistent with the high mea- 
sured mobility, was what Kroemer et al.13 describe as a 
"generalized Tamm state." Since, there are no ion species 
common to both well and barrier it is possible to envision 
two different atomic interface arrangements: AlAs-like and 
InSb-like. Experimentally, molecular beam epitaxy tech- 
niques have been shown to be capable of growing a particu- 

a)Electronic mail: M.J.Shaw@newcastle.ac.uk 

lar combination of interface types.10 The localized interface 
states proposed were states formed at InSb-like interfaces, 
most easily visualized by assuming the interface layer to be 
an extremely narrow bulk InSb-like quantum well. The va- 
lence band edges in such a system are shown schematically 
in Fig. 1. Subsequent studies suggest that while such states 
may indeed exist, they might not in fact be the source of the 
carriers.14""16 In the present work we are not concerned with 
the source of electrons. Rather, we address the question of 
whether such localized states exist, and in particular consider 
the effect of these states on the optical characteristics of the 
structures. 

In a recent study of ours17 we used ab initio pseudopoten- 
tial calculations to demonstrate interface-induced localiza- 
tion in a number of AISb/lnAs superlattices. However, while 
the ab initio calculations perform very well in the description 
of very short range features such as the interface localiza- 
tions, they are not so well suited to the description of optical 
spectra. The evaluation of optical sums by this method is 
neither practical, due to the high computational demands, nor 
particularly desirable since the effects which dominate the 
optical spectra occur on a length scale comparable to the 
quantum well widths. Such longer-range effects are more 
appropriately described by a number of simpler models such 
as semiempirical pseudopotentials. These calculations give a 
reliable description of the longer-range features which deter- 
mine the optical properties, and provide a practical tool for 
evaluation of optical sums. Other simpler models, such as the 
k.p theory, are unable to provide such a reliable microscopic 
description of the states in complex systems such as the 
strained superlattices being studied here. In this study, we 
apply semiempirical pseudopotential calculations to the su- 
perlattice studied in Ref. 17 and find that, in addition to the 
accurate representation of the long-range features, this sim- 
pler model predicts qualitatively similar localized interface 
states to those predicted by the ab initio pseudopotential ap- 
proach. The ab initio calculations of ours17 are extended to 
provide a complete comparison of the two theoretical meth- 
ods and the available experimental data. The success of the 
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FIG. 1. Schematic diagram of the valence band edge at an InSb-like interface 
between AlSb and InAs as proposed by Kroemer et al. (1992). 

empirical approach enables us to use it to perform full-scale 
evaluations of the optical coefficients, and we study how the 
absorption is affected by the composition of the interfaces in 
the superlattice. 

InAs AlSb 

FIG. 2. Atomic composition of the five AlSb/InAs superlattices described in 
Table I are illustrated schematically. Different interface types are indicated. 

II. THEORY OF ELECTRONIC STRUCTURE 
CALCULATIONS 

In this article we present the results of semiempirical 
pseudopotential calculations for a number of [001]-AlSb/ 
InAs superlattices. A detailed mathematical formulation of 
the calculations is available in the literature, and will not be 
reproduced here (see, for example, Ref. 18). In this method 
the two constituent materials (AlSb and InAs) are described 
by pseudopotentials empirically fitted to give a good descrip- 
tion of key bulk band structure properties. The superlattice is 
described as a perturbation from one of the constituent ma- 
terials (the "host") due to the presence of layers of the other 
(the "dopant"). Such an approach accounts for the micro- 
scopic effects of the individual atomic potentials, including 
the effect of the spin-orbit interaction. 

The performance of such calculations is well established 
for superlattices of a number of material systems (see Ref. 
19, and references within). However, the properties of the 
superlattice structures which have generally been of interest 
are those associated with the long-range order of the systems, 
i.e., effects arising through potential variations on the scale 
of the quantum well and barrier widths. How well might we 
expect these calculations to describe the microscopic inter- 
face features? 

In order to answer this question we must consider more 
carefully the nature of the pseudopotentials involved. The 
pseudopotential for each atomic species is chosen to repro- 
duce empirical band structure data for a given bulk com- 
pound. The net contribution to the potential from all many- 
body interactions, which will depend on the local 
environment of the atoms, is implicitly included in this 
pseudopotential. As a result, the atomic pseudopotential is 
only strictly applicable for atoms in that environment, i.e., in 
the particular bulk material for which the fit is carried out. 
For example, the Al pseudopotential obtained by a fit to 
AlSb is not transferable to an Al atom in AlAs. Where such 
pseudopotentials are used to describe a superlattice system, 
the potential in the bulklike well and barrier layers will be 

well represented. In contrast, the microscopic variation in the 
potential across the interface is not as well accounted for. 
First, an abrupt steplike potential is introduced to model the 
valence band offset between the two bulk materials. Second, 
the potentials assigned to the atoms forming the interface 
bond are the pseudopotentials associated with the well and 
barrier layer bulk constituents. As described above these are 
not rigorously applicable to the new material represented by 
the interface bonds. So, where the interest in the superlattice 
lies in long-range order effects, which is usually the case in 
studies of quantum-confined states, the empirical pseudopo- 
tential scheme is expected to perform well. In the present 
study, however, where the focus of attention is the interfaces 
themselves, the reliability of the calculations must be further 
established. 

In order to verify the interface description provided by the 
empirical pseudopotential calculations, we present the results 
of ab initio pseudopotential calculations for comparison. 
Such calculations, using the local density approximation 
(LDA) of density functional theory, were reported by us17 in 
a study of a variety of AlSb/InAs structures, and we include 
in this article an extended analysis of the results of these 
calculations. We described the full details of the ab initio 
calculations in Ref. 17 (and references within), and these will 
not be reproduced here. The key feature of these calcula- 
tions, with regard to the present discussion, is the use of the 
first principles norm-conserving pseudopotentials of Bache- 
let et al.20 These are derived from the exact atomic charge 
densities and are fully transferable. The method includes 
many-body effects explicitly and does not involve any refer- 
ence to the bulk material properties. The pseudopotentials 
used are applicable regardless of the environment in which 
the atoms are placed. Such potentials are thus ideal for the 
description of microscopic interfacial properties. The prob- 
lems facing the empirical method concerning the interface 
potentials simply do not arise. 

The empirical pseudopotential calculations presented in 
this article assumed that the positions of the atoms are fixed 
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TABLE I. Interface types and structural properties of the superlattices stud- 
ied. Number of each atom type in one unit cell is listed as nlTL, nAs, nM and 

Structure Interface types «In «As «Al «Sb 

(a) InSb+InSb 6 5 6 7 

(b) AlAs+AlAs 6 7 6 5 

(c) InSb+AlAs 6 6 6 6 

(d) InSb+InSb 7 6 5 6 

(e) AlAs+AlAs 5 6 7 6 

to those of an unstrained zinc-blende lattice. The effect of 
lattice mismatch between the AlSb and InAs layers is ac- 
counted for simply through a change to the valence band 
offset, in accordance with simple elastic theory.21 Since the 
mismatch between InAs and AlSb is relatively small 
(«1.35%), the freezing of atom positions should not greatly 
affect the description of well width scale features. However, 
the formation of the hybrid materials AlAs and InSb at the 
interfaces results in highly strained bonds. It is not clear that 
the neglect of strain remains a valid approximation in the 
case of these interfaces. When analyzing the results of the 
empirical calculations we must consider the role strain may 
play in affecting the interface properties. In contrast, the 
LDA calculations allow a complete relaxation of all atom 
positions, implicitly incorporating the full effect of strain in 
the layers and at the interfaces. 

In this article we compare the results obtained using em- 
pirical pseudopotentials with those of the ab initio approach. 

InAs 

InAs 

InAs I       AlSb 
AlAs 

I       InAs 
InSb 

InAs 

InAs 

FIG. 3. Comparison of the charge density of the uppermost valence band in 
structures (a), (b) and (c) as calculated using the empirical pseudopotential 
method. Interface types are indicated. 

InAs 

FIG. 4. Comparison of the charge density of the uppermost valence band in 
structures (a), (b) and (c) as calculated using the ab initio pseudopotential 
method. Interface types are indicated. 

This enables us to determine how well the empirical method 
is able to describe the microscopic interface features which 
have been identified with the ab initio calculations. Having 
verified the performance of the empirical method we are able 
to proceed to full-scale calculations of the optical absorption 
coefficient, using the empirical band structure calculations. 

III. RESULTS OF ELECTRONIC STRUCTURE 
CALCULATIONS 

A. Localized interface states 

The structures which we have studied are based on a 3 
AlSb/3 InAs superlattice (where 3 AlSb indicates 3 lattice 
constants, 6 monolayers of AlSb), where one interface is 
AlAs-like and one InSb-like. A series of structures is then 
defined in which the interface types have been changed: two 
with both interfaces AlAs-like, two with both InSb-like, and 
the original structure with one of each interface. These are 
illustrated schematically in Fig. 2, and their atomic compo- 
sition is listed in Table I. Empirical pseudopotential calcula- 
tions were performed for these five structures. As described 
in Sec. II, the effects of strain were neglected, with an aver- 
age lattice constant used for the calculations. The zone center 
charge density of the uppermost valence state is plotted for 
the first three structures of Table I in Fig. 3. For comparison, 
the charge densities obtained by the ab initio method are 
shown in Fig. 4. Comparison of Figs. 3 and 4 shows that the 
charge densities predicted by the two methods are very simi- 
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TABLE II. Changes in band-gap energies for structures with different inter- 
face configurations. Calculated gaps, A£^pp (empirical pseudopotential) and 
A£jDA (ab initio pseudopotential), are compared with experimental data of 
Spitzer et al. (Ref. 2). 

AlAs interface 

AEf A£LDA 
A^AS 

Structure Number" (meV) (meV) (meV) 

(a) 1 +57 -2 +22 
(b) 2 + 10 + 112 + 120 
(c) 5 0 0 0 
(d) * -64 -103 * 

(e) * + 123 +209 * 

"Reference 2. 
*No experimental results available. 

lar. In particular, the localization at the InSb-like interfaces, 
which was reported in our previous paper,17 is well repre- 
sented in the empirical results of Fig. 3. Structure (c) shows 
charge localized at the InSb interface while structure (a), 
with two InSb-like interfaces, shows charge drawn away 
from the center of the well. In contrast, the structure with 
two AlAs interfaces shows a conventional symmetrical 
ground state envelope function. The empirical pseudopoten- 
tial approach is clearly able to successfully predict the InSb 
interface localizations which are obtained using the ab initio 
approach. 

In our earlier paper17 we provide a comparison between 
the results of the ab initio calculations and experimental data 
available in the literature. Specifically the dependence of the 
fundamental gap on interface structure was compared with 
the photoluminescence data of Spitzer et al.2 for the struc- 
tures listed (a)-(c) in Table I. Since the LDA is well known 
to underestimate the absolute value of the band gap, changes 
in gap were compared instead [using structure (c) as a refer- 
ence]. In Table II we present the changes in the band gaps 
determined from the empirical pseudopotential (EPP) calcu- 
lations, and compare these to both the LDA results and, 
where available, the experimental data. Where Spitzer et al. 
report spectra for more than one sample with a given nomi- 
nal structure (e.g., where they compare the effects of the 
order of interface growth) we have compared them with the 
sample shown to exhibit the highest quality. 

Examination of Table II shows that the band-gap changes 
predicted by the empirical pseudopotential method are not 
consistent with the experimental data. While the LDA calcu- 
lations give a good agreement with the available data, the 
EPP method does not predict the correct order for the gaps. 
Clearly, while the qualitative features of interface localiza- 
tion are described by the empirical method, the quantitative 
predictions of energies are not so well described. This is not 
surprising given the nature of the potentials used to describe 
the interfaces. 

When making a comparison with the experimental results 
it is important to acknowledge the practical difficulties pre- 
sented by the huge interface mismatch. There is evidence 
that the growth quality is particularly poor for lower AlAs- 
like interfaces,2 and indeed studies of phonon spectra call 
into question the existence of AlAs interface bonds.22 How- 

/ 

InSb       I—i 
interfaceN^ 

^J 
-=S 
/ 

AlSb InAs 

FIG. 5. Band-edge profile associated with the simple particle-in-a-box pic- 
ture of the interfaces. Solid line shows structure (c) with one of each inter- 
face, while the dashed line shows the profile for (e). Ground conduction and 
valence states are indicated by dark shaded lines for (c) and light shaded 
lines for (e). 

ever, the theoretical treatment of the possible interface recon- 
structions and growth imperfections which might result lies 
beyond the scope of the present study. The calculations pre- 
sented here assume a pseudomorphic growth. 

The changes in energy gaps involve a combination of two 
effects, namely the formation of localized states, and the 
changes in conduction and valence well widths accompany- 
ing them. To analyze further the discrepancies between the 
EPP results and the LDA and experimental gap changes it is 
useful to invoke a simple particle-in-a-box picture of the su- 
perlattices. In addition we extend the analysis of the LDA 
results to extract the changes in the conduction and valence 
band edges individually, to enable direct comparison with 
the EPP method. 

B. Particle-in-a-box interpretation 

The simplest interpretation of the localization effect is 
that presented by Kroemer et al.,13 where the InSb- and 
AlAs-like interfaces are considered as very narrow bulk lay- 
ers in a particle-in-a-box picture. For structure (c) with one 
of each interface this leads to the band-edge diagram shown 
in Fig. 5. Viewing the InSb-like interface as a valence band 
quantum well, the localized interface state is regarded as 
being confined in this well. While such a description serves 
to help understand the qualitative features of the localization, 
it is stressed that such a particle-in-a-box picture is not suit- 
able for quantitative calculations. In particular, one must 
bear in mind that to assign bulk concepts such as band edges 
to the interface layers belies the fact that these are just single 
highly strained bonds of the material. Despite the limitations 
of this simple model, it is possible to make predictions con- 
cerning the changes in band gaps with the interface configu- 
ration based upon it. 

As stated previously, the band-gap change is a combina- 
tion of the change in the well widths and the change in en- 
ergy associated with the confinement of a state in the narrow 
InSb well (if such an interface exists). For example consider 
the change in band gap as we go from structure (c) to (e), as 
illustrated schematically in Fig. 5. The interface band edges 
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(a) 

(b) 

(c) 

(d) 

(e) 

AlAs     AlSb 

InSb       InAs 

FIG. 6. Comparison of the particle-in-a-box conduction band-edge profiles 
for the structures in Table I. Positions of the lowest conduction state in each 
structure is indicated by the shaded lines. Vertical lines show the positions 
of the interfaces in the reference structure, (c). 

(a) 

(b) 

(c) 

(d) 

d H 

AlAs      AlSb      InSb InAs 

(e) 

h 

FIG. 7. Comparison of the particle-in-a-box valence band-edge profiles for 
the structures in Table I. Positions of the lowest valence state in each struc- 
ture is indicated by the shaded lines. Vertical lines show the positions of the 
interfaces in the reference structure, (c). 

are estimated from the model solid predictions for the bulk 
materials concerned. The energy of the conduction band 
edge is expected to increase since the width of the effective 
conduction well has been decreased. The valence band edge 
jumps down in energy since the localized state, whose en- 
ergy is relatively insensitive to the AlSb width, is no longer 
present and the valence well quantum confinement energy 
lowers the energy of the valence band edge state. Both ef- 
fects result in an increase in the band gap so we expect the 
band gap to increase considerably as seen in Table II. 

Similar analysis can be repeated to compare the band- 
edge changes and band-gap changes in all five structures. 
Figure 6 shows the schematic conduction band-edge profiles 
for the five structures studied. Approximate positions of the 
lowest conduction energy levels are indicated. Since the con- 
duction wells in structures (a), (b) and (c) differ only by a 
monolayer of InSb (which presents a small barrier potential) 
we expect the conduction edges in these to be at approxi- 
mately the same energy. In contrast, the well width in (d) is 
significantly greater than (c) so we expect the energy in (d) 
to be lower, while for structure (e) the narrower well should 
result in an increased confinement energy. The expected con- 
duction band-edge changes may be summarized as follows: 

(1) E(^<E 

7(0 

("), ?(*) = E(^<E[ (e) 

where Ep is the energy of the conduction band-edge in 
structure (/). 

The valence band-edge profiles are shown in Fig. 7. As- 
suming that the localized interface states are of approxi- 
mately the same energy regardless of the other layer widths 

in the superlattice, it is clear that the edges in structures (a), 
(c) and (d), each with at least one InSb interface, should be 
approximately the same. Where no localized state exists the 
edges are lowered by the AlSb well confinement, depending 
on the thickness of the AlSb layer. Thus the simple band- 
edge model predicts: 

<lc)~£ld). (2) Ab) 7(e)< <E^'<Ey («), 

Of course, experimentally it is not possible to measure 
changes in the individual band edges. Rather one measures 
changes in the gap. Combining the above inequalities it can 
be seen that 

E{
g
d)<E[a)~Ef<E^<Ef, (3) 

where E(b'><E(
g
e) is deduced from the fact that the conduc- 

tion band effective mass is smaller than that of the valence 
band. 

C. Interface dependence of band-edges 

In order to determine how well this intuitive picture ex- 
plains the behavior of the system we must compare the pre- 
dictions above with the results of the LDA calculations. Ex- 
amination of Table II in conjunction with Eq. (3) shows a 
good correlation between the ordering predicted by the 

' particle-in-a-box model and the band-gap changes calculated 
from the ab initio pseudopotential method. To compare the 
changes in the individual band-edges, it is necessary to relate 
the one-electron eigenvalues obtained from the calculations 
for the different structures to a common energy scale. How- 
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Growth Direction 

Growth Direction 

FIG. 8. Total self-consistent potential, integrated in the plane parallel to the 
interfaces, is plotted against position along the growth axis for structures (a) 
and (c). In I the potentials in the two calculations are compared directly. In 
II the profile for (a) has been adjusted to align the potentials in the central 
regions of the layers. 

ever, the one-electron energies which one obtains directly 
from the LDA calculations are not comparable between dif- 
ferent unit cells. 

To relate the energy scales of the different structures we 
need to find a reference point for the self-consistent poten- 
tials in the different unit cells. Since the structures differ only 
in the immediate interface region, the potential near the cen- 
ter of the InAs and AlSb layers should be common to all 
structures (i.e., the "bulk" potentials). To compare one- 
electron energies between two structures it is simply neces- 
sary to calculate the shift in the total potential required in 
order to align the potential in regions away from the inter- 
faces. This gives the energy shift which must be applied to 
the eigenvalues to place them on a common energy scale. 

As an example, consider the case of the structures (a) and 
(c). The total potentials for these structures, integrated in the 

TABLE III. Conduction band-edge energies determined from the local den- 
sity (LDA) and empirical pseudopotential (EPP) calculations, compared to 
the ordering predicted from the simple particle-in-a-box model. 

Prediction pW EM pM 
Pc 

LDA (meV) 
EPP (meV) 

-117 
-47 73 

111 
53 

plane parallel to the interfaces, are plotted in Fig. 8(1). Ex- 
cept for the interface at the edge of the diagram, it is clear 
that the form of the potentials in the center of the layers is 
almost identical. It is therefore relatively straightforward to 
determine the shift required to map the curves onto each 
other. Figure 8(11) shows the adjusted potentials, demonstrat- 
ing the extent of the healing of the potential within a few 
angstroms of the changed interface. By computing the 
change in potential required to align the profiles as in Fig. 8 
one is able to derive a common energy scale. It is interesting 
to note how well the potential matches at the center of the 
two layers simultaneously, demonstrating that the interface 
valence band offset is not sensitive to the interface type, i.e., 
that the offset is an intrinsic property for these structures. 

Using the method described above, the conduction and 
valence band edges for structures (a), (b), (d) and (e) were 
related to those of structure (c) [with the edge in (c) set to 
zero]. The conduction band edges are presented in Table III, 
in comparison with the predictions of the simple particle-in- 
a-box model. Also given are the conduction edge energies 
obtained from the empirical pseudopotential method. The 
equivalent results for the valence band are given in Table IV. 
The remarkable agreement between the calculated LDA band 
edges and the ordering predicted from the simple particle-in- 
a-box picture suggests that this simple intuitive model does 
indeed describe well the behavior of the system. The forma- 
tion of the localized interface states can be understood in 
keeping with the original proposal of Kroemer et al. 

We may also now make a more detailed evaluation of the 
performance of the empirical pseudopotential method by di- 
rectly comparing the band-edge energies with those obtained 
from the LDA approach. The EPP calculations reproduce 
quite well the variations in the valence band edges, which of 
course include the interface localization effects in which we 
are primarily interested. The discrepancy in the prediction of 
band gaps, seen in Table II, is therefore seen to arise through 
a significant difference in the calculated conduction edges 
for which there is almost total disagreement. The reason for 
the breakdown of the EPP in the conduction band may be 
understood by considering the effect of neglect on the strain 

TABLE IV. Valence band-edge energies determined from the local density 
(LDA) and empirical pseudopotential (EPP) calculations, compared to the 
ordering predi cted fron i the simple p articl e-m-a-box model. 

Prediction < p(') < pM      P =      pM      * 

LDA (meV) 
EPP (meV) 

-103 
-79 

-97 
-69 

10 
16 

0 
0 

-14 
17 
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in these calculations. By straining the interface InSb and 
AlAs bonds to the zinc-blende structure of the (assumed un- 
strained) AlSb-InAs layers we have introduced large but 
spurious hydrostatic shifts in the conduction band edges. 
Since the InSb has been compressed its conduction band 
edge is increased in energy, the converse occurring in the 
AlAs. As a result, the effective conduction barrier potentials 
of the InSb and AlAs layers assumed in the intuitive model 
(see Fig. 6), and confirmed by comparison to the LDA re- 
sults (where of course strain is fully accounted for), are not 
recreated in the empirical pseudopotential approach. The 
conduction edge variations obtained from the EPP calcula- 
tions may still be understood in terms of the particle-in-a-box 
model, but where the relative effective conduction barriers 
presented by the InSb and AlAs layers are reversed. 

IV. OPTICAL SPECTRA OF AISb/lnAs 
SUPERLATTICES 

Having established that the empirical pseudopotential cal- 
culations correctly describe the essential features of the 
AISb/lnAs structures, namely the interface localization ef- 
fects, we now turn our attention to the optical properties of 
these structures. As mentioned previously, the principle mo- 
tivation behind the development of these structures lies in 
their optoelectronic device potential. In order to realize this 
potential there is a clear need to understand the optical re- 
sponse characteristics of these structures, and in particular 
the role which the localized interface states play. 

A. Calculation details 

The empirical pseudopotential method has been used ex- 
tensively to perform full-band structure calculations of the 
linear and nonlinear optical properties of a variety of super- 
lattice systems,23"25 providing an efficient scheme for iden- 
tifying the microscopic processes involved. Here we apply 
our EPP calculations to the evaluation of the linear absorp- 
tion spectra of the AISb/lnAs superlattices whose electronic 
structure has been described in Sec. III. The pseudopotential 
calculations provide the band structure information required 
to calculate the frequency dependence of the first-order sus- 
ceptibility from the following expression, derived from den- 
sity matrix theory26: 

1800 

;&£(-?;")=- 
ezN 

Vme0co 2
3^ 

k      a b 

Vm2e0hto 

r>V- na 

PabPba 

(£lha-to) 

PabPba (4) 
(n6a+<ü) 

Here, co is the frequency of the incident and response pho- 
tons of polarization a and /x, respectively. The summations 
over k, a and b represent summations over pairs of states 
with wave vector k and band indices of a and b. The numera- 
tors are products of momentum matrix elements, pab, of 
polarization S, and are multiplied by fa, the Fermi factor of 

state a. The frequency ,denominators include terms Oi7 

= (E-Ej)/h, where Et is the energy of the state i. The 
imaginary part of the first-order susceptibility is related to 
the absorption coefficient by the equation 

co 
a„a(ffl)=—Im[£(-a;<»)] (5) 

n0c 

Here, n0 is the background refractive index, and x    is in SI 

units. 
The summation over all wave vectors in the Brillouin 

zone tends, in the limit of a crystal of infinite extent, to an 
integral over wave vector space. To obtain a practical evalu- 
ation of the imaginary part of this integral we use the linear 
tetrahedron method, sampling a tetrahedral grid of wave vec- 
tors with our empirical pseudopotential calculations. To re- 
duce the number of sampling points required, the sampling 
volume is restricted to a relatively small region of the zone in 
the xly plane (the plane parallel to the interfaces) around the 
zone center, I\ Since the magnitude of the energy gap in- 
creases rapidly as we move away from I\ the contributions 
to x<l) decrease sharply at the frequencies of interest. The 
size of the sampling region is chosen to ensure that the sus- 
ceptibility converges. The whole extent of the zone is 
sampled in the growth (z) direction. A further reduction in 
computation is achieved by sampling only the irreducible 
segment of the Brillouin zone, applying the appropriate 
transformations to exploit the point group symmetry of the 
crystal. 

B. Calculated absorption spectra 

The absorption coefficients for the structures labeled (a), 
(b) and (c) in Table I were calculated for photon energies 
between 0.8 and 1.3 eV, energies around the fundamental 
gap of these superlattices. These three structures exhibit the 
interface configurations of one of each type, two AlAs-like, 
and two InSb-like interfaces, and enable us to assess the 
effect of interface configuration on absorption. The spectra 
of the other two structures do not show any qualitatively 
different effects. For each structure the axx and azz compo- 
nents of the absorption, representing normal and parallel in- 
cidence absorption, respectively, were calculated. 

The band structure of the reference structure, structure (c), 
with one of each interface type, is plotted in Fig. 9 along the 
[001] and [100] symmetry axes. From this diagram it is clear 
that for the 0.8-1.3 eV energy range of interest, only the 
lowest conduction band can be involved in interband absorp- 
tion processes. In contrast, there are a number of valence 
bands lying relatively close to the gap and which might be 
featured in the interband processes. In particular we shall 
concentrate on the two highest valence bands which are ex- 
pected to dominate the absorption spectrum around the fun- 
damental gap. While the band structures of the three struc- 
tures differ in detail, the principal features discussed above 
remain the same. 

In Fig. 10 we plot the total absorption axx, together with 
the contributions from the individual processes Vl^Cland 
V2->C1 (where Viand V2 are the highest and second high- 
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FIG. 9. Electronic band structure for the reference superlattice, (c), is plotted 
along symmetry lines, [001] and [100]. 

est valence states and Cl is the lowest conduction state) 
against photon energy for the three structures. Each of the 
spectra exhibit a strong absorption edge corresponding to the 
zone-center VI —>C1 transition edge, and at higher energies a 
second, shallower, edge originating in the V*2—>Ci transi- 
tions. In addition, each structure shows a sharp spectral fea- 
ture associated with transitions from V2 at higher energies 
(originating from wave vectors lying away from the zone 

0.90 0.95 1.00 1.05 1.10 
Energy (eV) 

1.20 

FIG. 10. Absorption coefficient ctxx (cm-1), corresponding to normal inci- 
dence, is shown as a function of photon energy (eV) for structures (a), (b) 
and (c). Solid line shows the total absorption while the individual contribu- 
tions from VI —>C1 and V2—>C1 are plotted separately. 

1.00 1.05 
Energy (eV) 

0.90 0.95 1.00 1.05 1.10 
Energy (eV) 

0.90 0.95 1.05 1.10 
Energy (eV) 

1.15 1.20 

FIG. 11. Absorption coefficient azl (cm ), corresponding to parallel inci- 
dence, is shown as a function of photon energy (eV) for structures (a), (b) 
and (c). Solid line shows the total absorption while the individual contribu- 
tions from VI—»Cl and V2—>C1 are plotted separately. 

center), and finally, towards the upper end of the photon 
energy range, contributions from lower-lying valence bands. 
Significantly, then, the qualitative features of all three struc- 
tures are very similar, indicating that the presence of local- 
ized interface states does not dramatically affect the form of 
the linear absorption spectrum. 

The parallel incidence absorption spectra for the three 
structures are shown in Fig. 11. Again the individual contri- 
butions from VI —>C1 and V2—>Cl transitions are shown. 
For azz, the VI absorption edge is considerably weaker than 
the higher energy V2 edge—in particular, for the structures 
with two AlAs and two InSb interfaces the absorption edge 
at the fundamental gap is very shallow indeed. The reason 
for these very weak absorption edges can be understood by 
examining in detail the wave vector dependence of the mo- 
mentum matrix elements. Figure 12 shows the squared mag- 
nitudes of the z component of the momentum matrix ele- 
ments against the wave vector for the VT—>C1 and V2 
—s-Cl transitions in the three structures. For structures (a) 
and (b) it is clear that the VI —>C1 transition is forbidden at 
the zone center, increasing as the parallel component of the 
wave vector increases. For structure (c), whose point group 
symmetry is reduced by virtue of the inequivalent interfaces, 
the transition is no longer strictly forbidden at the zone cen- 
ter. However, it remains very much weaker than V2—>C1. 
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FIG. 12. Wave vector dependence of the squared magnitude of the optical 
matrix elements p?- is plotted for structures (a), (b) and (c). Dashed lines 
represent transitions V1-»C1 while the dotted lines represent transitions 
V2->C1. P is the point on the edge of the Brillouin zone in the [001] 
direction and A lies on the [100] axis, one-tenth of the way to X. 

Since the VI —>C1 transitions are either forbidden or weak at 
the zone center, the absorption at the zone center energy 
separation is very weak. Thus the absorption edge associated 
with VI is considerably weaker than that of V2, from which 
relatively strong transitions to Cl can occur at the zone cen- 
ter. Although the differences between the azz spectra for the 
three structures are more significant than they were for axx, 
the largest differences exist between structure (c) and the 
other two. These differences originate in the change of sym- 
metry in going to structures with two identical interfaces, not 
in the formation of localized interface features. 

Finally, it is interesting to consider how the effective mass 
of the localized valence states may differ from the conven- 
tionally confined states in the structures with no interface 
states. The dispersion of the miniband at the valence band 
edge along the [001] direction is plotted for all five structures 
in Fig. 13. While the different structures clearly show sig- 
nificant differences in miniband curvature, particularly in the 
immediate vicinity of the zone center, once again there is no 
direct correlation between the masses and the existence of 
the localized interface states. 

>   "5 

pa 
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«•'*       '"         JT 

':':'y^ 
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                   -'"       JS 

—'"''\^^  AlAs+AlAs 
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FIG. 13. Variation of the energy of the uppermost valence miniband (eV) 
with wave vector along the [001] axis for the five structures in Table I. 

V. CONCLUSION 

In conclusion, we have demonstrated the success of the 
empirical pseudopotential method at describing the elec- 
tronic structure of AlSb/InAs superlattices through compari- 
son with the results of ab initio pseudopotential calculations 
and existing experimental data. The empirical calculations 
have been shown to give a good description of the principle 
features of these structures, in particular reproducing the 
interface-induced localizations which have been shown to 
occur at InSb-like interface in these structures. In addition, 
detailed analysis of the results of the ab initio calculations 
confirms that the simple intuitive particle-in-a-box picture 
originally proposed by Kroemer et a/.13 does indeed provide 
a realistic qualitative description of the behavior of the sys- 
tem. 

Having established the ability of the empirical pseudopo- 
tential method to describe the interfacial features, we used 
this approach to study the optical properties of a series of 
AlSb/InAs superlattices. It is clear from the calculations of 
absorption spectra presented in this article that the qualitative 
features of the linear absorption spectra are not affected by 
the existence of the states localized at the InSb-like inter- 
faces. However, the method outlined in this article is easily 
extended to the study of optical nonlinearities, and it remains 
for future study to determine the effect which the interface 
localization might play in higher-order optical processes. 
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Phosphorus incorporation during chemical beam epitaxial (CBE) growth of GaAs 
triethylgallium, tertiarybutylarsine, and tertiarybutylphosphine is investigated. Reflection 
high-energy electron diffraction intensity oscillations are used to measure the phosphorus 
incorporation during the As-limited and the (As+P)-limited growth on a Ga-rich surface. The 
resulting phosphorus mole fraction is compared with the phosphorus composition measured by 
x-ray rocking curves on the strained GaAs^P, layers grown by conventional CBE with a 
simultaneous supply of group V and group III elements. The phosphorus incorporation rate during 
CBE growth is lower than that measured during the group V controlled growth but is still much 
higher than the incorporation rate reported for molecular beam epitaxy growth using elemental 
sources.   © 1998 American Vacuum Society. [S0734-211X(98)02104-0] 

I. INTRODUCTION 

Phosphorus 
Im^GaJ^.P 'yri-y 

based semiconductors, such as 
, as well as the end ternary alloys 

GaAsj -XVX and InAsAP, _x, have many applications in opto- 
electronics because their fundamental band gaps are suitable 
for both infrared detectors and emitters operating between 
0.7 and 2.0 yam.1 

A solid effusion cell of red phosphorus2 was used for the 
growth by molecular beam epitaxy (MBE) of the first alloys 
of GaAsj _XPA-. However, one of the main problems in MBE 
is the reproducible growth of high quality III-V alloys con- 
taining both As and P due to the difficulties in achieving a 
precise control over the arsenic to phosphorous flow ratio 
because of cell instabilities. Improvements in the flux control 
have been achieved by using valved cracked As and P 
sources3 or thermally cracked phosphine and arsine in gas- 
source MBE.4 

Despite the fact that phosphorus incorporation has been 
studied extensively by all these techniques, precise and re- 
producible compositional control still remains a difficult is- 
sue since As and P have different sticking coefficients with 
group III metals.4^8 There is no simple relationship between 
the fluxes and the solid phase compositions of the group V 
elements. Additionally, the use of arsine and phosphine as 
group V sources causes various problems which are related 
to the high toxicity of the hydrides and the fact that they are 
pyrophoric. 

In this article, we present the results of a study on the 
phosphorus incorporation during the chemical beam epitaxial 
(CBE) growth of GaAs! -XPX using precracked tertiarybuty- 
larsine (TBAs) and tertiarybutylphosphine (TBP) as group V 
precursors, while uncracked triethylgallium (TEGa) was 
used for the Ga supply. These precursors present much lower 

''Electronic mail: basilio.javier.garcia@uam.es 

handling risks than arsine and phosphine because they are 
liquids with subatmospheric vapor pressures at room tem- 
perature. 

II. EXPERIMENT 

The growth was performed on semi-insulating GaAs(100) 
substrates. The details of the preparation process and of the 
CBE system have been published elsewhere.9'10 

The TEGa was introduced by a cell whose temperature 
was kept constant at 80 °C. Both group V gases were intro- 
duced through the same high temperature cell at a tempera- 
ture of 700 °C. This cell has been modified to ensure a cross 
talk between TBAs and TBP gas lines below 2%. Both TBAs 
and TBP are partly precracked at the cell temperature. The 
TBP decomposition process takes place in a similar way to 
the TBAs decomposition.9,11 We performed some experi- 
ments using a quadrupole mass spectrometer showing the 
complete decomposition of TBP for cracking temperatures in 
the range of 750 °C. 

After thermal oxide desorption in the growth chamber, a 
GaAs buffer layer of about 500 Ä was grown on the sub- 
strate at 7=550 °C using a simultaneous supply of TEGa 
and TBAs. Two different growth procedures were used to 
study the phosphorus incorporation. First, some GaAsj.^P^ 
samples were grown by classical CBE, utilizing a simulta- 
neous supply of TEGa, TBAs, and TBP, adjusting the V/III 
ratio to achieve intense and long lasting reflection high- 
energy electron diffraction (RHEED) intensity oscillations 
under a 2X4 surface reconstruction.12 The second method 
consisted in the growth of thin layers by group V controlled 
growth,1314 in which the TBAs+TBP flux is turned on after 
the deposition of the equivalent of some Ga monolayers from 
TEGa on the sample surface. The excess Ga that accumu- 
lated on the surface formed Ga droplets, behaving as a Ga 
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FIG. 1. RHEED intensity oscillations during the (As+P) controlled growth 
for increasing TBP flux and fixed TBAs flux. 

source for two-dimensional growth once the V element flux 
is turned on.14 

The group V controlled growth was performed after stop- 
ping the TBAs flux to eliminate the As excess over the sub- 
strate surface. The resulting surface showed a 2X4 recon- 
struction with an optimum RHEED specular spot, a required 
condition to get intense group V controlled RHEED intensity 
oscillations. A Ga-rich surface was then intentionally formed 
by supplying TEGa for 35 s. The surface reconstruction 
changes immediately from an As-rich 2X4 surface to a Ga- 
rich 4X6 reconstructed surface. After stopping the Ga sup- 
ply, a 5 s pause enables TEGa decomposition on the sample 
surface. Then the TBAs and TBP fluxes were turned on si- 
multaneously, so the excess Ga on the surface reacts with the 
As and P species impinging on the surface giving rise to a 
two-dimensional growth characterized by RHEED oscilla- 
tions, whose number depends linearly on the amount of de- 
posited Ga.9'13'14 

III. RESULTS AND DISCUSSION 

The RHEED intensity oscillations obtained during the 
group V controlled growth for different TBP fluxes and fixed 
TBAs flux are plotted in Fig. 1. The values of the fluxes are 
shown in the insets of this figure by its measured beam 
equivalent pressure (BEP) at a cell temperature of 100 °C, 
the lowest curve belonging to the pure As-controlled growth. 
The TEGa deposition time was kept constant at 35 s, while 
the Ga flux was slightly increased for higher TBP fluxes to 
increase the number of observed intensity oscillations. An 

10       15      20      25 

TBAs BEP (10"6 Torr) 

30 35 

FIG. 2. Growth rate for the As-controlled growth (squares, bottom, and right 
axes) and the growth rate increase due to additional TBP flux (circles, left, 
and top axes). 

increase of the oscillation frequency is observed as the TBP 
flux increases. The same behavior has been observed when 
the TBAs flux was increased. 

For TBP fluxes below 0.5X10"6 Torr, the 4X6 recon- 
struction is stable until all Ga atoms are consumed, while for 
larger fluxes the reconstruction changes to 2X4 during the 
growth. This change is accompanied by an increase of both 
the average RHEED intensity and the oscillation amplitude, 
indicating that the growth is performed on a (As+P)-rich 
surface, despite the excess Ga on the surface. The best 
RHEED oscillations are obtained for a total group V BEP 
(the sum of the TBP and TBAs BEP) around 7 X 10"6 Torr. 
For higher TBP fluxes, the oscillations become more and 
more damped due to the group V excess on the surface, and 
above a total group V BEP of about 1 X 10"5 Torr no appre- 
ciable oscillations were obtained for the Ga deposition time 
used in the experiment. Nevertheless, with shorter Ga depo- 
sition doses, we were able to observe oscillations up to group 
V BEP as high as 3 X 10"5 Torr. The lower limit to observe 
group V induced oscillations was in our experiments a group 
V BEP of 2.5X 10~6 Torr, independent of the Ga dose. 

Figure 2 illustrates the growth rate, deduced from the 
RHEED oscillation frequency, for the As-controlled growth 
as a function of the TBAs BEP. As expected, a clear linear 
dependence can be seen, indicating that the growth rate is 
limited by the As supply.9'13'14 

The growth rate increase due to an additional flux of TBP 
as a function of its BEP is also plotted in Fig. 2 for a fixed 
TBAs flux of 3.0X 10~6 Torr, different from that used in Fig. 
1. A clear linear increase in the growth rate with increasing 
TBP flux can be observed, also indicating that the growth 
rate increase is only dependent on the TBP flux. So, it seems 
reasonable to assume that the increase in the growth rate is 
only due to the addition of P atoms. Because of the excess 
Ga on the surface, the competition between As and P atoms 
incorporation into the lattice positions may be negligible. 
This means that the difference in the growth rates of the 
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FIG. 3. HRXRD curves of the GaAs^P, layers grown by CBE. 

As-controlled and the As+P-controlled growth is a direct 
measurement of the net incorporation rate of phosphorus at- 
oms and it can be taken as a measure of the phosphorus mole 
fraction in the grown layer. 

In order to compare the incorporation of the P and As 
atoms on a Ga-rich surface With the incorporation rate during 
the CBE growth, several GaAs,_^ layers have been grown 
using the same substrate temperature (530 °C) and the same 
fixed TBAs flux of 3.0X10"6 Torr. The thickness of the 
grown layers (^=£2000 Ä) and the range of the mole frac- 
tion (0=s.x=s0.15) ensured pseudomorphic growth. The com- 
position of the grown layers was determined by high- 
resolution x-ray diffraction (HRXRD) measurements. 

The obtained HRXRD rocking curves for layers grown by 
CBE with different TBP fluxes are shown in Fig. 3. For 
grown thickness within the critical layer thickness and as- 
suming the validity of the Vegard's law, the structural pa- 
rameters and the mole fraction of the grown layer can be 
calculated using the elastic stiffness constants.15 

The phosphorus mole fractions, for both growth methods, 
group V controlled growth (obtained from RHEED oscilla- 
tions), and CBE growth (calculated from the HRXRD), are 
plotted in Fig. 4 versus the phosphorus composition in the 
gas phase (calculated from the BEP of TBAs and TBP). It is 
remarkable that in both cases the P mole fraction is propor- 
tional to the TBP flow rate fraction over the whole range 
covered in our experiments. However, the P mole fraction is 
in both cases different from the TBP flow rate fraction. 

This discrepancy can be attributed to two different fac- 
tors. Concerning the group V controlled growth, the ex- 
pected value of the slope in Fig. 4 should be close to unity. 
In this case, an absence of competition between the imping- 
ing As and P atoms can be assumed due to the excess of Ga 
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FIG. 4. Comparison of the mole fractions measured by RHEED oscillations 
during the (As+P)-controlled growth (triangles) and by HRXRD for the 
CBE grown samples (squares) as a function of the beam composition. 

atoms on the surface at growth temperatures that are low 
enough to avoid reevaporation losses.16 However, the ob- 
tained value is lower than unity (0.83). This can be attributed 
to the fact that the As, P, or Ga fluxes cannot be directly 
extracted from BEP measurements because the different spe- 
cies involved in the decomposition in the ionization gauge 
may have different ionization cross sections. Because the 
contribution of each precursor to the measured BEP is af- 
fected by a different factor, the observed difference is not 
surprising. 

In the case of CBE growth, the above-mentioned differ- 
ence is also due to the different sticking coefficients of As 
and P, and to their competition to incorporate into the sub- 
strate. The value of the slope (0.34) is smaller than the value 
obtained for the group V controlled growth. The ratio of both 
slopes (2.44) is indicative of the competition of both group V 
species, being the competition process less important than in 
the case of MBE, where As atoms are 50 times more effec- 
tive in displacing P than vice versa.5 

From the results in Fig. 4 we can obtain an accurate mea- 
sure of the mole fraction for the reproducible growth of 
phosphorus containing alloys with an accuracy of 0.02. In 
addition to the mentioned growth experiments, some layers 
were also grown using atomic layer epitaxy (ALE), showing 
higher incorporation rates than the CBE grown layers. The 
details of this work are currently under investigation. 

IV. CONCLUSIONS 

In summary, the (As+P)-controlled growth of GaAs^P^ 
has been performed, determining the margin where RHEED 
oscillations are observed. Growth rates and incorporation 
rates were measured with a very high accuracy in the 
pseudomorphic regime. HRXRD curves confirm the P incor- 
poration and the possibility of the accurate mole fraction 
control in CBE growth. 
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The photoresponse of In05Ga0.5As metal-semiconductor-metal photodetectors is related to the 
presence of a hole trap. Detectors made from material grown with an In0.5Al0.5As buffer layer had 
no measurable trap density when examined using deep-level transient spectroscopy, and the full 
width half maximum (FWHM) of the photoresponse was 80 ps at 5 V bias for 3 lim interdigitated 
fingers and spacings. Detectors made from material grown without an In0.5Alo.5As buffer layer had 
a hole trap and a FWHM photoresponse of 220 ps. This deep hole trap is likely related to impurities 
that diffused upward from an interface of an InP substrate and an InGaAs epilayer. © 1998 
American Vacuum Society. [S0734-211X(98) 13304-8] 

I. INTRODUCTION 

InGaAs metal-semiconductor-metal (MSM) photodetec- 
tors with interdigitated electrodes show promise for applica- 
tions in high-speed fiber-optic and atmospheric communica- 
tions. However, the existence of a long tail on the falling 
edge of the photoresponse slows the high-speed performance 
of MSMs. Initially, this long tail was attributed to slow 
hole transport1 due to charge pile-up at the abrupt 
Ino.5Alo.5As/Ino.5Gao.5As (Ino.5Alo.5As as a Schottky barrier 
height enhanced layer) interface. Subsequently, graded InAl- 
GaAs layers2 and Ino.5Alo.5As/Ino.5Gao.5As graded 
superlattices3 were proposed as transition layers to improve 
hole transport and obtain higher bandwidths. There are also 
reports stating that device performance is improved by in- 
serting an Ino.5Alo.5As buffer layer4 However, no systematic 
study of the material properties of layers grown on semi- 
insulating InP with and without a buffer layer, along with the 
associated MSM's characteristics has been reported. 

In this article, the influence of buffer layers and transition 
layers on device performance has been explored. Hall-van 
der Pauw measurements and deep-level transient spectros- 
copy (DLTS) were used to determine the material properties 
of the MSMs. Epilayers grown without an In0 5Al0.5As buffer 
have a higher electron mobility and a background carrier 
concentration that is three times larger than layers grown 
with a buffer layer. The photoresponse of detectors with 
graded or step transition layers is identical at high applied 
bias, but the detector grown without an In05Al05As buffer 
layer has a hole trap which slows the response. 

II. EXPERIMENTS 

The materials were grown using solid-source molecular 
beam epitaxy (MBE) on (100), Fe-doped, semi-insulating 
InP misoriented 4° toward (lll)A, and the growth tempera- 

*No proof corrections received from author prior to publication. 
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ture was 485 °C. Two of the structures consist of a 20 nm 
In0.5Alo.5As (Eg = 1.48 eV) buffer layer, a 1 /urn Ino.5Aso.5As 
(Eg = 0J9eV) absorption layer, and either a 20 nm 
InogALGaos-^As graded layer (structure "A") or an' 
lnP(Eg= 1.35 eVyino.73Gao.27Aso.57Po.43 (Eg = 0.954 eV) 
step layer (structure "ß"), then finally a 20 nm Ino.5Alo.5As 
(£ = 1.48 eV) barrier-height-enhanced layer on the top. The 
third structure (structure "C") is identical to structure B ex- 
cept that it was grown without the Ino.5Alo.5As buffer layer. 
Ti-Au metallization was followed by a standard lift-off pro- 
cess (chlorobenzene-soaked positive photoresist) to delineate 
300 nm thick, 3 11m wide, interdigitated fingers where the 
finger width and spacing are identical. The area covered by 
interdigitated fingers was approximately 100 yU,mX200 /jm. 
Coplanar waveguides with ground plane were designed to 
exhibit a 50 ß characteristic impedance. The interdigitated 
fingers were arranged on the center of the signal line of the 
coplanar waveguide. 

The background carrier concentrations and mobilities 
were measured by applying the Hall-van der Pauw method 
to these three structures. For DLTS and net capacitance mea- 
surements, two ports from the DLTS equipment were con- 
nected to the two ends of the signal line from the coplanar 
waveguides of the MSMs. The reverse bias of the DLTS 
measurements was carefully chosen so as not to deplete the 
MSM completely. The temperature scan range was varied 
from 30 to 380 K. Data were collected by a computer 
through a high speed analog-digital converter board. The 
photoresponse measurements were collected with an HP 
sampling oscilloscope with a 20 G Hz bandwidth, and the 
MSM was excited with an ultrashort, 200 fs pulse at a wave- 
length of 800 nm, which was extracted from a Ti-sapphire 
mode-locked laser pumped by an Ar-ion laser. 

III. RESULTS AND DISCUSSIONS 

Table I lists the material properties and the MSM device 
performance for the three different epitaxial structures. The 
background  carrier  concentration  of the   unintentionally 
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TABLE I. Comparison of material properties and device performance for MSM photodetectors made from 
structures A, B, and C. 

Structure 

InAlAs buffer 
Transition layer 

Carrier concentration 
Mobility (cm2/V s) 
Net capacitance 
Deep-level trap 

Dark current (uA) at 3 V 
Photoresponse (5 V) 

Yes 
InAlGaAs graded 

Yes 
InP/InGaAsP step 

No 
InP/InGaAsP step 

3.25X10l5cm"3 

1785 
7pF 
No 

2.61X1015cnT3 

2173 
4.3 pF 

No 

8.04X 1015 cm"3 

5307 
27 pF 

Hole trap 

11 
85 ps (FWHM) 

8 
74 ps (FWHM) 

200-300 
220 ps (FWHM) 

doped In05Gao5As layer grown on the In05Al05As buffer 
layer (structures A and B) is about 3 X 1015 cm-3, which is 
similar to data reported by others for MBE,5 liquid phase 
epitaxy (LPE),6 and chemical beam epitaxy (CBE)7 material. 
But, the carrier concentration measured for structure C is 
almost three times larger (about 8.04X 1015 cm"3). One pos- 
sible explanation for this increase in the carrier concentration 
is upward diffusion of impurities from the wafer during 
growth.8'9 Incorporating a high-band-gap material as a buffer 
layer is believed to reduce this impurity diffusion. 

At the same bias, the detectors with higher background 
concentrations had smaller depletion widths. Consequently, 
the net capacitance, which is inversely proportional to the 
depletion width, is larger for MSMs made from structure C 
than either A or B. This increase in the carrier concentration 
and the net capacitance are related to the absence of an 
In0 5A10 5As buffer layer and are consistent with previous re- 
ports in the literature.4 Note, however, that the electron mo- 
bilities for structures A and B are lower than those measured 
for structure C. The photoresponse of all three MSM struc- 
tures, however, is hole transit-time limited.10 Therefore, the 
lower electron mobility did not affect the bandwidth of the 
MSMs from structures A and B. 

Figure 1 shows the DLTS spectra from an MSM made 

DLTS spectra ("C") 

-2- 
75 
c 
D) 

'en 
CO 

1.4 

1.2 

1 

0.8 

0.6 

0.4 

0.2 

0 

-0.2 

a : Init delay=0.02 ms 
b : Init delay=0.05 ms 
c : Init de!ay=0.1 ms 
d : Init delay=0.2 ms 

Finger spacing=3 urn 
No. of pairs=16 
Vapp=-0.3 V 
Pulse height=0.3 V 

IM    ■■■»!■>   I|l 

50 100 150       200       250 

Temperature (K) 

300       350       400 

FIG. 1. DLTS spectra from MSMs made from structure C with a varying 
initial delay (initial delay= tx; t2ltx = 10). (Only one hole trap was found.) 

from structure C with a varying initial delay (initial delay 
= ti; f2/

?i= 10). One hole trap with a trap density of 6.02 
X 1014 cm-3 was found, whereas, no traps were detected for 
detectors made from either A or B. The difference between 
structures A-and B as compared to C is the presence of the 
In0 5A10 5As buffer layer. Figure 2 shows an Arrhenius plot of 
\n(ep(mm)IT2) vs (l/T) for structure C where 

(ep)B 

ln(f2/fi) 
-BTlan exp 

(ET-Ey)\ 

KTm 
(1) 

Here, ep represents the hole emission rate, B the constant, Tm 

the temperature at which the maximum of DLTS signal oc- 
curs, up the hole capture cross section, Ev the top of the 
valence band, ET the trap energy level, and K the Boltzmann 
constant. An activation energy of 0.475 eV with respect to 
the valence band and a hole capture cross section of 1.11 
X 10~15 cm2 were determined from the slope and intercept 
shown in Fig. 2. Assuming mph (the effective mass of a 
heavy hole) of 0.61m0 and mpl (the effective mass of a light 
hole) of 0.0588w0,

n where m0 is the electron rest mass, Nv 

(the effective density of states in the valence band) and vth 

(the thermal velocity of the hole at 300 K) were obtained as 
1.23X 1019 cm"3 and 3.4X 106 cm/s, respectively. The car- 
rier (hole) lifetime is 2 ms from the following equation: 

Arrhenius plot of ln(e/T2) versus (1/T) for "C" 

-4.5 

0.003        0.0031       0.0032       0.0033       0.0034       0.0035 
1/T 

FIG. 2. Arrhenius plot of \n(ep/T2) vs (1/T) for structure C. 
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1      exp[(ET-Ev)/KT] 

VACTpNV 

(2) 

where r is the carrier lifetime. Note that the mechanism of 
thermally stimulated measurements such as DLTS is similar 
to that of carriers escaping from deep levels due to the elec- 
tric field of the photoresponse measurement, especially since 
both measurements were performed on the same devices. A 
carrier (hole) lifetime of 2 ms can significantly affect the 
high-speed response of an MSM. 

Without taking into account shielding effects from charge 
accumulation at the heterojunction, the Schottky barrier 
height (0.7 eV for Au on Ino.5Alo.5As)12 and a reverse bias 
between 0 and 1 V will create a depletion length in material 
with a carrier concentration of 8 X 1015 cm"3 from 0.37 to 
0.57 /urn based on Eq. (3): 

4 2e0€r{Vu-V3p) 

qN 
(3) 

the relative where e0 
is tne permittivity of free space, er 

permittivity of the semiconductor, Vbi the Schottky barrier 
height, and N the carrier concentration. Therefore, by chang- 
ing the reverse bias and keeping the same positive pulse 
width during the DLTS measurement, a volume consisting of 
the top 570 nm of the In0 5Gao 5As layer was profiled. The 
hole trap appeared at all planes within this region. The origin 
of the hole trap is still not clear. Because no trap was found 
in structures A or B, the hole trap must be related to the 
absence of the Ino.5Alo.5As buffer layer. Defects resulting 
from impurities diffusing from the substrate-epilayer inter- 
face are one of the most likely explanations. In the literature, 
an electron trap with an activation energy of 0.4 eV in MBE 
grown Ino.5Gao.5As has been reported,5 and oxygen-related 
electron traps with energies ranging from 0.5 to 0.7 eV in 
Ino.5Alo.5As have been found.13 In this study, the DLTS was 
performed on real MSM devices grown on Fe-doped InP 
substrates. This differs from reports in the literature where 
the same epilayers were grown on «-type InP substrates and 
used as a reference for the material properties of the MSMs. 
It is likely, however, that the material properties will be af- 
fected by the choice of substrate (Fe doped vs S doped). In 
our case, we have measured the material properties of the 
actual MSM layers grown on semi-insulating (Fe doped) InP 
and this may explain why this is the first report of a hole trap 
seen in these materials. 

Figure 3(a) shows the photoresponse at 3 V bias for the 
three MSM structures. The photoresponse for structures A 
and B is nearly identical, which shows that the abrupt het- 
erojunction present in B does not affect the response. This is 
due to the reduction in the band-gap discontinuities at the 
heterojunctions by incorporating a two-step transition region 
as compared to the Ino.5Gao.5As/Irio.5Alo.5As abrupt hetero- 
junction adopted by other researchers. Device C, however, 
exhibits a significant tail on the falling edge of the photore- 
sponse. We attribute this slow response to the deep-level 
hole trap that appears in MSM structures grown without the 
thin Ino.5Alo.5As buffer layer. An alternative argument is that 

Photoresponse measurement of MSMPD 
Applied bias=3 V 
Optical power=100 uW; 
(repet. rate=76 MHz) 

200 300 
Time (ps) 

500 

FIG. 3. Photoresponse of MSM photodetectors for A, B, and C at (a) 3 V and 

(b) 5 V. 

structure C, which possesses a higher background carrier 
concentration, has a smaller depletion region under the same 
bias than either A or B. Therefore, a slower response might 
be due to slower diffusion of free electrons and holes excited 
in the nondepleted region. Figure 3(b) shows the photore- 
sponse measurement at 5 V bias. Compared with Fig. 3(a), 
the responses of A and B are still similar but C in (b) shows 
a faster response than C in (a). It indicates one or both of the 
following: (a) the nondepleted region was decreased with 
increased bias leading to fewer carriers excited in a region of 
low electric field, (b) the probability of carriers being trapped 
in deep levels was decreased with the increased kinetic en- 
ergy of the holes associated with the increasing bias. Struc- 
ture C has the same structure as B except for the buffer layer. 
After taking the carrier concentration differences (the carrier 
concentration of C is nearly three time larger than B) into 
account, the FWHM of C at 9 V was found to still be twice 
that of B at 3 V. Therefore, the slow response of C cannot 
simply be explained by excited-carrier diffusion in low 
electric-field regions, and the hole trap, related to the absence 
of the Ino.5Alo.5As buffer layer, must play a major role in the 
degradation of the photoresponse. 

IV. CONCLUSIONS 
The influence of buffer layers and transition layers on the 

material properties and device performance of MSMs has 
been explored. The epilayers grown without an Ino.5Alo.5As 
buffer layer have a larger background carrier concentration 
and a higher electron mobility as compared to layers grown 
with the buffer layer. The photoresponse of these MSM pho- 
todetectors is related to the presence of a hole trap. A detec- 
tor (3 /urn interdigitated fingers width and spacing) made 
from material grown with an Ino.5Alo.5As buffer layer had no 
measurable hole trap density and a FWHM photoresponse of 
about 80 ps. But, detectors from material grown without a 
buffer layer had a hole trap density of 6.02X 1014 cm"3 and 
a FWHM photoresponse of 220 ps at 5 V bias. This slow 
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response cannot be simply explained by a diffusion of free 
electrons and holes excited in nondepleted regions, and the 
hole trap, related to the absence of the buffer layer, plays a 
major role in the degradation of the photoresponse. 
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The use of forward biasing the source-substrate junction in metal-oxide-semiconductor transistors, 
to reduce its threshold voltage is a simple method to realize low power complementary metal- 
oxide-semiconductor integrated circuits. A 2 ^m long n -metal-oxide-semiconductor field effect 
transistor was used as the device under test. The threshold voltage was measured in the temperature 
range of 300-77 K; using two different methods. The classic long channel threshold voltage model 
was fitted by optimization to the experimental data of the reverse-biased substrate, and the model 
with the fitted parameters was used to calculate the threshold voltage under forward-biased substrate 
conditions The agreement between the fitted and extrapolated threshold voltage with the 
experimental values demonstrated the validity of this classic model for a substrate forward bias up 
to 0.5 V, and for a wide temperature range. © 1998 American Vacuum Society. 
[S0734-211X(98)01904-0] 

I. INTRODUCTION 

The main contribution to the power consumption in 
complementary metal-oxide-semiconductor (CMOS) logic 
gates is proportional to the square of the power supply, thus 
the lowering of the power supply has been proposed as an 
alternative to realize low power CMOS integrated circuits 
(ICs). Nevertheless, this reduction can produce an increase in 
the delay time per gate. In order to avoid this undesirable 
increase, several approaches have been proposed. Among 
them is the threshold voltage scaling approach.1 Generally, 
this goal is achieved by technological changes due to the 
dimensional scaling of the metal-organic-semiconductor 
field effect transistor (MOSFET), but it usually results in a 
degradation of the subthreshold characteristics, with a higher 
subthreshold static current, and a degradation of the noise 
margin.1 

By using the n -MOSFET connected in such a way that 
the substrate-source voltage, VBS, follows the gate-source 
voltage, yGS, it is possible to obtain a device with a dynamic 
threshold voltage, VTH-

2-7
 According to the well known 

body effect, VTH increases for a higher reverse VBS, while a 

"'Electronic mail: jhidalga@inaoep.mx 
b)Electronic mail: jamal@cs.sfu.ca 

decrease is expected for an increasing forward VBS. This 
means that in order to switch on the gate, a lower input 
voltage will be needed, while the off condition can be 
achieved with just a slight reduction of VGs> as the threshold 
would have been shifted, avoiding the subthreshold leakage 
and the degradation of the noise margin. 

In this approach, however, the MOSFET operates with a 
forward biased source-substrate (S-B) junction, with the 
consequent injection of mobile carriers through the depletion 
region of this junction. This produces an increase of the leak- 
age current of this junction which eventually may result in 
the loss of electric isolation between devices by turning on 
the parasitic bipolar transistor inherent to any MOS transistor 
and whose emitter-base junction is the S-B junction. ' • This 
is why the forward biasing of the S-B junction has never 
been used in standard bulk CMOS circuits operating at room 
temperature. Nevertheless, it has found applications in low 
temperature bulk CMOS,9'10 where a high VTH is obtained 
due to both the low operating temperature, and the high sub- 
strate concentration characteristic of the modern MOS tech- 
nology. Some attempts have been made to adapt both bulk 
CMOS,2 silicon on insulator SOI-CMOS3 and BiCMOS11'12 

technologies to support MOSFETs working as dynamic 
threshold devices. 
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The high quality and high doping concentration of mod- 
ern substrates suitable for submicron devices, produce S-B 
junctions with a very high turn-on voltage, typically around 
0.9 V. So it is thought that by keeping the S-B forward bias 
well below that value (VBS<0.5 V), the number of mobile 
carriers injected will not be too large, and so will not have an 
appreciable effect on the electrical characteristics of the 
MOSFET. 

As a contribution to this threshold scaling approach, we 
investigated the behavior of the n-MOS threshold voltage 
under a forward-biased S-B junction over a wide tempera- 
ture range, from 300 to 77 K. First, we discuss the Vm 

model to be considered in this temperature range. Next, the 
experimental procedure followed to obtain VTH at two differ- 
ent surface potential conditions is presented. The well known 
behavior of VTH for VBs<0 was used to obtain, the effective 
value of the parameters of the VTH model from an optimiza- 
tion routine. Finally, the VTH determined with the classic 
model is compared to the experimental data for VBS>0. 

II. THEORETICAL BACKGROUND 

A. n-MOS long channel threshold voltage 

The 2 fjm channel length device used in this study is from 
a 0.1 /an CMOS technology. The VTH is adjusted by a boron 
ion implantation giving a surface concentration of —1.7 
X 1017 cm"3 and a peak concentration of ~4 X 1017 cm"3 at 
155 nm from the surface. The nominal substrate concentra- 
tion, obtained from a box approximation, is —3X1017 

cm"3. This effective concentration is high enough to prevent 
the short channel effect. From our optimization described 
later, NA values were in the (2.4-2.7)X 1017 cm"3 range, 
very close to the nominal substrate concentration obtained 
from the box approximation. Furthermore, in order to avoid 
the drain-induced barrier lowering (DIBL),13~15 the drain 
voltage used was 50 mV. The channel width was 14 /mi, so 
narrow channel effects were not considered. 

As can be easily found elsewhere in the literature,16 the 
long channel threshold voltage can be expressed as 

<f>B = 2<t>F+<*</>t (5) 

VTH( VBS) = VT0 + y{yj<pB-VBS- V^J), 

where y, the body effect parameter, is given by 

^qesNA 

Cn 

(1) 

(2) 

The effective substrate doping concentration is given by 
NA, es represents the dielectric permittivity of silicon, and 
Cox is the oxide capacitance per unit area, determined by the 
oxide permittivity eox and the oxide thickness tox and is 

nx       . (3) 

VT0 is defined as VTH evaluated at VBS = 0, and is given by 
vn =VFB+(f>B+y yfife. (4) 

The total surface band bending, cj>B, is strongly dependent 
on VGS,

9 and it is usually defined as 

with <f>, being the thermal voltage (kT/q), a an empirical 
fitting parameter, and <f>F the Fermi potential in the substrate, 
given by 

</>F= 4>t In (6) 

In Eq. (6), P represents the majority carrier concentration 
in the bulk and n, is the intrinsic concentration in silicon. 
The fiatband voltage which appears in Eq. (4) is determined 
by the effective oxide charge density Q0 and the difference 
in work functions between the gate (n+ polysilicon) and the 
silicon, and is 

^FB=- ■ <f>F~ </>g c (7) 

The yTH expressed by Eq. (1) was derived from a charge 
balance equation using both the depletion and charge sheet 
approximations. These approximations might be violated by 
the presence of mobile carriers injected as a consequence of 
the forward VBS only if their concentration is as high as the 
doping level, which determine the amount of charge in the 
depletion region. 

B. Low temperature behavior of the threshold voltage 

It is well known that the increment of VTH with the low- 
ering of temperature and the simple model of Eq. (1) is good 
enough to explain such dependence.17 Nevertheless, care has 
to be taken in correctly interpreting the temperature depen- 
dence of the terms involved in Eq. (1). The only parameter 
whose temperature dependence is not well understood is the 
gate contact potential </>Ä. Some authors17 assume that the 
commonly used n + -doped polysilicon can be modeled as 
«-type degenerate silicon, so that the contact potential is 
equal to half of the silicon band gap. Even though the sub- 
strate suffers from freeze-out at low temperatures, and the 
majority carrier concentration P is very different from the 
doping level, the electric field in the depletion region is high 
enough to ionize the impurities in that region.18 Then the 
term NA , expressing the average charge concentration in the 
depletion region and which appears in Eq. (2), is given by 
the average concentration of dopants. This term varies with 
temperature when the substrate doping is not uniform.19 In 
the neutral substrate where there is no electric field to assist 
the thermal ionization of impurities, the concentration of ion- 
ized impurities can be found using Fermi-Dirac statistics. 
By equating the concentration of ionized impurities with the 
hole concentration in the substrate at thermal equilibrium, 
the Fermi level can be determined as well as the Fermi po- 
tential, (f>F, at each temperature (T). So the variation of VTH 

with T is mainly due to the variation of the Fermi potential in 
the neutral substrate and the slight widening of the depletion 
region. The equation15 to be solved numerically is 
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T=300 K 

VBS=-2.5 V   ■ 
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Gate Voltage, VGS (V) 

FIG. 1. Experimental drain current vs gate voltage characteristics as a func- 
tion of substrate bias at room temperature. Steps of 0.5 and 0.1 V were used 
for VBS<0 and VBS>0, respectively. 
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FIG. 2. Experimental drain current vs gate voltage characteristics as a func- 
tion of substrate bias at 77 K. Steps of 0.5 and 0.1 V were used for 

VBS<0 and VBS>0, respectively. 

exp 
kT 

„   lEA   (E»~EF 

4-  (8> 
where Nv is the effective density of states in the valence 
band and Ea is the acceptor energy level measured from the 
valence band. Ea is equal to 0.045 eV for boron impurities in 
silicon. The temperature dependence of Nv and nt is well 
known,20 where for the latter, the effect of the band-gap wid- 
ening at low temperature has to be included. Once the Fermi 
level relative to the top of the valence band is known, the 
Fermi potential can be obtained by using 

(EV-EF) t  x      (Nv (9) 

III. EXPERIMENTAL DETAILS 

The 2 fim long and 14 /an wide n-MOS transistor was 
mounted in the cold-head of a closed cycle refrigerator and 
cooled to 77 K. Measurements were done at temperatures 
between 300 and 77 K. To obtain the n-MOS drain current- 
gate voltage characteristics, IDS-VGS, the drain voltage, 
VDS, was kept constant at 50 mV while VGS was swept from 
0 to 1.5 V using a 25 mV step; this procedure was repeated 
for several forward and reverse substrate voltages, where 
-2.5 V< VBS<0.5 V, and the source was used as the refer- 
ence terminal; steps of 0.5 and 0.1 V were used for VBS<0 
and VBs>0> respectively. The dc characteristics were mea- 
sured with the HP 4145B semiconductor parameter analyzer. 

The measured «-MOS IDS~
V

GS characteristics are shown 
in Fig. 1 at room temperature at different VBS biases. The 
effect of forward biasing the substrate can be clearly seen; as 
VBS becomes more positive, the subthreshold characteristic 
shifts to the left. Here, we see the variation of the subthresh- 
old slope and the appearance of a parasitic current for the 
more positive VBS biases, and this is definitely altering the 

subthreshold characteristics. The parasitic current is the con- 
sequence of the pre-turn on the parasitic bipolar transistor. 
This effect disappears completely when the temperature is 
lowered, as can be seen in Fig. 2, where similar data is pre- 
sented, but at 77 K. In this case, the subthreshold slope does 
not show any degradation, and the characteristics exhibits the 
typical steeper behavior21 expected at low temperatures. 

The threshold voltage was extracted from the experimen- 
tal data using two different methods. This was because of the 
largely known ambiguity involved in the definition of the 
total band bending at the surface, and which is contained in 
the empirical parameter a in Eq. (5). Both methods are de- 

scribed briefly below. 

A. Quasi-constant current method 

This method is suitable to obtain VTH with no ambiguity 
because it corresponds to the case of a = 0 in Eq. (5), 
which is a common assumption even though the surface po- 
tential can be very different from the assumed pinned value 
of 2 <f>p.1' For submicron MOS transistors, where the thresh- 
old voltage is several tenths of a volt, this discrepancy can 
produce serious inaccuracies. Despite the unambiguous de- 
termination of VTH by this method, its use presents a couple 
of disadvantages. It requires more calculations and VTH has 
to be extracted from the subthreshold characteristics in the 
weak inversion region and up to the onset of moderate inver- 
sion. By making a linear regression to the linear portion of 
the subthreshold characteristics of Figs. 1 and 2, the slope 
(m) and the intersection (b) with the ln(/DS) axis (with 7DS 

normalized to 1 A) of this fitted line are obtained, and then 
22 23 

VTH can be calculated from the following equation:   ' 
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Quasi-Constant Current 

-2 -1 o 

Substrate Bias, VBS (V) 

FIG. 3. Quasi-constant current experimental (symbols), fitted (VBS<0) and 
extrapolated (VBS>0) (lines) threshold voltage as a function of substrate 
bias. The results are shown for three different temperatures, from 300 to 
77 K. 

Linear Extrapolation 

-2 -1 0 1 

Substrate Bias, VBS (V) 

FIG. 4. Linear extrapolation experimental (symbols), fitted (VBS<0) and 
extrapolated (VBS>0) (lines) threshold voltage as a function of substrate 
bias. The results are shown for three different temperatures, from 300 to 
77 K. 

In  /8eff# 
1 

<f>tm 
1 1—exp 

■V, DS 

<t>, 
m 

(10) 

where /3eff is the effective conductance coefficient 
(fiC0XW/L) obtained by conventional methods from the lin- 
ear operating region of the MOS transistor. The experimental 
VTH obtained with this method is presented in Fig. 3 (sym- 
bols) as a function of VBS, for three different temperatures. 

B. Linear extrapolation method 

This method is widely known, and it is based on the linear 
behavior of the 7DS-VGS characteristics when VDS<0.1 V 
(in our case, 50 mV), VGS is higher than VTH but not too high 
to degrade the channel mobility (in such a case, the linear 
approximation is violated). The intersection with the VGS 

axis of the linear extrapolation of the /DS- VGS characteristic, 
gives the experimental VTH. The experimental VTH obtained 
by using this method is shown in Fig. 4 (symbols) as a func- 
tion of VBS, for three different temperatures. Since in this 
case the device is operating in strong inversion, the surface 
potential will be higher than in the earlier case, now a>0, 
and the extracted VTH will also be higher at any temperature, 
as can be observed by comparing Figs. 3 and 4. 

IV. OPTIMIZATION RESULTS AND DISCUSSION 

In order to investigate the validity of the VTH model of 
Eq. (1) for a forward biased substrate, this model was fitted 
to both sets of experimental Vm data only for the VBS<0 
case, where the validity of Eq. (1) is widely accepted. From 
the room temperature data set, tox, NA, VT0, and a were 
found by using an optimization routine to solve the system of 
Eqs. (l)-(9) and the experimental VTH. The temperature de- 

pendence of these expressions was included at room tem- 
perature [specifically Eqs. (8) and (9)] because even at 300 K 
there is incomplete ionization of boron impurities in silicon, 
and assuming the contrary, would have resulted in inconsis- 
tencies at the lower temperatures. The simplified model of 
Eq. (1), without considering specifically VFB [given by Eq. 
(7)] was used because of the uncertainty of the temperature 
dependence of <f>g, as was already explained, so that this 
dependence is contained in the temperature variations of 
VJO- 

From the extraction procedure described above, the oxide 
thickness was 6.3 nm. While the optimum oxide thickness 
found at 300 K was kept constant for optimization at lower 
temperatures, the NA value was allowed to vary as one of the 
unknowns, because it could vary with temperature as the 
doping is not uniform. The empirical parameter a was found 
to be very close to zero for the quasi-constant current method 
VTH, while its value was very close to 5, though slightly 
different at each temperature, for the linear extrapolation 
method. Once the optimum NA, a, and <f>F were obtained, 
both y and 4>B were calculated at each temperature. The 
optimization results for the quasi-constant current and the 
linear extrapolation methods are presented in Tables I and II, 

TABLE I. Optimization results for the quasi-constant current method. 

r(K) <MV) VJO (V) y(V"2) 

300 0.847 0.308 0.522 
250 0.910 0.352 0.521 
200 0.969 0.395 0.523 
150 1.021 0.436 0.522 
125 1.044 0.457 0.525 
100 1.065 0.476 0.520 
77 1.083 0.492 0.526 

JVST B - Microelectronics and Nanometer Structures 



1816 De la Hidalga-W. et al.: Effect of forward biasing 

TABLE II. Optimization results for the linear extrapolation method. 

r(K) <MV) VT0 (V) y(Vm) 

300 0.988 0.409 0.558 

250 1.025 0.450 0.555 

200 1.059 0.488 0.550 

150 1.089 0.524 0.542 

125 1.102 0.558 0.536 

100 1.115 0.574 0.538 

77 1.125 0.588 0.542 

respectively. 
As expected, both <f>B and VT0 are higher at lower tem- 

peratures, y showed a slight variation with temperature, but 
there was no definite trend. This is just the result of the 
optimization procedure and experimental errors. Neverthe- 
less, there is a small (<7%) and systematic difference in y 
between both of the methods used. Although this is not well 
understood yet, it could be due to the difference in the deple- 
tion region width as a result of the difference in the surface 
potential in each method. Therefore, the slight variation of 
the substrate doping will give different values of the effec- 
tive doping concentration, whose value is obtained by aver- 
aging the doping concentration along the depletion region. 

By using the parameters shown in Tables I and II, which 
were obtained by fitting Eq. (1) to the experimental VTH for 
the VBs<0 biases only, the fitted (VBS<0) and extrapolated 
(VBS>0) values of VTH for both methods are shown in Figs. 
3 and 4 (continuous lines). The good agreement between the 
experimental and fitted VTH for VBS<0 is a result of the 
fitting procedure. There is remarkably good agreement be- 
tween the extrapolated value of VTH and the experimental 
one for VBS>0, over tne wnole ranSe of temperatures con- 
sidered in this study. 

There is, however, some disagreement between the ex- 
perimental and fitted room temperature quasi-constant cur- 
rent VTH values for most of the positive VBS biases. This is a 
consequence of the extraction procedure and not the invalid- 
ity of the model. To understand this, we observe the room 
temperature 7DS subthreshold behavior in Fig. 1. As VBS be- 
comes more positive, the subthreshold slope decreases while 
the current level increases. As was explained above, this is 
because there is an enhancement of diffusion of mobile car- 
riers due to the reduction of the potential barrier in the S-B 
junction. Now, the parasitic bipolar is being set in the pre- 
turn on condition, and the drain, working as the parasitic 
collector, will conduct a higher current. This phenomenon is 
dominant for low values of VGS, when the silicon surface is 
in weak inversion. 

As VGS increases, the inversion layer which is being 
formed is electrically connected to the source, and will op- 
erate as a field-induced junction, producing an increment in 
the leakage current of the substrate. This component also 
depends on VGS, altering the subthreshold slope. As the tem- 
perature is lowered, however, these parasitic contributions 
become negligible as the injection level is reduced. This can 
also be appreciated in Figs. 1 and 3, where the lower degra- 
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dation in the subthreshold characteristics corresponds to a 
better agreement between the fitted and experimental quasi- 
constant current VTH. Furthermore, since this parasitic cur- 
rent is negligible in comparison to the drain current in the 
linear region, it does not alter the extraction procedure of 
yTH by using linear extrapolation, and the agreement with 
the model of Eq. (1) is acceptable even at room temperature. 

If this low forward biasing were affecting the charge sheet 
and depletion approximations by the injection of majority 
carriers, the expected effect would be the reduction of the 
effective depletion charge;24 in such a case, the effective y 
parameter would be lower at VBS>0 than in the correspond- 
ing reverse bias case. This would result in an overestimation 
of VTH by the model. As can be seen in Figs. 3 and 4, there 
is no such overestimation, demonstrating that the effect of 
the injected majority carriers is negligible at low forward 
biases of the substrate. 

V. CONCLUSIONS 

We have presented the first experimental results, over a 
wide temperature range, of the effect of forward biasing the 
source-substrate junction on the threshold voltage of the 
n-MOS transistor. This work represents a contribution for 
the realization of low power CMOS ICs where the threshold 
voltage varies dynamically with the gate voltage. In spite of 
the mobile carriers injected through the depletion region, it is 
found that the classic long channel threshold voltage model 
is still valid for a forward biased substrate. The validity of 
this statement is extended to the 300-77 K temperature 
range, for a forward biasing from 0 to 0.5 V, and at two 
different levels of inversion in the surface: in the onset of 
moderate inversion and deep in strong inversion. For 
the former case, nevertheless, a small disagreement between 
the model and the experimental VTH was found at room 
temperature. This disagreement was explained not as a 
violation of the model, but as the result of the presence of 
parasitic currents that alter the extraction procedure from the 
subthreshold characteristics. The low temperature 
measurements showed how the reduction of these parasitic 
currents results in good agreement between the experimental 
and fitted values of VTH at the onset of moderate 
inversion. 
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Reduced damage reactive ion etching process for fabrication 
of SsP/lnGaAs multiple quantum well ridge wavegu.de lasers 
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The damage introduced into an InGaAs/InGaAsP quantum well ^^.^^J^ 
ion etching (RIE) processes was measured, for plasma powers from 20 to 100 W using low 
empe amre photoluminescence. The damage depth profile is estimated to be around 12 70 nm aft 
an'eaing at 500 °C for 60 s using a rapid thermal annealer. A reduced damage RE process ha 
3S to fabricate InGaAs/InGaAsP multiquantum well ridge wavegmde lasers. The 
performan eP

o
e
f these lasers has been compared to that of lasers fabricated from the same^ ayer 

ufng wet etching to form the ridge. The resultant threshold currents were essenUally 

SiLguishable, being 44.5 and 43 mA, respectively, ^^^^1 "* 5°° ^ 
long laser cavities.   © 1998 American Vacuum Society. [S0734-211X(98)02804-2J 

I. INTRODUCTION 

InP and related compound semiconductors are increas- 
ingly important for applications in optoelectronics and mi- 
croelectronics due to their unique electrical and optical prop- 
erties. Ridge waveguides in optoelectronic devices can be 
fabricated either by wet chemical etching or by dry etching. 
Wet chemical etching is believed to be a simple, useful and 
low damage process, but an important problem with wet 
etching is that the etch rate is isotropic (the same in all di- 
rections) or crystallographic (depending on lattice orienta- 
tion), so adequate dimensional and profile control can be 
difficult to achieve. Furthermore, if the waveguide involved 
is curved or circular, as in, e.g., ring lasers,1 semiconductor 
amplifiers with angled facets, and a demultiplexer for optical 
time division multiplexed (OTDM) systems,2'3 the crystallo- 
graphic orientation dependence may rule out the use of wet 
etching to form the waveguide. On the other hand, dry 
chemical etching has been shown to be an effective tech- 
nique due to its highly anisotropic nature. Dry etching is a 
low pressure process that is used to remove material from a 
surface. Most dry etching processes are based on sputtering 
by energetic ions or particle bombardment, evaporation of 
volatile compounds created through interactions with a reac- 
tive gas species or, most frequently, a combination of the 
two. Dry etching processes that involve particle bombard- 
ment usually yield vertical or angled sidewalls regardless of 
crystallographic orientation. However, the damage which is 
almost inevitably imparted to the material being etched leads 
to degradation of the optical and electrical properties of the 
material.4"7 It is therefore of great importance to understand 
and assess the damage, and investigate possible low damage 
processes for fabrication of optoelectronic devices. 

Currently, reactive ion etching (RIE) based on CH4/H2 is 
the most widely used technique for dry etching In containing 
semiconductors, because it can give better anisotropy8'  than 

Electronic mail: j.marsh@elec.gla.ac.uk 

RIE using Cl and Br containing compounds. However the 
damage introduced during the RIE CH4/H2 process causes 
detrimental effects on the performance of optoelectronics de- 
vices such as ridge waveguide lasers to the extent that, in 
some cases, the devices do not work. It is also known that 
electrical damage due to hydrogen passivation of acceptors 
occurs during the RIE CH4/H2 process, although such dam- 
age can be removed by annealing the etched samples - at a 
temperature of 350 °C or greater. Therefore it is of great 
significance to develop a low damage process for fabrication 
of optoelectronic devices. 

In this article, RIE damage was assessed by measuring the 
damage depth profile using a specially designed multiquan- 
tum well (MQW) probe structure and low temperature (5 K) 
photoluminescence (PL). Post-dry etching annealing was 
also carried out to investigate its impact on the removal of 
dry etch damage. Ultimately, 5 ^m wide ridge waveguide 
InGaAs/InGaAsP MQW lasers were fabricated using the RIE 
dry etching and postannealing procedure developed and were 
compared to lasers fabricated by wet chemical etching. 

II. EXPERIMENTS 

A. Material structure 

The material structure (see Fig. 1) used in this experiment 
was grown by metallorganic vapor phase epitaxy (MOVPE) 
on an n+InP substrate. First a 100 nm InP buffer layer was 
grown, followed by 5 Ino.53Gao.47As quantum wells with lat- 
tice matched InGaAsP barriers with a band gap of \g 

= 1.26 Atm. The widths of the quantum wells from top to 
bottom were 2, 4, 6, 8, and 12 nm, respectively. The top four 
wells were separated by 20 nm InGaAsP barriers, while the 
12 nm well was placed 410 nm below the surface to provide 
the reference signal, this depth being well below any damage 
induced by the dry etching. Above the top well a 20 nm 
InGaAsP barrier and a 10 nm InP cap layer were grown. 
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2 nm QW1 
4 nm QW2 
6 nm QW3 
8 nm QW4 

12nmQW5 

InP substrate and 
buffer layer 

FIG. 1. Structure of the material used to probe the dry etch damage profile. 
The quantum wells are InGaAs and the barriers are InGaAsP (kg 
= 1.26 yitm). The whole structure is lattice matched to InP and has an InP 
cap. 

B. RIE processing 

The dry etching was performed in a conventional 13.56 
MHz parallel-plate RIE system (Electrotech SRS Plasmafab 
340 RIE), which has a 3.3:1 ratio of anode area to cathode 
area. The samples to be etched were placed on a titanium 
oxide coated cathode which had a diameter of 17 cm. During 
etching, the pressure in the chamber was 14 mTorr. The cath- 
ode (driven electrode) temperature was regulated by circulat- 
ing cooling fluid which was maintained at a constant tem- 
perature of 30 °C. The plasma powers used were 20, 50, and 
100 W. 

The etch rates were measured on samples which had pat- 
terned Si02 masks, the structure of these samples being simi- 
lar to that of the material used previously.11 These samples 
were etched for periods from 15 to 30 min at the different 
plasma powers. The MQW probe structure was cleaved into 
samples of size 2X2 mm2. Dry etching was carried out for 
12 s for each plasma power, and the PL was then measured 
at5K. 

III. RESULTS AND DISCUSSION 

A. Etch rates and surface morphology 

The parameters of the RIE processes are detailed in Table 
I along with the measured etch rates. The etch depths were 
measured using a depth profile meter. Figure 2 shows the 
etch rate as a function of the plasma power; it can be seen 
that the etch rate increases with power. The morphology of 
the etched samples was also examined using a scanning elec- 
tron microscope (SEM), and are shown in Fig. 3. Clearly, the 

0 25 50 75 100 125 

Plasma power (W) 

FIG. 2. Etch rate as a function of plasma power. 

higher power etch produced a rougher surface. Such a rough 
surface would increase the waveguide losses due to scatter- 
ing and is therefore detrimental to laser operation. 

B. RIE damage assessment 

Figure 4 shows the low temperature PL corresponding to 
different dry etch processes, and for an as-grown sample. It 
should be noted that the PL signals have been normalized 
with respect to that from the deepest quantum well (QW5), 
which is believed to be deeper than the range of dry etching 
damage. Normalization eliminates the requirement for iden- 
tical sample alignment during the PL measurement. As can 
be seen from Fig. 4, the wells which have been damaged 
during the RIE process exhibit broadening of the PL peaks, 
the peaks from the different wells are no longer well resolved 
and the intensities are reduced substantially. Only the deep- 
est well shows no broadening, confirming that it is below the 
damaged region of the samples. QW1 and QW3, from which 
the PL signals can still be estimated in terms of peak inten- 
sity and full width at half maximum (FWHM), have been 
chosen to characterize the damage. Figure 5(a) shows the 
ratio of PL peak intensity of QW1 of the etched samples to 
that of the as-grown sample, as a function of rf power. When 
100 W RIE power was used, no signal could be detected 
from QW1 after etching, even though only about 19 nm of 
top layer was removed by etching, leaving more than 10 nm 
InGaAsP above the first well. Figure 5(b) shows the FWHM 
of the PL spectrum of QW3 of the etched sample. The PL 
peak becomes increasingly broader with increasing plasma 
power. The reduction in PL intensity and the increased 

TABLE I. Parameters of the RIE CH4/H2 processes. 

CH4 flow rate 
(seem) 

H2 flow rate 
(seem) 

rf power 
(W) 

DC bias 
(-V) 

Pressure 
(mTorr) 

Etch rate 
(nm/min) 

Process 1 
Process 2 
Process 3 

7.2 
7.2 
7.2 

52 
52 
52 

20 
50 

100 

430 
556 
760 

14 
14 
14 

28 
72 
96 
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FIG. 3. SEM micrographs showing the surface morphology after etching with plasma powers of 100 (left) and 20 W (right). 

broadening as the plasma power increases indicate that more 
damage has been incorporated into the samples etched with 
the higher power plasma. 

5i 

1250  1300 1350  1400  1450 1500 1550 

Wavelength (nm) 

FIG. 4. 5 K PL spectra from the MQW sample. Plasma powers are 20, 50, 
and 100 W, respectively, from top to bottom. Dashed lines represent the PL 
from as-grown samples, thick lines from etched samples before annealing 
and thin lines from etched samples after annealing. 

From Fig. 4, it can be seen that significant PL recovery is 
obtained after annealing. In most cases the peak FWHM is 
reduced to that of the as-grown value and the peak intensity 
is increased. This effect may be attributed to the removal of 
damage, both point defects and hydrogen passivation. How- 
ever, the PL intensity of the shallow wells is not recovered in 
all cases. For 20 W of rf power, the PL is almost the same as 
that of the as-grown sample. When 50 W etch power is used, 
the top well is not fully recovered and in the case of 100 W 

T 
0 25 50 75 100 

Plasma power (W) 

FIG. 5. (a) Ratio of PL intensity of QW1 from the etched sample to that 
from the as-grown sample as a function of plasma power, and (b) FWHM of 
PL spectra from QW3 as a function of plasma power. D before annealing, 
0 after annealing of the etched samples. 
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Depth (Ä) 

750 1000 

FIG. 6. Normalized PL intensity of the QWs as a function of depth after 
etching and annealing for plasma powers of 20 W(O), 50W(O), and 100 
W (A). 

1821 

200 

Current (mA) 

FIG. 8. Comparison of light-current characteristics of dry etched (solid line) 
and wet etched (dashed line) lasers. 

etch power there is no PL signal from the top well and the 
PL signal from QW2 is only partially recovered, suggesting 
that extended defects may have been formed in this region. It 
should also be noted that the peaks are shifted to wave- 
lengths shorter than those of the as-grown samples, this be- 
ing due to quantum well intermixing caused by the diffusion 
of point defects through the wells. The blue shift increases 
with plasma power indicating that greater damage is intro- 
duced into the sample as the plasma power is increased. 

By normalizing the PL intensities of the quantum wells of 
the etched samples to those of the corresponding wells of the 
as-grown sample, the dependence of the relative intensity of 
PL emission as a function of the depth can be plotted (Fig. 
6). From this dependence, it is possible to make an estimate 
of the damage depth. However, due to the limited number of 
wells in the material structure used to probe the RIE damage, 
and the spread of the electron and hole wave functions, this 
estimate has an error of the order of 12 nm. It should be 
noted that QW1 of the sample etched with 20 W of power, is 
assumed to be recovered completely after annealing, as its 
normalized PL intensity is very close to 1, hence the damage 
range for this plasma power should be less than the distance 
between the surface of the etched sample and the QW1. 
From Fig. 7, it can be seen that the estimated damage depths 
after annealing are around 12, 27, and 70 nm, corresponding 
to plasma power levels of 20, 50, and 100 W, respectively. 

T r 
25 50 75 100 

Plasma power (W) 

125 

FIG. 7. Estimated damage depth as a function of plasma power. 

C. Comparison between the RIE dry etched lasers 
and wet etched lasers 

Note that 5 pm wide ridge waveguide lasers were fabri- 
cated by both wet chemical etching and RIE dry etching to 
assess the RIE process developed in a device application. 
The laser material, which contained 5 InGaAs/InGaAsP 
QWs, was grown by MOVPE and was similar to that used by 
McKee et al}2 Process 2 in Table I was used to form the 
ridge waveguide, this process being chosen since it produces 
a relatively high etch rate with lower damage. The sample 
was etched for around 17 min to give a ridge height of 
1.2 fim. After etching, the sample was annealed at 500 °C 
for 60 s, then routine laser fabrication procedure was fol- 
lowed. The light-current characteristics of groups of the la- 
sers etched by RIE and by wet etching were measured. The 
average threshold currents are 48.4 and 45.2 mA for the dry 
etched and wet etched lasers respectively, i.e., essentially 
indistinguishable given that the ridge widths are not identi- 
cal. Figure 8 shows the light-current characteristics of the 
lasers which have the lowest threshold currents, namely 44.5 
and 43 mA for the dry etched and wet etched lasers, respec- 
tively. It should also be noted that the slope efficiencies of 
the lasers are very similar. The very close performance of the 
lasers suggests that the dry etch damage is small enough to 
have no significant effects on the laser qualities. This corre- 
lates with the results obtained when etching the QW probe 
sample, despite the much longer dry etch time used for the 
laser (17 min), as compared to that used for the probe mate- 
rial (12 s). 

IV. CONCLUSIONS 

By using the low temperature PL technique together with 
a specially designed material structure, the damage intro- 
duced by RIE CH4/H2 process was estimated to be in the 
range of 12-70 nm after annealing, for rf plasma powers in 
the range 20-100 W. The characteristics of InGaAs/ 
InGaAsP multiquantum well lasers fabricated by the RIE 
process show that the damage does not significantly affect 
the laser qualities, provided a relatively low power process 
and post-dry etch annealing are used. 
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X-ray photoelectron spectroscopy damage characterization of reactively 
ion etched InP in CH4-H2 plasmas 
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The plasma-surface interaction during CH4-H2 reactive ion etching processing of InP is described 
in detail by means of plasma diagnostics (optical emission spectroscopy and mass spectrometry) and 
x-ray photoelectron spectroscopy (XPS) surface analysis. The influence of the input power is carried 
out for different CH4-H2 mixtures in terms of InP etch rate, etch product and CH3 radical detection 
and surface damage characterization. In particular detailed XPS results allow the study of the 
changes in the stoichiometry and amorphization of the surface with the input power. In addition, for 
a given power, the quality of the etched surface improves by increasing the fraction of methane in 
the gas mixture. As an example, the best surface stoichiometry (InP086) is obtained for a pure 
methane plasma running at a high power (300 W). In general, it is shown that the lower the P 
depletion, the lower the amorphization, which is indicative of a general improvement of the etched 
surface quality. Based on the XPS results, a three-layer model is proposed for the representation of 
the surface in the course of etching. The damaged layer situated over the bulk InP is composed of 
a superficial P-depleted layer and of a stoichiometric amorphized InP layer. Using the curve-fitting 
of the P 2p spectra, the thickness of the different layers is estimated. As an example, a damaged 
layer as low as 37 Ä thick is obtained for pure methane plasma at 15 mTorr and a power of 300 W, 
whereas our standard conditions (10% CH4-H2, 50 mTorr, and 80 W) give a damaged layer of 90 
A. The experimental observations give evidence of the need for both ion bombardment and active 
neutral species to obtain etching. The improvement of the etch process is then explained by an 
improved In removal rate which is actually the limiting step in the etching mechanism of InP. 
© 1998 American Vacuum Society. [S0734-211X(98)02204-5] 

I. INTRODUCTION 

Niggebriigge1 demonstrated the efficiency of methane- 
hydrogen plasmas to etch III-V materials (GaAs, InP, and 
InGaAsP). This hydrocarbon-based chemistry then appeared 
as an alternative to chlorine and chlorinated gases for the 
etching of In-based III-V semiconductors. In brief, the ad- 
vantages of this plasma chemistry are in the noncorrosive, 
nontoxic nature of the gases and in the smooth morphologies 
of the etched surface obtained at room temperature. Due to 
the growing interest in materials of the InP system, investi- 
gations of the etching conditions of InP and related ternary 
alloys is well documented for the fabrication of micro- and 
optoelectronic devices.2-7 In general, the different discharge 
parameters are optimized to allow high InP etch rates while 
keeping good surface morphology and limiting the introduc- 
tion of damages due to the plasma process.8,9 But few papers 
really described experimental results on the CH4-H2 reactive 
ion etching (RIE) of InP based on a plasma-surface interac- 
tion approach to give more insight into the understanding of 
the etching mechanism. Actually a comprehensive study of 
the InP etching mechanism should rely on a precise analysis 
of both the gas phase (neutral active species and etch prod- 
ucts) and of the surface after etching. In most papers, plasma 
phase characterization and precise surface analysis data on 
the induced damages by the RIE process are still lacking. 

"'Electronic mail: Christophe.Cardinaud@cnrs-imn.fr 

The objective of this article is to detail the influence of the 
input power in terms of etch rate (ER), active neutrals, etch 
products, and chemical damage. In addition experiments are 
also conducted for different CH4-H2 mixture compositions. 
High resolution x-ray photoelectron spectroscopy (XPS) 
analyses allow us to determine precisely the surface stoichi- 
ometry and to estimate the degree of amorphization of the 
surface after etching. An evaluation of the damaged layer 
thickness due to the RIE process is then given. We especially 
focus on a precise characterization of damages induced by 
the plasma environment including stoichiometry changes, re- 
sidual carbon contamination, and crystalline defects by 
means of XPS. 

II. EXPERIMENT 

A. Etching conditions 

The RIE surface analysis facility has been described 
elsewhere.10 It consists of an ultrahigh vacuum surface 
analysis chamber connected to a plasma reactor. The etching 
process is operated in a parallel plate diode reactor designed 
to study the plasma-surface interaction. A schematic draw- 
ing of the etch chamber with the different plasma diagnostics 
available for the analysis of the plasma phase has been re- 
ported previously.11 Briefly, the lower electrode is capaci- 
tively coupled to a radio frequency (rf) (13.56 MHz) genera- 
tor through a tunable matching network. The upper electrode 
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is grounded and fitted with the mass spectrometer. Electronic 
grade CH4 and H2 gas sources are employed, and etch runs 
are performed on semi-insulating (100) oriented InP samples 
with an etching time of 10 min to be in a stable etching 

12 regime. 
We have varied the applied power from 10 to 300 W for 

three different mixture compositions, 10% CH4-H2, 50% 
CH4-H2 (50 mTorr), and pure methane plasma (15 mTorr). 
To operate under pure methane plasma, a lower pressure of 
15 mTorr is actually required to etch InP, since for 50 mTorr, 
deposition of amorphous carbon (a-C:H) occurs. A more ex- 
tensive investigation on the influence of plasma parameters 
is then provided from our standard plasma conditions (10% 
CH4-H2, 80 W, 50 mTorr). 

B. Plasma diagnostics 

The light of the discharge is taken through a lateral win- 
dow that allows the sampling of the region of the plasma in 
the vicinity of the InP wafer. A Jobin-Yvon HR640 mono- 
chromator and an optical multichannel analyzer (EG&G 
1455) is used to investigate the emission of the plasma in the 
200-800 nm range. Optical emission spectroscopy (OES) is 
used to monitor the indium etching through the In* emission 
line located at 451.1 nm. Detailed mass spectrometric (MS) 
characterization of the gas phase during CH4-H2 RIE of InP 
allows the detection of phosphine as the major etch product 
of P and of organoindium positive ions.13 Mass spectromet- 
ric sampling of the plasma phase is performed with a Balzers 
PPM 421 mass spectrometer which is mounted within the 
grounded electrode. Its extraction hood is thus immersed in 
the plasma. A 100 /jm in diameter orifice allows ionic and 
neutral species to effuse into the mass spectrometer, yet 
keeping the operating pressure lower than a few 10"   mbar. 

For ionization of neutrals, the energy of the electron beam 
can be varied from 8 to 120 eV allowing the detection of 
atoms and radicals by means of the ionization threshold tech- 
nique. The ionization potential of Ar referenced at 15.7 eV is 
used to calibrate the electron energy scale. The neutral de- 
tection for the etch product identification is performed with 
an electron energy fixed at 25 eV to reduce the fragmentation 
of molecules, and the emission current is set at 0.1 mA. In 
this article, mass spectrometry is used to monitor In and P 
etch products as a function of the input power for 10% CH4 

RIE of InP. The detection and the determination of the ab- 
solute density of the methyl radicals is also performed for 
10% and 50% CH4 containing mixtures. 

C. Surface analysis 

XPS analyses are carried out ex situ at the CNRS- 
Universite de Nantes surface analysis facility (Leybold AG 
LHS12) in order to benefit from the high resolution of the 
monochromatized Al Ka x-ray source, and have the most 
confidence in peak curve-fitting. However, some experi- 
ments have been carried out with the quasi in situ equipment 
to check that the ex situ analysis procedure did not spoil the 
chemical information. This allows one to obtain precise in- 
formation on the chemical modifications and on the degree 

of amorphization of the surface. Using a pass energy of 25 
eV, the spectral resolution is 0.34 eV. The spectrometer en- 
ergy scale is calibrated to the Au 4/7/2 core level line at 
84.00 eV. For the spin-orbit doublets, the binding energy 
positions and the full width at half maximum (FWHM) given 
are those of the component of greater angular momentum. 
The FWHM relative to the P-In bond component of the P 
2p spectra is used to monitor the ion induced damages of the 
RIE process. FWHM reference values of 0.57 eV (P 2p) and 
0.63 eV (In Ad) have been measured for a monocrystalline 
InP sample. Background subtraction is done by using Shirl- 
ey's method.14 Whenever useful, to quantify the relative im- 
portance of the various contributions, a curve-fitting is un- 
dertaken following Marquardt's algorithm15 and using 
Gaussian-Lorentzian curves. Prior to etching the decompo- 
sition of the P 2p and In Ad distributions into oxide and bulk 
components gives a value of 2.35 for the ratio of the bulk 
components. An identical result has been directly measured 
by the analysis of an oxide-free metalorganic chemical vapor 
deposition (MOCVD) epitaxially grown InP. In the follow- 
ing, we will refer to this ratio as the determination of the 
mean stoichiometry of the surface in the layer probed by 

XPS. 
When appropriate, curve-fitting results are used to esti- 

mate the thickness (z) of any overlayer (M) present on the 
InP substrate (5) by using the following general expression: 

(1) /s=/s-exp  - \M-cos(0), 

where \M is the inelastic mean free path of photoelectrons in 
the overlayer M, 0 is the detection angle for the photoelec- 
trons with respect to the normal to the surface, and /£ is the 
intensity of the core level peak observed when the substrate 
is not covered with an overlayer. In our case, /£ has been 
determined on our XPS system using the contamination-free 
MOCVD epitaxially grown InP sample. 

III. RESULTS AND DISCUSSION 

A. Etch rate measurements and etch products 

InP etch rates are determined by weight loss measure- 
ments on a quarter of a 2 in. in diameter InP wafer. Consid- 
ering the etching homogeneous, data are converted into 
thickness loss and consequently into a mean etch rate. Figure 
1 displays both InP ER and the self-bias voltage as a function 
of the applied power under our standard plasma conditions. 
As expected for a parallel plate diode discharge the self-bias 
voltage follows a square root function of the power delivered 
to the plasma. For 10 W no measurable ER is found although 
the surface composition changes as further observed by XPS. 
The InP ER continuously increases with the rf power from 
50 Ä/min at 30 W up to 900 Ä/min for a power of 300 W 
due to the higher decomposition and ionization of the 
plasma. But the increase of the InP ER is not equivalent over 
the whole range of power. For high power conditions 
(3=70 W) a linear dependence of the InP ER is obtained with 
the rf applied power. In contrast, for the low power region 
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10% CH 
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FIG. 1. InP etch rate dependence with the input power using three different 
CH4-H2 mixtures. Plasmas containing 10% CH4 and 50% CH4 are per- 
formed at a pressure of 50 mTorr while 15 mTorr is used for pure methane 
plasma. The evolution of the self-bias voltage is reported for the 10% 
CH4-H2 mixture composition and is fitted with a square root function char- 
acteristic of a parallel plate diode discharge. 

(<70 W) lower ER are observed than those expected from 
the high power results. This observation is further discussed 
with the XPS analysis data. 

Dry etching of InP in CH4-based plasmas is also con- 
ducted with richer methane fractions in the gas mixture (50% 
and 100%). Under our standard pressure condition, the 
etching/a-C:H deposition transition is observed for mixtures 
containing 80%-85% CH4. A lower pressure of 15 mTorr is 
necessary to recover etching conditions of InP under pure 
methane plasma. Figure 1 shows that increasing the mixture 
composition in methane leads to higher InP ER. As an ex- 
ample, for 300 W it rises from 900 to 1250 Ä/min when 
increasing the methane percentage from 10% to 50%. A 
similar evolution is observed when operating at 15 mTorr 
and 80 W, condition for which ER of 180 and 220 A/min are 
obtained for 50% and 100% CH4, respectively. In first ap- 
proximation, these observations showing the increased InP 
ER with the power and the CH4 relative fraction are simply 
explained by the much higher decomposition of the gas and 
the higher energy flux of ions bombarding the sample. 

B. Plasma phase analysis 

1. Etch product detection 

It is shown elsewhere13 that MS and OES on the plasma 
phase during the RIE process allow the detection of signals 
closely related to the In and P etch products. MS indicates 
that phosphine is the major neutral P compound present in 
the plasma phase and the main reaction product of P with H 
atoms generated in the discharge. As mentioned by 
Melville16 and in a previous work,13 indium compounds are 
only detected as positive ions in the form of In+ and 
In(CH3)^" ions at m/e= 115 and 145 amu, respectively. OES 
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FIG. 2. Intensity of the In and P products present in the plasma phase 
monitored by emission spectroscopy (In* line) and mass spectrometry [PH3 

and In(CH3)J] as a function of power and compared to the InP ER evolu- 
tion. 

displays the existence of a In* line at 451.1 nm. Figure 2 
compares the evolution of the ER with the intensity of PH3, 
In(CH3)^, and In* signals as a function of the rf applied 
power. Since the evolution for In+ and In(CH3)^ ions are 
identical, only that of In(CH3)^ is reported for clarity. One 
can see the very good agreement between the various plasma 
diagnostics. The good correlation of these experimental data 
together with the etch rate gives confidence in the choice of 
these signals to represent the etching of InP. In particular, it 
strongly supports the fact that the In+ and In(CH3)^ ions 
likely arise from the ionization in the plasma phase of the 
organoindium volatile etch products and not from secondary 
ion-molecule reactions between the In reaction product and 
ions of the discharge. 

2. Etching agent detection 

Methyl radicals are regarded as the main active species 
for the elimination of In by forming a volatile organoindium 
compound. No direct evidence of the nature of the indium 
etch product has ever been reported in the literature. How- 
ever we published experimental results11 that indirectly sup- 
port the reaction of CH3 with In to form organoindium vola- 
tile reaction products. CH3 radicals can be detected by mass 
spectrometry using the threshold ionization technique. De- 
scribed in detail elsewhere,11 the principle of this method is 
based on the difference of a few electron volts between the 
dissociative ionization threshold of CH4 into CH^ (E2 

= 14.3 eV) and the direct ionization threshold of CH3 radical 
(El = 9.8 eV). Figure 3 shows that the increase in CH3 con- 
centration is almost linear with the power even though a 
slight change in the slope is denoted around 80 W. One must 
be aware that the CH3 density one obtains results from the 
constant balance between source and loss terms. CH3 radical 
production is expected to increase because of a higher de- 
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FIG. 3. Evolution of the CH3 radical density as a function of power for 10% 
and 50% CH4 containing mixtures. The absolute density is determined by 
threshold ionization mass spectrometry. 

composition of CH4. On the other hand, loss due to a-C:H 
deposition on the chamber walls and to etching of InP is also 
seen to increase. However, as the overall CH3 density in- 
creases, it can be concluded that loss processes, and InP etch- 
ing in particular, are not strictly limited by the CH3 concen- 
tration. For any given power, 50% CH4 in the gas mixture 
gives a higher CH3 density in the plasma phase. This is in 
agreement with previous measurements11 showing a continu- 
ous increase of the CH3 density with the percentage of CH4. 

The H atom density cannot be estimated by emission 
spectroscopy since under our experimental conditions the H 
atomic lines of the B aimer system mainly originate from the 
dissociative excitation of molecular H2 rather than the direct 
excitation of H atoms in their fundamental state. Actinomet- 
ric measurements are consequently not applicable for an es- 
timation of the concentration of H atoms produced in the 
CH4-H2 discharge. In H2 if discharge, Kae-Nune17 detected 
and estimated the H atom density by mass spectrometry us- 
ing the threshold ionization technique. In the experimental 
conditions we used, the H atom density could not be esti- 
mated in a reliable and reproducible manner in CH4-H2 mix- 
tures by using the same technique. But due to the presence of 
CH4 and H2 in the mixture the H atom concentration of the 
plasma phase is thought to be high enough so that the vola- 
tilization of P is not limited by the H atom supply to the 
semiconductor surface. This statement is well correlated with 
the highly P-depleted surface whatever the plasma conditions 
as evidenced hereafter by XPS. 

To conclude this section, the plasma diagnostics (MS and 
OES) give complementary results to monitor In and P 
plasma species which are representative of the removal rate 
of the group III and V element. Since CH3 radicals are re- 
garded as the reactive species for In, the measurement of 
their density is a key element to gain a better understanding 
of the InP etching since the indium elimination rate, as the 
limiting step, governs the InP etching mechanism. 
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FIG. 4. In 4d, P 2p, and C Is XPS intensities vs power to monitor the 
surface composition changes under our standard plasma conditions (10% 
CH4-H2 and 50 mTorr). Full patterns at 0 W represent the surface before 

etching. 

C. XPS surface analysis 

1. Damage characterization 

Plasma etching quickly removes the native oxide from the 
surface. But due to a short exposure (about 30 s) to atmo- 
sphere during the transferring procedure from the etch cham- 
ber to the XPS apparatus, a small amount of oxygen is de- 
tected on the surface, typically equivalent to half the amount 
of the native oxide present on the control sample. However, 
despite this chemical change, the most important surface in- 
formation is not altered by this ex situ procedure as it gives 
reliable indications on the surface stoichiometry, residual 
carbon contamination, and degree of amorphization of the 
surface. 

In a previous paper,12 it has been shown that exposing the 
InP substrate to the CH4-H2 RIE plasma results in a highly 
P-depleted and amorphized surface. The analysis of C Is and 
P 2p spectra gave strong evidence of the existence of C-In 
and (In)P-H species, which are indicative of the presence on 
the surface of residues or precursors of both In and P reac- 
tion products. Moreover the P depletion also results in the 
appearance on the In Ad peak of a shoulder attributed to 
In-In bonds with a second neighbor effect due to C or P 
(In-In-C or In-In-P species). 

Figure 4 shows the C Is, P 2p, and In Ad intensities 
monitored as a function of power for the 10% CH4-H2 mix- 
ture. The corresponding intensities for the control sample are 
given at 0 W to allow a direct comparison with those of the 
etched surface. These results indicate that the In Ad intensity 
remains constant over the whole power range studied, dem- 
onstrating no major change of the In atom density. On the 
contrary, one clearly notices the variation of the P 2p inten- 
sity. As expected, the major modification in the surface 
chemical composition is the depletion of phosphorus. A de- 
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FIG. 5. Surface stoichiometry (a) and P-In component FWHM, (b) vs the 
power for the different CH4-H2 mixture compositions. 

crease in the amount of carbon present on the surface is 
noticed between 10 and 70 W, then reaching a stable value 
onwards. Considering the residual carbon contamination, 
Fig. 4 indicates a clean CH4-H2 RIE process since the 
amount of carbon present on the surface after etching is al- 
ways lower than that on the control sample. 

Comparing Figs. 1 and 4, one sees that for powers be- 
tween 10 and 70 W, the lower the power, the lower the etch 
rate and the greater the P depletion. It suggests that low 
power results in a less efficient elimination of In, whereas P 
is still etched in a normal manner. A preliminary interpreta- 
tion is that as the power gets lower in the 10-70 W range, 
the ionic assistance to the etching of In decreases strongly as 
compared to the neutral contribution. 

The mean stoichiometry of the XPS probed depth is esti- 
mated by calculating the In Ad/P 2p ratio and comparing it 
to the reference value of 2.35 for stoichiometric InP. Results 
are reported in Fig. 5(a). As discussed above a high P deple- 
tion is obtained for 10 W (InP033). This value improves 

strongly when increasing the power to 70 W (InP055) and 
remains stable until 150 W. Increasing the power over 150 
W again leads to a lower P depletion (Fig. 4) resulting in a 
stoichiometry of InP0 63 at 300 W [Fig. 5(a)]. Since one of 
the objectives is to minimize the damages induced by the 
etch process, further detailed work is focused on high power 
discharge conditions for richer methane mixtures. 

Experiments were then conducted from 80 to 300 W for 
50% CH4-H2 and pure methane plasma at a pressure of 50 
and 15 mTorr, respectively. Similarly to 10% CH4-H2 re- 
sults, increasing the power delivered to the discharge leads to 
a decrease of the P depletion as shown in Fig. 5(a). In addi- 
tion, for any power, a better surface stoichiometry is ob- 
tained when increasing the percentage of CH4 in the gas 
mixture, as the increase of the CH3 density in the gas phase11 

results in a better elimination of In. As an example, for 80 
W, the surface stoichiometry increases from InP0 55 to InP0 70 

for 10% CH4-H2 and 50% CH4-H2, respectively. Data ob- 
tained for rich methane gas mixtures (over 50% CH4-H2) are 
very similar to those at 50% CH4-H2. A slightly better sto- 
ichiometry is observed in pure methane plasma whatever the 
input power used. Therefore the best surface quality is ob- 
tained in pure methane plasma using a power of 300 W 
(power density of 1.7W/cm2) and results in a surface sto- 
ichiometry of InP0 86. 

The modification of the InP surface after etching is dis- 
played in Fig. 6 which reports the In Ad and the P 2p spectra 
for some typical etching conditions. The comparison with the 
MOCVD InP sample highlights the major chemical changes 
we observe. The better surface stoichiometry is evidenced by 
the increasing P 2p intensity with power or methane frac- 
tion. Accordingly, on the In Ad distribution, the decreasing 
phosphorus depletion results in the decreasing intensity of 
the shoulder located around 17 eV assigned to In-In-C or 
In-In-P species. The P 2p distribution [Fig. 6(a)] is asym- 
metric due to the presence of a component situated at 130.3 
eV assigned to (In)P-H. The main component located at 
129.1 eV is relevant to P-In. A simple decomposition of the 
P 2p spectra with these two contributions then leads to the 
determination of the FWHM associated with P-In. The de- 
composition of the In Ad spectrum [Fig. 6(b)] is more com- 
plicated due to a higher number of contribution: In-P, In-C 
and some In-In-C or In-In-P species. Moreover the first 
two are largely overlapping since In-P and In-C contribu- 
tions have similar binding energies. So only the P 2p spectra 
are used to estimate the degree of damage of the surface after 
the etch process. Figure 5(b) reports the P 2p (P-In) FWHM 
data obtained for the various plasma conditions. For the 10% 
CH4-H2 mixture, the FWHM increases from 0.63 to 0.89 eV 
as the power rises from 10 to 70 W, in reason of the increas- 
ing ion bombardment. Then it remains stable until 150 W 
before slowly decreasing with the power and reaching 0.82 
eV at 300 W. For 80 W a much lower value of the FWHM is 
obtained when the percentage of methane is increased to 
50% CH4 clearly demonstrating a decrease in the damage of 
the surface. Figure 5(b) confirms that for any power increas- 
ing the methane content in the gas mixture results in a less 
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FIG. 6. P 2p (a) and In 4d (b) XPS spectra at different typical etching 
conditions showing the improvement of the surface quality with increasing 
both the power and methane fraction. CH4-H2 RIE processed InP samples 
are compared to the MOCVD InP sample. 

between both fluxes. Finally, above 150 W, the slight but 
significant improvement in the surface stoichiometry as well 
as in the P-In FWHM suggests that the CH3 flux/ion flux 
ratio increases. 50% CH4-H2 and 100% CH4-H2 RIE pro- 
cesses give the same degree of amorphization [Fig. 5(b)], in 
agreement with their close P depletion [Fig. 5(a)], suggesting 
damaged layers of similar thicknesses. The decrease of the 
surface amorphization with increasing percentage of CH4 

and/or power is demonstrated through a better resolution of 
the P 2p doublet [Fig. 6(a)]. Still under our best RIE condi- 
tions (100% CH4, 15 mTorr, 300 W) the surface is P- 
depleted and amorphized as seen in Fig. 6. 

2. Modeling of the surface in the course of etching 

For high power conditions, the simultaneous decrease of 
the P depletion, and the degree of amorphization of the sur- 
face demonstrates the much better surface quality corre- 
sponding to a decreasing damaged layer. In fact the interpre- 
tation of these data strongly suggests that bulk InP still 
contributes to the P 2p spectra. In other words, the damaged 
layer thickness is lower than the probed depth by XPS. Re- 
cently we proposed a three-layer model to describe the phos- 
phorus depletion and the amorphization of the etched 
surface.11 Figure 7(a) recalls this model: from the surface 
downwards to the bulk it consists of: (i) a superficial layer, 
amorphous, depleted in P, containing In-In-C (or In-In-P), 
(In)P-H, In-C, and C-C species, this layer is assumed to 
present a gradient of concentration in P which we discuss 
hereafter, (ii) a damaged stoichiometric InP layer, and (iii) 
the InP bulk substrate. Angular XPS observations11 have 
shown a nonuniform location of phosphorus in the analyzed 
layer. In contrast In is uniformly present and its surface den- 
sity equals that of the bulk: ATIn=5.8X 1014 cm-2. 

To give a representation of the repartition of phosphorus 
in the superficial layer, an exponential profile has been pos- 
tulated for the phosphorus atom density: 

Np(z)=NP-exp\ - 
jz-z') 

d 
0=sz=s=z' (2) 

damaged surface. It should be recalled that increasing the 
methane concentration causes the ion flux and the average 
ion energy to decrease, whereas the CH3 flux increases. It 
has been shown previously that this leads to a better surface 
stoichiometry as well as a less damaged surface.11 This im- 
provement in the etching of InP has been interpreted as being 
due to a better balance between the active neutral flux and 
the ion flux on the surface when increasing the methane frac- 
tion. This phenomenon is observed for all applied powers. 
The effect of the applied power is a little more complex, as 
increasing the power affects the ion flux, the ion energy, and 
the CH3 flux. From 10 to 80 W, the increase of the etch rate, 
the P/In ratio and the P 2p (P-In) FWHM shows that the InP 
etching mechanism depends strongly on the ion assistance. 
Between 80 and 150 W the plateau observed in Figs. 5(a) 
and 5(b) indicates that some equilibrium has been reached 

where NP = 5.SX 1014 cm"2 for a (100) oriented InP wafer, 
and z' is the thickness of the superficial P-depleted layer. 

Then expressing the intensity of the P 2p spectrum as 

Jo 
NP(z) ■ exp (3) 

with X = 28.6. 
leads to 

X • cos( 6) 

17 and considering that NP(z)=NP for z 

h i 

X • cos( 6) 
!-■ 

+ exp 

exp1 -exp 
X-cos(0) 

d 

X • cos( 6) 
(4) 
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FIG. 7. (a) Representation of the etched surface using a three-layer model: a 
superficial P-depleted layer in which an exponential P profile is proposed, a 
damaged stoichiometric InP layer and the InP substrate, (b) Comparison of 
the experimental and calculated P 2p intensities as a function of the emis- 
sion angle showing the realistic description of the surface in the course of 
etching by using the three-layer model. 
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FIG. 8. Decomposition of the P 2p spectra using three components including 
(In)P-H species, P-In bonds originating from the damaged layer, and P-In 
bonds from the monocrystalline substrate. 

In this relation, the first term is related to the contribution of 
the superficial P-depleted layer, that is 7P(In)P-H, and the 
second, to the contribution of the damaged stoichiometric 
InP layer and the InP substrate. 

The decomposition of the P 2p spectra into two contribu- 
tions allows us to deduce the value of the superficial layer 
thickness z' using Eq. (1), then the exponential factor d is 
estimated by solving Eq. (4) for 0=0. To be more accurate 
these determinations have been achieved for several indepen- 
dent etching experiments. This allows us to calculate the 
theoretical intensity of the P 2p distribution as a function of 
the emission angle 6 [Eq. (4)]. A comparison with experi- 
mental data is given in Fig. 7(b), and shows a good agree- 
ment indicating that our model correctly describes the dam- 
aged surface in the course of etching. 

3. Layer thickness evaluation 

The evaluation of the total damaged layer thickness z0 is 
based on the decomposition of the P 2p distribution into 
three components which are presented in Fig. 8. The contri- 
bution associated with (In)P-H species located at +1.2eV 
relative to the main P-In component is unchanged. But the 
component attributed to P-In is considered as the sum of 
two contributions: one originates from bulk InP and the sec- 
ond one from the stoichiometric damaged InP material. To 
operate the curve-fitting of the P 2p spectra, the location and 
the FWHM of the component relative to bulk InP are fixed to 
the reference values for a monocrystalline sample, 129.1 and 
0.57 eV, respectively. The curve-fitting of the P 2p spectra 
then gives the intensities of the different components. A 
similar operation cannot be performed on the In Ad distribu- 
tion since In-C and In-P components are not easily distin- 
guishable due to their similar binding energy position, and 
belong to the superficial and the damaged stoichiometric 
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FIG 9 Thickness evolution of the different layers as a function of power 
and CH4-H2 mixture compositions for the total damaged layer (a), the 
P-depleted superficial layer (b), and the damaged stoichiometnc InP layer 

(c). 

layer, respectively. As a result the decomposition of the In 
Ad spectra is not capable of providing the intensities of the 
various components. 

Using Eq. (1), the total damaged layer thickness z0 is 
calculated from the intensity of the bulk InP component de- 
duced from the P 2p spectra decomposition. Subtracting z' 
from z0 then Sives the thickness of the damaged stoichio- 
metric layer. Results are reported in Fig. 9 as a function of 
the applied power for the different CH4-H2 mixtures. 

For low power (10-70 W) in the 10% CH4 plasma con- 
dition, the thickness of the total damaged layer increases 
with power to reach a thickness of about 90 Ä. In this range 
the thickness of the damaged stoichiometric InP layer in- 
creases although that of the P-depleted layer decreases. So 
the lower the power, the more the damage corresponds to a 
phosphorus depletion. This confirms our interpretation that 
the In removal depends strongly on the ion assistance. Be- 
tween 70 and 150 W the total damaged layer thickness re- 
mains stable (90 Ä), and then slightly decreases down to 80 

A as the power increases to 300 W, in agreement with the 
decrease observed for both the P depletion and the amor- 
phization of the surface. Results are similar for all mixtures 
above 50% CH4. For any power over 80 W, the use of a 
higher methane proportion leads to a significant decrease of 
the total damaged layer thickness due to the simultaneous 
decrease of the P-depleted and damaged stoichiometric InP 
layer thicknesses. Therefore in terms of chemical damages 
the lowest thickness is obtained in methane rich mixtures and 
high power giving values of 37, 8, and 29 Ä for the total 
damaged layer, the P-depleted layer, and for the damaged 
stoichiometric InP layer, respectively. To fix one's ideas, us- 
ing our model and the data obtained from XPS, Fig. 10 re- 
ports schematic diagrams of the surface etched under typical 
plasma conditions. It clearly gives an illustration of the in- 
fluence of the power and of the CH4 percentage of the mix- 
ture on the damages of the surface induced by the plasma 

process. 
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FIG. 10. Schematic diagrams of the InP surface for three typical RIE plasma conditions illustrating the influence of both the power and the CH4-H2 mixture 
composition. 

D. Qualitative discussion for an etching model 

Let's recall first that H atoms produced in the discharge 
are the active species responsible for the removal of P from 
the surface since PH3 has been evidenced as the major phos- 
phorus etch product, and second that CH3 radicals are indi- 
rectly shown to interact with In and likely form an organoin- 
dium volatile product. Under our standard plasma conditions, 
the surface is found highly P-depleted and damaged. High 
resolution XPS results show that by increasing both the 
power and the methane content in the gas mixture, the etched 
surface quality is greatly improved with lower P depletion 
and amorphization. Therefore the best result under our RIE 
conditions is actually obtained in pure methane plasma (15 
mTorr) run at a power of 300 W. For any power it is ob- 
served that increasing the methane fraction results in the in- 
crease of the CH3 radical density in the plasma phase which 
in return allows higher ER and significantly improves the 
surface stoichiometry, although the ion energy flux remains 
almost constant with the methane content. The other interest- 
ing feature comes from the decreasing degradation of the 
surface with increasing power in the 70-300 W range, and 
consequently under a higher ion energy flux. And surpris- 
ingly, the higher the power, the lower the P depletion and the 
amorphization of the etched surface. But a much higher de- 
composition of the gas mixture is obtained when increasing 
the power, giving a higher CH3 concentration even though 
the etch rate and the CH3 loss increases. Actually the etching 
of the compound material is controlled by the In removal. 
The decrease of both the mean surface stoichiometry and 
amorphization, as the power and the percentage of CH4 in- 
creases, suggest a better balanced interaction between the 
CH3 radicals and the ions on the surface. That is likely an 
increase in the CH3 flux/ion energy flux ratio, resulting in a 

more efficient indium etching mechanism. One can say that 
the etching conditions of In defines the degree of P depletion 
and amorphization of the surface and as a result the total 
damaged layer thickness. At low pressure, the etching 
mechanism is less clear. However, as residual carbon con- 
tamination increases and as amorphization decreases, when 
decreasing the power, it is likely that the CH3 flux/ion energy 
flux ratio increases. But, on the contrary to what is observed 
above 70 W, this increase does not lead to a better surface 
stoichiometry. It is thus most probable that a "minimum" 
ion assistance is required to achieve efficient In removal 
from the surface. 

IV. CONCLUSION 

Detailed investigations of the RIE process of InP in 
CH4-H2 plasmas were performed as a function of the input 
power and the gas mixture composition. Plasma phase diag- 
nostics allowed to monitor the etch products and the CH3 

radicals, the active neutral species for In etching. XPS sur- 
face analysis gave precise characterization of the damage 
induced by the plasma exposure, including the P depletion 
and the degree of amorphization. All these complementary 
experimental data contribute together for a better understand- 
ing of the InP etching. In effect we showed that between 10 
and 70 W the ion assistance to the In removal is too weak to 
allow efficient In etching. As a result, the surface is highly 
P-depleted but weakly amorphized. On the contrary, increas- 
ing the power above 70 W, and the methane fraction, results 
in a significant improvement of the surface quality as a con- 
sequence of the simultaneous decrease of the P depletion and 
the amorphization of the surface. This is interpreted by a 
more balanced interaction of the surface with CH3 radicals 
and the ion bombardment when using a high power and a 
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rich methane fraction. The In elimination is the rate limiting 
step in the etching mechanism of the compound semiconduc- 
tor and thereby controls the quality of the etched surface. 

A model for the representation of the surface in the course 
of etching is proposed that describes the P depletion and the 
ion induced crystalline defects. The damaged layer located 
over the monocrystalline material, which is the result of the 
plasma-surface interaction, consists of a superficial P- 
depleted layer and a stoichiometric amorphized InP layer. 
The thickness of the damaged layer and superficial P- 
depleted layer are determined for all the plasma conditions 
studied. A total damaged layer of about 40 Ä is obtained 
under the best plasma conditions. 
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Oxide masked polysilicon/polygermanium 0.18 fim gates were etched in high density plasma 
sources. Using gas mixtures of Cl2 and HBr with 02 which are commonly used for polysilicon, we 
observed strong deformation of the poly-Si/poly-Ge gate profiles, whereas perfectly anisotropic 
etching profiles were obtained for poly-Si gates. A multistep etching recipe was developed allowing 
anisotropic etching profiles to be obtained while maintaining a good selectivity to the gate oxide 
when using a Cl2/N2 gas mixture. The chemical constituents present on the tops, sidewalls, and 
bottoms of the etched features were determined by x-ray photoelectron spectroscopy (XPS). XPS 
analyses have shown that when using a Cl2/N2 gas mixture, a thin GeH,. passivation layer is formed 
on the sidewalls of the poly-Ge features. ©1998 American Vacuum Society. 
[S0734-211X(98)00204-2] 

I. INTRODUCTION 

Single-crystal silicon-germanium alloys have been exten- 
sively studied for device applications. Polycrystalline Ge (re- 
ferred to as poly-Ge hereafter) is a favorable alternative to 
the polycrystalline Si (poly-Si) gate electrode for comple- 
mentary metal-oxide-semiconductor (CMOS) technology. 
The advantage of using poly-Ge, a so-called midgap mate- 
rial, is that the Fermi level is brought to the edge of the 
valence band of Ge by P+ doping [single gate for N and P 
metal-oxide-semiconductor field-effect transistors (MOS- 
FETs)]. In this way, the gate Fermi level becomes equal to 
that of the silicon midgap due to the fact that the forbidden 
gap of Ge is only half of that of Si.1 The latter suggests that 
ideal midgap operation is only possible with pure Ge gates. 
In previous papers,2'3 we reported the etching of oxide 
masked poly-Si/poly-Si^^Ge^. gates in a high density 
plasma helicon source. In particular, we have optimized a 
two-step etching recipe using Cl2/02, which provided per- 
fectly anisotropic 0.18 yu-m features with a minimal consump- 
tion of the gate oxide. However, this process was not well 
adapted for Si] ~xGex alloys with high Ge contents: lateral 
etching was observed for bilayer gates with Ge concentration 
higher than 75%. X-ray photoelectron spectroscopy (XPS) 
analyses demonstrated that the passivation layer which forms 
on the sidewalls of the poly-Si, -^Ge^ alloy is just made of 
silicon etching products. As a consequence, for high Ge con- 
centration in the alloy, the silicon-based passivation layer is 

"'Electronic mail: cedric.monget@cnet.francetelecom.fr 

not thick enough to prevent lateral etching of the sidewalls of 
the gates by the highly reactive species of the discharge. 

In this article, the etching of poly-Si/poly-Ge bilayer gates 
masked with oxide patterns is studied using Cl2-based chem- 
istries in two different high density plasma etchers. We have 
also used quasi in situ XPS to determine the chemical com- 
position of poly-Ge features after etching. 

II. EXPERIMENTAL PROCEDURES 

Etching experiments were conducted in two high density 
plasma etchers. The first one is an helicon source connected 
to a cluster tool dedicated to the characterization of etching 
processes (described in more detail in a previous article4). It 
is composed of a load-lock chamber, a transfer chamber, a 
reactor chamber, and an XPS analysis chamber. The helicon 
source was made by Lucas Labs®5'6 and is operated at a rf 
frequency of 13.56 MHz. The sample can be independently 
biased using a 600 W maximum power supply at 13.56 
MHz. The plasma generation region is equipped with two 
solenoid magnets which are necessary to initiate the plasma, 
whereas two other solenoid magnets around the diffusion 
region maintain a high plasma density on the sample. The 
tuning of the matching network is computer controlled and 
performed automatically. In all experiments, the source 
power was fixed at 2500 W in order to ensure the best 
etching uniformity and a high plasma density (around 
3X1011 cm-3).7 The etching process was monitored in the 
helicon source using in situ ellipsometry. 

Etching experiments were also performed in a high den- 
sity plasma etcher commercialized by LAM® (TCP 9400 
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SE). The rf power is inductively coupled to the plasma using 
a flat coil located on top of a 30 cm diameter quartz window 
(the distance between the coil and the sample is around 10 
cm). The sample is clampled on the bottom electrode using 
an electrostatic chuck. The temperature control is ensured 
using He backside cooling (pressure: 8 Torr). In all experi- 
ments, the temperature of the electrode was maintained at 
65 °C. This type of discharge can generate high density plas- 
mas (ion density > 10u cm'3) in a pressure range comprised 
between 2 and 70 mTorr. The etching apparatus is connected 
to a multidiagnostic SOFIE® platform allowing, in particu- 
lar, real time monitoring of optical emission signals. Using 
the first derivative of the optical emission signal obtained by 
a high-resolution monochromator (theoretical resolution 
around 1 Ä), very accurate and fast optical end point detec- 
tions can be obtained. 

XPS analyses of samples etched in the helicon source 
were performed quasi in situ. After etching, the sample was 
immediately transferred under vacuum into the XPS analysis 
chamber. A special mask, already described in detail 
elsewhere,6 was designed for XPS analyses. The analyzed 
areas consisted of regular arrays of trenches, blanket sub- 
strate, and unpatterned mask material. As the area of each 
array is at least 1.5 mm2, the x-ray beam can thus be focused 
on one individual array, the resulting signal being the aver- 
age of many identical lines and spaces. XPS analyses were 
conducted with the lines aligned perpendicularly or in paral- 
lel with the electron energy analyzer. In the first case, the 
analyzed area is the top and, depending on the space between 
lines, parts of the sidewalls of the features.6 When the lines 
are aligned in parallel with the electron energy analyzer, the 
analyzed areas are the tops and bottoms of the features. An 
electron gun emitting low energy electrons (less than 80 eV) 
was used to charge analyzed surfaces, allowing contributions 
from insulating surfaces (oxide hard mask) and conducting 
surfaces (poly-Ge on the bottom and sidewalls of the fea- 
tures) to be differentiated. Chemical composition were de- 
rived from the areas of the different XPS spectra. Spectral 
deconvolution was performed to extract the Ge 3d, Si 2p, 
O Is, N Is, Clip peak intensities. Individual line shapes 
were simulated with the convolution of Lorentzian and 
Gaussian functions. A Shirley function was used to perform 
background substraction.8 The elemental Si 2p and Cl 2p 
peaks were fitted with a doublet constituted of the two spin- 
orbit components 2/? 1/2 and 2/7 3/2. Fits were performed 
forcing an identical full width at half maximum (FHWM) for 
the two spin-orbit components and an intensity ratio of 0.52 
for Si 2/j and 0.5 for Cl 2p. For germanium related analyses, 
the intensity ratio of the doublet of the elemental Ge 3d peak 
was fixed at 0.66. We verified that a doublet separation of 
0.6 eV for elemental Si 2p and Ge 3d, and 1.6 eV for Cl 2p 
was obtained.9"11 After XPS analyses, the integrated intensi- 
ties were divided by the theoretical Scofield cross sections 
(0.82 for Si2p, 1.42 for Ge 3d, 2.29 for Cl2p, 2.93 for 
OIJ, and 1.80 for N Is).12 As the angle between all of the 
analyzed areas and the electron energy analyzer is 45°, direct 
comparisons can be drawn between the coverage of the dif- 

0.2 um 
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□ Oxide hard mask 
I Polysilicon 

I     I Poly germanium 

LZJ Si02 (4 nm) 
■I Silicon substrate 

FIG. 1. Schematic view of the poly-Si/poly-Ge multilayer gate stack struc- 

ture. 

ferent elements present on the tops, sidewalls, and bottoms 
of the features. 

Samples were 200 mm diameter wafers covered with dif- 
ferent layers. Polysilicon and polygermanium layers were 
grown by plasma-enhanced chemical vapor deposition 
(PECVD) using a commercial single wafer cluster tool. The 
pressure in the reaction chamber was about 80 Torr and the 
temperature was fixed at 450 °C. The gases used were SiH4 

(for poly-Si growth) and GeH4 (for poly-Ge growth) with H2 

as a carrier gas. For the etching experiments, a 100 nm 
poly-Ge layer was grown on top of a 4 nm thin gate oxide. 
The polysilicon layer grown on top of the poly-Ge was 100 
nm thick. Oxide patterns (80 nm thick) were fabricated using 
conventional lithographic and etching steps (see Fig. 1). For 
the XPS experiments, a 100 nm thick Si02 layer was depos- 
ited by PECVD on top of bare silicon. The poly-Ge layer 
was 500 nm thick, whereas the poly-Si was only 80 nm thick 
(see Fig. 2). This design was optimized for sidewall analysis: 
the poly-Ge layer thickness was increased to facilitate side- 
wall composition analysis, whereas the poly-Si layer simply 
acts as a protecting layer against oxidation. 

*Gex III. SUMMARY OF OXIDE MASKED POLY-SH 

ETCHING PROCESS 

In   a  previous   work,   the   patterning   of  poly-Si/poly- 
Sio.45Geo.55 bilayer gates has been studied in a low-pressure, 

FIG. 2. Poly-Si (80 nm)/poly-Ge (500 nm) structures (0.5 /aa line/space) 
partially etched using a Cl2/N2 gas mixture. The remaining thickness of 
poly-Ge is about 100 nm. 
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TABLE I. Process conditions used in the helicon source. 

He ci2 02-He SiH2Cl2 N2 
Bias flow flow flow flow flow 

Chemistry Step (W) (sscm) (seem) (seem) (seem) (seem) 

Cl2/He Main etch 150 40 80 
Cl2/He Lower 

bias" 
60 40 80 

Cl2/He Overetchb 60 40 80 

Cl2/SiH2Cl2 Main etch 150 60 20 
Cl2/SiH2Cl2 Lower 

bias" 
60 60 20 

Cl2SiH2Cl2 Overetchb 60 60 20 

CI2/N2    - Main etch 150 73 7 
Cl2/N2 Lower 

bias" 
60 73 7 

Cl2/N2 Overetch"5 60 73 40 

"Started at the poly-Si/ poly-Ge interface. 
bStarted at the SiGe/oxide interface; duration: 15 s. 

high density plasma helicon source.2 Different gas mixtures 
used for poly-Si etching (Cl2, HBr, and 02 mixtures) have 
been investigated for poly-Si! -xGex etching. A process us- 
ing a Cl2/02-He gas mixture was developed allowing aniso- 
tropic etching profiles of 0.2 /urn bilayer poly-Si/poly- 
Sio.45Gen.55 gates to be obtained. In order to minimize struc- 
tural defects formation at the edges of the gate, the bias 
power was decreased 40 nm before reaching the SiGe/gate 
oxide interface. Real time ellipsometry was used to control 
the time at which the bias power was decreased. We have 
also shown that using the same process, lateral etching was 
observed again when etching bilayer gates with a Ge concen- 
tration in the alloy higher than 75%. 

Chemical topography of the features etched was studied 
using XPS.3 Analyses have shown that using a Cl2/02 chem- 
istry, the passivation layer formed on the sidewalls of the 
features during the etching is a silicon-oxide-like film. No 
germanium-oxide-like etching products were detected on 
the sidewalls of the features, showing that only silicon etch- 
ing products are involved in the formation of the passivation 
layer. As a consequence, the thickness of the passivation 
layer decreases when the germanium concentration in the 
alloy increases. When bilayer gates with germanium concen- 
trations in the alloy higher than 75% were etched, the 
silicon-oxide-like layer formed on the sidewalls of the fea- 
tures was too thin (< 1 nm) to prevent lateral etching by 
reactive species of the plasma.3 

IV. OPTIMIZATION OF POLYSILICON/ 
POLYGERMANIUM GATE ETCHING PROCESS 

A. Preliminary studies in the helicon source 

The helicon source was operated using the maximum rf 
power of 2500 W to achieve the best etching uniformity 
(about 10% at 3cr for the investigated operating conditions). 
The pressure was fixed at 2 mTorr. For each gas mixture 
investigated (see Table I), a short breakthrough step (5 s) at 
high bias power (400 W) was used to remove the thin native 

oxide from the polysilicon surface. The main etching step of 
the process was then separated into two steps. During the 
polysilicon gate etch step, the bias power was fixed to 150 
W. When reaching the Ge layer, the chuck bias power was 
then decreased to 60 W. The introduction of the low energy 
etching step before reaching the gate oxide minimizes the 
trenching at the edges of the gate13 and increases the selec- 
tivity to the gate oxide. When the poly-Ge/Si02 interface 
was reached, the overetch step was started using the same 
chuck bias power (60 W). 

1. Cl2/He chemistry 

In a previous work, it was demonstrated that, using the 
two-step etching process described above, 0.25 /mi oxide 
masked poly-Si gates can be anisotropically etched using 
pure chlorine in the gas phase of the plasma.14 XPS analyses 
of oxide and resist masked poly-Si features have shown that 
a thin oxide-like film (less than 1 nm) was present on the 
sidewalls of polysilicon.14 The oxide-like layer was attrib- 
uted to the erosion of the quartz tube located in the plasma 
generation region of the helicon source. The oxide-like pas- 
sivation layer being not thick enough to prevent spontaneous 
etching, the anisotropy of the etching was possible because 
of the low spontaneous etching rate of polysilicon by the 
chlorine atoms of the discharge. 

The same chemistry was used to etch oxide masked poly- 
Si/poly-Ge gates using the process described in Table I. The 
Cl2 flow was 80 seem and the He flow 40 sscm. Lateral 
etching was observed in the poly-Ge layer (Fig. 3) showing 
that spontaneous etching reactions between poly-Ge and 
chlorine atoms are greater than between polysilicon and 
chlorine atoms. On the other hand, no deformation of the 
etching profiles was observed after etching the bilayer gate 
using high chuck bias power conditions (150 W) showing 
that spontaneous etching reactions between chlorine and 
poly-Ge mainly occur during the low energy etching step and 
the overetch step of the process. 
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FIG. 3. Cross-sectional view of 0.2 /um poly-Si/poly-Ge gates etched using 
a Cl2/He chemistry. Profile deformation due to lateral etching is observed in 
the poly-Ge layer. 

2. CI2/SiH2CI2 chemistry 

We have seen in previous studies that, contrary to poly- 
silicon, oxygen addition to chlorine does not promote the 
formation of a sidewall passivation layer on the poly-Ge. 
The addition of SiH2Cl2 to chlorine was investigated in order 
to add a silicon-containing gas into the feed gas stock of the 
plasma which could lead to the formation of a silicon-oxide- 
like layer to passivate the sidewalls of the poly-Ge. The 
Cl2/SiH2Cl2 gas mixture was used under the process condi- 
tions described in Table I. However, even if straight side- 
walls were obtained in the polysilicon layer, lateral etching 
was still observed in the poly-Ge layer (see Fig. 4). 

3. Cl2/N2 chemistry 

As nitrogen may react with germanium to form germa- 
nium nitride-based products, N2 was added to Cl2 to promote 
the formation of a passivation layer on the poly-Ge side- 
walls. Process conditions are summarized in Table I. After a 
short breakthrough step, the poly-Si layer was etched under 
high bias power conditions (150 W) using the Cl2/N2 gas 
mixture. When the poly-Ge layer was reached, the chuck 
bias power was decreased to 60 W, all other conditions being 
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FIG. 5. Real time traces of ¥ (solid line) and A (dotted line) recorded at 290 
nm during the etch of a poly-Si (80 nm)/poly-Ge (120 nm)/4.5 nm gate 
oxide structure masked with oxide patterns. Marks I, Ml, M2, and OE 
indicate plasma ignition, transition to the main etching step, transition from 
poly-Si to poly-Ge and transition to the overetch step, respectively. 

unchanged. An ellipsometry curve recorded in real time at a 
wavelength of 290 nm during the poly-Si/poly-Ge gate stack 
process is presented in Fig. 5. The first mark (indicated as I) 
corresponds to the beginning of the process. After a short 
breakthrough at 400 W, the main etch step starts (mark Ml). 
The transition between the poly-Si and the poly-Ge is 
reached at mark M2. In order to avoid gate oxide consump- 
tion and defects formation in the active areas, main etch step 
2 was started at mark M2. The gate oxide is reached at mark 
OE and the overetch step is started. Figure 6 shows 0.2 fim 
oxide masked poly-Si/poly-Ge features etched using this pro- 
cess. Despite a slightly sloped oxide hard mask, anisotropic 
etching profiles were obtained. 

The selectivity between poly-Ge and the gate oxide was 
increased by replacing N2 by an 02-He gas mixture during 
the overetch step. The 02-He flow was fixed at 40 seem (8 
seem equivalent 02). Under the conditions used during the 
overetch step (source: 2500 W, chuck: 60 W), the selectivity 

FIG. 4. Cross-sectional view of 0.2 ^m poly-Si/poly-Ge gates etched using 
a Cl2/SiH2Cl2 chemistry. Profile deformation due to lateral etching is ob- 
served in the poly-Ge layer. 

FIG. 6. Scanning electron micrograph of 0.2 /xm poly-Si/poly-Ge gates after 
etching in the helicon source using the final process described in Table I. 
SEM observation were performed after a short HF rinse (inducing a slight 
erosion of the oxide hard mask as shown on the picture). 
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FIG. 7. Optical emission spectra recorded between 250 and 300 nm during 
the poly-Si/poly-Ge gate process in the LAM TCP 9400 SE. During the 
etching of the poly-Si layer, emission lines due to SiCl (281 nm) and Si (288 
nm) are detected. When the poly-Ge layer is etched, the strongest emission 
is attributed to Ge species (265 nm). 

between poly-Ge and Si02 was higher than 100:1, whereas 
using Cl2/N2 the selectivity was less than 40:1. Despite N2 

exclusion during the overetch step, anisotropic etching pro- 
files were obtained for poly-Si/poly-Ge gates down to 0.2 
fim features showing that the passivation film which was 
built up on poly-Ge sidewalls during the main etch step was 
thick enough to prevent spontaneous etching reactions during 
the overetch step. 

B. Process studies in the LAM TCP etcher 

Based on the results obtained in the helicon source, N2 

addition was also used in the LAM TCP to favor the forma- 
tion of a passivation film on the sidewalls of the poly-Ge 
features. As in the helicon source, the process designed was 
a multistep etching recipe. Prior process optimization in the 
LAM TCP, optical emission spectra were recorded in real 
time between 255 and 300 nm (see Fig. 7) during the etching 
of blanket wafers covered with poly-Si (100 nm)/poly-Ge 
(100 nm)/Si02 (4 nm) layers. During the etching of polysili- 
con, optical emission lines originating from Si (288 nm) and 
SiCl (281 nm) species are detected. At the end of the poly-Si 
layer etching, the emission originating from silicon-based 
species decreases strongly, whereas emission originating 
from germanium species (265.15 nm) becomes important 
when the etching of the polygermanium layer starts. At the 
poly-Ge/Si02 transition, the intensity of the 265 nm line de- 
creases strongly (emission at 288 and 281 nm keep very 
low). When the thin gate oxide (4 nm) has been etched away, 
emission intensities corresponding to silicon-based species 
(288 and 281 nm) start growing again, showing that bulk 
silicon is etched. As a consequence of those experiments, the 
first derivative of the optical emission line at 288 nm (silicon 
species) was used as an end point detection for poly-Si etch- 
ing and the first derivative of the optical emission line at 265 
nm (germanium species) was used as an endpoint detection 
for poly-Ge etching. In a first step, the poly-Si layer was 
etched using a HBr/Cl2/N2 gas mixture (70/70/5) at a pres- 
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FIG. 8. Scanning electron micrograph of poly-Si/poly-Ge gates after etching 
in the LAM TCP 9400 SE. SEM observation were performed after a short 
HF rinse (inducing a slight erosion of the oxide hard mask as shown on the 
picture). 

sure of 10 mTorr. The rf power injected in the source was 
400 W (a typical source power for poly-Si etching) which 
allows an ion density of around 1011 cm"3 to be obtained (a 
much higher rf power is injected in the helicon source to 
obtain similar densities on the wafer because the wafer is 
located in the downstream plasma region, whereas in the 
LAM TCP, the wafer is located in the source region). The 
chuck power was fixed at 130 W. At the poly silicon end 
point detection, an overetch time of 10% was applied using 
the same process conditions. The poly-Ge etch was then per- 
formed using Cl2/N2 mixture (60/10) at a pressure of 4 
mTorr and a chuck bottom power of 50 W (rf power injected 
in the source was maintained at 400 W). At the end of the 
poly-Ge layer etch, the overetch step was started using 
HBr/02 (60/2) at a pressure of 30 mTorr. The source power 
was decreased to 300 W and chuck bias power to 30 W 
(these conditions are simply those used for the standard 
poly-Si etch process). Using the series of steps described 
above, anisotropic etching profiles of 0.2 fim poly-Si (100 
nm)/poly-Ge (100 nm) gates were obtained (see Fig. 8). 

The process developed in the LAM TCP shows that the 
passivation layer which builds up on the poly-Ge sidewalls 
using the Cl2/N2 gas mixture is thick enough to prevent lat- 
eral etching of poly-Ge during the overetch step. Figure 9 
shows 0.2 fim poly-Si/poly-Ge gates running over topogra- 
phy. In this case, the isolation between devices are per- 
formed using a 0.25 /nm CMOS shallow trench isolation 
(STI) process. No structural defects (such as pitting of the 
active areas) are observed at the edges of the gates, showing 
that the introduction of the low energy etching step and the 
use of the HBr/02 chemistry during the overetch minimizes 
the gate oxide consumption during the process. 

V. CHEMICAL DISTRIBUTION ANALYSES OF 
OXIDE MASKED POLY-Ge GATES ETCHED USING 
Cl2/N2 CHEMISTRY 

In order to analyze the chemical composition of the side- 
wall passivation layer, samples dedicated to XPS analyses 
(described in Sec. II) were etched in the helicon source using 
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FIG. 9. Poly-Si/poly-Ge gates etched in the LAM TCP and running over 
topography. Isolation between devices was performed using a shallow 
trench isolation process. 

the Cl2/N2 gas mixture. The etching was performed using the 
high energy main etching step of the process (chuck bias 
power: 150 W) and stopped in the poly-Ge layer 100 nm 
before reaching the gate oxide. After etching, samples were 
transferred under vacuum into the XPS analysis chamber. 
Figure 2 shows the 0.5 /xm L/S gates etched in the helicon 
source and analyzed by XPS. 

A. Chemical analyses of the bottom of the poly-Ge 
features 

Figures 10 and 11 show the Ge 3d spectra recorded in a 
blanket poly-Ge area and in 0.5 fim L/S features with the 
lines aligned in parallel with the electron energy analyzer (in 
this configuration, the analyzed areas are the tops and bot- 
toms of the features). In Fig. 10, the two peaks located at 
29.3 and 29.9 eV are attributed to the Ge 3d doublet of el- 
emental germanium. No GeCL. species or GeR species (lo- 
cated at higher binding energies) were detected on the blan- 
ket poly-Ge area. In Fig. 11, the Ge 3d spectra recorded with 
the charge neutralizer turned on exhibits three peaks: the 
doublet located at 29.4 and 30 eV is attributed to elemental 
germanium. The peak located at 31.9 eV, which is unshifted 
when the charge neutralizer is turned on, is originating from 
the conductive poly-Ge at the bottom of the features and 
attributed to germanium-nitride-like species (the binding en- 
ergy corresponds to the binding energy of Ge atoms in 
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FIG. 10. Ge 3d XPS spectra recorded on a blanket poly-Ge area. No GeN^ 
species are detected on the surface. 
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FIG. 11. Ge 3d spectra recorded in 0.5 ßm L/S lines aligned in parallel with 
the electron energy analyzer and with the charge neutralizer turned on. GeN^ 
species are detected on the germanium surface at the bottom of the features. 

GeN4). This result is also in good agreement with Hellman 
et at they observe that the Ge 3d peak is shifted by 1.9 eV 
when germanium is exposed to the N^" beam.1 Zanatta et al. 
found a chemical shift per bound of about 0.5 eV for the 
Ge-N bond which confirmed that the peak located at 31.9 
eV can be attributed to GeN, (x = 3) species.16 When the 
flood gun was off, another XPS peak was detected at 34.9 
eV. This peak was shifted towards lower binding energies 
and considerably broadened when the flood gun was on and 
was attributed to germanium-nitride species deposited on top 
of the oxide hard mask during the etching process. 

These results were confirmed by N Is XPS spectra (not 
shown here) analyses recorded in blanket Ge areas and at the 
bottom of 0.5 /urn L/S features. No N Is signal originating 
from the blanket poly-Ge area was detected. In 0.5 fim L/S 
lines features, one N Is peak (located at 399.5 eV with the 
charge neutralizer turned on and off) was originating from 
the bottom of the features and confirmed the presence of 
germanium-nitride-like species at the bottom of the features. 
Another XPS peak (shifted from 405 to 395 eV when the 
flood gun was turned on) was indicative of the presence of 
nitrogen on top of the oxide hard mask (confirming that 
germanium-nitride-based species were deposited on top of 
the mask during the etching process). 

Figure 12 shows the Cl 2p spectra recorded on a blanket 
poly-Ge area with the charge neutralizer turned on. The 

C12p 1/2            j \           C12p 3/2 

3 \J >l   Ge 3s plasmon 
>> '.I   loss   , 
e 
3 

/ . V i 

/.*■" l   ■ 

iV 
\    X^^ 

—i 1             ■       r-1 

204 200 196 192 

Binding energy (eV) 

FIG. 12. Cl 2p XPS spectra recorded on the blanket poly-Ge. The peaks 
located at 198.4 and 200 eV are originating from the Cl 2p doublet, whereas 
the broad peak is attributed to Ge 3s plasmon loss. 
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TABLE II. Element concentrations determined on the surfaces of oxide 
masked poly-Ge features etched using the main etching step of the Cl2/N2 
process. 
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FIG. 13. Ge 3d XPS spectra recorded on 0.5 /j.m L/S features with the lines 
aligned perpendicularly to the electron energy analyzer and the charge neu- 
tralizer turned off. 

Cl 2/7 spectra can be divided into three peaks. The Cl 2/7 
doublet is located at 198.4 and 200 eV. The broad peak at 
198.6 eV is attributed to the Ge 3s plasmon loss. XPS spec- 
tra (not shown here) recorded in 0.5 /mm L/S poly-Ge gates 
with the charge neutralizer turned on show, as with Ge 3d, a 
clear separation between Cl 2p originating from the top of 
the features (the oxide hard mask) and the bottom of the 
features (poly-Ge). 

Similarly to Ge 3d, N Is and Cl 2/7, O 1* and Si 2p spec- 
tra were recorded in blanket Ge areas and in 0.5 /mm L/S 
poly-Ge features. As above, a perfect differentiation between 
signals originating from the top of the features (the oxide 
hard mask) and the bottom of the features (poly-Ge) was 
possible when the charge neutralizer was turned on. 

B. Chemical analyses of the sidewalls of the poly-Ge 
features 

Figure 13 shows the Ge 3d spectra recorded in 0.5 /zm 
L/S poly-Ge features with the lines aligned perpendicularly 
to the electron energy analyzer (in this case, the signal origi- 
nates from the top and sidewall of the oxide hard mask and 
the sidewalls of the features). When the charge neutralizer 
was off (Fig. 13), 5 peaks were detected. One peak, located 
at 27.7 eV was shifted to lower binding energy when the 
charge neutralizer was turned on. This contribution was at- 
tributed to the O 2s XPS peak originating from the oxide 
hard mask. The doublet located at 29.4 and 30 eV (with the 
charge neutralizer off and on) was attributed to the elemental 
germanium of the poly-Ge sidewalls. The XPS peak located 
at 32.8 eV with the charge neutralizer off and slightly shifted 
(to 31.9 eV) when the charge neutralizer was turned on, was 
originating from the conductive Poly-Ge sidewalls and at- 
tributed the presence of a germanium-nitride-like layer. The 
peak originally located at 35.3 eV when the charge neutral- 
izer was off, and shifted to a binding energy of 25 eV when 
the charge neutralizer was on, was attributed to germanium- 
nitride-like species deposited on top of the oxide hard mask 
during the etching process. 

Cl 2p XPS spectra were also recorded on the same sample 
(not shown here). The spectrum was fitted into four peaks. 

GeR, or 
Analyzed area Ge3rf GeO, N1J Cl2p SiO, 0 1s 

Poly-Ge blanket 91.2 8.8 
Poly-Ge bottom of 84.4 4.1 1.5 9.9 
the features 
Oxide mask top 3.6 2.7 8.6 35.4 49.7 
Poly-Ge sidewalls 15.9 21.6 9.2 34.6 8.8 5.1 
of the features 

The doublet located at 201.3 and 199.8 eV with the charge 
neutralizer off was shifted to 200.5 and 198.9 eV when the 
flood gun was on. These peaks were attributed to the Cl 2p 
signal originating from the sidewalls of the poly-Ge. The two 
other peaks (located at 203.7 and 202.6 eV with the charge 
neutralizer off), were shifted to lower binding energy when 
the charge neutralizer was turned on. These peaks were 
therefore attributed to Cl species originating from the oxide 
hard mask. 

Similarly to Ge 3d and Cl 2/7, N Is, O Is, and Si 2/7 
spectra were recorded with the lines aligned perpendicularly 
to the electron energy analyzer. Using the capability of turn- 
ing the charge neutralizer on and off, a perfect differentiation 
between Cl 2/7, N Is, O Is, and Si 2/7 XPS signals originat- 
ing from the oxide hard mask and the poly-Ge sidewalls was 
possible. 

The quantitative coverage of the different elements de- 
rived from the spectra presented above are summarized in 
Table II. The integrated intensities were divided by the the- 
oretical Scofield cross sections.12 As the angle between all 
the analyzed areas and the electron energy analyzer is 45°, 
direct comparisons were drawn between the coverage of the 
different elements present on the tops, sidewalls, and bot- 
toms of the features. 

VI. DISCUSSION 

Chemical topography analyses of oxide masked poly-Si/ 
poly-Ge features etched in a Cl2/N2 gas mixtures show the 
presence of germanium-nitride species on the poly-Ge sur- 
faces at the bottom of the features (4%), on top of the oxide 
hard mask (3.6%), and on the poly-Ge sidewalls (22%). The 
results indicate that the Cl2/N2 mixture favors the formation 
of germanium-nitride etching products which are formed on 
bombarded germanium surfaces during the etch process, 
sputtered away into the gas phase of the plasma by the high 
energy ions bombarding the etched surfaces and redeposited 
on all surfaces exposed to the plasma. This chemistry may be 
classified as "polymerizing." Here, the term polymerizing 
simply means that a significant partial pressure of etching 
products are generated by the etch and redeposited on sur- 
faces exposed to the plasma (the parallel can be made when 
etching poly silicon gates in HBr/Cl2/02, HBr/02, Cl2/02 
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chemistries, where similarly, silicon-oxide-like products are 
generated by the etch and allow the formation of a passiva- 
tion layer on the poly-Si sidewalls       ). 

The germanium-nitride-like layer formed on surfaces ex- 
posed to the plasma is thicker on the unbombarded poly-Ge 
sidewalls surfaces than on surfaces exposed to the highly 
energetic ion bombardment (poly-Ge surfaces at the bottom 
of the features and Si02 surfaces on top of the mask). The 
detection of the elemental germanium originating from the 
poly-Ge sidewalls when analyses are performed in the per- 
pendicular mode shows that the thickness of the passivation 
layer is less than the thickness probed by XPS. Taking into 
account the angle between the electron energy analyzer and 
the analyzed areas (45°) and the escape depth of Ge 3d pho- 
toelectrons 0 = 3nm),20 the thickness probed on the side- 
walls is approximately 7 nm (which means that the 
germanium-nitride-like layer is less than 7 nm thick). 

VII. CONCLUSION 

Poly-si/poly-Ge gates were etched using a multistep etch- 
ing recipe with various etch chemistries in low-pressure, 
high density plasma sources. Strong profile deformation of 
poly-Si/poly-Ge gates were observed when using pure 
Cl2, Cl2/02, and Cl2/SiH2Cl2 gas mixtures. In all cases, 
straight sidewalls were observed in the poly-Si layer whereas 
lateral etching was observed in the poly Ge layer showing 
that using those chemistries, no or unsufficient passivation 
protects the poly-Ge sidewalls. 

Anisotropie etching profiles of poly-Si (100 nm)/poly-Ge 
(100 nm) with a minimal gate oxide consumption were ob- 
tained in both high density etchers using Cl2/N2 gas mixture. 
In the processes developed here, the poly-Si layer was etched 
using plasma operating conditions similar to those used for 
poly-Si gates, whereas the poly-Ge layer was etched using 
low chuck bias power conditions. The overetch step was also 
performed using process conditions (chemistries and plasma 
operating parameters) similar to those developed for poly-Si 
gate etching, showing that the germanium-nitride-like passi- 
vation layer formed on the poly-Ge sidewalls when using the 
Cl2/N2 gas mixture is thick enough to prevent spontaneous 
etching reactions between neutral chlorine species and 
poly-Ge sidewalls. 

1840 

The chemical topography of the poly-Ge gates after etch- 
ing in the helicon source was investigated by XPS. XPS 
analyses show that a GeN^ passivation layer forms on the 
sidewalls of the poly-Ge features during the etching process. 
Germanium-nitride species are also detected on top of the 
oxide hard mask and bottom of poly-Ge features showing 
that a significant partial pressure of etching products are re- 
deposited on all the surfaces of the features as the etching 
proceeds. 
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Estimation of the activation energy for Ar/CI2 plasma etching of InP via 
holes using electron cyclotron resonance 
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The temperature dependence of the via hole etch rate is reported for argon/chlorine plasma etching 
of indium phosphide in an electron cyclotron resonance etcher. The indium phosphide via hole etch 
rate was first established for several wafer chuck temperatures. Then the temperature of the wafer 
was estimated by measuring the heating effect of the plasma and the cooling effect of the helium 
backside cooling. The wafer temperature was then substituted for the wafer chuck temperature. The 
etch rate as a function of wafer temperature was found to exist in two regimes. The first regime is 
where the vapor pressure of the etch by product gas (indium chloride) is below the etcher chamber 
pressure. In this first regime the activation energy was calculated to be 0.45 + 0.05 eV. The second 
regime is where the vapor pressure of the etch by product gas (indium chloride) is above the etcher 
chamber pressure. In the second regime the activation energy was calculated to be 0.06 
±0.03 eV.   © 1998 American Vacuum Society. [S0734-211X(98)09604-8] 

I. INTRODUCTION 

Via hole etching of indium phosphide using chlorine plas- 
mas is shown in the literature to be sensitive to the wafer 
chuck temperature in the temperature range from about 100 
to 170 °C.1,2 The estimated activation energy based upon the 
reported wafer chuck temperature was calculated to be 0.19 
and 0.22 eV. The literature suggests that this etch rate is 
strongly dependent upon the volatility of the indium chlo- 
ride, which is a by-product of the etch process.1-4 The higher 
the temperature of the wafer, the higher the volatility of the 
indium chloride, and the faster the etch rate. To calculate the 
true activation energy of the etch process it is necessary to 
know the wafer temperature during the etch. To the best of 
our knowledge, the actual temperature of the wafer has yet to 
be reported in the literature because it is difficult to measure 
during a plasma etch. This inability to measure the wafer 
temperature has led to claims of being able to etch indium 
phosphide with a high etch rate but with a very low wafer 
temperature.5'6 

This article reports on the temperature sensitivity of in- 
dium phosphide etching of via holes using an Ar/Cl2 plasma. 
The wafer temperature was determined by measuring the 
heating of the wafer from the plasma and the cooling of the 
wafer from the helium backside cooling. This wafer tempera- 
ture was substituted for the wafer chuck temperature to de- 
termine the etch rate as a function of wafer temperature. The 
etch rate as a function of wafer temperature was found to 
exist in two regimes. The first regime is where the indium 
chloride has a vapor pressure below the etch chamber pres- 
sure. The second regime is where the indium chloride has a 
vapor pressure above the etch chamber pressure. The activa- 
tion energy of the two regimes is also reported. 

a)- 'Electronic mail: edwin.sabin@trw.com 

II. EXPERIMENTAL SETUP 

Indium phosphide wafer chips (0.027 in. thick) were 
coated with 19 /mi of AZ4620 photoresist. The wafer chips 
were all the same size at approximately 1.9 cm2. The wafer 
chips were attached to a 3.25 in. diam sapphire wafer (0.030 
in. thick) using KRYTOX® vacuum grease. The thickness of 
the grease was measured at approximately 0.002 in. A 
Plasma Therm SLR 770 etch system was used to etch all the 
wafers chips. The electron cyclotron resonance etch param- 
eters used in this study were: 1 seem Ar, 19 seem Cl2, 50- 
160 °C wafer chuck temperature, 5 mTorr etch chamber 
pressure, 5 min of etch time, 1000 W of microwave power 
(yuW), 425 W of rf power (rf) with a corresponding dc bias 
of -210+/- 10 V, 180 A for the upper magnet, and 40 A 
for the lower magnet. After the etch, the wafer chips were 
cross sectioned and a scanning electron microscope was used 
to measured the etch depth. 

III. RESULTS AND DISCUSSION 

A. Etch rate as a function of wafer chuck temperature 

Figure 1 shows an Arrhenius plot of the etch rate as a 
function of inverse wafer chuck temperature. At a wafer 
chuck temperature above about 90 °C the etch rate appears to 
be insensitive to temperature. Below about 90 °C the etch 
rate appears to be a strong function of temperature. If, as 
reported in the literature, the etch rate is a strong function of 
the volatility of indium chloride, then it is reasonable to as- 
sume that at a wafer chuck temperature lower than 90 °C the 
vapor pressure of the indium chloride is lower than the etch 
chamber pressure. Figure 2 shows the vapor pressure of the 
indium chloride as a function of temperature, calculated from 
vapor pressure data.7 Figure 2 shows that below 175 °C the 
vapor pressure of the indium chloride is below the etch 
chamber pressure. Figures 1 and 2 indicate that when the 
wafer chuck temperature is about 90 °C, then the wafer chip 
temperature is about 175 °C. This method of estimating the 
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FIG. 1. Etch rate as a function of wafer chuck temperature. 
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FIG. 3. Increase in wafer chuck temperature due to rf+/iW plasma or in- 
crease in heater power. 

wafer chip temperature is not accurate but does provide a 
rough estimate of the temperature. A better method of esti- 
mating the wafer chip temperature is presented below. 

B. Estimating the wafer chip temperature 

To determine the wafer chip temperature the following 
methodology was used. The heating of the wafer chip from 
the plasma was measured. Then, the cooling of the wafer 
chip from the helium backside was measured and the net 
heating/cooling was used to calculate the wafer chip tem- 
perature. 

The heating of the wafer chip from the plasma was deter- 
mined by measuring the heating of the wafer chuck from the 
microwave/rf plasma and comparing this to the heating of 
the wafer chuck with the heater alone. First, the system was 
allowed to equilibrate overnight at a heater power level of 60 
W. A sapphire wafer was then transferred to the wafer chuck, 
the gasses turned on, the helium backside cooling turned on, 
and the microwave/rf (rf+^W) plasma was turned on. The 
temperature was monitored as the wafer chuck heated up 
from the plasma. After collecting the data, the sapphire wafer 

100 120 140 160 180 
TEMPERATURE (°C) 

200 

FIG. 2. Vapor pressure of indium chloride as a function of temperature. 
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was removed and the system was again allowed to equili- 
brate at a heater power level of 60 W. A sapphire wafer was 
again transferred to the wafer chuck and the gasses and he- 
lium turned on, but instead of the microwave/rf being turned 
on, the heater power level was increased to 280 W. Again, 
the temperature was monitored as the wafer chuck was 
heated up from the increased heater power. The sapphire 
wafer was removed and a third time the system was allowed 
to equilibrate at a heater power level of 60 W. Then, the 
system was heated up at 220 W. The data from these three 
heat tests are shown in Fig. 3. The heating of the wafer chuck 
from the plasma is approximately half way between the heat- 
ing from 280 W and the heating from 220 W. The heating 
from the rf+/iW plasma plus 60 W of heater power was 
interpolated to be 249 W. This yields the heating from the 
rf+^tW plasma at 189 W. 

To determine the cooling from the helium backside cool- 
ing requires knowing the heat transfer coefficient of the he- 
lium. The methodology used to determine this is that a wafer 
on the wafer chuck acts as a shield to the loss of energy from 
the wafer chuck. If the heater power is held constant and a 
wafer is placed on the wafer chuck, the temperature of the 
wafer chuck will increase because the heat loss is reduced. 
The amount of this temperature increase is dependent upon 
the radiation heat transfer coefficient. With helium backside 

EZ5333E3 
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PROBE 

FIG. 4. Schematic drawing of etch system showing energy loss to chamber. 
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FIG. 7. Wafer chip temperature as a function of wafer chuck temperature 
during via hole etching. 

cooling the amount of shielding is reduced as the helium 
increases the energy loss. Therefore, the temperature in- 
crease with the helium turned on is not as much as with the 
helium turned off. The amount of this increase is dependent 
upon the radiation heat transfer coefficient and the helium 
heat transfer coefficient. Figure 4 shows a schematic drawing 
of the etch chamber. An aluminum wafer was used for these 
tests to eliminate the need to determine the emissivity of the 
wafer chuck and wafer since the wafer chuck was made from 
aluminum also. First, the temperature of the wafer chuck 

(Tchuck no Ai wafer) was determined for several different 
heater power levels. Then, an aluminum wafer was placed on 
the wafer chuck and the temperature of the wafer chuck 

(Tcnuck AI wafer no He) was determined for the same heater 
power levels. Then, the helium backside cooling was turned 
on and the temperature of the wafer chuck 

•Tchuck AI wafer+He) was again determined for the same heater 
power levels. The data from these tests are shown in Fig. 5. 
The temperature increase at a constant heater power level 
was used to calculate the reduction in the energy loss (see the 
Appendix). This reduction in energy loss was then used to 

calculate the radiation heat transfer coefficient (see the Ap- 
pendix). Then, the heat transfer coefficient for helium was 
calculated (see the Appendix). The helium heat transfer co- 
efficient as a function of temperature is shown in Fig. 6. 

The thermal conductivity as a function of temperature for 
indium phosphide, grease, and sapphire was extracted from 
the literature.8"10 The thickness of the indium phosphide, 
grease, and sapphire wafer was measured with a caliper. The 
temperature at equilibrium for the wafer chip was then cal- 
culated using a plasma heating of 189 W and using the ra- 
diation and helium heat transfer coefficients determine 
above. Figure 7 shows the calculated wafer chip temperature 
as a function of wafer chuck temperature. 

C. Etch rate as a function of wafer chip temperature 

The wafer chip temperature from Fig. 7 was substituted 
for the wafer chuck temperature in Fig. 1 and these data were 
used to create Fig. 8. Figure 8 shows that the etching process 
can be separated into two different temperature regimes. For 
temperatures below about 165 °C the etch rate has an activa- 
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FIG. 6. Helium backside cooling heat transfer coefficient as a function of 
temperature. 
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tion energy of 0.45 ±0.05 eV. For temperatures above about 
165 °C the etch rate has an activation energy of 0.06 
±0.03 eV. A temperature of 165 °C is just below the tem- 
perature where the vapor pressure of the indium chloride is 
the same as the etch chamber pressure (see Fig. 2). These 
data indicate that the etching of indium phosphide is depen- 
dent upon the vapor pressure of the indium chloride when 
the wafer chip temperature produces an indium chloride va- 
por pressure below the etch chamber pressure. For wafer 
chip temperatures where the vapor pressure of the indium 
chloride is above the etch chamber pressure the etch rate is 
very insensitive to the temperature. 

IV. CONCLUSIONS 

The wafer temperature in an Ar/Cl2 plasma is much hotter 
than the wafer chuck temperature. Depending upon the 
amount of heating the plasma provides to the wafer and the 
helium backside cooling, the wafer temperature could be as 
much as 75 °C hotter than the wafer chuck temperature. 

The etching of indium phosphide can be separated into 
two temperature regimes. For wafer temperatures where the 
vapor pressure of the indium chloride is less then the etch 
chamber pressure, the etch rate has an activation energy of 
0.45 ± 0.05 eV. For wafer temperatures where the vapor 
pressure of the indium chloride is above the etch chamber 
pressure, the etch rate has an activation energy of 0.06 
± 0.03 eV. The indication is that the etch rate is dependent 
upon the volatility of the indium chloride where the vapor 
pressure is less then the etch chamber pressure. 
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APPENDIX 

1. Calculation of the reduction in energy lost by 
radiation from the wafer chuck 

Performing a regression analysis on the data from Fig. 5 
produced an equation for the temperature of the wafer chuck 
as a function of heater power level (ßheater)- For the situation 
with an aluminum wafer on the chuck but without helium 
backside cooling, the equation is 

^chuck A. wafer no He = 35 "C+1.39 °C/W*ßHeater • (Al) 

For the situation with an aluminum wafer on the chuck 
and with helium backside cooling, the equation is 

rchuck A. wafer+He = 35 "C+1.36 °C/W*ßheater. (A2) 

The slope from Eq. (Al) is used to determine the reduc- 
tion in the energy (QA1) lost when an aluminum wafer is on 
the wafer chuck without helium backside cooling. The dif- 
ference in the temperature between the wafer chuck with no 
aluminum wafer and with an aluminum wafer is dependent 
upon how much energy reduction occurs. The equation for 
this reduction at a constant heater power level is 

ÖAl=(rchuck Al wafer no He     ^chuck no Al wafer)'C1-3" /Äo\ 

The slope from Eq. (A2) is used to determine the reduc- 
tion in the energy (ßHe) lost when an aluminum wafer is on 
the wafer chuck with helium backside cooling. The differ- 
ence in the temperature between the wafer chuck with no 
aluminum wafer and with an aluminum wafer having helium 
backside cooling is dependent upon how much energy reduc- 
tion occurs. The equation for this reduction at a constant 
heater power level is 

ßHe=(rchuck Al wafer+He~ ^chuck no Al waferVt1-36 °C/W/;. 
(A4) 

2. Calculation of the radiation heat transfer 
coefficient (s), refer to Fig. 4 

When an aluminum wafer is on the wafer chuck the en- 
ergy that is transferred to the chamber (ßA1) can be ex- 
pressed using a simplified equation for blackbody 
radiation.11 The radiation heat transfer coefficient (s) has 
lumped into it the emissivity, the view factor, the Stefan- 
Boltzman constant, and the area of radiation. The equation is 

ßAl=[(^A. wafer)4" (rchamber)4]*^ (A5) 

The equation for the energy that is transferred to the alu- 
minum wafer from the wafer chuck is 

ßA1=[(rchuek)4-(rAlwafer)4]^- (A6) 

Although not all of the energy that is transferred to the 
aluminum wafer is also transferred to the chamber, for this 
analysis it is assumed that ßA1=ßAi- Therefore, these two 
equations are equal. By using an aluminum wafer the emis- 
sivity value and view factor are the same for the wafer chuck 
and the wafer, so the radiation heat transfer coefficient (s) is 
the same for both equations. Using Eqs. (A5) and (A6), the 
temperature of the aluminum wafer can be determined: 

(TM wafer)4= [(7"chuck)4+ (^chamber)4]^. (A7) 

The total energy transferred to the chamber from the wa- 
fer chuck when there is no aluminum wafer will be defined 
as QR. To find the ratio between QR and ßA1, the following 
equation was used: 

ÖÄ/ÖAl=[(7'chuck)   "(^chamber)   ]   s/ 

[(TM wafer)'" (^chamber)4]**- (A8) 

The radiation heat transfer coefficient (s) is the same for 
numerator and denominator since the emissivity and the 
view factor of the aluminum and the wafer chuck are the 
same. Using the equation for the wafer temperature Eq. (A7), 
the ratio was determined to be 

QR/Q'M=2- ^ 

Equation (A9) shows that when an aluminum wafer is 
placed on the wafer chuck the energy transferred to the 
chamber is reduced to half of what it was previously. This 
reduction in the energy loss was previously determined from 
Eq. (A3) and is ßA1. Therefore, 
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Q'M=Q Al 

and 

QR=2*QM- (A10) 

Knowing the energy transferred to the chamber by radia- 
tion from the aluminum wafer, and also knowing the wafer 
temperature, it is now possible to calculate the radiation heat 
transfer coefficient (s) using Eqs. (A3), (A5), (A7), and 
(A10): 

*=2*ßA1/[(rchuck)4-(rchamber)^ (All) 

3. Calculation of helium heat transfer coefficient (h), 
refer to Fig. 4 

When a wafer is on the wafer chuck with helium backside 
cooling, the energy transferred to the wafer due to the helium 
can be expressed using a simplified heat transfer equation.12 

The heat transfer coefficient (A) has lumped into it the mass 
flow of the helium and the area of heating. The equation of 
the energy transferred to the aluminum wafer by the helium 
is 

QHe = h*(Tchuck~~TAi wafer). (A12) 

The equation of the energy transferred to the aluminum 
wafer by radiation during helium backside cooling is 

OHe = ^[(^chuck)4-(7,
A1 wafer)

4]. (A13) 

The equation of the energy transferred to the chamber by 
radiation from the aluminum wafer is 

QR = S*[(TM wafer)
4-(7'chamber)

4]. (A14) 

The energy transferred to the aluminum wafer by radia- 
tion and helium backside cooling equals the energy trans- 
ferred to the chamber by the aluminum wafer: 

ß* = ÖHe+ÖHe- (A15) 

The total heat transferred to the chamber with no alumi- 
num wafer is QR, which was previously calculated by Eq. 

(A10). This quantity is reduced when an aluminum wafer is 
on the wafer chuck and helium backside cooling is turned on. 
The amount of this reduction was determined previously in 
Eq. (A4) and is QHe. Therefore, 

ß« = ß*-ÖHe- (A16) 

Calculating Q'R from Eq. (A16), and knowing the radia- 
tion heat transfer coefficient (s) calculated from Eq. (All), it 
is now possible to calculate the aluminum wafer temperature. 
By rearranging Eq. (A14) and substituting Eq. (A16) for Q'R, 
the following equation for the aluminum wafer temperature 
is derived: 

(^Al wafer)   - (QR~ QHS)^ + (Tchambtr)
4. (A17) 

Now knowing the aluminum wafer temperature, it is pos- 
sible to calculate the energy transferred to the wafer by ra- 
diation using Eq. (A13). Finally, it is possible to calculate the 
helium heat transfer coefficient (h) using Eqs. (A 12), (A 13), 
(A15), and (A16). 

h = (QR-QHe-Qky(Tl ' chuck - Al wafer. ■)• 
(A18) 
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Abrupt reduction in poly-Si etch rate in HBr/02 plasma 

taSisTorp°edResearch Center, Osaka University, 2-4 Yamadaoka, Suita, Osaka 565, Japan 

7h°ZTmZi Manufacturing Co., Ltd., 10-13 Minami, Hanno, Saitama357, Japan 
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The effect of oxygen on polycrystalline-Si (poly-Si) and Si02 etching in hydrogen bromide (HBr) 
Jeacüve on etcmng plasmas has been studied by measuring etch rates and usmg x-ray photoelectron 
pec^oscopy (XPS) to study compositional changes in the surface layer. The etch ?*<*££*-* 

increases dramatically from 30 to 235 nm/min as the 02 concentration increases from 0%t25% 
whereas the Si02 etch rate gradually decreases from 3 to 1 nm/mm. Above 30% 02 in HBrJta 
poly-Si etch rate abruptly decreases by a factor of 16 compared with that at 25% From XPS 
anlsis it is found that the abrupt decrease of the poly-Si etch rate at 02 concentrations of more 
In 30% is closely related with the composition and thickness of an SiBr O layer forme during 
the HBr/02 plasma exposure. The SiBrxO, layer has a composition of nearly Si02 Br ions cannot 

ermeate theV.O, fayer formed in plasmas containing 30% *^"^££f°* 
the poly-Si etch terminates.   © 1998 American Vacuum Society. [S0734-211X(98)13904-5j 

I. INTRODUCTION 

Reactive ion etching (RIE), which combines physical 
sputtering and chemical reaction to achieve anisotropic etch- 
ing, has become a key dry etching process in recent micro- 
fabrication technology. Recently, RIE with hydrogen bro- 
mide (HBr) gas has been found to offer high potential in 
meeting some of the challenges of submicron fabrication re- 
quirements. The etching characteristics such as etch selectiv- 
ity, anisotropy, etch rate, and damage have been reported 
both for polycrystalline silicon (poly-Si) and crystalline 
silicon.1^3 

We have etched a poly-Si film as a mask of an Si02 film 
in pure HBr plasma. The resulting etch selectivity (poly- 
Si:Si02) had a value of 10, which is insufficient for device 
fabrication. So, we examined the effect of the addition of 02 

to an HBr plasma on the etch rates of poly-Si and Si02 films, 
and we found that the etch rate of the poly-Si increased dra- 
matically up to an 02 concentration of 25%, and that the 
poly-Si etch rate abruptly decreased by a factor of about 16 
with more 02 addition. This abrupt reduction in the poly-Si 
etch rate did not appear in CF4/02 plasma,4'5 in which a 
gradual decrease in the etch rate is observed following the 
addition of 02 past the maximum etch rate. We considered 
that this abrupt reduction in the poly-Si etch rate was closely 
related to the resulting reaction layer on the surface, and we 
have analyzed the reaction layer with x-ray photoelectron 
spectroscopy (XPS). 

II. EXPERIMENT 

The Si substrates used in the present study were 4 in. in 
diameter, (OOl)-oriented «-type silicon wafers with a resis- 
tivity of 0.5 O, cm. Silicon dioxide films 100 nm thick were 
prepared by thermal oxidation of the Si substrates at 1373 K 

a,Electronic mail: hiwakuro@post.click.or.jp 

in dry oxygen. Poly-Si films 500 nm thick were deposited on 
the SiOz films by a chemical vapor deposition system. 

The poly-Si and Si02 were dry etched in a magnetron ion 
etching system equipped with a 3 kW rf generator (13.56 
MHz).6 The reaction chamber was evacuated by a turbomo- 
lecular pump to 2.7X 10"4 Pa. Etching conditions included 
an rf power of 2.0 kW (1.6 W/cm2 power density) and gas 
pressure of 0.67 Pa, which is a typical plasma condition for 
the etching of poly-Si. Etching time was 1 min. The substrate 
was held controllably at room temperature. Hydrogen bro- 
mide gas, available from Asahi Denka Kogyo, was four-nine 
purity. In this plasma, the ion energy is not monoenergetic, 
as the plasma has an energy distribution that correlates with 
its peak ion energy. The average ion energy is exactly rep- 
resented by the sum of the self-bias voltage (about 300 V) 
plus the plasma potential (5-20 V), but is taken to be 
roughly equal to the self-bias voltage. 

In the magnetron ion etching system, poly-Si films were 
usually etched using the gases SFg and CHF3, so that the 
reactor was contaminated by the etching gases and the etch- 
ing species. Accordingly, the reactor was cleaned before the 
experiments in this study were carried out, but the contami- 
nation could not be completely removed from the reactor. 

Etch rates of the poly-Si and Si02 were determined by 
measuring the thickness before and after dry etching using 
interferometry. 

Etched surfaces of the poly-Si were characterized by 
XPS. The samples were always exposed to the atmosphere 
after dry etching, and were analyzed by XPS within 2 h. 
X-ray photoelectron spectra were obtained with a Dupont 
ESCA 760B apparatus using an Mg Ka (1253.6 eV) x-ray 
source. The acceleration voltage and emission current of the 
x-ray source were 8 kV and 30 mA, respectively. The base 
pressure of the analysis chamber was 2.7X10 
accumulation of the spectra. 

Pa during 
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FIG. 1. Etch rates of the poly-Si and Si02 and the dc self-bias voltage as a 
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FIG. 2. Etch selectivity of the poly-Si with respect to Si02 as a function of 
02 concentration in HBr/02 plasma. 

III. EXPERIMENTAL RESULTS 

Figure 1 shows etch rates of poly-Si and Si02 and the dc 
self-bias voltage as a function of 02 concentration in HBr/02 

plasma. The etch rate of the poly-Si has a value of 30 nm/ 
min in pure HBr plasma. The poly-Si etch rate increases 
dramatically when 02 is added to HBr. A maximum etch rate 
of 235 nm/min is achieved with 25% of added 02. A further 
increase in 02 concentration leads to an abrupt decrease by a 
factor of about 16 in the poly-Si etch rate. On the other hand, 
the dependence of the Si02 etch rate on 02 addition differs 
from that of the poly-Si etch rate. The Si02 etch rate gradu- 
ally decreases from 3 to 1 nm/min with increasing 02 con- 
centration from 0% to 25%, and keeps constant at the value 
of 1 nm/min at 02 concentrations above 25%. The decreases 
in the Si02 etch rate and the self-bias voltage show a similar 
tendency as a function of 02 concentration. 

Figure 2 shows the etch selectivity of the poly-Si with 
respect to the Si02 as a function of 02 concentration. The 
etch selectivity (poly-Si:Si02) rises rapidly with an increase 
in 02 concentration, and then reaches the highest value of 
about 235 at 25% 02. Additional 02 leads to a large reduc- 
tion in the etch selectivity because of the abrupt decrease in 
the poly-Si etch rate. 

Figure 3 shows Si 2p spectra obtained from poly-Si 
samples that have been exposed to HBr/02 plasma. The 
Si 2p spectrum obtained from a nonplasma-exposed poly-Si 
sample is also shown in Fig. 3(a) as a control. The Si 2p 
spectra were separated into two components: an elemental 
Si 2p spectrum with a binding energy of 99.4 eV and a 
chemically shifted Si 2p peak at a binding energy of 102.9 
eV. These components correspond to silicon in poly-Si and a 
reaction layer, respectively, which is formed on the poly-Si 
surface by plasma exposure. The symbol AE refers to the 
difference between the binding energies of the two peaks. 

In Fig. 3(a), the small signal around 103 eV indicates a 
slight oxidation on the poly-Si surface due to atmospheric 

exposure. In the pure HBr plasma-exposed sample [Fig. 
3(b)], the two peaks at 99.4 eV (from silicon in poly-Si) and 
102.9 eV are observed. The peak at 102.9 eV (from the re- 
action layer) is attributed to an Si-Br-0 oxide (SiBr^Oy), 
not to SiBr,.. This is because binding energies of SiBr^x 
= 1,2,3,4) have values of 100.05, 100.7, 101.35, and 102.0 
eV, respectively,7 and because signals of Br and O are de- 
tected from the sample in the XPS data (Br 3d and O Is 
spectra are not shown). Although no 02 was added to the 
HBr, a Si oxide is present on the poly-Si surface. Atmo- 
spheric exposure of the HBr plasma-etched poly-Si surface 
could explain the formation of such a layer. The peak inten- 
sity at 99.4 eV in Fig. 3(b) is much lower compared with that 
of the control [Fig. 3(a)]. The peak intensity at 99.4 eV in- 
creases with increasing 02 concentration from 0% to 25%, 
and then decreases with more 02 addition. On the other 
hand, the intensity of the 102.9 eV peak increases consis- 
tently with increasing 02 concentration, and becomes larger 
than the 99.4 eV peak at an 02 concentration of 30%. In 
addition, the energy difference AE increases from 3.6 to 4.1 
eV with increasing 02 concentration, as shown in Figs. 3(e)- 
3(i) for 15%-40% 02 in HBr plasma. 

Since the Si of Si02 is in its +4 oxidation state and 
showed a chemical shift of about 4.5 eV to the Si 2p binding 
energy of bulk Si, every unit increment of oxidation number 
(each Si-0 bond) roughly contributes a chemical shift of 
about 1.1 eV.8 On the other hand, each Si-Br bond contrib- 
utes a chemical shift of 0.65 eV.7 This means that in the Si of 
SiBr^Oy the chemical shift to the Si 2p binding energy of 
bulk Si increases as the degree of oxidation increases. Ac- 
cordingly, the increase in the chemical shifts of the AE 3.6- 
4.1 eV is attributed to an increase in the degree of oxidation 
of the SiBr^Oj,. 

Figure 4 shows normalized peak intensities of Si 2p (the 
poly-Si and the Si oxide) and Br 3d spectra obtained from 
the poly-Si samples as a function of 02 concentration in the 

JVST B - Microelectronics and Nanometer Structures 



1848 S. Kuroda and H. Iwakuro: Abrupt reduction in poly-Si etch rate 
1848 

AE= 3.5 eV •• | •. 
L /   i \1.5eV 

' ' »•/I    \ (b) 0 % 

I 

(a) Control 

i     i i L. I     i     ■     ■ 

105 100 95 

Binding energy ( eV ) 

-i—i—i—i— 

Si2p 
i—i—i—i—i—i—i—i—i— 
. J, 99.4 eV 
|lkcps/\AE=41eVA 

2.0 eV/ \ /   |\i.4eV Poly'Sl 

'"■— 1    '•' (i) 40 % 
A. 

/      ••. AE= 4.1 eV A. 
2.0 eVX i. / ! ••„ 

(h) 30 % 

AE=3.7eV?     j    ': 

X 
/Is 

• l; 
/ ' \ 

.4 L_J1.45eV 
I    \ 
I    s 

(g)2S% 

••  I s 
i  ! '■ 

'V     I 

■•-.. .•••/     I 
(f) 20 % 

105 100 95 

Binding energy (eV) 
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FIG. 4. Normalized peak intensities of the poly-Si samples as a function of 

02 concentration in HBr/02 plasma. 

HBr/02 plasma. The intensity values on the vertical axis 
were determined as follows: each peak intensity was divided 
by the cross section for photoelectron production which was 
obtained from Scofield.9 The corrected peak intensities were 
normalized to that of the Si 2p spectrum for the control 
sample. 

The intensity of the Si peak from the poly-Si is smallest at 
0%, increases with an increase in 02 concentration, and 
achieves a maximum value at 02 concentration of 25%. A 
further increase in 02 concentration leads to an abrupt reduc- 
tion by more than two times in the Si peak intensity from the 
poly-Si. The behavior of the Si peak intensity from the 
poly-Si is similar to that of the poly-Si etch rate (Fig. 1). 
This suggests that the thickness of the SiBr^Oy formed on the 
poly-Si is related to the poly-Si etching, since the Si 2p pho- 
toelectrons of the poly-Si bulk have escaped from the surface 
through the SiBr^Oj,. 

In 02 concentration of 0%-25% the Br peak intensity is 
largest at 0%, and decreases gradually with increasing 02 

concentration. The Br peak intensity slightly increases at 02 

concentrations greater that 30%. On the other hand, the in- 
tensity of the Si oxide increases consistently with increasing 
02 concentration. On comparison of the Si oxide and Br, the 
the Si oxide turns out to have an intensity much larger than 
the Br. In particular, in 02 concentration of 20%-40%, the 
intensity of the Si oxide is larger by more than 20 than the Br 
intensity. This indicates that the composition of the SiBr^Oj, 
is nearly Si02. 

Figure 5 shows thicknesses of the Si oxides formed on the 
poly-Si as a function of 02 concentration in the HBr/02 

plasma. The thickness was computed from the intensity ratio 
of the shifted Si 2p peak corresponding to Si oxide, to the 
elemental Si 2p peak corresponding to the poly-Si,10 assum- 
ing that the composition of the SiBr^ was Si02. Cross 
sections for photoelectron production were taken from 
Scofield,9 and electron mean free paths in Si and Si02 (X.Si 
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FIG. 5. Thickness of silicon oxide formed on the poly-Si surface as a func- 
tion of 02 concentration in HBr/02 plasma. 

-1.3 nm and \0x=2.1 nm) were taken from Hochella and 
Carim.10 

The oxide thickness increases slightly with increasing 02 

concentration from 0% to 12.7%, and then decreases to 0.9 
nm with an increase in 02 concentration to 25%. However, a 
further 02 addition results in an abrupt increase by a factor of 
2.6 in the thickness (2.37 nm at 30%). The 02 concentration 
at which the abrupt increase in the thickness occurs corre- 
sponds to that of the abrupt decrease in the poly-Si etch rate. 

IV. DISCUSSION 

When Br ions in pure HBr plasma bombard the poly-Si 
surface, a reaction layer of SiBrx is formed.2'3 The SiBr,. is 
likely to remain on the poly-Si surface, since the volatility of 
SiBr4 is very low (the SiBr4 boiling point is 427 K).11 Nev- 
ertheless, the SiBr,. can be desorbed from the poly-Si sur- 
face, resulting in etching of the poly-Si, because the surface 
is subjected to bombardment by ions, electrons, and photons 
from the plasma. Poly-Si etching in HBr plasma only occurs 
in the presence of ion bombardment, which indicates that the 
Si etching is dominated by physical sputtering.1 

In pure HBr plasma, the etch rate of Si02 is very low 
compared with that of the poly-Si (Fig. 1). The lower Si02 

etch rate is attributable to the larger binding energy (191.1 
kcal/mol) of the Si-0 bond relative to that (78.1 kcal/mol) of 
the Si-Si bond,12 and because there is no effective chemical 
mechanism for the removal of oxygen from the Si02 surface. 

Previous studies of HBr reactive ion etching have sug- 
gested that the presence of carbon in the reactor has a strong 
influence on the Si02 etch rate; the Si02 etching was en- 
hanced by carbon contamination.2'3 In the present study, we 
used a reactor which was contaminated by carbon. Accord- 
ingly, the decrease in the Si02 etch rate with increasing 02 

concentration is due to the decrease in the amount of carbon 
in the reactor due to CO or C02 formation and to the ob- 
served slight reduction in the self-bias voltage. 

In HBr/02 plasma, the poly-Si etch rate is determined by 
the concentrations of both Br and O ions in the plasma be- 
cause they compete for active poly-Si surface sites. For low 
02 concentrations, the poly-Si etch rate is controlled by the 

arrival rate of Br ions to the surface and responds to an 
increase in the Br ion concentration in the plasma. The in- 
crease in the concentration of Br ions is similar to the situa- 
tion for F ions in CF4/02 plasma, in which the F concentra- 
tion increases dramatically at first (up to about 20% 02 

addition).13 

For high oxygen concentrations, the poly-Si etch rate is 
limited by oxidation of the poly-Si surface and correlates 
well with the increase in the thickness of the SiBrxOy layer. 
Figures 3 and 4 show that an increase in the 02 concentration 
leads to a change in the composition from primarily Si-Br 
bonding to Si-0 bonding (an increase in the degree of oxi- 
dation), and that the composition of the SiBr^Oj, is nearly 
Si02 above a 30% 02 addition to the HBr/02 plasma. The 
SiBr^Oy layer with a composition of nearly Si02 prevents the 
poly-Si from being etched because there is no effective 
chemical mechanism for the removal of oxygen from the 
Si02 surfaces. 

If the SiBr^Oy layer on the poly-Si surface is thin (up to 
about 1.2 nm, as shown in Fig. 5), and the Br ions from the 
plasma can reach through the SiBrxOy layer to the poly-Si 
layer, then poly-Si etching can proceed. When the SiBr^Oj, 
layer is thick enough that the Br ions cannot diffuse to the 
poly-Si layer, the poly-Si etch rate decreases abruptly. The 
SiBr^Oy layer grows to a thickness of 2.37 nm during plasma 
exposure of 30% 02 in HBr, as shown in Fig. 5. Accord- 
ingly, the abrupt decrease in the poly-Si etch rate at the 30% 
02/HBr plasma concentration is related to the composition 
and thickness of the SiBr^O^ formed on the surface during 
the plasma exposure. 

V. CONCLUSION 

The effect of oxygen on the poly-Si and Si02 etching in 
HBr reactive ion etching plasmas has been studied. The 
poly-Si etch rate increases dramatically from 30 to 235 nm/ 
min as the 02 concentration in HBr increases from 0% to 
25%, whereas the Si02 etch rate gradually decreases from 3 
to 1 nm/min. The poly-Si etch rate abruptly decreases by a 
factor of 16 at 02 concentrations greater than 30%. 

The abrupt decrease of the poly-Si etch rate at 02 concen- 
trations greater than 30% is closely connected with the com- 
position and thickness of the SiBr^Oj, layer formed during 
the HBr/02 plasma exposure. The SiBrxOy layer, with a 
composition of nearly Si02, and a thickness large enough to 
prevent Br ion diffusion through it to the underlying poly-Si 
layer, prevents the continued etching of the poly-Si. 
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Nanocrystalline silicon films were deposited by radio frequency sputtering in a pure H2 plasma on 
glass and monocrystalline (100) silicon at various substrate temperatures, Ts. The detailed 
structural, optical, and electrical analysis of the films has been performed by transmission electron 
microscopy, Raman scattering, infrared spectroscopy, x-ray diffraction, optical absorption, 
photoluminescence and electrical measurements. The data obtained show that, to a significant 
extent, control of the structure and hence of the optical and electrical properties of the films can be 
achieved by changing Ts. Increasing Ts from 50 to 250 °C leads to an increase of the average grain 
size (from a few nm to a few tens of nm) and crystalline fraction (from 37% to 74%) and the optical 
band gap decreases from 2.40 to 1.95 eV. Hydrogen incorporation, together with Ts, are thought to 
be at the origin of the resulting microstructure and consequently determine the optical and transport 
properties. Moreover, hydrogen content was found to be associated with void formation which 
induces structure relaxation with very low residual stress. Finally, electrical conductivity in the 
layers increases by more than six orders of magnitude with Ts. The high dark conductivity 
measured from the sample deposited at the highest Ts (> 10"3 Vt~' cm"1) and its low activation 
energy (0.13 eV) are in agreement with the high crystalline fraction of this layer, where tunneling 
of carriers between the crystallites likely occurs. © 1998 American Vacuum Society 
[S0734-211X(98)02704-8] 

I. INTRODUCTION 

Hydrogenated nanocrystalline silicon («c-Si:H) is a struc- 
turally inhomogeneous material which consists of 
nanometer-size crystallites usually embedded in an amor- 
phous tissue, together with a more or less important fraction 
of microvoids. Its fabrication requires relatively small modi- 
fications from the well known techniques for deposition of 
amorphous silicon (a-Si). The hydrogenated microcrystalline 
material shows much higher conductivities, mobilities, and 
doping efficiency, and a lower optical absorption than its 
amorphous counterpart, which gives interest to these films 
for applications such as thin film photovoltaic cells and tran- 
sistors for flat panel displays.1-4 Nanocrystalline silicon 
(nc-Si) films are also of interest for other optoelectronic ap- 
plications as luminescent devices. When the crystal size de- 
creases below 10 nm and becomes comparable with the di- 
ameter of the bulk exciton (4-5 nm), quantum size effects 
occur leading to a widening of the band gap and a concomi- 
tant increase of the probability for optical transitions.5 

Nevertheless, it is difficult to fabricate nanostructured 
grains with reproducible sizes in the nanometer scale. The 
difficulty on achieving control of the average size and distri- 
bution of sizes of the crystallites and the crystalline fraction 
in the films causes severe problems for the reproducibility of 
the characteristics of most thin film devices.6 In addition to 
these parameters, other structural issues are also of great im- 

a'Electronic mail: perez-ro@irisl.fae.ub.es 

portance in controlling those properties, as the nature of 
grain boundaries with the amorphous tissue, the fraction of 
voids, the hydrogen content and its bonding configuration. 
These features affect significantly the optical and electrical 
properties of the material. 

In principle, two kinds of methods have been proposed for 
the fabrication of high performance nc-Si structures: (i) re- 
crystallization of amorphous films and (ii) direction deposi- 
tion. Device grade microcrystalline Si (fic-Si) and nc-Si 
films have been obtained by solid phase recrystallization of 
a-Si using methods such as laser, flash lamp and conven- 
tional furnace annealing.7-9 The quality of the crystallized 
layers is found to depend strongly on the structural configu- 
rations, defects, and stresses at the level of grain boundaries, 
which give exponential band tails of electronic states near 
the band edges.9 In general, these methods have difficulties 
in the accurate control of the size of nanocrystals and the 
crystalline fraction of the material. 

On the other hand, the direct deposition of rcc-Si:H has 
been found to occur as soon as hydrogen dominates the other 
gaseous components in the deposition chamber.10 This fact 
has been reported by several authors which used, for in- 
stance, H2-diluted silane in glow discharge technique or ra- 
dio frequency sputtering with a plasma of nearly pure 
hydrogen.10'11 In contrast with other methods, the control of 
growth, grain size, and crystallinity can be achieved, within 
certain limits, by sputtering technique using the simple 
change of the substrate temperature. 

In this framework, a detailed analysis of «c-Si:H films 
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obtained by radio frequency sputtering deposition in a pure 
H2 plasma is reported. The structure-properties relationship 
is investigated through a variety of techniques dealing with 
structural, optical, and transport properties. The growth of 
crystallites is described as resulting from complex interac- 
tions of silicon hydrides present in the plasma with the grow- 
ing surface layer through continuous breaking or etching of 
strained near surface Si-Si bonds. The incorporation of hy- 
drogen and its bonding configurations are analyzed, being 
these key factors determining the crystallization mechanism 
which is accompanied by hydrogen desorption and the pos- 
sible formation of microvoids. 

II. EXPERIMENTAL DETAILS 

The samples investigated were deposited on glass sub- 
strates (Corning 7059) for the structural, optical, and electri- 
cal measurements and on single crystal (100) Si substrates 
for infrared measurements. All the substrates were submitted 
to a standard chemical cleaning (successively) in trichloreth- 
ylene (80 °C, 5 min), aceton (room temperature, 5 min), boil- 
ing propanol (5 min), and then rinsed in deionized water and 
dried in blow nitrogen. Prior to this cleaning, the monocrys- 
talline silicon Si (c-Si) substrates used for infrared measure- 
ments were polished on both faces (to avoid scattering on 
rough surfaces) using diamond paste with decreasing granu- 
lometric size down to 1 /jm. To remove the polishing- 
induced damage (cold work), the mechanically polished c-Si 
substrates were chemically etched at room temperature dur- 
ing 2 min in acidic solution of H2S04 diluted in H202, in 
order to form a thin oxide layer at the substrate surfaces. This 
oxide film was subsequently removed by 10% diluted HF 
during 10 s. The silicon substrates were then rinsed with 
propanol and dried with a nitrogen flux. Before deposition, 
the sputtering chamber was backed out by a cryogenic pump 
to a pressure lower than 1X 10~7 Torr. The atmosphere dur- 
ing the deposition was pure hydrogen gas (99.9999%) at a 
pressure of 0.4 Torr and the radio frequency power density 
was fixed at 0.6 W/cm2. The substrate temperature (Ts) was 
varied between 50 and 250 °C. This temperature was mea- 
sured by means of a Chromel/Alumel thermocouple wedged, 
close to the substrates, on the sample holder. The thickness 
of the deposited films is in the range 0.5-1.0 fim. 

The hydrogen content (CH) and bonding configuration 
were obtained from the infrared (IR) absorption spectra in 
which Si-H„ species have the main vibration modes. The IR 
spectra were measured with a Nicolet 750-11 spectrometer. 
Suitable bare Si substrates were used as references. The op- 
tical absorption coefficient, optical band gap, and refractive 
index were determined from optical absorption measure- 
ments from 0.4 to 4.1 eV using a Perkin Elmer UV/VIS 
spectrometer. 

The structural analysis of the samples was performed by 
Raman scattering, transmission electron microscopy (TEM), 
and x-ray diffraction (XRD) techniques. Raman scattering 
measurements were done with a Jobin-Yvon T64000 spec- 
trometer coupled with an Olympus metallographic micro- 
scope, in backscattering configuration. Both the excitation 
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and collection of the scattered light were done through the 
microscope objective. The excitation was made with the 
514.5 nm line of an argon ionized laser, for which the pen- 
etration depth of scattering light is estimated to be of about 
300 nm in single crystal Si. The diameter of the light spot on 
the sample was slightly submicronic. To avoid heating ef- 
fects in the spectra, the excitation power on the samples was 
kept below 0.26 MW/cm2. All the spectra were systemati- 
cally compared to those obtained on bulk silicon under the 
same experimental conditions. The films were observed in 
cross-section TEM using a JEOL 200 CX operating at 200 
kV. For this, samples were mechanically grinded, dimpled 
down on the two faces, and then thinned with the ion milling. 
The measurement of the average grain size and texture 
analysis of the layers were performed by XRD measurements 
using a high resolution Phillips instrument in the standard 
0-20 configuration. For each film the three most intense dif- 
fraction peaks (corresponding to the reflections (111), (220), 
and (331)) were recorded, and the intensity of the different 
peaks was corrected by the appropriate geometrical angle 
dependent factors and normalized to those of a randomly 

oriented Si powder. 
Photoluminescence (PL) measurements were carried out 

between 4.2 K and room temperature with the sample 
mounted in an Air Products cryostat. The excitation source 
was the 488 nm line of an Ar laser and the emitted signal 
was detected by a photomultiplier after dispersion by a 1 m 
grating monochromator. 

Finally, the electrical conductivity of the films was mea- 
sured in darkness at different temperatures between 77 and 
400 K using a 6517 Keithley electrometer. For these mea- 
surements, planar In electrodes were obtained by deposition 
with electron gun evaporation and annealing at 140 °C for 20 
min. The Ohmic character of the In contacts was checked at 
room and liquid nitrogen temperatures for voltages as high as 

100 V. 

III. RESULTS AND DISCUSSION 

A. Morphology and structure of the nanocrystallized 
layers 

1. TEM analysis 
TEM observations were performed in all the samples 

whose images arid corresponding electron diffraction pat- 
terns provide clear evidence of the formation of Si grains. 
Figure 1 shows bright field micrographs of two samples 
which are representative of the films obtained with low and 
high Ts, respectively. The cross-section image of the sample 
at Ts=50 °C [Fig. 1(a)] shows the presence of a 300 nm in 
average thick amorphous buffer layer on the substrate. Since 
the thickness of this layer is 550 nm, the amorphous buffer is 
a considerable fraction of the whole thickness and thus might 
influence the main optical and electrical properties of the 
film. Such an underlying amorphous layer has been already 
observed in previous works dealing with direct deposition of 
^ac-Si films.12'13 This layer appears in all the samples depos- 
ited at T^lOO °C, being absent for higher values of Ts, as 
shown in Fig. 1(b). 
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(a) 

(b) 

FIG. 1. Bright field transmission electron microscopy micrographs of the 
samples deposited at substrate temperature of (a) TS=50°C and (b) 
ry=250oC. 

The crystalline phase in the films shows a columnar struc- 
ture, with each column restricted in length for low Ts and 
consisting of aggregates of crystallites with the same orien- 
tation. The columnar structure originates from the crystalli- 
zation induced by the reactive Si-H2 species because of its 
low surface diffusivity compared to that of Si-H3.13-14 This 
is suggested by the relatively high concentration of dihy- 
drides in our samples (see IR spectra). In the sample with 
7^=50 °C [Fig. 1(a)], most of the columns show a conelike 
shape. 

On the other hand, the interface with the substrate for 
Ts>lO0°C is characterized by contrast fringes which are 
typical of the presence of a high density of defects like twins. 
In the region of the film close to the substrate smaller crys- 
tallites and shorter columns are observed in comparison with 
the rest of the layer. This suggests the presence of a disor- 

dered interface with a high density of defects and likely a 
higher amorphous component. Although this is not observed 
in the TEM images, we have to bear in mind that the TEM 
contrast is dominated by the crystalline component and, so, 
TEM usually underestimates the amorphous fraction. This 
would explain why for the samples grown at the highest Ts 

(250 °C) many columns are observed to extend through most 
of the thickness of the layer. 

This behavior suggests that crystallites develop near the 
substrate when the growth proceeds and act as seeds for the 
growth of columns. Moreover, there is a gradation in the size 
of the crystallites, which increases when they are more dis- 
tant from the interface. The lower the growth temperature, 
the higher the interface region with a gradation of crystallite 
sizes. For low Ts, cones arise connected to the random event 
that occurs when a crystallite with enough size to act as a 
seed is formed. For 7^100 °C, an amorphous layer grows 
before crystallization occurs. Upon increasing the substrate 
temperature, the thickness of the amorphous layer recedes, 
small precipitates start to form, and the amorphous content in 
this region decreases. This is due to the increasing diffusivity 
and reactivity of silicon hydrides, whose interactions with 
the surrounding bonds result in breaking of the weak and 
strained bonds, leading to the relaxation towards the crystal- 
line state and desorption of hydrogen.13,14 As will be shown 
later, this agrees with the amount of hydrogen and density of 
microvoids in the layers. 

2. Raman scattering 

The Raman spectra measured in the layers show the con- 
tribution of both amorphous and crystalline Si. The Raman 
spectrum of amorphous Si is characterized by four broad 
bands, which can be fitted with Gaussian curves. These 
bands are located at about 480 cm"1 (transverse optic), 380 
cm"1 (longitudinal optic), 310 cm"1 (longitudinal acoustic), 
and 150 cm"1 (transverse acoustic). For crystalline Si, the 
Raman spectrum only shows a first order line with Lorentz- 
ian shape, centered at 521 cm"1 and with a full width at half 
maximum of about 3 cm-1. This corresponds to a triply de- 
generated zone center vibrational mode. 

Figure 2 shows the Raman spectra as measured from the 
top surface of the layers for layers obtained at different tem- 
peratures. Even without further analysis, the direct inspection 
of these spectra shows an increase of the crystalline fraction 
with Ts. This is indicated by the increasing contribution of 
the 521 cm"1 line in relation to the 480 cm-1 amorphous 
band. We have to remark that these spectra give information 
corresponding to the surface region of the layers. As already 
indicated, for the used excitation wavelength (514 nm), the 
penetration depth of scattered light is of about 300 nm for 
single crystal Si. However, for nc-Si films with a significant 
amorphous fraction a significant decrease of penetration 
depth is expected. According to this, Raman scattering mea- 
surements have also been performed from the back side, fo- 
cusing the light spot on the film-glass interface. In Fig. 3 are 
plotted the spectra of the layers deposited at 7^=50 °C from 
both top and back sides. From this figure it is clear that the 
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FIG. 2. Raman spectra from the top surface of the layers for layers obtained 

at different temperatures, Ts. 

contribution to the crystalline band is very small for the back 
side spectrum, in agreement with the thick amorphous buffer 
layer observed by TEM [Fig. 1(a)]. The sample deposited at 
100 °C showed a higher amorphous contribution from the 
back side as well. However, for the layers obtained with 
T >100°C, the spectra measured from both sides are the 
same, in agreement with the absence of the buffer amorphous 
layer as observed by TEM. 

The amorphous contribution to the spectra has been quan- 
tified by fitting the corresponding bands with Gaussian 
curves. Then, the crystalline contribution was obtained by 
substracting the amorphous one from the experimental spec- 
tra. The obtained crystalline spectra show an asymmetric 
shape, with a broadening towards the low frequency side in 
relation to the reference spectrum from single crystal Si. This 
shape is characteristic of phonon confinement effects in- 
duced by disorder in the lattice. These effects have been 
quantified by a correlation length model.15"17 The geometry 
of confinement is also of importance and the best fitting to 
our results is obtained when spherical confinement is used. 

300 400 500 

Raman Shift (cm"1) 

600 

FIG. 3.  Raman spectra of the layer deposited at substrate temperature 
7"s=50 °C from both top and back sides. 
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The correlation length (L) obtained from the model is as- 
signed to the average distance between defects which break 
the translational symmetry and then confine the phonons, as 
dislocations, twins and grain boundaries. Hence, a high den- 
sity of extended defects in the crystal grains will lead to 
correlation lengths smaller than the grain size. On the other 
hand, for crystal grains with low amount of defects, the cor- 
relation length would give an estimate of the grain size. 

This model has allowed us to obtain an accurate fitting of 
the crystalline contribution in the spectra. This also points 
out the absence of stress effects in the spectra. So, in a gen- 
eral way the stress in the crystals can also be estimated by 
assuming a model in which both the correlation length and 
the stress are uniformly distributed in the scattering volume. 
In such a case the stress does not affect the shape of the 
Raman spectrum and leads to an additional shift of the 
spectra.17-19 The absence of such a shift in our spectra indi- 
cates that the level of residual stress in the grains is below a 
value of about 10 MPa, taking into account our experimental 

17 accuracy. 
The crystalline fraction of the layers (Xc) has also been 

calculated from the Raman spectra, from the integrated in- 
tensities of the crystalline and amorphous bands, Ic and Ia, 
respectively. The crystalline fraction was determined from 

Xc = 
ic+yia 

(1) 

where y is the ratio of the Raman efficiencies for crystalline 
and amorphous silicon. Tsu et al20 have reported that the 
value of y strongly depends on the grain size and becomes 
larger when grain size diminishes down to a few tens of 
nanometers. Bustarret et al.15 have studied the relationship 
between the Raman intensity ratio of crystalline and amor- 
phous silicon as a function of the crystalline size. Assuming 
phonon confinement in spherical crystals, these authors have 
fitted their results with the following function: 

y(«5) = 0.1 + exp(-<5/250), (2) 

where S is the domain size of the crystallites. This expression 
is valid for <S>30 Ä, a value which is also the minimum for 
the thermodynamical stability of a silicon nanocrystal. For 
this calculation, we have used in each case the value esti- 
mated for the correlation length L. 

The data estimated from the Raman spectra (correlation 
length L and crystalline fraction Xc) for the different 
samples are shown in Fig. 4, versus the deposition tempera- 
ture Ts. As it is shown, both parameters tend to increase with 
Ts. L increases from 50 Ä for 7>50°C to 62 A for 
7^=250 °C. On the other hand, the absence of stress effects 
in the Raman spectra is likely due to the presence in the 
layers of a significant amount of microvoids, which allows 
relaxation of the residual stress. The formation of microvoids 
in the layers is also attested by optical measurements, as will 
be shown later. From previous studies with samples per- 
formed on layers recrystallized by annealing we have ob- 
served that a more compact tissue is strongly correlated with 
a stressed nanocrystal pattern. 
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FIG. 4. Evolution of correlation length (I) and crystalline fraction (Xc) vs 
substrate temperature, Ts. 

3. Hydrogen content and bonding configuration 
(infrared) 

The concentration of bonded hydrogen in atomic percent- 
age, CH, has been estimated from the area under the Si-H 
wagging mode around 640 cm"1, by taking the oscillator 
strength value recently determined by Langford et al.,21 Aw 

= 2.1X1019 cm-2. The results show that CH decreases 
monotonically from 9.1% for rs=50°C down to 1.9% for 
TS=250°C, in concordance with the increasing crystallite 
size and crystalline fraction. The evolution with substrate 
temperature is shown in Fig. 5. Although a thin native oxide 
layer and hydroxides are likely formed on the surface of all 
deposits due to ambient exposure, they were undetected by 
the transmission infrared measurements. This might be re- 
lated to the very small thickness of the native oxide layer 
(2-3 nm) compared to the thickness of the layers (microns). 

The IR absorption bands due to the stretching vibrational 
modes of the Si-H„ species are located in the region 2000- 
2100 cm"1. The experimental spectra are plotted in Fig. 6(a) 
and reveal stretching vibrations around 2090 cm"1 and a 
substantial reduction of the hydrogen content with increasing 
Ts. It is important to notice the quasiabsence of the vibra- 
tional mode at 2000 cm"1, normally attributed to isolated 

50       100      150      200      250 

Substrate temperature (°C) 

300 

2200 2100 2000 
Wavenumber (cm"1) 

960    900    840    780 
Wavenumber (cm"1) 

FIG. 5. Concentration of bonded hydrogen, CH, as a function of substrate 
temperature, Ts. 

FIG. 6. Experimental infrared spectra of the samples with substrate tempera- 
ture, Ts, as a parameter, (a) stretching bands and (b) bending bands. 

Si-H bonds in a-Si:H. This suggests that hydrogen atoms in 
the amorphous tissue bonded to Si atoms are mainly in a 
dihydride configurations Si-H2. This is supported by the de- 
tection of the bending mode at 890 cm"' and to a lesser 
extent the mode at 840 cm"l which is usually attributed to 
(Si-H2)„ chains [Fig. 6(b)]. This interpretation is also sup- 
ported by the fact that both the contribution of the modes at 
890 cm"1 in the spectra and the amorphous fraction in the 
films decrease as substrate temperatures increases. Neverthe- 
less, Si-H single bonds at the crystalline (111) surface also 
absorb in the 2085-2090 cm"l region, while dihydride spe- 
cies at the crystalline surface are shifted up to 2115 cm"1. 
According to this the absorption bands plotted in Fig. 6(a) 
can also have a significant contribution from Si-H bonds in 
(111) surfaces. 

As already mentioned and reported by many authors,1'4"11 

the crystallization of the layers is due to the diffusivity and 
reactivity of silicon hydrides, especially SiH2, which obvi- 
ously increase with the substrate temperature, Hydrogen is 
swept out from the recrystallized volume and stabilizes the 
Si nanocrystal by passivating its surface. Our results can be 
explained with these models, assuming that the hydrogen 
plasma creates a subsurface region of the nanocrystal with a 
lower connectivity between Si atoms and where the various 
interactions with the hydrogen species would induce, as 
mentioned above, the relaxation of the amorphous network 
to the crystalline configuration. Moreover, by increasing the 
temperature of deposition some competition between the 
growing and etching of the silicon surface atoms is also ex- 
pected, especially for the strained Si-Si bonds. This process 
would be accompanied by desorption of molecular hydrogen 
and/or silicon hydrides (SiH4,Si2H6). 

The dihydride configuration is characteristic of the passi- 
vation of Si (100) planar surfaces (two silicon dangling 
bonds) while the monohydride configuration is characteristic 
of the more dense (111) Si planes. So, it has been reported 
that after a HF dip, planar (111) silicon surfaces are com- 
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FIG. 7. Crystal size obtained from x-ray diffraction and correlation length 
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FIG. 8. Normalized intensities of the (111), (220), and (331) x-ray reflec- 

tions vs substrate temperature, Ts. 

pletely passivated by SiH.22'23 On the contrary, SiH2 species 
passivate mainly (100) planar surfaces. Infrared spectra indi- 
cate the presence of SiH2 lying in the amorphous tissue and 
SiH passivating crystallite surfaces. This suggests the nano- 
crystals to be limited by (111) planes with terraces and steps 
that might be occupied by SiH and SiH3 species, respec- 
tively. The contribution of other hydride species (mainly 
SiH3) leads to a widening of the stretching band centered at 
2090 cm"l. In principle, for smaller crystals an increase in 
the number of steps and defects is to be expected. This 
agrees with the higher contribution in the high frequency 
side of the IR spectra from the samples with smaller crystals 
(obtained at low Ts values), as can be seen in Fig. 6(a). 
Anyway, further experiments are needed to clarify the role of 
the hydrogen as a passivating agent of the crystalline surface. 

4. XRD analysis 

The average grain size and texture in the layers have been 
estimated by x-ray diffraction measurements. The average 
grain size can be obtained from the width of the diffraction 
peaks, being given by the Scherrer formula: S 
= k\/(W cos 0), where k is approximately 1, X is the wave- 
length of the x rays, W is the width of the band after correct- 
ing the instrumental contribution and 6 is the Bragg angle of 
the diffracting planes. In Fig. 7 are plotted the crystal sizes 
obtained by XRD together with the correlation length esti- 
mated from the Raman spectra. All these data have a com- 
mon upward trend with the deposition temperature Ts; how- 
ever, the absolute values do not coincide. The data from the 
Raman spectra underestimate the crystal size by a factor of 2 
as L corresponds to the average distance between defects in 
the nanocrystal. 

The formation of textures and preferentially oriented 
growth of ßc-Si and nc-Si is connected with the mechanism 
of crystal nucleation and has been reported by several 
authors.24'25 Despite considerable interest, the detailed 
mechanisms for preferential growth are still unclear. Due to 
the anisotropy of the growth rate, the crystals that have the 
larger growth velocities in the direction normal to the surface 

will give a preferential orientation in the material. The inten- 
sities of the XRD peaks relative to a random oriented silicon 
powder give information related to the weight of certain 
crystallographic orientations. We have illustrated in Fig. 8 
the normalized intensities for the (111), (220), and (311) 
reflections, considering that higher angle reflections have 
negligible contribution in the XRD spectra. For Ts^200 °C, 
the lower angle reflection (111) has a similar contribution of 
around 40% to the total integrated intensity. In this range of 
Ts, (311) reflection is the smallest and tends to increase 
gradually at the expense of the (220) direction. For the high- 
est T, (250 °C) an unexpected drop of the (111) contribution 
is observed, while the (311) reflection steeply grows towards 
a final contribution of around 50%. 

B. Optical and electrical characteristics 

The film thickness, the absorption coefficient (a) and the 
refractive index (n) of the layers have been determined from 
appropriate calculations by using the transmission spectra. 
This approach has been first proposed by Manifacier et al., 
greatly improved afterwards by Swanepoel27 and briefly 
summarized in our previous study.28 The optical energy band 
gap, E0, is commonly determined by extrapolating the linear 
plot of (aE)m versus E-E0, where E is the photon energy, 
to the a=0 value. Figure 9 shows the variation of E0 versus 
Ts for the samples analyzed. E0 decreases from a value as 
high as 2.40 eV for rs=50 °C down to approximately 1.95 
eV for 7^=250 °C. 

The behavior of the optical band gap can be related to the 
structure and the role of hydrogen. A widening of the band 
gap has been previously reported for layers which were^re- 
crystallized by thermal annealing of sputtered samples. A 
reduction of the localized defect states at the grain bound- 
aries and/or passivation of dangling bonds with hydrogen 
lead to a consistent variation in the density of band-tail states 
which generate transitions with energy lower than the gap. 
To study these effects, The Urbach energy (Ett) has been 
determined in the samples.9 This parameter corresponds to 
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FIG. 9. Values of the optical band gap as a function of the substrate tem- 
perature, Tj. 

the exponential-like behavior of the absorption versus the 
photon energy near the optical absorption edge. This band 
tail is originated from defect states that are induced by struc- 
tural disorder.29 Eu was found to increase in a gradual way 
from 120 meV for Ts=50 °C to 260 meV for F,=250 °C. 
Compared to its value in a standard a-Si:H (50 meV approxi- 
mately), the high values obtained reflect the microscope dis- 
order of Si nanograins, likely related to the distribution of 
crystallite sizes and shapes, in addition to the disorder origi- 
nated from the microstructure within the grain and the rough- 
ness of its surface.30 Thus, the increasingly important values 
of Eu for high Ts are consistent with the increase of the 
amount of grains and/or crystalline fraction, which are ex- 
pected to induce more disorder. 

Besides, other effects cannot be excluded. Remarkably, 
for samples deposited at low temperatures (7^=50 and 
100 °C), the optical band gap lies between 2.40 and 2.15 eV, 
and the correlation length is around 5-6 nm according to 
Raman measurements. To clarify this, photoluminescence 
measurements have been performed at different temperatures 
from 4.2 K to room temperature. In Fig. 10 are plotted the 
spectra measured at 4.2 K and room temperature (RT) from 
the layer grown at 7^=50 °C. The spectra show two emis- 
sion bands, located in the red (1.63 eV) and blue (2.30 eV) 
regions of the visible spectrum, whose intensities vary with 
the measurement temperature as indicated by the inset. Only 
the blue one survives with the half of its intensity at RT, 
whereas the red one shifts slightly to lower energy (1.59 eV) 
and is detectable between 4.2 and 120 K for the film depos- 
ited at 7^ = 100 °C. For the other layers, no PL is detectable 
in the visible range. The appearance of PL emission in the 
visible range might support the existence of quantum con- 
finement effects. However, quantum confinement effects can 
hardly explain these PL features as they require grain sizes of 
2-3' nm.5 The high energy PL peak persists only on that 
sample deposited at 50 °C which is the most hydrogenated 
and which contains (SiH2)„ («>2) chains (polysilane). This 
is evidenced by the 840 cm-1 infrared band detected for this 
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FIG. 10. Visible photoluminescence at 4.2 K and room temperature of the 
sample deposited at a substrate temperature of 50 °C. The inset shows the 
intensity of the peaks as a function of the measurement temperature. 

sample. Moreover, hydrogen passivates dangling bonds at 
the surface of the nanocrystals, thus eliminating possible 
pathways for nonradiative recombinations. According to this, 
one cannot exclude emission as being originated in the sur- 
face of the nanocrystals. So, interface states passivated by 
hydrogen and/or polysilane in the amorphous tissue as well 
as surface oxygen passivation could also be involved in the 
measured photoluminescence. 

On the other hand, the refractive index has been estimated 
from optical transmission measurements, and shows a mono- 
tonic increase from «=2.5 (7^=50 °C) up to «=2.9 
(7^=200 °C). As both amorphous and crystalline Si have 
comparable values of refractive index, the fraction of voids 
in the layers can be estimated by considering the material as 
a composite with voids (« = 1) embedded in silicon and thus 
applying suitable models for averaging the dielectric func- 
tion (Bruddemann model). We have represented in Fig. 11 
the fraction of voids determined by this method together with 
the hydrogen concentration. As shown in the figure, there is 
a strong correlation between both magnitudes. The fraction 
of voids is maximum for the sample at 7^=50 °C, for which 
the hydrogen content is also maximum (CH=9.1%) and the 
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FIG. 11. Fraction of voids and hydrogen concentration (CH) vs substrate 
temperature (Ts). 
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FIG. 12. Dark conductivity measurement for different substrate temperature 
(7/s), as a function of the measurement temperature (T). 

correlation length is minimum (L=50 Ä). Moreover, the 
overall quantity of voids for all the samples as extremely 
high (3=22%) suggesting that a porouslike tissue is devel- 
oped for these directly deposited samples. A similar 
porouslike tissue has been claimed by others authors to ex- 
plain the initial growth stage and the structural development 
of yLic-Si deposited by plasma enhanced chemical vapor 
deposition on glass.31,32 The growth of this tissue is related to 
the fact that the high porosity for all Ts leads to the relax- 
ation of the nanocrystals to the most favorable atom coordi- 
nates, leading to residual stress levels below the sensitivity 
of the Raman spectra. 

Finally, further information concerning the growth of 
crystallites is provided by the dark conductivity measure- 
ments. Figure 12 shows the dark conductivity as a function 
of the measurement temperature (1000/7) and with substrate 
temperature (Ts) as a parameter. The activation energy de- 
creases from 1.25 eV for Ts=50 °C to a value as low as 0.13 
eV for 7^=250 °C, being this characteristic of a composite 
structure consisting of an amorphous tissue with a high crys- 
talline fraction.33 We have to notice the dramatic increase of 
conductivity from r,=50 °C to Ts=250 °C of more than six 
orders of magnitude, reaching a value close to values char- 
acteristic of monocrystalline silicon. In addition, the reduc- 
tion of the density of grain boundaries as grain size increases 
would induce the lowering of the activation energy. This can 
also be explained by the high crystallinity (>70%) achieved 
for the samples deposited at the higher temperatures. For 
these layers, the distance between crystals is of few atomic 
spacings, and tunneling of carriers between crystals becomes 
possible, which would give a low value of the activation 
energy for conductivity. 

IV. CONCLUSIONS 

The detailed structural, optical and electrical characteriza- 
tion of nc-Si:H layers obtained by sputtering deposition in a 
pure hydrogen plasma shows the ability to control the grain 
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size, crystalline fraction, optical band gap and electrical con- 
ductivity in the layers by the temperature of deposition Ts. 
Increasing Ts from 50 to 250 °C leads to an increase of the 
average grain size (from few nm to a few tens of nm) and 
crystalline fraction (from 37% to 74%), and the optical band 
gap decreases from 2.40 to 1.95 eV. Besides, electrical con- 
ductivity shows a dramatic increase of more than six orders 
of magnitude. The presence of a significant content of voids 
in the layers allows relaxation of stress to values below those 
detectable by Raman measurements. On the other hand, the 
role of hydrogen species and particularly that of SiH2 in the 
crystallization mechanism has been evidenced, being these 
effects greatly enhanced by an increase of the substrate tem- 
perature. 
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We report on the use of CHF3, C2F6, and SF6 as etch gases for deep reactive ion etch processing 
of germano-boro-silicate glass films prepared by flame hydrolysis deposition (FHD). The glass Mm 
under study had a composition of 83 wt % Si02, 12 wt % Ge02, and 5 wt % B203. The scope of 
the study was to identify the benefits and drawbacks of each gas for fabrication of deep structures 
(>10 fua) and to develop an etch process in each gas system. The etch rate, etch profile, and surface 
roughness of the FHD glass films were investigated for each gas. Etch rates and surface roughness 
were measured using a surface profiler and etch profiles were assessed using a scanning electron 
microscope. It was found that SF6 had the highest FHD glass etch rate and nichrome mask 
selectivity (> 100:1) however, it had the lowest photoresist mask selectivity (<1:2) and highest 
lateral erosion. CHF3 had the lowest FHD glass etch rate but high selectivity over both nichrome 
(>80:1) and photoresist (>10:1) and the etch profile was found to be smooth and vertical. C2F6 had 
a similar etch profile to that of CHF3, but the selectivity over both mask materials was lower than 
in CHF3 Fused silica was used as a reference material where it was found the percentage drop in 
etch rate in C2F6, SF6, and CHF3 was -12%, -15%, and -37%, respectively. From the results 
presented here CHF3 proved to be the most versatile etch process as either photoresist or nichrome 
masks could be used to attain depths of 20 jtm, or more. © 1998 American Vacuum Society. 
[S0734-211X(98)00704-5] 

I. INTRODUCTION 

Flame hydrolysis deposited (FHD) silica glass films are 
widely used in planar lightwave circuits (PLCs) due to their 
low loss and inherent compatibility with optical fibers. Po- 
tential applications of these devices range from optical com- 
munications to automotive control systems. In these applica- 
tions waveguide dimensions range from 4 to 50 fim. 
Recently there has been growing interest from industry and 
academia in the use of FHD films in bioelectronic applica- 
tions such as fluid handling and optical biosensing where 
structures with dimensions of >20 /am are commonplace.2 

One potential limitation to the production of these devices is 
the dry etch processing. 

Deep etching of silica glass films has been reported pre- 
viously, for example using C2F6 in electron cyclotron reso- 
nance reactive ion beam etching (ECR-RIBE), _ and 
CHF3/Ar in hollow cathode reactors.6'7 Numerous publica- 
tions also exist on the mechanisms of Si02 for semiconduc- 
tor applications, however to our knowledge, there are no re- 
ports which examine the problems and advantages of using 
different fluorine based etch gases for deep reactive ion etch- 
ing (RIE) of FHD silica glass films. 

The main objective of this study was to develop opti- 
mized CHF3, C2F6, and SF6 RIE processes which have high 
FHD glass etch rates, high mask selectivities, and low side- 

a)Electronic mail: A.McLaughlin@elec.gla.ac.uk 
b)Also at Centro de Fisica do Porto, Rua da Campo Alegre, 687 4150 Porto, 

Portugal. 

wall damage. In order to develop the process we examined 
how selection of reactive ion etch parameters, for example: 
etchant gas, pressure, and forward rf power, influenced the 
RIE characteristics of germano-boro-silicate glass films pre- 
pared by FHD and the potential masking materials. We out- 
line the advantages and disadvantages of using CHF3, C2F6, 
and SF6 as etchant gases in deep reactive ion etching of 
flame hydrolysis prepared glass films. 

II. EXPERIMENT 

High silica films were formed by flame hydrolysis 
deposition.1'8 In this process metal halides, such as SiCl4, 
GeCl4, and BC13, are hydrolyzed in an oxyhydrogen flame 
to form a low density oxide "soot." The hydrolysis reac- 
tions can be described by 

SiCl4(y) + 2H20(„ '(«) Si02W + 4HCl(i)), 

GeCl4M + 2H20([)) -► GeO: M") 4HC1, l(v)> 

2BC13(„) + 3H20(y) B203(i) + 6HCl(i;). 

The resulting oxide "soot" is deposited on the surface of a 
thermally oxidized silicon wafer. The "soot" was subse- 
quently annealed at 1300 °C to form a germano-boro-silicate 
glass (GBSG) film. The FHD film composition was esti- 
mated by Microprobe analysis to be 83 wt % Si02, 12 wt % 
Ge02, and 5 wt% B203. The thickness measured by a 
prism coupling technique was found to be ~ 8 /«n. The wa- 
fer was subsequently diced up to provide enough samples for 
etch process characterization. 
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FIG. 1. Etch rate of flame hydrolysis deposited glass as a function of forward 
rf power in CHF3, C2F6, and SF6 (pressure 50 mTorr, flow rate 20 seem). 
Thin film deposition was evident above 100 W in SF6 and below 50 W in 
CHF3. 

A Plassys electron beam evaporator was used to coat 
samples with nichrome (60% Ni: 40% Cr), which was sub- 
sequently patterned using a Shipley S1818 photoresist, and 
postbaked prior to the wet etch formation of the nichrome 
dry etch mask in a solution of ammonium eerie nitrate, gla- 
cial acetic acid, and RO water. Samples were also prepared 
which used photoresist only as the dry etch mask. 

In this work we used an Oxford Plasmatechnology RIE80 
reactive ion etching machine. The machine was cleaned prior 
to each etch run in an oxygen plasma and the sample was 
placed on the driven electrode. Etch characterization was re- 
stricted to pressure and rf power variation as the maximum 
C2F6 and SF6 flow rates were machine limited to less than 
that of CHF3 thus restricting the range over which the influ- 
ence of flow rate could be studied. The etch tests were per- 
formed with a constant flow rate of 20 seem. The rf power 
was varied in the range 30-200 W, and the pressure was 
varied in the range 25-100 mTorr for all gases. 

A DekTak surface profiler was used to measure the mask 
thickness prior to etching. The etch depth was measured be- 
fore and after mask removal, giving the FHD glass and mask 
etch rate as well as the glass to mask selectivity. The surface 
profiler was also used to determine the roughness of the 
etched surfaces. 

A Hitachi S-800 scanning electron microscope was used 
to examine the etch profiles of the samples. Finally, fused 
silica samples were prepared and etched using the same pro- 
cesses for comparison of etch rates. 

7 - 
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FIG. 2. Etch rate of flame hydrolysis deposited glass as a function of etch 
pressure in CHF3, C2F6, and SF6 (rf power 190 W and flow rate 20 seem). 

III. RESULTS AND DISCUSSION 

A. Process development 

1. CHF3 development 

The FHD glass etch rate with CHF3 increased with in- 
creasing rf power, as shown in Fig. 1, above a threshold of 
50 W, below which deposition of a thin film was evident. 
The photoresist mask etch rate decreased with increasing rf 
power, whereas the etch rate of the nichrome mask increased 
with increasing rf power, as did the dc bias. The FHD glass 
etch rate was also found to increase with pressure before 
saturating above 50 mTorr, as shown in Fig. 2. Above 50 
mTorr a thin film was visible on the etched surface of the 
sample. The photoresist mask etch rate decreased with in- 
creasing pressure whereas the nichrome etch rate remained 
constant. The dc bias did not vary with pressure. The optimal 
process was obtained when the rf power, pressure, flow rate, 
and dc bias were set to 190 W, 50 mTorr, 20 seem and -500 
V, respectively. The mask selectivities and glass etch rate 
using this process are illustrated in Table I. 

2. C2F6 development 

In C2F6 the etch rate of the FHD glass was found to 
increase with rf power (Fig. 1), with no observed threshold 
for etching. The nichrome etch rate also increased as did the 
dc bias, whereas the photoresist mask etch rate was observed 
to decrease. From Fig. 2 we can see that the FHD glass etch 
rate increased with pressure before saturating above 25 
mTorr. The photoresist mask etch rate was found to decrease 

TABLE I. Performance of developed CHF3, C2F6, and SF6 etch processes for deep reactive ion etching of flame 
hydrolysis deposited silica glass films. 

Gases 
FHD glass etch 

rate (fim/ti) 
Nichrome 

(nm/h) 
Photoresist 

(jttm/h) 
Sidewall profile 
of FHD glass 

Fused silica etch 
rate (/j.m/h) 

CHF3 

C2F6 

SF6 

5.6 
5.8 
7.7 

60 
150 
77 

0.5 
2 

3.9 

vertical 
vertical 

undercut 

3.5 
5.1 
6.5 
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FIG. 3. FHD glass etch profile using CHF3 RIE and a nichrome mask. Of 
note is the vertical profile and low lateral erosion of the sidewalls. The 
etched depth is 11 /Am and ridge width 6 /im. 

whereas the nichrome mask etch rate remained constant, 
again with no change in dc bias. The etch process was opti- 
mized where the rf power, pressure, flow rate, and dc bias 
were set to 190 W, 25 mTorr, 20 seem, and -500 V, respec- 
tively. The mask selectivities and glass etch rate using this 
process are illustrated in Table I. 

3. SF6 development 

Using SF6 the etch rate increased rapidly with increasing 
rf power, before saturating above 100 W as shown in Fig. 1. 
The etch rate of the nichrome mask also increased with rf 
power, as did the dc bias, however a high photoresist mask 
erosion rate was evident which increased with rf power. The 
etch rate of the FHD glass also increased with pressure as 
shown in Fig. 2, however the etch rate of the nichrome mask 
decreased, as did the dc bias. Again the photoresist mask 
erosion was high and increased with pressure. A thin film 
was evident on the sample at pressures >50 mTorr and at rf 
powers >190 W. The FHD glass etch rate and nichrome 
selectivity were optimized when rf power, pressure, flow 
rate, and dc bias were set to 190 W, 100 mTorr, 20 seem, and 
130 V. The mask selectivities and FHD glass etch rate using 
this process is presented in Table I. 

B. Assessment of developed processes 

1. Sidewall profile 

Samples were prepared with nichrome masks and etched 
using the optimized processes already described. From the 
micrograph of Fig. 3 it can be observed that the CHF3 pro- 
cess results in a vertical etch profile with no lateral erosion. 
A similar sidewall profile can also be observed under C2F6 

etching (Fig. 4). This lack of lateral erosion indicates the 
presence of polymer protection of the sidewalls, typical of 
etching in fluorocarbon etch gases.7 Sidewall erosion was 
evident using SF6 as shown in Fig. 5. The lateral erosion can 
be attributed to two factors: the lateral erosion was rriini- 

FIG. 4. FHD glass etch profile using C2F6 RIE and a nichrome mask. The 

etched depth was 5.5 /im. 

mized under conditions where the dc bias was high, and the 
obvious lack of fluorocarbon protection of the sidewalls. The 
amplitude of sidewall corrugation was estimated by scanning 
electron microscope investigation to be less than 150 nm 
using all etch processes, indicating that the sidewall rough- 
ness is mask, rather than process limited. 

2. Comparison of etch rates with fused silica 

Fused silica samples were prepared with nichrome masks 
and etched in the optimized processes to standardize each 
process as a means of comparison of the FHD glass etch 
properties. In C2F6 and SF6 RIE the fused silica and FHD 
glass etch rates were found to drop by only 12% and 13%, 
respectively, whereas in CHF3 the etch rate was found to fall 
by 37%. 

FIG. 5. FHD glass etch profile using SF6 RIE and a nichrome mask. Of note 
is the defect in the mask which illustrates the lateral erosion of the sidewall. 
The etched depth was 3.9 /im. 

J. Vac. Sei. Technol. B, Vol. 16, No. 4, Jul/Aug 1998 
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3. Surface roughness 

Any process where a surface is bombarded by reactive 
ions and neutrals can cause damage in the form of surface 
roughness. The surface roughness of the samples were mea- 
sured using the DekTak surface profiler and in all cases the 
average surface roughness, Rm, was found to be less than 10 
nm, which was less than the vertical resolution of the ma- 
chine. 

4. Comparison between the developed processes for 
deep etching 

It is clear from the results presented here that nichrome 
masks are preferable to photoresist for deep RIE of FHD 
glass because of the enhanced maskrglass etch rate selectiv- 
ity, especially in the case of SF6 where the nichrome etch 
rate is very low. The nichrome etch rate is bias, and therefore 
ion energy, dependent as the bias under SF6 etching is only 
-130 V compared to -500 V under fiuorocarbon etching 
conditions. 

From the results presented here we may deduce that fiuo- 
rocarbon deposits play an important role in enhancing the 
mask:glass etch rate selectivity by protecting the mask sur- 
face from erosion. We suggest that this is the reason the 
photoresist mask etch rates were lower in C2F6 and CHF3 

RIE than SF6 RIE. Previous studies have shown that selec- 
tivity can be improved through the inclusion of hydrogen in 
the fiuorocarbon process, for example in CHF3

9 or through 
H2 addition to CF4.

10 This is confirmed by the fact that the 
mask:glass selectivity is higher with CHF3 compared to C2F6 

processing. A fiuorocarbon film protects the mask surface as 
well as the etched sidewalls reducing (or eliminating) the 
degree of lateral erosion. However, we have observed that 
too much fiuorocarbon deposition leads to a grossly contami- 
nated chamber resulting in a decrease in etch rate with time. 
Therefore a compromise between mask protection and high 
etch rates must be found dependent upon the application. 

From the work presented here it is clear that CHF3 RIE is 
the most suitable process for deep and vertical etching of 
FHD glass as it exhibits a high mask:glass etch rate selectiv- 
ity and results in vertical sidewalls. SF6 RIE, although hav- 
ing a high etch rate and attractive mask:glass selectivities, 
suffers from a high degree of undercutting. In optoelectronic 
applications, this would result in excessive optical losses and 

a large polarization sensitivity. Although C2F6 RIE of FHD 
glass results in vertical profiles, it suffers from a low 
mask:glass etch rate selectivity which limits the depth attain- 
able. 

IV. CONCLUSIONS 

In summary, the implications for deep etching (> 10 /tm) 
of flame hydrolysis deposited silica glass using CHF3, C2F6, 
and SF6 as etchant gases have been presented. From the ex- 
perimental data obtained, CHF3 presents the most versatile 
etch process, in terms of FHD glass etch rate and high selec- 
tivity over both photoresist and nichrome. However higher 
etch rates are obtainable with the other etchant gases at the 
expense of selectivity, and in the case of SF6, sidewall qual- 
ity. Furthermore, it has been illustrated that SF6 has a high 
selectivity over nichrome, which could be exploited by using 
a CFj generating gas for increased sidewall protection. The 
experimental data also illustrate that doped silica glasses pre- 
pared by FHD have higher etch rates compared to pure fused 
silica. Work is ongoing to optimize the RIE of doped silica 
glasses through the use of mixtures of etch gases. 
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Chemically assisted ion beam etching (CAIBE) of InP-based materials has been newly developed 
with BCl3/Ar in comparison to Cl2/Ar and IBr3/Ar. Using halogen gases and an argon ion beam at 
400 V a very good surface morphology was obtained at a low substrate temperature of -5 °C in any 
case; with BCl3/Ar a surface roughness of 0.2 nm was observed. The etch rates were in the range 
of 40-75 nm/min depending on the reactive gas. Mixing the reactive gases or tilting the substrate 
with respect to the impinging ion beam allowed us an excellent control of the etched sidewall slope. 
By mixing BC13 and IBr3 we were able to tune the sidewall slopes between 15° (measured to the 
surface normal) for pure BC13 and 38° for the pure IBr3, respectively. Tilting the substrate allowed 
us to adjust the slope angle between 0° and 60°. In addition we have analyzed the etched surfaces 
by energy dispersive x-ray measurements. The low temperature processes yielded stoichiometnc 
InP surfaces, etching at higher substrate temperatures results nonstoichiometric surfaces. These low 
temperature halogen CAIBE processes were successfully applied for the fabrication of gratings, 
ridge waveguides and facets for long wavelength (InGa)(AsP) and (AlInGa)(AsP) laser diodes. In 
this article we present ridge waveguide (InGa)(AsP)/InP lasers (1.55 /zm) with direct CW 
modulation bandwidths of 9.5 GHz. © 7998 American Vacuum Society. 
[S0734-211X(98)00604-0] 

I. INTRODUCTION 

For the fabrication of optoelectronic devices anisotropic 
etch processes are needed which yield smooth sidewalls as 
well as flat bottom surfaces. Dry etching techniques in gen- 
eral offer high anisotropy, a good control on the etch profiles 
and an adjustable etch selectivity. Several dry etching tech- 
niques are used for the processing of (InGa)(AsP) and 
(AlInGa)(AsP) layers which are important for long wave- 
length telecommunication systems. Methane-hydrogen pro- 
cesses often suffer from polymer formation,1"3 while pro- 
cesses with chlorine usually have to be run at rather high 
substrate temperatures4 (> 150 °C) or high ion energy5 (>1 
keV) because of the low volatility of the InClx reaction prod- 
ucts. With these high process temperatures a standard photo- 
resist (PR) masking is not possible. Recently we have shown, 
that chemically assisted ion beam etching (CAIBE) of InP- 
based materials is possible using halogen gases at low sub- 
strate temperatures.6 In this article we report on a newly 

"'Formally with the Fraunhofer-Institut für Angewandte Festkörperphysik, 
D-79108 Freiburg, Germany. Current address: Department of Electronics, 
Royal Institute of Technology, Electrum 229, S-164 40 Kista, Sweden; 
electronic mail: daleiden@ele.kth.se 

developed low temperature CAIBE process with BCl3/Ar for 
the etching of InP-based materials and compare it to CAIBE 
with Cl2 and IBr3. 

II. EXPERIMENT 

The samples were etched in a Technics Plasma Ribetch 
160 ECR UHV LL system,7 which is equipped with an elec- 
tron cyclotron resonance ion source having a diameter of 160 
mm. The load locked chamber is pumped by a cryopump and 
has a base pressure of 2X 10"8 mbar. The reactive gases are 
introduced through four centrosymmetric tubes directed to- 
wards the substrate. Ar was used as sputter gas at a bias of 
400 V. For good thermal contact to the cooled substrate 
holder the samples were mounted using a 1-mm-thick sili- 
cone pad. The temperature of the substrate holder was con- 
trolled by a thermocouple, while the surface temperature of 
the sample was monitored by a pyrometer. The samples were 
masked by the photoresist AZ 1518 which had to be hard- 
ened in an oven at 120 °C for 30 min. 

The surface roughness was analyzed by atomic force mi- 
croscopy (AFM) using a Si tip with a total cone angle of 20° 
and a radius of curvature <10 nm. In order to examine the 
etched sidewalls the samples were tilted by 10°. 
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FIG. 2.  BC13-CAIBE etched test structure in InP, UB = 400 V, p = 8.9 
Xlfr4 mbar, TS=-5°C. 

ture below 10 °C smooth and clean surfaces are obtained; 
best results for Cl2-CAIBE are observed at low temperatures 
of -5 °C with a root mean square (rms) surface roughness of 
0.5 nm measured by AFM on the bottom surface [Fig. 1(c)]. 
This can be explained as follows: By lowering the tempera- 
ture the chemical etch component will be extenuated. Thus 
the physical component, which is kept constant, gets increas- 
ing influence. This leads to an even etching of indium and 
phosphorus producing a stoichiometric etched surface. 

(C) 
UttmtUt «a* 

FIG. 1. C12-CAIBE of InP, UB = 400 V, p = 
(b) Ts = 80 °C, and (c) TS=-5°C. 

III. RESULTS 

3X10"4 mbar, (a) r, = 50°C, 

Dry etching of InP-based materials layers with chlorine 
reactive gases generally lacks due to the low volatility of the 
InCL. reactive products. As an example Fig. 1(a) shows a 
secondary electron microscope (SEM) picture of an InP layer 
etched with Cl2 at a chamber pressure of 3 X 10"4 mbar and 
a substrate temperature of 50 °C. Dark cones of InP arise due 
to a masking of the InP surface by InClx clusters [proven by 
energy dispersive x-ray measurement (EDX)] during the 
etching. 

For temperatures up to 120 °C more InClx clusters occur 
and the number of InP cones strongly increases [Fig. 1(b)], 
rs=80 °C. On the other hand, when reducing the tempera- 

FIG. 3. Tuning of sidewall slope in InP by tilting the substrate relative to the 
impinging ion beam (a) tilt=0°, (b) tilt=25°, BC13-CAIBE, UB=400 V, 
/> = 8.9X10"4 mbar, 7"S=-5°C. 
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FIG. 4. CAIBE of InP:UB=400 V, Tsubstr = -5 C, dependence of sidewall 
angle on the mixture of BCl3/IBr3. 

When using IBr3 instead of Cl2 no masking of the surface 
is obtained up to room temperature. Otherwise the surface 
roughness is rather large, 8 nm (bottom surface) in this case, 
even at low temperatures. Furthermore the etch rates are re- 
duced to 40 nm/min compared to 70 nm/min when using Cl2. 

A newly developed CAIBE process with BC13 combines 
the advantages in all respects. Figure 2 shows as an example 
the SEM picture of an InP test structure etched at a substrate 
temperature of -5 °C and a chamber pressure of 8.9 
X 10"4 mbar. The Ar ion beam was accelerated by 400 V. 
Clean and very smooth surfaces (rms roughness =0.2 nm on 
bottom surface, 3.6 nm on etched sidewalls) are observed; 
this surface quality is maintained up to room temperature. At 
low temperature the etch rate of the process is 75 nm/min. 
Similar results are obtained when etching complex 
(InGa)(AsP) and (AlInGa)(AsP) layers. 

Low temperature CAIBE with BC13 yields rather steep 
sidewall slope of the etched structures, 15° with respect to 
the surface normal. By tilting the substrate relative to the 
impinging ion beam this slope can be tuned (Fig. 3). With a 
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FIG. 5. BCl3/IBr3 (6:1) CAIBE etched waveguide mesa in (InGa)(AsP), 
[/ =400 V, p = 9Xl(T4 mbar, rs=-5°C. 

FIG. 6. Modulation response of 3X300 /im2 6QW-(InGa)(AsP)/InP ridge 
waveguide laser at various bias currents (30-110 mA). 

tilt of 25° the sidewall, turned towards the ion-beam is per- 
pendicular, which is required for laser facets, the opposite 
sidewall has a tilt of 45°. 

Another possibility to continuously increase the sidewall 
slope (symmetrical) is adding IBr3 to the process gas. While 
pure IBr3 yields a sidewall slope of 38° a 6:1 mixture of 
BC13 and IBr3 gives a slope of 30° (Fig. 4). The addition of 
IBr3 reduces the etch rate at a substrate temperature of 
-5 °C, the 6:1 mixture yields 55 nm/min. 

Long wavelength (1.55 fim) (InGa)(AsP)/InP lasers were 
successfully fabricated by etching the waveguide mesa with 
low temperature CAIBE (Fig. 5). To obtain rather flat side- 
wall slopes of 30° the 6:1 mixture of IBr3 and BC13 was 
applied. 

The devices showed very low transparency current densi- 
ties of 350 mA/cm2 [number of quantum wells (QWs) = 6]. 
Figure 6 presents small-signal direct modulation response 
curves of 3 X 300 yum2 devices at various cw bias currents 
(30-110 mA). The devices achieve modulation bandwidths 
of 9.5 GHz at bias currents of 110 mA. 
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warming reduction 
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The utilization of CF3I in the plasma assisted dry etching of Si02 has been studied in order to reduce 
the environmental impact of microelectronics device fabrication. The results show that CF3I is a 
promising substitute of CF4 in oxide etching since its utilization reduces 3-3.5 times the 
contribution to the global warming, nevertheless it still has a consistent effect on the environment 
for the plasma assisted formation of perfluorocompounds. © 1998 American Vacuum Society. 
[S0734-211X(98)10204-4] 

I. INTRODUCTION 

The dry etching of Si02 thin films is one of the key pro- 
cesses in microelectronics device fabrication. In order to ob- 
tain the proper anisotropy1'2 and selectivity with respect to 
silicon and suicides, the process must be carried out in plas- 
mas containing fluorocarbon radicals (CFX). It is well 
known, in fact, that CFX radicals play important roles in Si02 

dry etching: they improve the oxide-to-silicon or nitride etch 
selectivity as well as induce anisotropy. The most popular 
way to generate these species is to feed glow discharges with 
perfluorocompounds (PFCs) such as CF4, C2F6, or with 
CHF3 (from the environmental point of view CHF3 behaves 
as a PFC), then the most appropriate radical concentrations 
are achieved by selecting the proper working conditions 
and/or the additive-to-monomer feed ratio. 

Unfortunately, most perfluorocompounds, in particular 
those utilized for oxide etching, are extremely long-lived 
species and can efficiently trap more heat than any other 
molecule contained in the atmosphere: i.e., they act as green- 
house gases and contribute to the warming of the earth sur- 
face (global warming). An approximate evaluation of the ef- 
fect of a species on global warming can be obtained by 
means of the "global warming potential" on 100 years time 
horizon (CWP100)3 which is defined as the cumulative direct 
effect on the atmosphere resulting from the instantaneous 
release of 1 kg of given gas into atmosphere relative to the 
release of 1 kg of C02 . 

The GWP100 of PFCs utilized for oxide etching is very 
high, ranging from 6.000 to 12.500,4 and therefore, even if 
the amount emitted in the atmosphere during microelectron- 
ics device fabrication is very low compared to other green- 
house gases, their effect of global warming is high. 

Following to the international agreement signed in 1992 
in Rio de Janeiro, efforts are in progress all over the world to 
find alternative to, or at least reduce, PFC emissions in the 
atmosphere. A milestone in this field is the Memorandum of 
Understanding between EPA and individual U.S. companies, 
a 5 year voluntary agreement, whose final version is dated 
March 1996.5 

"'Electronic mail: fracassi@area.area.ba.cnr.it 

The above scenario has stimulated a research project at 
the Department of Chemistry of University of Bari, whose 
preliminary results are reported in this article. The ambitious 
aim of the overall research is to decrease the environmental 
impact of plasma processes by reducing the emissions in the 
atmosphere of PFCs and of other gases with high GWP. The 
present work is devoted to the dry etching of Si02 and has 
two goals: (i) characterization of the most utilized chemistry 
for Si02 dry etching (i.e., CF4-CHF3 fed plasma), and (ii) 
evaluation of other fluorinated compounds as potential sub- 
stitutes to CF4 , CHF3 , or both. In fact a meaningful evalu- 
ation cannot simply be performed by replacing the reactants 
with others characterized by lower GWP10o . since it is nec- 
essary to quantify at the same time both the amount of un- 
reacted feed emitted in the atmosphere as well as the PFCs 
produced in the glow discharge. 

Among the various candidates to replace CF4 and/or 
CHF3 , we decided to start with CF3I because, in addition to 
the short lifetime in atmosphere (2 days, approximately), 
which results in very low GWP100 (<8l)6 and to the low 
ozone depletion potential, it was expected to behave very 
similarly to CHF3 or CF4 , at least for what Si02 etching is 
concerned. 

The utilization of CF3I and other iodofluorocarbons in 
Si02 dry etching, in completely different working conditions 
and apparatus, on the other hand, has been already reported 
in the literature.7 

In order to simulate the typical situations of manufactur- 
ing processes and facilitate the transfer of achievements, the 
work has been performed with a home made etcher designed 
to be compatible with the operating conditions of a standard 
Lam Rainbow 4520 etcher, equipped with additional diag- 
nostic techniques. 

It will be shown that trifluoroiodomethane (CF3I) is a 
promising candidate to replace the perfluorocompounds cur- 
rently utilized for oxide processing. The etch rate of tetra- 
ethylorthosilicate (TEOS) plasma enhanced chemical vapor 
deposition (PECVD) deposited Si02 thin films in CF3I con- 
taining plasma, as well as residue deposition, have been 
found to be comparable to that obtained with CF4-based 
chemistries. 
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FIG. 1. Schematic of the experimental apparatus utilized. 

II. EXPERIMENT 

A schematic drawing of the experimental apparatus is 
shown in Fig. 1. The symmetrical parallel-plate reactor is 
equipped with two electrodes (6 in. diameter and 13 mm 
interelectrode space) both connected to the same 400 kHz 
power supply by a power split and phase shift device (Split 
Power Reverse Phase Technology); the electromagnetic 
waves on the two electrodes are shifted of 180° during op- 
erations. The lower electrode, on which a 6 in. wafer is po- 
sitioned during plasma treatment, is made of stainless steel 
and is kept at 5 °C by a chiller. 

The gas feed is controlled by means of MKS mass flow 
controllers and enters the vacuum system through a 6 in. 
silicon shower positioned on the upper electrode. The plasma 
confinement in the interelectrode volume (180 cc) is im- 
proved by a Vespel focusing ring. A capacitive MKS pres- 
sure gauge, a rotary backed turbomolecular pump, and a 
throttle valve are used to monitor and maintain the working 
pressure at 300 mTorr during the experiments. 

The system is equipped with three diagnostics: high im- 
pedance electric probes, optical emission spectroscopy, and 
mass spectrometry. The electric probes, connected to a digi- 
tal oscilloscope, allow control of the peak-to-peak voltage on 
both electrodes in order to detect variations of the electrical 
conditions and therefore of plasma characteristics, ion bom- 
bardment energy, in particular. It is well known, in fact, that 
the working frequency of 400 kHz is below the ion transit 
frequency8 and therefore positive ion energy is mainly con- 
trolled by the instantaneous peak-to-peak voltage (and pres- 
sure, of course). 

The optical emission of the plasma, sampled through a 
sapphire window by a quartz optical fiber, is analyzed with a 
monochromator (32 cm focal length) equipped with an inten- 
sified optical multichannel analyzer (OMA). The following 
spectroscopic features have been followed: CF (2022 A), 
CF2 (2451, 2488, 2519 Ä),12 CF^ (continuum 2400-2900 
Ä),10 He (5873 Ä), and Ar (7504 Ä). A very intense peak, 
which is presumably due to iodine or iodine containing com- 
pounds, has been detected at 2050 Ä in CF3I plasma. The 

signal of F atoms at 7037 Ä has never been detected in the 
experimental conditions explored. F atoms produced by fluo- 
rocarbon compound fragmentation, in fact, are expected to 
disappear rapidly by reacting with the upper silicon electrode 
(loading conditions). In order to compare the production of 
fluorocarbon radicals in different conditions, the relative 
concentration of CF and CF2 radicals have been approxi- 
mately evaluated by means of actinometry,11,12 using Ar as 
actinometer. This approach needs further investigation since 
its validity in the experimental conditions utilized has not 
been checked up to now. Actinometric results can be affected 
by systematic errors for the different threshold energy of 
excitation between Ar (13 eV) and radicals (few eV),13 when 
use of two different actinometers is not made. However, it 
has been previously shown that emission intensity ratio be- 
tween CF^ and Ar well represents CF2 radical trends even 
when conditions are not suitable for CF2 emissions. 

Mass spectrometric analyses of the plasma has been ac- 
complished with a quadrupole mass spectrometer (QMG 511 
Balzer). The gas feed is sampled at the exit of the plasma 
zone through an independently pumped stainless steel line (1 
m long, 0.6 cm internal diameter) and enters the ionization 
chamber of the quadrupole through a leak valve. This ar- 
rangement allows the detection of only the stable species 
formed after the plasma activation since radicals, ions, and 
other excited species are expected to recombine or to be 
quenched for gas-phase or gas-surface collisions in the sam- 
pling line. 

In order to get meaningful results with mass spectrometry, 
we adopted the following procedure: (i) to reduce species 
fragmentation and recombinations in the ion source, we have 
operated the spectrometer at low values of ionization energy 
and pressure: 40 eV and 5X 10"6 Torr, respectively; (ii) in 
order to compensate instrumental fluctuations on the mass 
spectrometer and to compare the results obtained with differ- 
ent gas feeds, the data have been normalized to the signal of 
Ar (m/z = 40), added to the gas feed at constant amount 
(internal standard). 

Some x-ray photoelectron spectroscopy (XPS) surface 
analyses of treated substrates have been carried out by means 
of an XPS PHI-5300 apparatus in order to detect the surface 
contamination of etched wafers. 

The etching experiments have been conducted at 300 
mTorr, 400 W, 160 seem as total flow rate (Ar 110 seem, He 
10 seem, fluorinated compounds 40 seem), the peak-to-peak 
voltage in these conditions was 780-800 V on both elec- 
trodes and the phase shift always fixed at 180°. 

Etch rates have been measured ex situ by thickness evalu- 
ation carried by a Tencor a-step profilometer on 6 in. TEOS 
Si02 PECVD wafer (exposed area 30%), after 3 min of 
plasma treatment at the pedestal temperature of 5 °C. In or- 
der to study the interactions of CF3I with silicon and photo- 
resist, some experiments have also been performed on bare 
Si wafers and on wafers covered with positive photoresist. 

J. Vac. Sei. Technol. B, Vol. 16, No. 4, Jul/Aug 1998 



1869 F. Fracassi and R. d'Agostino: Evaluation of trifluoroiodomethane as Si02 etchant 1869 

TABLE I. XSP analyses of samples treated in plasmas feed with different 
fluorine containing compounds. 

FIG. 2. Si02 etch rate with different feeds: (a) CF4, 40 seem; (b) CF4 , 15 
sccm-CHF3, 25 seem; (c) CHF3, 40 seem; (d) CF3I 40 seem; (e) CF3I 50 
seem. In all conditions the feed contains also Ar (110 seem) and He (10 
seem). 

III. RESULTS 

A. Etch rate evaluation 

The etch rates of Si02 in CF4 , CF4-CHF3, CHF3, and 
CF3I containing plasmas under the same working conditions 
are compared in the histogram of Fig. 2. This is a good 
starting point to evaluate the possibility of CF3I utilization 
for oxide etching, since one of the principal requirements of 
a new reactant is to have etch rates similar to PFCs. As 
expected CF4 leads to the highest etch rate and CHF3 to the 
lowest. It is well known, in fact, that CHF3 is added to the 
gas feed to improve the Si02/Si selectivity as well as process 
anisotropy by means of sidewall passivating (or sidewall in- 
hibitor) mechanism. With CF3I (d) a somewhat lower etch 
rate is obtained than with (a) CF4 or (b) CF4-CHF3, never- 
theless a simple increase of CF3I flow rate to 50 seem (e) is 
sufficient to increase the etch rate of CF3I plasma almost to 
the value detected with 100% CF4 . The data of Fig. 2 indi- 
cate that the oxide etch rate with CF3I can be close to those 
obtained with conventional chemistry and that it behaves 
more similarly to CF4 than to CHF3. 

The analogy between CF3I and CF4 is also reflected by 
the similar Si02/Si (4.5/1) and Si02/photoresist (5/1) etch 
selectivities. Of course, it is necessary to stress at this point 
that the similar behaviors detected for CF3I and CF4 in oxide 
etching could be in part due to the particular experimental 
apparatus utilized for the study, which has been designed to 
improve the performances of oxide etching processes. The 
chemistry of the plasma phase, in fact, is strongly affected by 
the reaction of fluorine atoms with the silicon shower posi- 
tioned on the upper electrode. As a consequence, the gas 
phase concentration ratio between fluorocarbon radicals-to- 
fluorine atoms increases and the plasma becomes more suit- 
able to oxide etching. 

Table I shows that, within the experimental error of XPS, 
there are not significant differences on the surface composi- 
tion of Si02 film treated in CF4 and CF3I plasmas, apart, of 
course, the presence of some iodine (0.2%) in the latter case. 
Iodine content was too small to perform meaningful data 
treatments (with fitting procedures and chemical shift evalu- 
ation) to determine whether it is bonded to silicon, carbon or 

Feed Substrate C F Si O I 

CF4 Si02 13 8 23 56 
CF3I Si02 12 6 24 58 0.2 
CF4 Si 49 31 14 6 
CF3I Si 68 27 2 2 1 
CF3I Resist 52 42 2 4 

trapped in voids or in the damaged surface layers of etched 
Si02 . Some differences have however been detected on the 
chemical composition of plasma treated silicon surfaces 
(Table I). With CF3I the intensity of Si signal is very low (its 
surface concentration is only 2%) and the amount of carbon 
is significantly higher than with CF4. This means that a 
thicker fluorocarbon deposit is formed on bare Si with CF3I. 
The thickness of this layer can be roughly estimated to be 
less than 40-50 Ä if the take-off angle and the escape depth 
of emitted photoelectrons are considered. Iodine represents a 
small fraction of the etched surface (only 1%) and it is prob- 
ably bonded to the carbonaceous layer as it happens on the 
photoresist exposed to CF3I plasma. 

The similarity between CF4 and CF3I can be partially ex- 
plained with actinometric optical emission spectroscopy in- 
vestigation. Preliminary, it is necessary to report here that the 
experimental conditions utilized in this study (low frequency 
plasma) are characterized by low electron temperature and/or 
electron density. The region of the electron energy distribu- 
tion function where the threshold energy of excitation of 
most species falls is sparsely populated and consequently the 
efficiency of the excitation process is low. For this reason, 
the signals of He (whose excitation threshold energy is 23 
eV) has never been detected even if its concentration in the 
gas feed was increased up to 20%. 

Actinometry allows to follow the concentration trends of 
CF and CF2 radicals which are extremely important species 
in oxide etching, although on a semiquantitative basis. They 
are, in fact, reported to be either etchants of Si02 either to act 
as building blocks for fluoropolymer deposition14 and there- 
fore, along with positive ion bombardment and substrate 
temperature, to participate to the well known etching- 
deposition competition and to control process selectivity and 
anisotropy. These are well known and debated topics whose 
discussion is beyond the scope of this presentation, neverthe- 
less it is worth mentioning that when the effect of fluorine 
atoms can be ruled out, as in this case (the optical emissions 
of fluorine atoms have never been detected), fluorocarbon 
radical concentration ([CF^.]) can trigger the plasma from 
etching to deposition and vice versa. [CFX] must be opti- 
mized to obtain the right Si02 etch rate and anisotropy as 
well as Si02/Si selectivity: low [CFJ results in poor anisot- 
ropy and selectivity, while high [CFJ inhibits the etching 
process and favors polymer deposition. 

The actinometric concentration of CF and CF2 radicals are 
compared as a function of feed composition in Fig. 3 (unfor- 
tunately the very intense band at 2050 Ä in CF3I plasma 
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interferes with CF intensity measurements). Although the ac- 
tinometric trends of Fig. 3 are semiquantitative, it can rea- 
sonably be accepted that the radical density follows the hi- 
erarchical order CHF3>CF3I>CF4 . This is strengthened by 
the trend of CF^-to-Ar emissions, which has been assumed 
to be representative of [CF2] trend in gas phase. 

The similar behavior of CF4 and CF3I plasma with respect 
to CHF3 in SiOz etching, at least in terms of etch rates, is 
most reasonably due to similar production of CF2 (and prob- 
ably CF) radicals, which is high enough to support Si02 

etching according to reaction (1): 

CFx+Si02=SiFx+C02 (1) 

but not sufficient to have appreciable polymer deposition on 
silicon dioxide [reaction (2)] 

(CF,)„ + CF,= (CF;c)„ + 1. (2) 

With CHF3 the importance of reaction (2) increases for 
the higher radical concentration and therefore a lower oxide 
etch rate is detected. 

Optical emission spectroscopy can also be utilized to jus- 
tify the different surface compositions detected on plasma- 
treated Si substrates (Table I). The low Si concentration of 
the surface exposed to CF3I plasma, which has been ascribed 
to a 40-50 A thick fluorocarbon layer, is compatible with the 
lightly higher radical concentration (and therefore improved 

polymerizing capability) of CF3I with respect to CF4 plasma. 
This is evident only on bare silicon (not on Si02) because 
when CFj radicals impinge on the surface they cannot react 
with the silicon (as it happens with Si02), they can only 
undergo polymer formation [reaction (2)] or can be desorbed 
back in the plasma. 

These experimental results allow to consider CF3I as a 
promising alternative to PFCs in oxide etching, its properties 
appearing intermediate between those of CF4 and CHF3. Of 
course, the optimization of operating parameters, also in 
terms of feed additive concentration, is needed in order to 
achieve the right process characteristics in terms of selectiv- 
ity and anisotropy. 

B. Environmental impact evaluation 

The possibility of replacing PFCs with CF3I has been 
evaluated not only with etch rate measurement, but also as a 
function of environmental impact reduction in terms of 
GWP. As already mentioned in the Introduction, this study 
cannot be conducted by simply determining the extent of 
unreacted feed compounds which are emitted in the atmo- 
sphere, since the highly reactive species formed in the 
plasma phase recombine and lead to by-products with very 
high GWP, such as CF4 , C2F6 and others. This issue, some- 
time underestimated, is particularly important when dealing 
with reactive species as CF3I. In this case, the high reactivity 
has a contrastable effect: on one side results in low GWP100 , 
and makes the effect of unreacted feed on the environment 
negligible, on the other side it can turn in a disadvantage for 
the plasma production of high GWP species. Mass- 
spectrometric investigation of CF3I, CF4 and CHF3 fed plas- 
mas have been performed to evaluate the quantity of high 
GWP compounds emitted in the atmosphere during the etch- 
ing process. 

The most important signals detected in the region 
50-300ra/e, along with their possible parent species, are 
reported in Table II. Of course, iodine containing fragments 
are present only with CF3I. Other fragments characterized by 
very low intensity, between 200 and 300m/e, have been ne- 
glected. Analyses performed with the substrate electrode 
covered with Si (exposed area 100%), Si02 (exposed area 
30%) or patterned SiQ2 wafer (exposed area 3%) gave the 

TABLE II. Main fragments detected by mass spectrometry of rf plasmas fed with different fluorine containing 

compounds and their most probable parent species. 

mle Fragment Parent mle Fragment Parent 

50 CF2
+ CF4 CHF3, CF3I 169 C3F7

+ C3F8 

51 CHF2
+ CHF3 177 CF2I

+ CF3I 

69 CF3
+ CF4 CHF3, CF3I 196 CF3I

+ CF3I 

81 C2F3
+ 

C7F4 208 C2F3I
+ a 

85 SiF3
+ SiF4 220 C3F3I

+ a 

100 C2F4
+ C,F4 227 C2F4I

+ C2F5I 

104 siF; SiF4 246 C2F5I
+ C2F5I 

119 C2F5
+ C,F6 .    254 I2

+ h 
127 I+ 

U2 259 C3F5I
+ a 

"Data do not allow any confident assignment. 
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FIG. 4. Mass spectra of plasmas fed with: (a) CHF3, 25 seem; CF4, 15 
seem; Ar, 110 seem; He, 10 seem; (b) CF3I 40 seem; Ar, 110 seem; He, 10 
seem. 

same results. Data of Table II indicate that in addition to the 
fragments of SiF4 , namely, SiF4 , formed for the etching of 
the Si upper electrode and to I+, I^ (in case of CF3I), the 
main oligomers detected are C2F4 (GWP100 not known), C2F6 

(GWP100= 12.500) and C3F8 (GWP100=6950). For CF3I fed 
plasma, in addition to the above species, CF4 (GWP100 

= 6.300) and I-containing oligomers have also have detected 
(i.e., C2F3I and C2F5I). All these fragments appear in the 
mass spectra of CF4-CHF3 and CF3I fed plasmas reported in 
Fig. 4. 

Quantitative analysis of CF3I, CHF3, CF4 and of oligo- 
mers have been performed after calibration with pure com- 
pounds. In particular the following fragments have been uti- 
lized for calibration: CF3I

+ (ml e= 196) for CF3I, 
CHF2

+(m/e = 51) for CHF3, C2F4
+ (m/e=100) for C2F4, 

C2F5
+ {ml e= 119) for C2F6 , C3F7

+ (ml e= 169) for C3F8. 
Quantitative analysis of CF4 has been performed utilizing the 
ion CF2 at mle = 50 after subtracting the contributions of the 
fragmentation of other species to this ion. 

The results are reported in Table III. The total amount of 
iodine containing oligomers (missing in the table) is not ex- 

TABLE III. Mass spectrometric analysis of plasmas feed with different fluo- 
rine containing compounds: evaluation of PFC emissions in seem. Figures in 
brackets are GWP100 values for pure compounds. CF4 (40 seem); CHF3 (40 
seem); CF3I (40 seem); CF4 (15 sccm)-CHF3 (25 seem). Ar (110 seem) and 
He (10 seem) are always contained in the feed. 

CF4 CHF3 CF3I C2F6 C3F8 C,F„ 
Feed (6.300) (12.100) (1) (12.500) (6.950) 

CF4 29 0.6 2.3 0.6 0.6 
CHF3 4.5 23 0.9 0.2 1.6 
CF3I 1.2 26 3.4 0.3 1.9 
CF4-CHF3 11 15 1.1 2.9 1.8 

TABLE IV. Evaluation of the environmental impact of various feed with 
respect to CF3I. T represent the decrease of the environmental impact uti- 
lizing CF3I instead of CF4 , CHF3, and CF4-CHF3. 

Feed 

CF4 

CHF, 
3.1 
3.4 
3.5 

pected to be higher than 2-4 seem or 5-10% of the total 
CF3I utilized (a simple mass balance confirms this predic- 
tion). 

Even if CF3I considerably reduces the effect on the envi- 
ronment of the gas emitted in the atmosphere during oxide 
etching, it is far to be completely inert with respect to green- 
house effect, as its low GWP100 and short lifetime would 
indicate. By-products of CF3I fed plasmas are CF4 and C2F6 

which are characterized by high GWP100, the latter, in par- 
ticular. The iodine containing oligomers, which have not 
been quantified, are not expected to contribute consistently to 
global warming for their short lifetime.7 

The decrease of the total global warming effect of CF3I 
with respect to a given feed can be roughly evaluated with 
the factor "T," calculated according to Eq. (3): 

T= 
(2<D,.M,.GWP100;.) lOOiJx 

(E^.M^GWP^OCFJ 
(3) 

<E>, is the flow rate of i species detected by mass spectrometry 
(Table III) in seem, (GWP100); their global warming poten- 
tial and Mj the molecular weight, x is the particular feed in 
consideration (e.g., CF4, CHF3 or CF4-CHF3). The sum is 
extended to all compounds with known GWP100 . In Eq. (3) 
<J>, must be multiplied for Mt (expressed in g/mole) because 
GWP refers to unit of mass while the flow rate is propor- 
tional to moles. The results of T calculation are reported in 
Table IV. 

CF3I utilization reduces the effect of oxide etching on 
global warming by 3-3.5 times with respect to conventional 
feed, but nevertheless its effect is still consistent due to the 
high GWP compounds formed after plasma activation; C2F6 

contribution, in particular, is approximately 80% of the total. 
From Table III it appears that the effect on global warming 
of the compounds formed in the plasma is important also 
with conventional feed (about 20% with CF4 and 
CF4-CHF3). 

IV. CONCLUSION 

The experimental results presented in this article indicate 
that CF3I is a promising alternative to conventional PFCs 
also from the environmental point of view since it allows to 
reduce the contribution of oxide etching to global warming. 
Etch rate determinations and XPS surface analyses show that 
trifluoroiodomethane is a potential substitute of CF4 in oxide 
processing. 

Mass spectrometric analyses have shown that a consistent 
amount of C2F6 forms in CF3I fed plasma. C2F6 increases the 
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effect on global warming and therefore its production must 
be minimized to further improve the environmental impact 
of trifluoroiodomethane utilization. C2F6 generation is prob- 
ably the main disadvantage connected to CF3I utilization, 
while with conventional PFCs also the improvement of feed 
utilization must be achieved to reduce the contribute to glo- 
bal warming. This means that the contribution of the com- 
pounds formed by plasma assisted reactions cannot be ne- 
glected when the global warming effect is evaluated. These 
compounds, in fact, have been found to contribute to the 
total GWP for about 20%. 

This contribution is strictly valid only for the particular 
apparatus utilized since any data with other experimental set 
up has been obtained up to now, nevertheless these authors 
are quite confident that some generalizations can be done if 
the working conditions are properly selected (i.e., feed com- 
position, input power, pressure, etc.). 
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Electrical characterization and annealing behavior of defect introduced 
in Si during sputter etching in an Ar plasma 
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We have employed current-voltage and capacitance-voltage measurements in conjunction with 
deep level transient spectroscopy to characterize the defects induced in «-Si during rf sputter 
etching in an Ar plasma. The reverse current, at a bias of 1 V, of the Schottky barrier diodes 
fabricated on the etched samples decreased nonmonotonically with etch time to a minimum at 6 min 
and, thereafter, increased. The reverse current also increased with decreasing plasma pressure. The 
barrier heights of the diodes followed the opposite trend. Six prominent electron traps were 
introduced in the substrate during Ar sputter etching. A comparison with the defects induced during 
high-energy alpha-particle and electron irradiation of the same material revealed that sputter etching 
created the VO and VP centers and V^10. The Vj/_ charge state of the divacancy was not detected 
in our plasma etched samples. We have attributed the nondetection of Vj'" to the presence of 
defect-induced stress fields in the etched samples. A secondary defect with an energy level at Ec 

-0.219 eV was introduced during annealing and was found to be stable at 650 °C. This defect was 
introduced at the expense of a sputter-etching induced defect P4, which has similar electronic and 
annealing properties as EAr201 (£c-0.201 eV), created in Ar-ion bombarded «-type Si. © 7995 
American Vacuum Society. [S0734-211X(98)07504-0] 

I. INTRODUCTION 

Plasma processes are versatile techniques which are rou- 
tinely used for submicron scale device fabrication. Sputter 
etching, ion beam etching (IBE), and reactive ion etching 
(RIE) are used for anisotropic etching and the transfer of 
patterns to semiconductor surfaces. These plasma etching 
techniques also result in lattice damage at and below the 
surface which alters the electrical, optical and structural 
properties of the semiconductor.1-3 

Traditionally, defects introduced during growth and sub- 
sequent processing have been considered undesirable. How- 
ever, defect engineering4 which relies on the controlled and 
reproducible introduction of defects, has been applied to con- 
trol the lifetime of minority carriers,5 tailor the barrier height 
of Schottky barrier diodes (SBDs),1 and control the band 
offset in heterojunction devices.6 Any successful application 
of defect engineering requires that the introduction rates and 
concentrations of processing-induced defects, together with 
their physical nature and electronic properties, are well char- 
acterized. 

During sputter etching, the extent of damage depends on 
parameters such as etch time, temperature and rate, etching 
mode and bias conditions, as well as gas pressure and spe- 
cies. Extensive studies have been conducted to investigate 
the extent and type (donor or acceptor) of defects created 
during plasma etching and their effects on the barrier height 
modification of SBDs fabricated on the etched surfaces.7"10 

The sputter yield and the structural and bonding changes 

"'Present address: Department of Electronic Materials Engineering, Research 
School of Physical Sciences and Engineering, Australian National Univer- 
sity, Canberra, ACT, 0200, Australia; electronic mail: 
pnkl09@rsphysse.anu.edu.au 

induced in Si by Ar-ion etching have also been studied.11"13 

Despite these studies, little information is available on the 
electronic properties, structure and thermal stability of de- 
fects introduced during sputter etching of Si in an Ar plasma. 
In this article, the electronic properties and annealing behav- 
ior of sputter-etching-induced (SEI) defects are reported. To 
better understand the nature of these defects, we have com- 
pared their electronic properties to those of defects created 
during high-energy (MeV) alpha-particle, proton and elec- 
tron irradiation, and low-energy (1 keV) He- and Ar-ion 
bombardment of the same material. We have also investi- 
gated the extent of SEI damage by monitoring the rectifying 
behavior of the SBDs fabricated on the etched surfaces. 

II. EXPERIMENTAL PROCEDURE 

(111) oriented «-type Si layers of thickness 4 /um and 
doped to 4.8X 1015 P/cm3 were epitaxially grown on « + sub- 
strates by chemical vapor deposition (CVD). The samples 
were chemically cleaned before being sputter etched in a 
Leybold-Heraeus Universal Sputtering machine using an rf- 
excited (13.56 MHz) plasma. One batch of samples were 
sputter etched for 2-10 min with the plasma pressure kept 
constant at 9X 10~3 mbar. A second batch of samples was 
etched at plasma pressures of 2 X 10"3-2X 10~2 mbar for 6 
min. For both experiments, the dc bias on the rf electrode 
was fixed at 400 V. The samples were kept at room tempera- 
ture (295 K) by mounting them on a water cooled substrate 
holder. 

Circular Pd Schottky contacts of 0.77 mm diameter and 
100 nm thickness were resistively deposited on the etched 
samples through a metal contact mask. As a control, Pd con- 
tacts were also deposited on chemically cleaned but unetched 
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Si. Ohmic contacts were formed on the n+ substrates using a 
liquidus In-Ga alloy. 

Current-voltage (I-V) and capacitance-voltage (C-V) 
measurements were used to monitor the quality of the SBDs. 
The C-V barrier height (tf>%v) was calculated from a graph 
of 1/C2 vs VR by using a reverse bias, VR, of between 0 and 
1 V. The SEI defects were characterized using deep level 
transient spectroscopy (DLTS).14 The energy levels, ET, and 
apparent capture cross sections (i.e., thermal dependence of 
cross sections were not determined), aa, of the defects were 
determined from DLTS Arrhenius plots of log(e/T2) vs l/T, 
where e is the emission rate at a temperature T. The defect 
depth profiles were determined using the method of Zohta 
and Watanabe.15 Isochronal annealing experiments were 
conducted to 650 °C, at 50 °C intervals, for periods of 20 
min under Ar flow and zero bias. DLTS was employed to 
monitor changes in the peak signal intensities of the promi- 
nent SEI defects as well as the introduction of secondary 
defects during annealing. 

III. RESULTS 

A. /- V and C- V characteristics of SBDs 

Figure 1(a) shows the I-V characteristics, measured at 
250 K, of the SBDs deposited on the etched Si samples as a 
function of etch time. The reverse current of the control di- 
ode at 250 K (not shown) was of the order of 10"9 A for a 
bias of -1 V. The high ideality factors (n>l.l) of the di- 
odes suggested that the current transport over the barrier was 
not dominated by thermionic emission,16 so that the mea- 
sured I-V barrier heights (<f>'b

v) were not meaningful. It can 
be seen from Fig. 1(a) that the reverse current decreased 
nonmonotonically with etch time to reach a minimum at 6 
min, and increased thereafter. Plots of ln(//T2) vs 1000/T at a 
forward voltage of 0.1 V are depicted in Fig. 1(b) for diodes 
fabricated on samples etched for 2, 6, and 10 min. It can be 
seen from this graph that the temperature dependence of the 
forward current of the diodes shows two activation energies, 
suggesting that two different mechanisms are responsible for 
current transport over the Schottky barrier in the temperature 
range examined (120-300 K). The low temperature mecha- 
nism is dominant for a 2 min etch time whereas the high 
temperature mechanism is dominant for a 6 min etch time. 
The low values of activation energies [less than (Eg 

- VF)/2] suggest that the transport mechanisms involve a 
combination of generation recombination and tunneling. 

The above results are further substantiated by observing 
the change in barrier heights of the diodes as a function of 
etch time (Fig. 2). The barrier heights were extracted from 
C-V measurements and compared with values calculated 
from Eqs. (1) and (2) using diode currents at a reverse bias of 
1 V: 
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FIG. 1. Etch time dependence of: (a) the I-V characteristics measured at 
250 K, and (b) plots of ln(J/T2) against 1000/r at a forward voltage of 0.1 V 
and measured between 120 and 300 K, for SBDs fabricated on plasma- 
etched n-Si at a pressure of 9 X 10"3 mbar and dc bias of 400 V. 

In the above equations, J is the current density, V is the 
reverse bias, A** is the effective Richardson constant (112 
X 104 A m"2 K"2—assumed to be constant between 120 and 
300 K), T is the measurement temperature, <f>f is the effec- 
tive barrier height, and the remaining symbols have their 
usual meaning. As anticipated, the barrier heights follow the 
opposite trend to the reverse current except for the relatively 
higher </>$v of the diode fabricated on the 2 min sputter- 
etched sample. C-V depth profiling (not shown) demon- 
strated that the free carrier compensation at depths <0.5 fjm 
below the interface after a 2 min etch was approximately 
10%, and hence <f>b

v of the corresponding diode is higher 
than expected. In general, the differences between <j>b and 
4>f can be attributed to: (a) the image-force lowering of 
barrier height was not taken into account in calculating 4>\ , 
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FIG. 2. Variation of C- V barrier heights [ 4% v] and barrier heights calcu- 
lated from Eqs. (1) and (2) [<f>f] as.a function of etch time. The measure- 
ments were made using Schottky barrier diodes fabricated on samples 
etched for 2, 4, 6, 8, and 10 min at room temperature. 

and (b) the measured </>£v values could be overestimated if 
the traps introduced during plasma-etching ionize under 
C-V bias excursions.18 The significant lowering in (j>^v of 
the diodes fabricated on the etched samples compared to that 
of the control diode further confirmed that the rectifying 
properties of Pd/n-Si SBDs fabricated on sputter-etched sur- 
faces were poorer than those on unetched surfaces. 

The variations in <\>™ and current, IR, at a reverse bias of 
1 V are plotted as a function of plasma pressure in Fig. 3(a), 
while Fig. 3(b) shows the pressure dependence of free carrier 
concentration of the etched samples. The dashed lines in Fig. 
3(a) represent the barrier height (solid circles) and reverse 
current (solid squares) of the control (unetched) Schottky 
diode. The lowering in barrier heights with decreasing 
plasma pressure observed in Fig. 3(a) is in agreement with 
the results obtained during sputter deposition of metals on 
n-Si1'19 and with the proposal that ion-induced etching intro- 
duces donor-type levels at and below the semiconductor 
surface.8 On the other hand, the reverse current is found to 
decrease with increasing Ar pressure. The two following per- 
tinent remarks can be made concerning the C-V depth pro- 
files shown in Fig. 3(b). First, the level of free carrier com- 
pensation increased with decreasing plasma pressure. This 
free carrier compensation could be caused either by the in- 
troduction of acceptor-type defects or be due to dopant pas- 
sivation in the form of dopant-defect pairs. Second, these 
sputter-etching induced defects migrated to depths exceeding 
the projected range of —20 Ä of 400 eV Ar ions in Si 
(TRIM). 

B. DLTS results 

A typical DLTS spectrum for a sputter-etched sample is 
shown in curve (b) of Fig. 4. Since the sputter-etched SBDs 
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FIG. 3. Plots of (a) /- V barrier heights (<j>b ) and reverse current at a bias of 
-1 V(/j), and (b) free carrier concentration of sputter etched samples as a 
function of plasma pressure (2 X 10~3, 9 X 10"3, and 2 X 10"2 mbar). The 
dashed lines in (a) correspond to the barrier height (solid circles) and reverse 
current (solid squares) of the control sample. The carrier compensation ob- 
served in the control sample in (b) could be a result of hydrogen passivation 
of dopant atoms during the chemical cleaning step prior to metallization. 

were leaky at temperatures above 250 K, the DLTS spectra 
depicted in Fig. 4 were recorded between 40 and 250 K. The 
defects are labeled PI through to P8, and are identified in the 
form, for instance EP088 (PI), where "E" denotes an elec- 
tron trap, "P" stands for plasma-etching related defect and 
"088" corresponds to the position in meV of the trap below 
the conduction band. Three well resolved peaks EP088 (PI), 
EP143 (P2) and EP454 (P8) were observed under normal 
conditions (filling pulses of 0.2 ms width). Figures 4(c) and 
4(d) show that EP183 (P3) and EP310 (P6) could be fully 
resolved after using filling pulse widths of 20 ns, suggesting 
that their capture cross sections are larger than those of P4, 
P5 and P7, respectively. We have also used current 
(Z)-DLTS to monitor the presence of a shallow electron trap 
with a level at Ec — 0.056 eV, which could not be detected 
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FIG. 4. DLTS spectra of epitaxially grown n-Si doped to 4.8X 1015 cm 
with P, bombarded with high energy (MeV) electrons [curve (a)], and sput- 
ter etched in an Ar plasma [curve (b)] using 0.2 ms filling pulses. Curves (c) 
and (d) from the same sample were obtained using filling pulse widths of 
500 and 25 ns, respectively. Curve (e) was obtained after annealing at 
250 °C. All curves were recorded at a lock-in amplifier frequency of 46 Hz, 
V=\ Vand Vp=1.4V. 

using conventional capacitance (C)-DLTS. The Arrhenius 
plots from which the activation energy, Et, and apparent 
capture cross section, oa, of the SEI defects were extracted 
are illustrated in Fig. 5. 

Figures 6(a) and 6(b) illustrate the peak DLTS signal in- 
tensities of the prominent SEI defects as functions of etch 
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FIG. 5. Arrhenius plots of log(e/r2) vs 1000/T from which the activation 
energy, ET, and apparent capture cross section, aa, of the sputter-etching 
induced defects were extracted. The thermal dependence of the capture cross 
sections were not taken into account during the measurements. 

time and plasma pressure, respectively. Figure 6(a) shows 
that the intensities of the SEI defects decreased non- 
monotonically with etch time to reach a minimum at 6 min, 
and thereafter increased. Due to the high degree of carrier 
compensation, the DLTS signals for t = 2 min are expected to 
be grossly underestimated and are, therefore, lower than the 
signals corresponding to ? = 4min. Similarly, the relatively 
lower intensities of the SEI defects for 2 X 10"3 mbar com- 
pared to 9X 10"3 mbar [Fig. 6(b)] have also been attributed 
to the heavy carrier compensation sustained at the lowest 
pressure [Fig. 3(b)]. These DLTS observations, therefore, 
support the I-V and C-V results shown in Figs. 1, 2, and 3. 
It is pointed out here that since the shallow dopant profiles 
vary with depth [as evidenced in Fig. 3(b)], the DLTS peak 
intensities shown in Fig. 6 cannot be used as equivalent mea- 
sures for the defect concentrations. 

DLTS depth profiling of EP310 and EP454 were done 
using the samples etched for 6 min at different plasma pres- 
sures. The defect profiles (not shown) revealed that the con- 
centrations of the two prominent defects decreased exponen- 
tially in the region extending beyond 0.45 /urn from the 
metal-semiconductor interface. We have fitted this exponen- 
tial decay using Eq. (3), 

NT{x)=NT0 exp(-x/L) (3) 

and extracted an "apparent" or extrapolated interface (x 
= 0) concentration, NT0, of the defects as well as their char- 
acteristic decay length, L. The extrapolated surface concen- 
trations and characteristic lengths of EP310 and EP454 are 
summarized in Table I for the lowest and highest plasma 
pressures. The values of NT0 at 2 X 10"3 mbar were found to 
be marginally smaller than their corresponding values at 9 
X 10"3 mbar for both EP310 and EP454. 

EP088 and EP143 were completely removed after anneal- 
ing at 100 °C, whereas the overlapping peaks of P3 and P4 
were annihilated above 200 °C. The prominent defects 
EP310 and EP454 were annealed out at 300 and 250 °C, 
respectively. Isochronal annealing proved to be an efficient 
technique to resolve some of the overlapping DLTS defect 
peaks. The "signature" of P7 (EP326) was extracted after 
annealing an etched sample at 250 °C [curve (e) in Fig. 4]. 
The peak of P5, which has a level at Ec-0.219 eV in the 
band gap, was identified after removing both P6 and P7 at 
300 °C. Figure 7 depicts the DLTS spectra from an annealed 
sputter-etched sample at 100, 400, 450, and 550 °C [curves 
(a), (b), (c), and (d), respectively]. It can be seen from curve 
(e) of Fig. 4 that EP454 (P8) was removed above 250 °C, 
after which an electron trap EP435, which was thermally 
stable up to 550 °C, could be observed (Fig. 7). EP203 was 
the main defect after annealing at 450 °C and could not be 
detected above 550 °C. The intensity of a defect EP219 was 
observed to increase above 400 °C, while that of EP203 de- 
creased. EP219 was the main defect above 450 °C and its 
magnitude decreased when annealing above 550 °C. This de- 
fect was however found to be thermally stable at 650 °C. The 
energy levels, ET, and apparent capture cross sections, aa, 
of the prominent SEI defects are summarized in Table II. 

J. Vac. Sei. Technol. B, Vol. 16, No. 4, Jul/Aug 1998 



1877 Deenapanray, Auret, and Myburg: Electrical characterization and annealing behavior of defects 1877 

Etch time: t (min) 

FIG. 6. Illustrates the variations in 
peak DLTS signal intensities of the 
prominent SEI defects as a function 
of etch time [curve (a)] and plasma 
pressure [curve (b)]. The data shown 
in curve (a) were obtained from 
sputter-etched epitaxially grown 
n-Si (doped to 4.8X1015 P/cm"3) 
for 2, 4, 6, 8, and 10 min at a con- 
stant pressure of 9X 10~3 mbar and 
a fixed bias of 400 V. The pressure 
dependence curve was extracted 
from samples etched at 2X10~2, 9 
X10~3, and 2X10"3 mbar at a 
fixed sputter time and bias of 6 min 
and 400 V, respectively. 

10* 

Plasma pressure (mbar) 

This table also lists the electronic properties of the defects 
introduced in the same material by 1 keV He and Ar ions, 
and 5.4 MeV alpha-particle irradiation. The probable struc- 
ture of the defects are given in the last column of the table. 

IV. DISCUSSION 

A. Electrical characteristics of SBDs and extent of 
SEI damage 

The results presented above have shown that the rectify- 
ing properties of Pd SBDs fabricated on sputter-etched «-Si 
were poorer than those fabricated on a chemically cleaned 
but unetched substrate. We can explain the differences be- 
tween the electrical properties of the diodes deposited on Si 
etched for different time periods by considering the follow- 
ing two competing time-dependent processes: (a) defect re- 
moval by Ar-ion sputtering and (b) defect in-diffusion. Dur- 
ing the etching process, low-energy Ar ions sputter the Si 
surface whilst coming to rest, on average, at a depth of —21 
A below the instantaneous surface. The projected range of 
the ions depends on their energy, which will be assumed to 
be equal to qVdc eV throughout this discussion (Vdc being 
the dc bias on the electrode and q the electron charge). The 
low-energy implanted Ar ions transfer energy to the Si lattice 
predominantly by nuclear stopping and create damage in the 
crystal by displacing substrate atoms. Sputtering also results 
in the simultaneous erosion of the topmost atomic layers, and 

TABLE I. Surface concentrations, NT0, and characteristic lengths, L, of 
EP310 and EP454 in 6 min sputter-etched n-Si in an Ar plasma at 2 
X10"2 and9xl0"3 mbar. 

Defect Pressure (mbar) NT0 (cm 3) L (nm) 

EP310 

EP454 

2X10"2 -8X1012 95±16 
9X10~3 -8X1013 95±16 
2X10"2 -4.6X1013 143±2 
9X10~3 -7.3X1013 143±2 

hence the removal of ion-induced damage. The thickness of 
damage material removed always lags the mean ion penetra- 
tion (—21 Ä) and the radiation enhanced diffusion of exist- 
ing ion beam induced defects after ion etching has started. 
For relatively small etch times, the in-diffusion of defects 
supersedes their removal leading to accumulation of damage 
below the semiconductor surface. Furthermore, the etch rate 
requires a definite time to equilibrate, such that for small etch 
times the accumulation of damage is predominant over the 
sputtering process. As shown in Figs. 1 and 2, the quality of 
the diodes improved with etch time up to 6 min. Based on a 
glancing-angle Rutherford backscattering spectroscopy/ 
channeling (RBS/C) study of the subsurface structural 
changes of sputter-etched Si (to be published elsewhere), we 
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FIG. 7. DLTS spectra of annealed sputter-etched «-Si at 100 °C [curve (a)], 
400 °C [curve (b)], 450 °C [curve (c)], and 550 °C [curve (d)]. The defect 
annealing stages were similar for all the sputter-etched samples. The spectra 
show that post-etching high temperature treatment of the samples removed 
most of the prominent sputter etching induced defects, but nonetheless in- 
troduced a main secondary defect EAr219. 
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TABLE II Summary of the electronic properties (energy level, ET, and 
apparent capture cross section, aa) of sputter etching induced defects in 
epitaxially grown «-Si, together with the properties of the ,defects intro- 
duced in the same material by 1 keV He and Ar ions, and 5.4 MeV alpha- 

particles. 

E, °a ^ out 
Similar 

energy Defect (meV) (cm2) (°C) defects 

Sputter EP088 088 + 2 3.7X10"16 100 c,-c. 
etching EP143 143 ±2 5.7X10^15 100 Cs-Si,-Cs 

EP183 183±2 3.4X10"15 400 vo 
EP310 310±3 1.6X10"15 300 EAr310 

EP203 203 ±2 1.7X10"15 450 EHe203/EAr201 

EP454 454 ±4 4.2X10"16 250 VP+V2'° 

He: 1 keV EHe087 087 ±2 8.2X10"16 100 c,-c, 
EHell3 113±2 3.6X10"15 100 c,-c, 
EHel78 178±2 7.5X10"16 400 vo 
EHe203 203 ±3 l.lXlO^15 450 EAr201/EP203 

EHe341 341 + 4 1.0X10"15 

EHe390 390 ±4 6.3X10"17 

Ar: 1 keV EAr098 098±2 6.6X10'17 100 c,-c, 
EArl26 126+2 2.2X10~16 100 Cs-Si,-Cs 

EArl78 178±2 7.5X10"16 400 vo 
EAr201 201 ±3 9.7X10^16 450 EHe203/EP203 

EAr219 219±4 1.4X10~16 >650 EP219 

EAr288 288+4 1.1X10~15 

EAr310 310±4 1.6X10"16 ? EP310 

EAr377 377+5 1.1X10"17 

He: 5.4 MeV Eal78 178+2 7.5X10~16 >400 VO 

Ea251 251±3 1.3X10"15 >450 VI1" 
Ea415 415±4 1.9X10"16 >450 v2-'° 
Ea437 437 ±4 2.4X10"15 200 VP 

poorer, while Fig. 3(b) illustrated that the compensation in 
free carrier concentration of the etched samples increased, 
with decreasing plasma pressure. The DLTS plots illustrated 
in Fig. 6(b) can be used to further validate our results. Since 
the DLTS signal is proportional to the free carrier concentra- 
tion in the region probed, a lower than expected defect in- 
tensity is measured in a sample which incurred heavier car- 
rier compensation. Hence, taking into account the higher 
carrier concentration in the region below 0.45 fim in the 
sample etched at a plasma pressure of 2X 10"3 mbar com- 
pared to 9X 1(T3 mbar [Fig. 3(b)], it can be expected that 
the data points corresponding to a pressure of 2 
X10-3 mbar in Fig. 6(b) are higher than those correspond- 
ing to a pressure of 9X 10-3 mbar. In this case, the results 
shown in DLTS results depicted in Fig. 6(b) are in agreement 
with those shown in Fig. 3(b). 

Figure 3(b) also revealed that there was partial carrier 
compensation in the control sample. We have attributed this 
to dopant passivation by hydrogen incorporation in the 
samples during the premetallization chemical cleaning step. 
It can, however, be inferred from the same graph that sputter 
etching introduced additional compensating centers. Since 
ultrahigh purity argon gas was used during sputter etching 
and given that both the etched and control sample were sub- 
ject to the same chemical cleaning prior to metallization, we 
have proposed that these compensating centres are most 
likely to be acceptor-type defects. Alternatively, the ob- 
served free carrier compensation was due to dopant passiva- 
tion in the form of dopant-defect pairs. 

have tentatively attributed the lower rectifying characteristics 
of the diodes corresponding to etch times larger than 6 min 
to the formation of an amorphous layer with a corresponding 
continuous distribution of electronic states in the band gap. 
The amount of etching-induced damage were further sub- 
stantiated by our DLTS results. Figure 6(a) showed that the 
peak DLTS signal intensities of the main SEI defects fol- 
lowed similar trends as the /- V characteristics of the diodes. 
Furthermore, the DLTS depth profiles of EP454 and EP31020 

revealed that the defect migrated to depths larger than the 
projected range of 400 eV Ar ions (21 A), suggesting that 
diffusion of the plasma-etching induced defects could have 
been assisted by recombination-enhanced diffusion or tran- 
sient enhanced diffusion.21,22 

The plasma pressure dependence of the rectifying charac- 
teristics of the diodes is explained by considering the mean 
free path, \, between collision of Ar ions with neutral Ar 
atoms in the cathode sheath. Since X is inversely propor- 
tional to the plasma density, the frequency of collision of an 
Ar ion in a denser plasma is higher. The ion is thus acceler- 
ated over a shorter distance inside the discharge and its ki- 
netic energy before a collision is lower compared to another 
ion in a less dense environment. The Ar ions in a low- 
pressure plasma, therefore, bombard the Si surface with rela- 
tively higher energies compared to Ar ions in a denser 
plasma. The result is that more damage is introduced in the 
semiconductor lattice at lower plasma pressures. As shown 
in Fig. 3(a), the electrical properties of the diodes became 

B. Electronic, structural and annealing properties of 
SEI defects 

Curve (a) of Fig. 4 shows the DLTS spectrum of the 
structurally identified defects induced in «-Si during MeV 
electron irradiation. We have observed that high-energy 
alpha-particle and proton irradiation introduced levels at Ec 

-0.08 eV and £c-0.14 eV, in addition to the VO and VP 
centers, and the two charge states of the divacancy (V2 

and Vj/0)- V2'0 »s only detected after removing the VP cen- 
ter at 180 °C. EE124 (the second "E" in the nomenclature 
refers to "electron irradiated") was removed and levels at 
Ec-0.141 eV and Ec-0.085 eV, which have similar elec- 
tronic "signatures" as EP143 and EP088, respectively, 
emerged after annealing our electron-irradiated sample at 
180 °C for 30 min. These strongly suggest that EE124 is 
structurally identical to the carbon interstitial (Q). Since 
EP088 was reversibly removed after cooling under zero bias 
(VR = 0 V) and reintroduced under a reverse bias excursion 
(VR=-2W) and noting that the intensity of EP143 in- 
creased and decreased, respectively, under these cycles, the 
two defects have been assigned the Q-Si—Q and Q-Q 
structures, respectively.23 EP435 could be detected after re- 
moving EP454 at 250 °C [Fig. 4(e)] and its intensity was 
found to be approximately six times less than that of EP454 
[Fig. 7(b)]. Furthermore, EP435 was observed to be ther- 
mally stable up to 500 °C [Fig. 7(b)]. The "signature" of 
EP454 together with its annealing behavior suggest that it is 
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FIG. 8. Comparison of DLTS spectra of epitaxially grown n-Si doped to 
4.8X 10'5 cm-3 with P. (a) Sputter etched in an Ar plasma at a pressure of 
9 X 10"3 mbar for 6 min (de bias of 400 V), (b) bombarded with 1 keV He 
ions and (c) 1 keV Ar ions. The 1 keV bombardments were done to a dose 

)12 cm"2 i 
was used to extract the data. 
of 1 X 10 l cm L using a sputter gun. A lock-in amplifier frequency of 46 Hz 

the superposition of the VP center and V^~/0 (EP435). No 
direct evidence could be obtained from our results to show 
the detection of V^/_ . Since V^'0 is observed after the VP 
center anneals out, we argue that the high level of SEI dam- 
age in the region probed by DLTS created stress fields which 
prevented the complete filling of V^'- ,24 Current DLTS fur- 
ther showed that a shallow electron trap with a level at Ec 

- 0.056 eV was also created during the plasma-etching pro- 
cess. 

During any sputter-etching process, the substrate is sub- 
jected to bombardment by energetic noble gas ions from the 
plasma. In order to further characterize the SEI defects, we 
have compared them with those introduced during 1 keV 
Ar-ion bombardment of the same material. Since photolumi- 
nescence experiments have demonstrated that ion beam etch- 
ing of Si using low-energy noble gas ions created noble-gas- 
related defects,25,26 we have also compared the SEI defects to 
those created by 1 keV He-ion bombardment. We have re- 
cently shown that 1 keV He-ion bombardment of Si intro- 
duced a different set of defects compared to 5.4 MeV alpha- 
particle irradiation of the same material.27 Figure 8 shows the 
DLTS spectra of defects created during 1 keV Ar- and He- 
ion bombardment of «-Si [curves (c) and (b), respectively]. 

From the curves in Figs. 7 and 8, P4 is matched to EAr201 
and EHe203, because they have similar "signatures" and 
annealing properties. This comparison further concludes that 
P4 is not a noble gas related defect. Since the electronic 
properties of EP310 and EP326 are, within experimental er- 
ror, similar to that of EAr310, we are currently conducting 
annealing studies on 1 keV Ar-ion bombarded Si samples to 
elucidate which of the two could be similar to EAr310. Fur- 
thermore, EP493, which is observed after annealing at 
400 °C, has a similar "signature" to EAr377, while EP219 
(dominant above 550 °C) is electronically similar to EAr219. 

V. CONCLUSIONS AND SUMMARY 

The electronic and annealing properties of defects intro- 
duced in «-Si during sputter etching, together with the elec- 
trical characteristics of the Schottky barrier diodes fabricated 
on the etched samples, have been studied as a function of 
etch time and plasma pressure. Our results have shown that 
sputter etching caused carrier compensation in «-Si. These 
compensating centers have been attributed to the etching- 
induced acceptor-type defects or dopant passivation through 
the creation of dopant-defect complexes. Capacitance- 
voltage depth profiles further revealed that the compensating 
centers migrated beyond the penetration depth of the low- 
energy Ar ions from the plasma. The rectifying properties of 
the SBDs were less degraded for relatively long etch periods 
and higher plasma pressure. Our results have demonstrated 
that sputter etching introduced electrically active defects 
which altered the electrical properties of Schottky barrier di- 
odes fabricated on the etched surfaces. Some of the SEI de- 
fects were successfully identified as being structurally iden- 
tical to C;-CJ; the VO and VP centres and V^'0. The 
nondetection of V^1^ has been attributed to the presence of 
stress fields in our sputter-etched samples. Annealing could 
remove the SEI defects but also introduced a prominent de- 
fect EP219 which was thermally stable at 650 °C. EP203 has 
a similar DLTS "signature" and annealing behavior as 
EAr201, produced by 1 keV Ar-ion bombardment. A similar 
defect (EHe203) was also observed in low-energy He-ion 
bombarded n-type Si, which suggests that EP203 is not a 
noble gas related defect. 
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Low frequency noise in heavily doped polysilicon thin film resistors 
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Low frequency noise and current-voltage measurements in several heavily doped polysilicon 
resistors of varying geometry and both p and « type, and over a limited range of temperatures from 
-60 to 50 °C were conducted for the first time. We found that the noise in p-type polysilicon was 
independent of temperature, but not the «-type polysilicon. For the p-type resistors, linear current- 
voltage characteristics were observed, and the relative noise spectral density was independent of 
bias and inversely proportional to frequency. For the «-type resistors, linear current-voltage 
characteristics were observed, and the relative noise spectral density was independent of bias. 
Finally, the normalized noise level in the linear «-type resistors was almost an order of magnitude 
lower than for the p-type resistors. We believe that this difference is because «-type dopants 
segregate to the grain boundaries, thus passivating some of the traps there. Boron (p-type dopant), 
on the other hand, does not segregate to the grain boundaries, leaving more unpassivated 
grain-boundary traps which capture and emit more carriers, resulting in more low frequency noise. 
© 1998 American Vacuum Society. [S0734-211X(98)01704-1] 

I. INTRODUCTION 

Low frequency noise in semiconductor materials and pas- 
sive and active elements is important in determining the 
quality of the materials,1-8 or in determining the amount of 
noise the elements will contribute to the overall noise of a 
circuit or system.9 In some applications, the low frequency 
noise sets a low limit on the sensitivity of the circuit, for 
example, in avalanche photodiodes that are used to detect 
and convert optical radiation into an electrical signal.2'3 

There are three main types of low frequency noise. First, 
white noise (shot noise or thermal noise) whose magnitude is 
independent of frequencies up to very high frequencies. Sec- 
ond, l//r-type noise, and for y between 0.8 and 1.2, it is 
generally called \lf noise. Third, generation-recombination 
noise where the noise is constant up to a corner frequency, 
and then it decreases at 20 dB/decade as the frequency 
increases.10,11 The origins of shot noise, thermal noise, and 
generation-recombination noise are based on well- 
understood physical effects. However, the origin of \lf noise 
is still a subject of intensive research and no single theory 
has been able to explain it for all the semiconductor materi- 
als or devices in which it has been observed.12 

Low frequency noise has previously been studied in ava- 
lanche photodiodes,2 resonant tunneling diodes,1'7 metal- 
oxide-semiconductor field effect transistors 
(MOSFETs),8'10'13"15 and bipolar transistors4'5'10 We have 
also studied high-temperature effects in heavily doped 
silicon15 and polycrystalline titanium suicide16 resistors. To 
date, there are only few publications about noise in silicon 
grain boundaries17,18 and polycrystalline thin films and poly- 
cry stalline silicon resistors.19 In these papers the noise prop- 
erties of low and moderately doped polysilicon samples were 

"'Present address: Ioffe Institute, 194021, St. Petersburg, Russia. 
b)Present address: Mitel Telecomms., Mitel Business Park, Portskewett, 

Gwen, Wales NP64YR. 
"'Electronic mail: jamal@cs.sfu.ca . 

investigated. In Ref. 19 the noise in heavily doped polysili- 
con with doping level ~ 1019 cm"3 was measured. Here, the 
purpose of this research is not to study the origin of 1// 
noise, but rather to quantify the low frequency noise in sev- 
eral very heavily doped polysilicon resistors as a function of 
type of resistor, biasing, temperature, and geometry. These 
resistors are typically used in telecommunications, mixed 
signal circuits, general analog circuits, or high-voltage cir- 
cuits. 

II. DEVICE AND EXPERIMENTAL DETAILS 

The n-type polysilicon resistors were fabricated using a 
heavy POCL (liquid source of phosphorus) deposition and 
diffusion. The resulting «-type dopant concentration is ~5 
X1020 cm"3. The p-type polysilicon films, on the other 
hand, are implanted with boron, and then annealed by heat 
treatment. The resulting p-type dopant concentration is —2 
X1019 cm-3. The films are then patterned to different 
length-to-width ratios for study. 

Polysilicon resistors Rp in series with a metal resistor R0 

were biased with 12 or 24 V batteries, as shown in Fig. 1. 
The voltage fluctuations across resistors were amplified with 
a PAR 113 low noise amplifier and then measured with an 
HP 3561 dynamic signal analyzer. For each noise spectra, 
200 averages using the dynamic signal analyzer were made. 
Noise measurements were made on at least four samples of 
each of the resistor geometries for both n- and p-type resis- 
tors. The results that will be presented are averages from 
these samples in which their noise spectra were almost iden- 
tical. All samples were in a ceramic packages. The noise 
spectra were measured for frequencies between 1 Hz and 100 
kHz. However, data were collected in the computer for the 
frequency points shown for each of the graphs. For some 
spectra, all the measured frequency points were collected 
(for example, Fig. 6), while for others, fewer frequency 
points were collected (for example, Fig. 2). The instrument 
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FIG. 1. Experimental setup for noise measurements. 

used is a dynamic signal analyzer which makes a Fourier 
transform of the signal to display the power spectral density. 

The gain of the low noise amplifier was set so as not to 
overload the dynamic signal analyzer, and to sufficiently am- 
plify the voltage fluctuations. The frequency range of the 
dynamic signal analyzer was set from 1 Hz to 100 kHz and 
the measurement mode selected to measure noise voltage 
power spectral density. After the noise voltage density mea- 
surements (Sp normalized to 1 Hz) with the polysilicon re- 
sistor RP were made, the polysilicon resistor was replaced 
with a metal resistor Rm of same resistance value of RP (i.e., 
Rm = RP and now R0 is in series with Rm) and the entire 
measurement was repeated using the test setup shown in Fig. 
1. It is known that the noise of the amplifier depends on the 
loading resistance. Therefore, this procedure allowed us to 
determine the noise of the amplifier under measurement con- 
ditions with high accuracy. Using this procedure, we can 
calculate the spectral noise density of voltage fluctuations Sv 

(normalized to 1 Hz)20'21 as 

Sv= 
jRo+Rp 

Rr 
■S„ (1) 

for the case when the noise of the polysilicon resistor is 
much larger than the noise of the metal resistor. 

ill. MEASUREMENT RESULTS 

Polysilicon 
= 150/75 fim, 

«-type   resistors   with   dimensions   L/W 
LIW= 225/75 fim,    and   L/W= 400/4 fim 
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FIG. 2. Normalized noise spectra for n-type polysilicon resistors for two 
biases Vp = 5 V (triangles) and Vp= 10 V with L/W=400/4 pm. 

were measured. However, only for samples with relatively 
low area did the noise level significantly exceed the back- 
ground noise of the amplifier. 

If the noise observed is determined by bulk or surface 
mechanisms and not by the contacts, then the spectral noise 
density should be inversely proportional to the volume or 
area, for bulk or surface noise mechanisms, respectively, 
of the resistor. The polysilicon resistors with L/W 
= 150115 fim and L/W= 225/75 -fim have significantly 
higher area than the polysilicon resistor with dimensions 
l/W= 400/4 /xm, and therefore, both were of low noise be- 
cause of their larger areas (their thicknesses were all the 
same, 0.25 fim). 

The noise spectra of both n- and p-type samples were 
fitted to the expression 

Kr-Vi 
Sv,n~~ P 

(2) 

Then their geometry was included in the expression to nor- 
malize the KF values. In this way, for a given technology, 
circuit designers can select an appropriate geometry (width 
and length) to minimize the noise level. For all samples mea- 
sured, the average KF values normalized to the geometry 
will be given. The standard deviations of the KF values were 
less than 5% of their average values. 

Figure 2 shows the relative noise spectra for polysilicon 
n-type resistor with dimensions LIW= 400/4 fim. It is seen 
that for Vp=5 or 10 V, the noise spectra practically overlap 
one another. The independence of relative noise spectra on 
bias conditions is a property of linear metallic and semicon- 
ductor resistors. The noise spectra are of the form \lf with 
y=0.85. The spectral noise density of polysilicon n-type re- 
sistors may be estimated (from four samples) using the fol- 
lowing expression: 

Sv,n~' 
2.5X10"UV2 

LWf .85 (3) 

This relatively low noise, we believe, is a result of segre- 
gation of the n-type dopants (phosphorus) to the grain 
boundary,22 thus possibly passivating some of the grain- 
boundary traps which produce noise by trapping and detrap- 
ping of mobile carriers. Second, the n-type samples are 
heavily doped (~5X 1020 cm"3), thus the potential barrier 
at the grain boundary is very low, making the noise from the 
grain boundary proportionally lower. Also, the potential bar- 
rier at the grain boundary is higher for the p-type samples 
because of their Tower doping, thus the noise originating 
form the grain boundary is relatively higher. 

Figures 3, 4, and 5 show the relative noise spectra for 
p-type polysilicon resistors. Figure 4 shows the noise spectra 
at three bias conditions. It is seen that the relative noise 
spectra do not depend on bias conditions, similar to what was 
observed for n-type resistors. From Fig. 4, we note that the 
level of noise depends only on the resistor's dimensions. For 
p-type polysilicon resistors, the noise spectra is given by 
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FIG. 3. Normalized noise spectra for p-type polysilicon resistors of different 
dimensions for V= 10 V. 
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FIG. 5. Frequency dependence of normalized noise at different three tem- 
peratures of -60, 23, and 50 °C for p-type polysilicon resistors. 

Sv,p~' 
5xio_10y? 

LWf (4) 

Therefore, polysilicon p-type resistors are characterized 
by a higher level of noise than polysilicon «-type resistors. 
This is expected since the p-type dopants (boron) do not 
segregate to the grain boundaries. Thus there are many un- 
passivated grain-boundary traps which capture and emit car- 
riers, resulting in a higher level of noise than the «-type 
polysilicon, as explained above. 

Only one of the polysilicon p-type resistors measured ex- 
hibited a very high level of noise. The relative noise spectra 
of this sample is shown in Fig. 5. At low biases, this resistor 
was characterized by a linear current-voltage characteristics, 
in common with all other resistors measured. The noise spec- 
tral density was proportional of V2. Only at higher biases 
above 1 V was a superlinear I- V dependence observed and 
a sublinear deviation from Sv- V2 dependence obtained. We 
believe that this feature of the resistor is determined by the 
poor quality of the contact, or possible by heating effects at 
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FIG. 4. Normalized noise spectra for p-type polysilicon resistors for three 
different biases with L/W=400/4 /im. 

biases above 1 V. If the nonlinearity is due to poor contact, 
then we note that this poor contact condition may be deter- 
mined by noise measurements at low biases (because of the 
higher noise obtained compared to other similar resistors), 
even if the I-V relation of the contact is linear at these 
biases. 

The temperature dependence of low frequency noise in 
some polysilicon resistors was also measured. The relative 
spectral noise density for p-type polysilicon resistor over the 
temperature range from -60 to +50 °C, shown in Fig. 6, did 
not depend on temperature. Figure 7 shows the temperature 
dependence of the noise in polysilicon «-type resistors at 
different frequencies. It is seen that n-type polysilicon resis- 
tors under investigation are characterized by a monotonic 
and rather weak temperature dependence of the noise. 

Expressions (3) and (4) allow us to estimate the noise 
level in different polysilicon resistors. Another way of noise 
level characterization is using of the Hooge parameter a, 
given by 

Sy 

p 
(5) 

Frequency (Hz) 

FIG. 6. Normalized noise spectrum for p-type polysilicon resistors with very 
high level of the noise for Vp= 1 V. 
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FIG. 7. Temperature dependence of normalized noise at different frequen- 
cies for «-type polysilicon resistors. 

where N is the total number of the carriers in the sample and 
y is typically unity or very close to it. In Refs. 18 and 19, the 
models of the 1// noise (there, y=l) in polysilicon resistors 
were developed on the basis of Eq. (5) and the values of a 
were calculated. In Refs. 23 and 24, the frequency exponent 
y was allowed to vary, but were still close to unity, similar to 
our results reported here. In the usual expression, y=l, and 
this is the case for our results except for the n-type resistors. 
Note also that the relation (5) is empirical and does not carry 
information about the origin of the noise. That is why the use 
of it as a basis for noise calculations in such a complicated 
system as polysilicon resistors, from our point of view, is not 
justified. 

On the other hand, Eq. (5) is very convenient for compari- 
son and estimation of the noise level in different materials. 
Using this approach, we estimated a taking into account that 
M=nV (n is doping concentration per cm-3, V is volume of 
the sample). The a values are a = 3XlO~3 Hz"015 and a 
= 15X 10"3 for n- and p-type resistors, respectively. There- 
fore the noise level for n-type resistors is rather small and 
typical for metals. The noise level for p-type resistors is 
higher, that is why this kind of resistors can cause additional 
noise in integrated circuits. 

IV. CONCLUSIONS 
Almost all n- and p-type samples of heavily doped poly- 

silicon exhibited linear /- V behavior. The polysilicon resis- 
tors under investigation exhibit l//r with y=0.85 and y= 1.0 
for n- and p-type resistors, respectively. The noise level of 
n-type resistors may be characterized by the expression (2) 
or by the Hooge parameter a= 3 X 10"3. Polysilicon p-type 
resistors are characterized by a higher level of the noise with 
a=15Xl(T3 [see also expression (3)]. One reason for the 
higher noise in p -type polysilicon resistors is the larger num- 
ber of unpassivated grain-boundary traps. In addition, for 
n-type polysilicon with very high doping, the grain-boundary 
potential barrier is lower compared to the (relatively) lower 
doped p-type films, thus making the noise from the grain 
boundary proportionally lower. 

One sample had nonlinear I-V characteristics at higher 
biases (above 1 V) and a very large 1// noise. Deviation 
from Sv- V2 was also observed at these higher biases. These 
results most probably indicate a poor contact. No tempera- 
ture dependence of noise in p-type polysilicon resistors was 
observed. Polysilicon n-type resistors are characterized by 
the weak temperature dependence of the noise. Finally, in- 
creasing the grain size, passivating more traps in the grain 
boundary, and reducing the grain-boundary potential barrier 
would result in reduced low frequency noise. 
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Damage-free cleaning of Si(001) using glancing-angle ion bombardment 
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The effects of glancing-angle argon ion bombardment on air-contaminated Si(OOl) surfaces were 
studied. Bombarding at substrate temperature 7^ = 730 °C, impingement angle <£=3-15° relative 
to the surface plane, ion energy E=\ keV and dose D = 3X1015 ions cm-2 gave high-quality 
reflection high energy electron diffraction (RHEED) patterns and contaminant-free surfaces as 
observed by ion scattering spectroscopy. Atomic force microscopy images showed roughness value 
«0.5 nm under these conditions, but the roughness increased and RHEED patterns became spotty 
for higher doses or energies. Secco etching of samples bombarded at 7^ = 730 °C showed etch pits 
with a density of 106-107 cm-2 that increased with increasing D and E. Room-temperature 
bombardment with E= 1 keV, D = 3X 1015 ions cm-2 and 0=3°, followed by a 730 °C anneal, 
yielded a lowest roughness value of 0.2 nm. Secco etching showed no resolvable pits, indicating a 
dislocation density <4X 104 cm"2. © 1998 American Vacuum Society. 
[S0734-211X(98)04704-0] 

I. INTRODUCTION 

Ion bombardment has been widely used for cleaning Si 
surfaces, but can lead to defect formation,1"3 surface 
roughening,4-6 and recoil implantation of surface 
contaminants.7 Bean et al.1 showed that 1.0 keV Ar ion bom- 
bardment of Si at low temperature causes amorphization, and 
after annealing to recrystallize the surfaces, dark-spot defects 
were present in transmission electron microscope images. 
Lowest defect densities were observed for an ambient- 
temperature ion bombardment followed by an 800 °C anneal 
which regrew the amorphous layer. At higher temperatures, 
damage is produced in the form of subsurface dislocation 
loops. Garverick et al.7 showed that damage can also be 
minimized by sputter cleaning at elevated temperatures with 
very-low-energy (=s 100 eV) Ar ions at low doses.7,8 Device- 
quality Si has been grown on Si cleaned using «25 eV Ar 
ions.8 These very-low-energy sputter cleaning experiments 
were carried out by immersing the Si in a glow discharge 
plasma typically operating at pressures of > 10"3 Torr. 

Glancing-angle Ar ion bombardment has recently been 
shown effective for producing clean, flat, nearly defect-free 
GaAs(OOl) surfaces.9'10 The damage was found to decrease 
dramatically with decreasing angle 4> relative to the surface 
plane. The low damage was explained by increased ion re- 
flection, along with decreased ion implantation range, dam- 
age range, and ion channeling. Selective sputtering of asperi- 
ties at low 4> was found to smoothen preroughened surfaces.9 

To our knowledge, this technique has not been attempted for 
Si. 

In this article, we describe the effects of glancing-angle 
Ar ion bombardment of Si(001) surfaces. Surface structure 
and morphology were studied using reflection high energy 

"'Electronic mail: labanda@princeton.wireline.slb.com 
b)Electronic mail: s-barnett@nwu.edu 

electron diffraction (RHEED) and atomic force microscopy 
(AFM) as a function of substrate temperature Ts, ion dose 
D, energy E and impingement angle <p relative to the surface 
plane. Surface composition was measured using in situ ion 
scattering spectroscopy. Defect densities were observed by 
chemical etching using the Secco formulation and cross- 
sectional transmission electron microscopy (XTEM). Best 
results were obtained using an ambient-temperature bom- 
bardment with E=l keV, Z) = 3X1015 ions cm"2 and <f> 
= 3° followed by a 730 °C anneal, where the surface rough- 
ness R = 0.2 nm and no defect-etch pits were observed. 

II. EXPERIMENTAL PROCEDURE 

The experiments were carried out in a turbomolecular- 
pumped molecular beam epitaxy (MBE) chamber with a 
base pressure of ~10"9 Torr.11 RHEED observations were 
made with a 25 keV electron beam incident at 7 mrad from 
the surface. A rasterable ion gun provided typical target cur- 
rents of 0.1-5 /ULA at £ = 0.1-5.0 keV. Ion dose values 
quoted are ions per unit substrate area. Two 70 mm ports at 
3° and 18° relative to the nominal substrate surface plane 
combined with ± 10° substrate tilting12 allowed (p values 
from 0° to 28°. The source gases were 99.999% pure Ar or 
He further purified using a Ti getter. The chamber pressure 
with either Ar or He was typically 1 X 10~6 Torr with differ- 
ential pumping using an 80 //s turbomolecular pump. 

The polished Si(001) substrates were cleaned with ac- 
etone and methanol prior to insertion into the MBE chamber, 
and then annealed for 10 min at Ts=450 to 730 °C. Bom- 
bardment was then carried out with Ar ions impinging in the 
(110) direction while maintaining the substrate at the same 
annealing temperature unless otherwise noted. Ts was mea- 
sured via the silicon substrate resistivity after direct calibra- 
tion with a thermocouple and observing the melting points of 
InSb and Al. 
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The surface topography and roughness were characterized 
using an atomic force microscope (AFM) operated in air. 
The roughness R was defined as the average difference in 
height between the five highest peaks and five lowest val- 
leys, relative to the mean surface position, over a 500 nm 
profile. The roughness values given represent the average of 
four arbitrarily chosen azimuthal profile directions with the 
error bars indicating the scatter in the measurements. Surface 
root-mean-square roughness values from the AFM images 
were also obtained; these are two to three times smaller in 
magnitude with a nearly identical roughness dependence on 
the various bombardment conditions used in this study. 

In situ measurements of surface composition were made 
using ion scattering spectrometry (ISS) with the same ion 
gun used for bombarding the surfaces. ISS data were ob- 
tained using He ions incident at <f)= 18°, E= 1 keV, 7=6.5 
X 1013 ions cm""2 s"1 and scattering angle 0=75°. Scattered 
ions were energy analyzed using a 160° sector, 36.5-cm- 
radius electrostatic energy analyzer with 1-mm-diam en- 
trance and exit apertures, and detected using a 107-gain dual 
microchannel plate detector. A typical spectrum was ob- 
tained using an ion dose of ~3 X 1016 ions cm 2. ISS spectra 
shown are normalized to the Si peak. An As peak is observed 
in all the scans indicating contamination from the MBE 
chamber, which is also used for GaAs growth. 

Estimates of the defect densities after ion bombardment 
were obtained by chemical etching using the Secco 
formulation:13 a 5 min etch in a 2:1 solution of concentrated 
HF and (0.15 M) K2Cr207. Secco etch pits have been shown 
to form at dislocations in «-and p-type Si(001) substrates. 
Prior to the Secco etch, the samples were first dipped in 
concentrated (49%) HF acid and then rinsed with an over- 
flow of deionized water. Etching was done with ultrasonic 
agitation to avoid surface roughening arising from bubble 
formation. After etching, the samples were rinsed with an 
overflow of deionized water and blown dry using high purity 
nitrogen. The surfaces of the etched samples were then ob- 
served using AFM. 

XTEM observations were made using a Philips CM 20 
UT microscope after sample preparation using a combination 
of mechanical and ion thinning, as described previously. 

III. EXPERIMENTAL RESULTS 

A. Temperature effects 

Initial experiments were carried out to determine an ap- 
propriate Ts value for the bombardment studies. Si substrates 
were annealed for 10 min at 450, 620, and 730 °C and then 
bombarded at the same Ts with Ar ions incident at 4>= 15°, 
£=1.0 keV and D = 3X1015 ions cm"2. The sample an- 
nealed and bombarded at 450 °C gave very weak RHEED 
patterns with high background as shown in Fig. 1(a). A more 
distinct and streaky pattern appears on the sample bom- 
barded at 620 °C [Fig 1(b)]. Samples bombarded at Ts=730 
°C gave streaky RHEED patterns showing 2X1 reconstruc- 
tion, strong Kikuchi lines, and higher-order spots indicating 
reasonably flat and well-ordered surfaces [Fig. 1(c)]. 
Samples annealed in vacuum at 7^ = 730 °C without any ion 

a) 

b) 

c) 

FIG. 1. RHEED patterns from Si(001) bombarded with 1 keV Ar ions at 
substrate temperatures of (a) 450, (b) 620, and (c) 730 °C. 

bombardment showed very weak RHEED patterns. This 
agrees with prior studies showing that annealing at this tem- 
perature does not provide clean surfaces. 

ISS spectra were also observed after the above sputtering 
cleaning steps with the Si maintained at the same Ts. As 
shown in Fig. 2, ISS spectra obtained for the sample bom- 
barded at Ts = 450 °C showed a broad peak at the positions 
expected for C and O (note that the mass resolution was too 
low to resolve these). At Ts=620 °C, the C+O peak was 
smaller. At Ts = 130 °C, the C and O peaks were barely re- 
solved from the Si peak. A substrate temperature of Ts 

= 730 °C was chosen for most of the experiments below, 
since flat, clean and well-ordered surfaces were obtained. 

B. Ion bombardment parameter effects 

Glancing-angle He ions produced distinct changes in 
RHEED patterns for Si(001) substrates after bombardment to 
a dose D = 3X1015 ions cm"2 at 7>730°C and </>=15°. 
Initially diffuse RHEED patterns evolved into elongated 
spots arranged in a bulk-like pattern, with some reconstruc- 
tion evident. No higher-order Laue spots were observed. ISS 
scans did not show a C+O peak, indicating a clean but rough 
surface. Prolonged He bombardment to a dose D>12 
X 1016 ions cm""2 was necessary to give RHEED patterns 
comparable to those obtained using Ar ion bombardment at 
3 X 1015 ions cm""2 [see Fig. 1(c)]. These results are different 
than those for GaAs, where glancing-angle He ion bombard- 
ment yielded no observable cleaning over a wide range of 
parameters. 

Figure 3 shows RHEED patterns and AFM images from 
Si(001) surfaces bombarded by Ar ions with different doses, 
maintaining E= 1.0 keV, Ts = 130 °C and <f> = 15°. Without 
ions, the surfaces showed hazy, featureless RHEED patterns 
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FIG. 2. ISS scans corresponding to the conditions given in Fig. 1 are shown. 
The As peak is present due to the background arsenic present in the cham- 
ber, which is also used for GaAs growth. 

but were relatively flat with # = 0.3 nm. At the lowest D, 
1.3X1015 ions cm-2, the AFM roughness had increased to 
R = 2.7 nm. RHEED patterns had streaks with bulk-like in- 
tensity modulations and indicated weak reconstruction. D 
= 3X1015 ions cm"2 gave the best RHEED pattern, with 
2X1 reconstruction streaks, higher-order diffraction spots, 
and strong Kikuchi lines. The surface was also relatively 
smooth (R = 0.5 nm). Bombardment at higher D yielded 
spotty RHEED patterns, while the AFM images showed 
rougher surfaces with distinct hillock formation. The largest 
dose, D= 1.2X 1016 ions cm-2, resulted in a surface with R 
= 5.3 nm. ISS scans showed a negligibly-small C+O peak, 
even for the lowest D value. 

Figure 4 shows the RHEED patterns and AFM images of 
Si(001) samples bombarded with different energies E at D 
=3X 1015 ions cm"2, <f>= 15°, and 7^ = 730 °C. The sample 
bombarded at £=500 eV showed a RHEED pattern that had 
streaks with bulk-like intensity modulations and weak recon- 
struction streaks. The AFM image showed considerable sur- 
face roughness (/? = 3.1 nm). This surface was similar to the 
lowest dose sample in Fig. 3. E= 1.0 keV gave the smoothest 
surface (R = 0.5 nm) and highest-quality RHEED pattern. 
For E above 1.0 keV, there was little change in the RHEED 
pattern although a slight increase in R was observed. ISS 
scans did not show C and O peaks even at the lowest E. 

Lower <f> values, 7° and 3°, were also tested with E 
= 1000 eV and D = 3X1015 ions cm"2. For these values, 
streaky   RHEED  patterns   with  2X1   reconstruction  and 

20nm 

500nm 

FIG. 3. RHEED patterns and AFM images from Si(001) bombarded with 1 
keV Ar ions incident at <f>= 15° at doses of (a) 1, (b) 3, (c) 6, and (d) 12 

higher-order Laue spots (similar to the best patterns shown in 
Figs. 3 and 4) were obtained. Table I shows the roughness 
values for ^=3°and 15° versus D. R values were consis- 
tently lower for 4>=3°, with a minimum /? = 0.3 nm ob- 
served over a wider range of doses. 

Finally, some samples were prepared in which the bom- 
barded at room temperature, followed by a 730 ° anneal. The 
sample and sample-holder were first outgassed for 10 min at 
730 °C. After cooling to room temperature, Ar bombardment 
was carried out with E= 1000 eV, Z) = 3X 1015 ions cm"2, 
and (f> = 3°. Hazy, featureless RHEED patterns were ob- 
served after bombardment, indicating an amorphous surface. 
However, after annealing for 10 min at 730 °C, RHEED pat- 
terns emerged that were comparable to the best patterns in 
Figs. 3 and 4. Figure 5 shows a typical AFM image obtained 
after this procedure; the value R = 0.2 nm obtained was the 
lowest observed in this study. This peak-to-peak roughness is 
comparable to the thickness of a single monolayer of Si, 
0.135 nm, indicating that these surfaces were close to the 
flatness limit achievable for a vicinal surface. 

C. Ion damage 

Estimates of the defect densities of the bombarded 
samples were obtained from 50 /xmX50 fim AFM images of 
the surfaces after Secco etching. Samples bombarded at Ts 
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AFM RHEED 

lOnm 

500nm 

FIG. 4. RHEED patterns and AFM images from Si(OOl) bombarded with Ar 

ions incident at <f>= 15° to a dose of 3 X 1015 ions cm"2 at ion energies of (a) 

0.5, (b) 1.5, and (c) 2 keV. 

=730 °C showed 0.5-2.0 fim diameter pits that were 20-50 
nm deep with a density of 106-108 cm"2. The pit density 
increased with increasing D, E, and <j>, as indicated in Table 
II. Typical AFM images of etched surfaces are shown in Fig. 
6. Figure 6(a) shows that no etch pits were observed on an 
unbombarded Secco-etched Si(001) surface. Decreasing the 
bombardment angle from <f>= 15° to 3° [Figs. 6(b) and 6(c)] 
decreased the defect density from «4X107 to «4X106 

cm"2. Figure 6(d) shows that after ambient-temperature 
bombardment and annealing, no etch pits were present, indi- 
cating a defect density <4X 104 cm"2. 

Attempts were made to image the ion-induced defects us- 
ing XTEM. Even with a heavily damaged sample (an etch pit 
density of ~6X107 cm"2), no defects were detectable as 
shown in Fig. 7. This was due to the relatively small inter- 
face area sampled by XTEM. 

TABLE I. Surface roughness of Si(001) bombarded with 1 keV ions at dif- 

ferent doses and angles. 

AFM roughness ( nm) 
Ion dose 

(1015 cm"2) <£=15° <j> = 3° 

1 2.7±0.3 0.5±0.1 

3 0.5+0.1 0.3+0.1 

6 4.2±0.6 0.3±0.1 

12 5.3+0.6 0.6+0.1 

5 nm 

500 nm 

FIG. 5. AFM image of a Si(001) surface bombarded at ambient temperature 

using 1 keV Ar ions at 3° from the surface to a dose of 3 X 1015 ions cm 2, 

followed by a 730 °C, 10 min anneal. 

IV. DISCUSSION 
The effects of glancing-angle ion bombardment of air- 

contaminated Si surfaces at elevated temperatures are quali- 
tatively similar to those described previously for GaAs. 
That is, the initially flat surfaces first roughened during ion 
bombardment, then smoothened, and finally roughened again 
(see Fig. 3). ISS results showed that C and O were effec- 
tively removed before the first roughness maximum. We be- 
lieve that inhomogeneous removal of the contaminant layer 
causes the initial surface roughening. The smoothening ef- 
fect of glancing-angle ions, previously demonstrated for 
GaAs and explained by selective sputtering from surface pro- 
trusions combined with surface diffusion,9 causes a rapid de- 
crease in roughness after the contaminant layer is removed. 
The roughening observed at high doses is attributed to pref- 
erential sputtering at the defects created by ion bombard- 
ment. A similar hillock morphology has previously been ob- 
served on Si(001) bombarded by normally incident 500 eV 
Ar ions at doses similar to those used here.15 They attributed 
the hillocks to step-bunching at defects. Etch-pit densities 
approached 108 cm"2 for higher doses, about an order of 
magnitude less than the island densities that can be inferred 
from the high dose images in Fig. 3. As can be seen in Fig. 
6(b), however, the etch pits are large (500-2000 nm) and 
closely spaced, such that there was likely considerable un- 

TABLE II. Etch pit densities of Si(001) bombarded with different doses, 

energies, and angles. Typical etch pit diameter was 0.5-2 /ira. 

Ion dose 

(1015 cm"2) 

Ion energy 

(eV) (deg.) 

Etch pit density 

(107 cm2) 

1 
3 
6 
12 
3 
3 
3 
3 

1000 
1000 
1000 
1000 
500 
1500 
2000 
1000 

15 

15 

15 
15 

15 

15 

15 
3 

1 

4 

6 

T 
0.4 

1 

2 
0.4 

aEtch pit diameter was two to four times bigger than the norm. The low 

density may be due to pit coalescence. 
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*- 500 nm —> 

FIG. 6. AFM images of Secco-etched Si(001) that had been exposed to 
differing ion bombardment treatments, (a) shows an unbombarded surface, 
(b) shows a surface bombarded at 7"s = 730 °C, E= 1 keV, D = 3 X 1015 ions 
cnT2, and <j>=\5°, (c) shows the same as (b) but with 0=3°, and (d) 
shows the same as (c) but at ambient temperature followed by a 730 °C 
anneal. White-to-black represents a depth change of 500 nm. 

dercounting of defects at the higher densities. The numbers 
are therefore consistent with the idea that hillock formation 
was related to ion-induced defects. 

The broader minimum in the roughness and lower R val- 
ues for <£=3° vs 15° (see Table I) can be explained by the 
lower damage production rate at the lower angle (see Fig. 6), 
which should lead to a lower roughening rate. Lowering </> 
also maximizes the sputtering of protrusions, and minimizes 
sputtering at flat regions, which explains in part the lower 
roughnesses obtained at <f> = 3°. 

The effect of ion energy is analogous to the dose effect 
noted above. Decreasing E decreases the sputtering yield, 
causing a similar effect as decreasing the dose. This can be 
seen by noting that the surface obtained for £=500 eV and 
£> = 3X1015 ions cm"2 (Fig. 4) was nearly identical to that 
obtained with E= 1 keV and D= 1.3X 1015 ions cm"2 (Fig. 
3); in both cases, the bombardment was insufficient to 
smoothen the surface. It is not clear, however, why increas- 
ing E above 1 keV (Fig. 4) did not increase the roughness as 
rapidly as increasing D (Fig. 3), since both sputter yield and 
damage production rate increase with increasing E. 

The dose required to clean and smoothen Si(001) was a 
factor of « 10 times less than that required for GaAs(OOl),10 

for the same E and (f>. Furthermore, Si(001) was effectively 
sputter cleaned with Ar ions at </>= 3°, which had little effect 
on GaAs(OOl). It seems unlikely that these differences are 
due to differences in the air-contamination layer on the two 
materials: the surface oxides typically have similar thick- 
nesses (a few nm) and Si02 is more stable than arsenic and 
gallium oxides, suggesting that the sputtering rate should, if 
anything, be lower for Si. The difference may be a mass 
effect. That is, Ar (40 AMU) ions are heavier than Si (28 

FIG. 7. Cross-sectional transmission electron microscope image of a Si(001) 
surface after ion bombardment at 7*s = 730 °C, £=1 keV, Z)=1.2X1016 

ions cm-2, and 4>= 15°. 

AMU), but lighter than Ga (70 AMU) or As (75 AMU). 
Thus, Ar ions are readily reflected from a GaAs surface in 
binary collisions, but will retain some forward momentum 
even in head-on collisions with Si atoms. It was also found 
that He ions provided significant cleaning of Si, but had little 
effect on GaAs. This is probably due to the better mass 
match of He with Si. For example, the maximum fraction of 
the energy that can be transferred from He to Si in a head-on 
collision is 0.44 vs 0.20 for He and Ga. 

The substrate temperature during bombardment of Si(001) 
played a key role in determining surface quality. The pres- 
ence of roughness for bombardment at 7^ = 450 °C is indi- 
cated by the spotty nature of the RHEED pattern in Fig. 1. 
The roughness likely originates from the surface crater for- 
mation that has been observed to occur upon energetic ion 
impact.16 The streaky patterns at 730 °C indicate that this 
can be overcome by sufficient surface diffusion. The high 
background intensity for low Ts (Fig. 1), indicating poor 
crystalline perfection, was eliminated by annealing at higher 
Ts. The ISS data in Fig. 2 suggest that contamination was 
present after low-7^ sputtering, but we believe that this is an 
artifact; i.e., the surface was recontaminated during the ISS 
measurement. Indeed, if the initial surface-contamination 
layer were still present after low-7, sputtering, then it would 
not have been possible to obtain good surfaces by ambient- 
temperature bombardment and annealing. Rather, we believe 
that the sputtering completely cleans the surface even at low 
Ts, and that any recontamination is removed by the 730 °C 
anneal. 

Ion damage decreased with decreasing ion energy, dose, 
and impingement angle. The dependencies on E and D are 
not surprising. A decrease in damage with decreasing cf> was 
previously shown for Ar ion bombardment of GaAs and ex- 
plained by increased ion reflection, decreased channeling, 
and decreased projected damage range. The latter two factors 
both helped confine point defects very near the surface, en- 
hancing their rate of self and surface annihilation. 

The best results, both in terms of surface flatness and low 
defect density, were obtained by ion bombarding at ambient 
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temperature and then annealing at 730 °C. A similar proce- 
dure was employed by Bean et al. for Si, except that the Ar 
bombardment was at normal incidence.1 They concluded that 
the ambient-temperature bombardment results in amorphiza- 
tion of a thin surface layer, which is then epitaxially regrown 
in the subsequent anneal. They observed a reduction in de- 
fect density compared with sputtering at elevated tempera- 
tures which is explained by a reduction in channeling, but the 
defects were not completely eliminated. The present results 
show a complete elimination of defects, at least to the 
present detection limits. This may be attributed to the 
glancing-angle geometry, which further reduced ion channel- 
ing. The lower roughness after ambient-temperature bom- 
bardment may also be due to the amorphous layer which 
should sputter more uniformly than the crystalline surfaces 
with defects present during elevated-temperature sputtering. 

The present ion cleaning technique compares well with 
non-ion cleaning methods, including high temperature 
(>~1000 °C) thermal annealing,14 UV-H2/02 cleaning,17'18 

19 20 T 
and recent variations of the standard HF dip technique. ' It 
is undesirable to expose Si wafers to the temperatures used in 
thermal desorption cleaning. Furthermore, residual hydrocar- 
bons form very stable SiC clusters at Ts= 550 °C that require 
temperatures >1200°C to remove.14 UV/oxygen17 and 
UV/hydrogen18 cleaning procedures remove adsorbed hydro- 
carbons from silicon surfaces. The UV/hydrogen method in 
particular has been successful for in situ cleaning as-received 
wafers without any prior wet chemical treatment. However, 
it is ineffective in removing chemisorbed carbon atoms. Both 
methods require close-proximity UV lamps and in the UV 
hydrogen method, hydrogen pressures of ~10~3 Torr are 
required, which may not be compatible with many MBE sys- 
tems. Also, both require ~900°C final anneals to remove 
the oxide layer, higher than in the present technique. Finally, 
the present technique has practical advantages in terms of 
versatility, reproducibility, and the avoidance of wet chemi- 
cal treatments and the associated waste disposal problems. 

V. SUMMARY AND CONCLUSIONS 

Si(001) prepared by ambient-temperature bombardment 
with 1 keV Ar ions to a dose of 3X 1015 ions cm""2 at 3° 
from the surface plane, followed by annealing at 730 °C for 
10 min, provided clean, defect-free surfaces with 0.2 nm 
peak-to-peak roughness. The lack of damage was explained 
by the formation of an amorphous layer, along with in- 
creased ion reflection, reduced ion channeling, and lower 
projected damage range for glancing ion incidence compared 
with normal incidence. The very smooth surfaces were ex- 
plained by selective sputtering of surface protrusions. This 
technique allows in situ cleaning of as-received wafers with- 

out any prior wet chemical etching at a lower temperature 
than most other cleaning methods, and can easily be incor- 
porated in most UHV systems. 

Ion bombardment at elevated substrate temperatures 
yielded rougher surfaces and measurable defect densities. 
During bombardment, surfaces first roughened due to non- 
uniform removal of the oxide layer, then smoothened due to 
preferential sputtering of asperities, and then roughened 
gradually due to selective sputtering at defects. The amount 
of damage increased with increasing ion dose, energy, and 
impingement angle. He ion bombardment was less effective 
for sputter-cleaning Si(001), requiring doses ~4 times 
higher to achieve results comparable to Ar bombarded sur- 
faces. 
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Etching behaviors of (Ba,Sr)Ti03 (BST) thin films were studied by an inductively coupled plasma 
(ICP). Using Cl2 gas with Ar gas, etch rate of the BST thin films and their selectivity for Si02 hard 
masks were systematically investigated over a wide range of gas mixing ratio and ICP power. The 
films were etched at rates of 400 Ä/min using 20% of Cl2 flow and 80% of Ar flow under ambient 
pressure below 10 mTorr and at a reactive ion etch power of 150 W and at an ICP power of 700 W. 
Chemical analysis by Auger electron spectroscopy showed that postetch residues had Ba- and 
Sr-rich phases which were not found on the surface of the Si02 hard mask. It was found that the 
residues of the BST films can be removed with the addition of SF6 gas in the etchant gas mixture. 
© 1998 American Vacuum Society. [S0734-21 lX(98)02404-4] 

I. INTRODUCTION 

Recently, much attention has been paid to (Ba,Sr)Ti03 

(BST) thin films due to its high permittivity for application 
of giga-bit level dynamic random access memories1-3 and 
integrated decoupling capacitors.4'5 For fabrication of BST 
thin films into integrated semiconductor devices, it is essen- 
tial to develop a reliable dry-etching process.6 Etching of 
BST thin films has been usually performed by reactive ion 
etching (RIE) process, but there are some drawbacks such as 
slow etch rates less than 250 Ä/min, postetch residues, and 
physical damages after etching.7'8 

Inductively coupled plasma (ICP) etching offers an attrac- 
tive alternative dry-etching technique. The general belief is 
that ICP sources are efficient to generate the high density 
plasma and easier to scale up than electron cyclotron reso- 
nance sources, and economical in terms of cost and power 
requirements. At low pressures below 10 mTorr, ICP is ex- 
pected to produce low damage while achieving a high etch 
rate, because the plasma diffuses from the generation region 
and drifts to the substrate at relatively low energy.9 In this 
article, ICP etching behavior of BST thin films is reported 
using a Cl2 based gas chemistry with Ar. Furthermore, it was 
demonstrated that addition of SF6 gas in the etchant gas mix- 
ture shows a dramatic reduction of postetch residues. In ad- 
dition, an etching mechanism of the BST thin film is pro- 
posed based on Auger electron spectroscopy (AES) analysis. 

II. EXPERIMENT 

BST thin films used in this study were prepared on p-S\ 
(100) by rf-magnetron sputtering. Growth temperature of the 
BST thin films was 490 °C and other deposition conditions 
were summarized in Table I.10 From x-ray diffraction and 
Rutherford backscattering spectrometry, the BST thin films 
were confirmed to be a single phase and stoichiometric. The 
crystalline nature of the films was found to be polycrystalline 
with a grain size less than 1000 A. 

An ICP reactor with an A1203 insulation encircled by an 
inductive coil has been used in this study.11 The plasma gen- 

"'Electronic mail: hmlee@Igcit.com 

erated by a rf generator connected to the substrate at 13.56 
MHz is intensified by a magnetic field induced by the induc- 
tive coil tuned at 2 MHz. Cl2 and SF6 gases were chosen as 
etchants,12 while Ar gas was incorporated to use its milling 
effect on oxide materials. Conventional photoresist could not 
be applied as a mask material because its etch rate is faster 
than that of a BST film and its properties change from the 
heat generated during the etching process. Instead of photo- 
resist, Si02 masks were prepared by low pressure chemical 
vapor deposition. The Si02 masks were patterned by RIE 
technique with CHF3/02 chemistry. Selectivity, a ratio of 
etch rate of BST thin films to that of Si02 masks, is an 
important parameter to evaluate the effectiveness of the 
masks. Surface morphology and cross-sectional profile were 
investigated by scanning electron microscopy (SEM). Com- 
positions of surfaces and postetch residues were examined by 
AES. 

III. RESULTS AND DISCUSSION 

Figure 1 shows etch rate of BST thin films and selectivity 
as a function of % Cl2 flow in Ar/Cl2 chemistry. The total 
flow rate of the gases was maintained at 40 seem. During the 
etching process, pressure of the chamber, rf power, and ICP 
power were fixed at 10 mTorr, 150 W, and 700 W, respec- 
tively. The etch rates of BST thin films in pure Ar and in 
pure Cl2 were found to be 220 and 280 Ä/min, respectively. 
The etch rate and the selectivity of the films show a maximal 
value when Cl2 in the gas mixture was near 20%. The etch 
rate of the film at 20% of Cl2 was about 400 Ä/min, which 
was two times faster than that of the film etched in pure Ar 
ambient. This result implies reactive etching of BST films. 
Likewise, selectivity shows a peak around 20% of Cl2. The 
maximal value of the selectivity was found to be about 0.5, 
indicating that it is necessary to deposit Si02 masks more 
than two times thicker than the thickness of the BST thin 
films to be etched. 

Figure 2 shows etch rate of the BST thin films and selec- 
tivity as a function of ICP power. As rf power applied to the 
ICP antenna was raised, the etch rate of the films increased. 
On the other hand, selectivity for the Si02 mask shows no 
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TABLE I.  Growth conditions of BST thin films on p-Si (100) by rf- 
magnetron sputtering.   

dependence on ICP power. This can be explained by the fact 
that the etch rate of the Si02 mask increases faster than that 
of the BST thin film. From the dependencies of etch rate on 
%C12 and selectivity on ICP power, it is suggested that the 
etching of the BST thin films is sputtering dominated reac- 
tive etching with Cl2 gas. 

In Fig. 3(a), a SEM micrograph shows etched surface of 
the BST thin film using 8 seem of Cl2 flow and 32 seem of 
Ar flow under ambient pressure below 10 mTorr and at a 
RIE power of 150 W and at an ICP power of 700 W. 
Postetch residues whose size was about 1 pm were seen only 
on the etched surface of the film. The residues were not 
found on the surface of the Si02 hard mask. The film shows 
a rough surface, which might originate from etching process 
damage or redeposition of the etched materials. The etch rate 
under the above conditions was about 400 Ä/min. The etched 
surface of BST thin film using 4 seem of Cl2 flow, 4 seem of 
SF6 flow, and 32 seem of Ar flow is shown in Fig. 3(b). The 
ambient pressure and the rf powers were set at the same 
vales as those of Fig. 3(a). The figure shows few postetch 
residues and clean surface morphology. The root mean 
square surface (rms) roughness was found to be about 26 A 
and the etch rate was about 150 Ä/min. 
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FIG. 1. Etch rate of BST thin films and selectivity as a function of % Cl2 in 
an ICP-generated Ar/Cl2 plasma. 
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FIG. 2. Etch rate of BST thin films and selectivity as a function of ICP 
power in an ICP-generated Ar/Cl2 plasma. 

FIG. 3. SEM micrographs of the BST thin film etched (a) in Ar/Cl2 chem- 
istry and (b) in Ar/Cl2/SF6 chemistry. 
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FIG. 4. AES spectra after ICP etching in Ar/Cl2 plasma. The spectra for (a) 
an etched Si02 surface and (b) a postetch residue, which is indicated in Fig. 
3(a). 

To elucidate this phenomenon, chemical analysis by AES 
was performed. Figure 4 displays the AES spectra of an 
etched Si02 hard mask surface and a postetch residue after 
Ar/Cl2 plasma treatment, which is found in Fig. 3(a). The 
spectra for the Si02 surface show Ti and Si peaks, denoting 
that there are Ti atoms or compounds from the BST film. On 
the other hand, the spectra for a residue show the barely 
detectable Cl and Ti signals and the much bigger Ba and Sr 
signals. This implies that the residues consist of mostly el- 
emental Ba and some Sr and residual Cl from the gas phase. 
Considering that some compounds based on fluorine are 
more volatile than their chloride counterparts,12 it can be 
explained that SF6 added gas mixture is effective to reduce 
the postetch residues. 

IV. CONCLUSION 

ICP etching behaviors of the BST thin films were studied 
with Cl2 based gas system as a function of plasma chemistry 
and ICP power. The chemistry dependence of the etch rate of 
the BST thin films suggested that the BST thin films should 
be etched through Ar ion assisted chemical reaction. The 
etch rate of BST thin films greater than 400 A/min was mea- 
sured at 20% Cl2 and 80% Ar, ambient pressure of 10 mTorr, 
and a RIE power of 150 W and an ICP power of 700 W. 
Furthermore, it was found that by using the Ar/Cl2/SF6 gas 
mixture, the residues can be removed. It was determined that 
they consist mainly of Ba and Sr elements by AES analysis 
of the postetch residues. 
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Reactive ion etching of Pb(ZrxTi1_x)03 thin films in an inductively 
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Reactive ion etching of FbZr^Ti^Os (PZT) thin films was studied by using CVWAr g*s 
chemistry in an inductively coupled plasma (ICP). PZT films were deposited on Pt/Ti/Si02/Si 
substrates by the sol-gel process. PZT films were etched by varying the etching parameters 
including coil if power, dc-bias voltage to the substrate, and gas pressure. Etching characteristics of 
PZT films were investigated in terms of etch rate, etch selectivity, etch profile and etching 
mechanism. Etch profile along with etch anisotropy was observed as a function of etching parameter 
by field emission scanning electron microscopy. For understanding of the etching mechanism, x-ray 
photoelectron spectroscopy and ICP analysis for film composition were utilized. Finally, the pattern 
transfer of PZT films with fine geometry was successfully achieved at the optimum etching 
condition   © 1998 American Vacuum Society. [S0734-2UX(9^0940A-9] 

I. INTRODUCTION 

Recently, ferroelectric thin films have received great at- 
tention for the application to high density memory devices1 

such as dynamic and nonvolatile random access memory de- 
vices, infrared sensors,2 electro-optical devices,3 etc. In par- 
ticular, much research of PbZrJi^Oj (PZT) and PLZT 
(La-doped PZT) ferroelectric films as a dielectric material for 
storage capacitors of highly integrated memory devices has 
been carried out since these films have a high dielectric con- 
stant and remanant polarization. Etching processes for both 
ferroelectric films and electrode materials of the capacitors 
must be developed in order to accomplish integration of 
these devices. Various etching processes including wet 
etching,4 ion beam etching,5 reactive ion beam etching,6 

plasma etching,7 and reactive ion etching (RIE)8"1 have 
been studied to define the patterns on ferroelectric materials 
such as PZT and PLZT thin films. Conventional RIE may not 
be applied to etch these materials with photoresist masks due 
to very poor selectivity to photoresist films. Therefore, high 
density plasma systems such as inductively coupled plasma 
(ICP),11 transformerly coupled plasma (TCP), and electron 
cyclotron resonance (ECR)12 should be employed. Little 
study on the etching characteristics of PZT films including 
etch profile and the etching mechanism has been done with 
high density plasma. 

In this study, reactive ion etching of PZT films with 
Cl2/C2F6/Ar gas combination was studied by using high den- 
sity ICP. An etching study was performed as a function of 
etching parameters including coil rf power, dc-bias voltage 
to the substrate, and gas pressure. Etching characteristics 
have been investigated in terms of etch rate, etch selectivity, 
etch profile and etch anisotropy. Understanding of the etch- 
ing mechanism of PZT films has been attempted by analyz- 
ing the surface compositions of PZT films etched at various 
etch times under the same etching condition. Finally, delin- 
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eation of the fine patterns on PZT films was performed for 
application to high density memory devices. 

II. EXPERIMENT 

Reactive ion etching of PZT films was investigated by 
using a multiplex inductively coupled plasma system (STS 
Ltd., UK), which provides high density, high ion current 
plasma at low pressure. The schematic diagram of the ICP 
etcher is shown in Fig. 1. The ICP system with an optical 
end-point detector consists of a loadlock chamber, a process 
chamber, and a substrate susceptor assembly. The substrate 
susceptor is cooled by He through chilled deionized water. 
The coil, which was connected to a 13.56 MHz rf power 
supply, was wound around the ceramic chamber to generate 
a high density plasma. A rf-bias voltage induced by rf power 
at 13.56 MHz was capacitively coupled to the substrate sus- 
ceptor to control ion energy. 

Pb(Zr^Ti1_J03 thin films of 2500 Ä in thickness were 
deposited on Pt coated Ti/Si02/Si substrates by the sol-gel 
process. Pt electrodes (2500 Ä) were deposited by using dc 
magnetron sputtering and a Ti layer of 300 Ä was used as an 
adhesion layer between the Pt and Si02 films. The sol-gel 
solution for the PZT films was prepared by using precursors 
of lead acetate-trihydrate, zirconium n-propoxide, and tita- 
nium isopropoxide. Acetic acid and n-propanol were used as 
solvents. The solution was spun on the substrates at 2500 
rpm for 35 s. The coated PZT films were annealed at 650 °C 
for 30 min to form the PZT perovskite phase. The etching 
samples were patterned by using conventional photoresists 
with a thickness of 1.2 /urn. 

Dry etching of the PZT films was studied by varying the 
etching parameters including coil rf power (400-800 W), 
dc-bias voltage to substrate (100-400 V), and gas pressure 
(1-10 mTorr) with Cl2/C2F6/Ar gas chemistry. The gases 
containing chlorine and fluorine are very effective in making 
volatile compounds with PZT films, depending on the etch- 
ing conditions. The photoresist masks after etching were re- 
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FIG. 1. Schematic diagram of the ICP etcher. 

moved by both oxygen plasma ashing and wet stripping. 
Etching of Pt films was also carried out under the same etch- 
ing conditions as in PZT etching to examine the selectivity 
of the PZT film to the Pt film. First, the composition of the 
etch gas (Cl2/C2F6/Ar) was varied to find the optimum gas 
concentration of giving a high etch rate of the PZT film and 
a high selectivity of PZT to Pt. The ratio of Cl2 to C2F6 was 
fixed at 9:1 since the chlorine compounds produced from the 
etching process were more volatile than the fluorine 
compounds13 and the fluorine gas could retard the erosion of 
the photoresist by the chlorine gas. 

The etch rates were measured by using a Dektak surface 
profilometer, and the etch profiles and etch slopes were ob- 
served by using field emission scanning electron microscopy 
(FESEM) as a function of the etching parameter. X-ray pho- 
toelectron spectroscopy (XPS) and ICP analysis for film 
composition were employed for investigation of the etching 
mechanism of PZT films. 

% (CI2+C2F6) in CI2/C2F6/Ar 

FIG. 2. Effect of the concentration of an etch gas on the etch rates of PZT 
and Pt films. Total flow rate: 30 seem, coil rf power: 600 W, dc-bias voltage 
to substrate: 300 V, and gas pressure: 5 mTorr. 

In the case of Pt etching, as the concentration of 
(C12+C2F6) gas increases, the etch rate of Pt decreases rap- 
idly and becomes constant. This may be due to the fact that 
thin polymer films from the etch gas are formed on the Pt 
surface so that they inhibit sputtering of Ar ions to Pt film 
and/or Ar sputtering is more effective than the sputtering by 
(C12+C2F6) gas.14 In addition, it is clear that there is no 
chemical enhancement in the etching of Pt. As can be seen in 
Fig. 2, the high etch rate of the PZT film was obtained at this 
relatively mild condition and a high selectivity of PZT to Pt 
could also be achieved. Therefore, with consideration of the 
selectivity of PZT to the photoresist, all experiments for 
etching of PZT films were carried out with an etch gas of 
30% (C12+C2F6) in Cl2/C2F6/Ar. 

Figure 3 shows the effect of coil rf power on the etch rates 

III. RESULTS AND DISCUSSION 

Reactive ion etching of PZT thin films was systematically 
investigated as a function of coil rf power, dc-bias voltage to 
substrate, and gas pressure for the characterization of the 
etching process in an ICP system. The effect of the concen- 
tration of an etch gas on the etch rates of PZT and Pt films is 
shown in Fig. 2. The etch gas used in this study was a mix- 
ture of Cl2, C2F6, and Ar. When only Ar gas is used as an 
etch gas, the etch rate of Pt is much higher than that of PZT. 
This confirms that sputtering by Ar ions is more effective on 
Pt film than PZT film. As the concentration of (C12+C2F6) 
gas increases up to about 40%, the etch rate of PZT in- 
creases. It indicates that there is a chemical enhancement in 
the etching of the PZT film. However, as the amount of 
(C12+C2F6) gas exceeds over 40%, the etch rate of PZT 
begins to decrease. This seems to imply that a certain amount 
of physical bombardment by Ar ions is required to enhance 
the etch rate of PZT despite the chemical effect by an in- 
crease of (C12+C2F6) gas. 
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FIG. 3. Etch rates of PZT and Pt films as a function of coil rf power. Total 
flow rate: 30 seem, etching gas: 30% (C12+C2F6) in Cl2/C2F6/Ar, dc-bias 
voltage to substrate: 300 V, and gas pressure: 5 mTorr. 
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FIG. 4. Etch rates of PZT and Pt films as a function of dc-bias voltage to the 
substrate. Total flow rate: 30 seem, etching gas: 30% (C12+C2F6) in 
Cl2/C2F6/Ar, coil rf power: 600 W, and gas pressure: 5 mTorr. 

of PZT and Pt films under 30% (C12+C2F6) in Cl2/C2F6/Ar. 
As coil rf power increases, the etch rates of both films in- 
crease almost linearly but the selectivity of PZT to Pt de- 
creases. With increasing coil rf power, the plasma density 

083272 5.0 kV X10.0K 

4 6 8 

Gas pressure (mTorr) 

10 

FIG. 5. Etch rates of PZT and Pt films as a function of gas pressure. Total 
flow rate: 30 seem, etching gas: 30% (C12+C2F6) in Cl2/C2F6/Ar, coil rf 
power: 600 W, and dc-bias voltage to the substrate: 300 V. 

increases so that the increased reactive free radicals and ions 
enhance the etch rates of both films. The etch rates of PZT 
and Pt films are shown in Fig. 4 as a function of dc-bias 
voltage. As dc-bias voltage increases, the etch rates of both 

003270 kV    X 1 0. 0K 

(d) 

FIG 6 FESEM photographs of etched PZT films as a function of etching parameter. Total flow rate: 30 seem and etching gas: 30% (C12+C2F6) in 
Cl,/C,F6/Ar. (1) coil rf power variation: (a) 400 W and (b) 800 W; dc-bias voltage to the substrate: 300 V and gas pressure: 5 mTorr. (2) (dc-bias voltage to 
the substrate) variation: (c) 100 V and (d) 400 V; coil rf power: 600 W and gas pressure: 5 mTorr. (3) Gas pressure vanahon: (e) 1 mTorr and (f) 10 mTorr; 
coil rf power: 600 W and dc-bias voltage to the substrate: 300 V. 
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FIG. 6. {Continued.) 

films increase but the selectivity of PZT to Pt rapidly de- 
creases. With increasing dc-bias voltage, the bombarding ion 
energy is considered to increase, resulting in decreasing the 
selectivity of PZT to Pt since the ion bombardment to the 
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FIG. 8. XPS spectra of PZT films etched at various etch times, (a) Pb 4/, 
and (b) Zr 3d and Ti 2p. Total flow rate: 30 seem, etching gas: 30% 
(C12+C2F6) in Cl2/C2F6/Ar, coil rf power: 800 W, dc-bias voltage to the 
substrate: 300 V, and gas pressure: 1 mTorr. 
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FIG. 7. Composition change of the PZT film surface as a function of etch 
time determined form XPS spectra. Total flow rate: 30 seem, etching gas: 
30% (C12+C2F6) in Cl2/C2F6/Ar, coil rf power: 800 W and dc-bias voltage 
to the substrate: 300 V, and gas pressure: 1 mTorr. 

substrate has more influence on the etching of the Pt film 
than the PZT etching. The effect of gas pressure on the etch 
rate is shown in Fig. 5. As gas pressure increases, the etch 
rate of Pt decreases while the etch rate of PZT seems to be 
constant so that the selectivity of PZT to Pt increases. With 
variation of gas pressure, the plasma density changes de- 
pending on the gas under study.15 In case of 30% 
(C12+C2F6) in Cl2/C2F6/Ar as an etching gas, the plasma 
density is thought to increase with increasing gas pressure.15 

The Pt etching process, however, becomes ineffective (slow 
etching) in spite of the increase of the plasma density as the 
gas pressure increases. This is believed to be due to ineffec- 
tive removal of sputtered Pt atoms by collision with incom- 
ing Ar ions and/or less sputtering of Ar ions onto Pt films 
with increasing pressure. As can be seen in Figs. 3-5, the 
high selectivity of PZT to Pt can be obtained at low coil rf 
power, low dc-bias voltage, and high gas pressure. 

Figure 6 shows the FESEM photographs of etched PZT 
thin films with photoresist stripped off as a function of coil rf 
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FIG. 9. FESEM photographs of etched PZT films as a function of etching parameter. Total flow rate: 30 seem and etching gas: 30% (C12+C2F6) in 
Cl2/C,F6/Ar. (a) Coil rf power: 600 W, dc-bias voltage to the substrate: 300 V, and gas pressure: 5 mTorr. (b) Coil rf power: 800 W, de-bias voltage to the 
substrate: 300 V, and gas pressure: 5 mTorr. (c) Coil rf power: 600 W, dc-bias voltage to the substrate: 300 V, and gas pressure: 1 mTorr. (d) Coil rf power: 
600 W, dc-bias voltage to the substrate: 400 V, and gas pressure: 5 mTorr. (e) Coil rf power: 800 W, dc-bias voltage to the substrate: 300 V, and gas pressure: 

1 mTorr. 

power, dc-bias voltage to the substrate, and gas pressure. The 
PZT films [Figs. 6(a) and 6(c)] etched at low coil rf power 
(400 W) and low dc-bias voltage (100 V) have etch residues 
and particles along the etch patterns while the PZT films 
[Figs. 6(b) and 6(d)] etched at high coil rf power (800 W) 
and high dc-bias voltage (400 V) are clean without any resi- 
due. The case etched at low dc-bias voltage (100 V) has 
produced thicker polymer films along the patterns than that 

etched at low coil rf power (400 W). Therefore, it is obvious 
that dc-bias voltage to the substrate has a greater influence on 
the etch profile than coil rf power. At a high gas pressure of 
10 mTorr [Fig. 6(f)], polymer residues which should be re- 
moved for the next step were deposited on the sidewall of the 
films while at low gas pressure of 1 mTorr [Fig. 6(e)], clean 
etch profiles were obtained. From Fig. 6, the etching condi- 
tions (high coil rf power and high dc-bias voltage), which 
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provide high density plasma and high ion energy, result in 
good etch profiles. However, low gas pressure is preferred to 
obtain clean etch profiles relative to high gas pressure due to 
the effective ion bombardment onto the substrates at low gas 
pressure. As a result, clean etch profiles can be achieved at 
high coil rf power, high dc-bias voltage, and low gas pres- 
sure. One can notice that these etching conditions are incon- 
sistent with those for obtaining the high selectivity of PZT to 
Pt. From etch rate, etch selectivity, and etch profile, the op- 
timum etching conditions which provide good etch profiles 
and high selectivity of PZT to Pt are found to be a coil rf 
power of 800 W, dc-bias voltage of 300 V and gas pressure 
of 1 mTorr with an etch gas of 30% (C12+C2F6) in 
Cl2/C2F6/Ar. 

Since the PZT film consists of three components (PbO, 
Zr02 and Ti02) of the PZT solid solution, it is meaningful to 
compare the relative compositions of each component upon 
etching for an understanding of the etching mechanism. Fig- 
ure 7 shows the composition changes of PZT film surface as 
a function of etch time. The etch samples for this study were 
bare PZT films without photoresist masks. The etch condi- 
tions used here gave clean etch profiles without any etch 
residues so that the measured compositions were those of 
etched PZT film surfaces. The relative atomic concentrations 
of Pb, Zr and Ti elements were determined from XPS spec- 
tra. The sensitivity factors of each element for XPS analysis 
were calibrated with the film composition obtained by the 
ICP analysis of as-deposited PZT film. All samples were 
scanned after 1 min sputtering in order to remove the effect 
of C contamination from the film surface. The main etching 
products in this study are expected to be chlorine compounds 
(e.g., PbCl2, ZrCl4, TiCl4) since most of the chemical etch- 
ing gas is chlorine, and chlorine compounds are more vola- 
tile than fluorine compounds.13 The relative atomic concen- 
tration of Pb decreases rapidly at an initial stage of etching 
and seems to slightly decrease as the etching proceeds. This 
is because PbO in PZT is easily attacked by ion bombard- 
ment in plasma and transformed to Pb, relative to Zr02 and 
Ti02 in PZT. The variation of Pb 4/ peaks of etched PZT 
surfaces is shown in Fig. 8(a) for various etch times. It is 
evident from Fig. 8 that the chemical bond of PbO is broken 
to react with Cl gas and the peak of metal Pb in a Pb 4/ peak 
begins to appear upon etching, decreasing the Pb content 
faster than Zr and Ti. The relative Zr concentration also ex- 
hibits a tendency of decreasing with increasing etch time 
while the relative Ti concentration slowly increases (Fig. 7). 
In comparison with Pb 4/peaks little changes in Zr 3d and 
Ti 2p peaks were found as shown in Fig. 8(b). From com- 
parison of the relative atomic concentrations of Pb, Zr and Ti 
on the etched PZT surface, the relative Ti concentration in- 
creases while the Pb, Zr concentrations decrease upon etch- 
ing. This means that the etch rate of Ti02 component in PZT 
film is slowest. Therefore, it can be thought that the etching 
of Ti02 in PZT is the rate limiting step in this etching study. 

Figure 9 shows the FESEM photographs of the etched 
pattern with a line of 0.7 fjxa as a function of etching param- 
eter, that is, by varying only one parameter from the standard 

etching condition for comparison of the etch slopes. The de- 
gree of anisotropy of the etching process can be obtained 
from the slope of the etched pattern. The pattern profile 
etched at the standard etching condition of this study (coil rf 
power of 600 W, dc-bias voltage of 300 V, gas pressure of 5 
mTorr) is shown in Fig. 9(a). The etch slope of the pattern in 
Fig. 9(a) is about 62°. Figure 9(b) shows the pattern profile 
etched at a coil rf power of 800 W, keeping the other param- 
eters the same as the standard condition. Figures 9(c) and 
9(d) show the etch profiles etched by varying gas pressure (1 
mTorr) and dc-bias voltage to the susceptor (400 V), respec- 
tively, from the standard etching condition. From the 
FESEM photographs, the etch slopes of the patterns etched 
at a coil rf power of 800 W [Fig. 9(b)] and dc-bias voltage of 
400 V [Fig. 9(d)] are about 65° while the etch slope from the 
gas pressure of 1 mTorr [Fig. 9(c)] is about 70°. It is found 
from Fig. 9 that gas pressure is a more important factor in 
improving the degree of anisotropy of PZT etching than coil 
rf power and dc-bias voltage. It is considered that this is due 
to (1) a broadening of the ion energy distribution with in- 
creasing pressure16 (2) and an increase of residence time and 
collisional scattering of the plasma species at high 
pressure.17 Finally, the pattern transfer of PZT films with the 
0.7 fim line was achieved with a high degree of anisotropy 
(etch slope of about 78°) at the optimum etching condition 
(coil rf power of 800 W, dc-bias voltage of 300 V and gas 
pressure of 1 mTorr) as shown in Fig. 9(e). 

IV. CONCLUSIONS 

Reactive ion etching of PbZrJ.Ti1_^03 thin films was 
studied by using a Cl2/C2F6/Ar gas mixture in an inductively 
coupled plasma. A high etch rate of PZT films (>1300 
Ä /min) and good selectivity of PZT to Pt could be obtained 
with an etch gas of 30% (C12+C2F6) in Cl2/C2F6/Ar by 
using photoresist masks. While chemical enhancement was 
found in etching of PZT films, it appeared that ion bombard- 
ment was responsible for Pt etching. It was observed that the 
etching conditions (high coil rf power, high dc-bias voltage 
to the substrate, and low gas pressure), which provide high 
density plasma and high ion energy, result in good etch pro- 
files. The dc-bias voltage to substrate has a greater effect on 
the etch profile than the coil rf power and the gas pressure. It 
was found from XPS analysis that PbO in PZT film was 
readily broken and transformed to Pb relative to Zr02 and 
Ti02. It resulted in faster consumption of PbO than Zr02 

and Ti02. Comparison of the relative atomic concentrations 
of Pb, Zr and Ti determined from XPS spectra suggests that 
the etching of Ti02, in this study, is a rate limiting step in 
the etching of PZT films. 

The degree of anisotropy of PZT etching was enhanced 
with increasing coil rf power and dc-bias voltage to the sub- 
strate, and decreasing gas pressure. Among the three etching 
parameters used in this study, decreasing gas pressure ap- 
pears to be most effective for obtaining a high degree of 
anisotropy. Finally, a pattern with a fine geometry was suc- 
cessfully delineated with a high degree of anisotropy and 
good selectivity at the optimum etching condition. 
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High quality YSiL7 layers (x^ of Y is 3.5%) have been formed by 60 keV Y ion implantation in 
Si (111) substrates to a dose of 1.0X1017/cm2 at 450 °C using channeled ion beam synthesis 
(CIBS). It shows that, compared to the conventional nonchanneled ion beam synthesis, CIBS is 
beneficial in forming YSiL7 layers with better quality due to the lower defect density created in the 
implanted layer. Rutherford backscattering/channeling and x-ray diffraction have been used to study 
the structure and the strain of the YSi, 7 layers. The perpendicular and parallel elastic strains of the 
YSiL7 epilayer are e1 =-0.67% ±0.02% and e"= +1.04% ±0.08%. The phenomenon that a 
nearly zero mismatch of the YSij 7/Si (111) system results in a nonpseudomorphic epilayer with 
a rather large parallel strain relative to the Si substrate (e"= +1.09%) is explained, and the model 
is further used to explain the elastic strain of epitaxial ErSij 7 and GdSir 7 rare-earth silicides. 
© 1998 American Vacuum Society. [S0734-211X(98)02904-7] 

I. INTRODUCTION 

Following the studies on transition metal silicides, the 
rare-earth (RE) silicides have attracted considerable attention 
because they can be grown epitaxially on Si (111) and form 
the lowest known Schottky barrier height ( — 0.3-0.4 eV) on 
«-type Si. In the meantime, the development of techniques 
such as molecular beam epitaxy and ion beam synthesis pro- 
vides the possibilities to prepare the epitaxial RE silicide 
layers with much better quality, which is very important both 
in applications and in fundamental research. Yttrium silicide 
shares many of the characteristics of the RE silicides and is 
usually included as a RE silicide.1'2 Moreover, its nearly zero 
mismatch with Si (111) at room temperature,1 the occurrence 
of only one silicide phase during thermal annealing3 and the 
good Y-oxide dielectric properties (dielectric constant 
— 14-17, which is much higher than the value of 3.9 for 
Si02)4 have resulted in extensive studies5"15 of YSi1-7. As is 
the case for many RE silicides, YSiu has a hexagonal phase 
based on the A1B2 structure with —15% vacancies in the Si 
sublattice. The vacancies are either ordered or not ordered, 
depending on the annealing temperatures12 and the growth 
conditions.2'13 

Like all RE metals yttrium is very reactive, so the crys- 
talline quality and the interface abruptness of the Y-silicide 
layer formed by conventional deposition techniques in a high 
vacuum system were usually unsatisfactory. Koleshko 
et dl.15 reported that a polycrystalline Y-silicide film of the 
A1B2 structure type was formed after annealing at 673 K for 
30 min.  By using rapid electron beam heating, Knapp 

a)Electronic mail: Wu%KSF%FYS@vinip.cc.kuleven.ac.be 
b)Postdoctoral researcher FWO (Fund for Scientific Research, Flanders, Bel- 

gium). 

et al.1'1 succeeded in epitaxial growth of YSi1/7 films on Si 
(111), however the reported 26% ^min value is rather high. 
They pointed out that further improvement of the quality of 
the epitaxial films can be achieved using substrate cleaning 
and film preparation under ultrahigh vacuum conditions. Y- 
silicide with very low Xnaa (~ 3%) has been grown in ultra- 
high vacuum using a template technique and postannealing 
at 900 °C,5 however the Rutherford backscattering (RBS) 
spectra show that the quality of the interface is still rather 
poor, probably due to the contamination problems involved 
in the deposition techniques. Alternatively, ion beam synthe- 
sis (IBS) can effectively avoid the aforementioned problems. 
Ion beam synthesized YSi17 layers with ^min values of 11% 
(Ref. 6) and 7.1% (Ref. 7) have been reported. However, 
these results are not as good as IBS-formed CoSi2 films 
which can reach a Xmn value as low as 3%.16 One of the 
possible reasons for this is that, by using the conventional 
nonchanneled IBS, the heavier mass of the yttrium atoms 
(compared to Co) results in a heavier defect density leading 
to a much higher x^,, value (5*75%) of the Y peak6 com- 
pared to the ^„u,, value of — 50% of the Co peak17 for the 
RBS spectra of the as-implanted samples. The higher dam- 
age level of the as-implanted samples will then influence the 
crystalline quality of the IBS-formed silicide layers after 
subsequent annealing. 

We have shown that channeled ion beam synthesis 
(CIBS) is indispensable for ion beam synthesis of ErSij 7 and 
GdSi17 layers at energies —90 keV.18"21 However, it is ex- 
pected (and confirmed in the present work) that the much 
lower defect density produced by CIBS compared to the non- 
channeled IBS is helpful to improve the crystalline quality of 
IBS-formed YSij 7 films, even if it is not indispensable. 

Moreover, a study of the elastic strain of a YSij 7 /Si (111) 

1901     J. Vac. Sei. Technol. B 16(4), Jul/Aug 1998       0734-211X/98/16(4)/1901/6/$15.00       ©1998 American Vacuum Society     1901 



1902        wu ef a/.: Structural study of YSi17 layers 

heterostructure is of particular interest. In principle, a small 
lattice mismatch is an important prerequisite for the growth 
of an epilayer with good crystalline quality and abrupt inter- 
face. Besides, the strain of the epilayer is also related to the 
mismatch between the epilayer and the substrate. Therefore, 
it is worthwhile to study the strain in the YSii.7 layer on a Si 
(111) substrate which has a nearly zero mismatch at room 
temperature. To date, the only reported strain data is el! 

= 0.4% and ex = -0.1% for a nonchanneled ion beam syn- 
thesized YSii 7 layer formed with 330 keV Y ions to a dose 
of 2X 1017/cm2 at 450 °C, and e" = 0.0% for a thicker layer 
formed at a higher dose (3.6X 1017/cm2).7 In this article, we 
present and explain the strain results of our CIBS-formed 
YSii 7 layers, and also the strain results of ErSi17 and GdSiL7 

layers. 

II. EXPERIMENT 

Yttrium chloride was used in a Nielsen plasma ion source 
to produce the Y ions. Si (111) substrates were implanted 
with 60 keV 89Y atoms to a dose of 1.0Xl017/cm2 at 
450 °C. During implantation, the ion beam was directed 
within ± 1.5 ° to the [111] axis of the Si substrate to keep the 
condition of channeled implantation. The as-implanted 
sample was subsequently annealed at 600 °C for 1 h and 
1000 °C for 0.5 h in a vacuum furnace (10~7 Torr). A 1.57 
MeV 4He+ beam, produced by a 5SDH-2 pelletron, was used 
for the RBS/channeling measurements. Glancing exit geom- 
etry was used to improve the depth resolution. Off-normal 
axial angular scans were used to measure the angle, <£>epi, 
between the [0001] and (1213) axes which is related to the 
strain of the YSiL7 epilayer. A Rigaku double-crystal diffrac- 
tometer with monochromatic Cu Ka 1 x rays (X = 0.154 05 
nm) was used to perform the symmetric and asymmetric x- 
ray 0-2 9 scans. 
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FIG. 1. Random (O), aligned (+) and simulated (solid line) spectra of an 
as-implanted sample implanted with 60 keV Y atoms to a dose of 1.0 
X 1017/cm2 at 450 °C using channeled implantation. The inset shows the 
geometry used in the RBS measurements. 

by Alford et al? which showed no reflection peaks related to 
YSij.7, probably due to the very high x™* value of their 

as-implanted samples. 
The as-implanted sample was subsequently annealed at 

600 °C for 1 h and 1000 °C for 0.5 h in a vacuum furnace. 
Figure 2 shows the RBS spectra of the annealed sample. The 
simulation (solid line) of the random spectrum reveals that a 
48 nm buried YSiL7 layer with abrupt interfaces is formed 
underneath a 13 nm top Si layer. However, the side tails of 
the Y peak indicate that there are some yttrium suicide pre- 
cipitates, mostly below the buried layer, due to the low dif- 
fusivity of the Y atoms. Similar phenomena also existed in 
YSii 7 samples prepared by nonchanneled IBS. ' The 
aligned spectrum in Fig. 2 shows that the damage peak at 

III. RESULTS AND DISCUSSION 

A. Formation of YSi17 layers 

Figure 1 shows the random and aligned RBS spectra of 
the as-implanted sample. The arrows (labeled Y and Si) in- 
dicate the energy for backscattering from these elements at 
the surface. A simulation of the random spectrum revealed 
that the profile of Y atoms has a Gaussian-like shape with a 
total dose of 1.0 X 1017/cm2. The aligned spectrum in Fig. 1 
shows a *min value of 16% indicating that the defect density 
in this sample is much lower than the value (5*75%) of the 
samples prepared by nonchanneled IBS.6 The peak in the 
aligned spectrum at channel ~ 800 originates from the dif- 
ferent orientation of the precipitates while the peak at chan- 
nel -830 is the damage peak. The x-ray symmetric 6-26 
scan ranging from 10° to 110° (not shown) of the as- 
implanted sample reveals that the hexagonal phase of Y su- 
icide has already formed, and that it is the only phase in the 
as-implanted sample. This is quite different from the x-ray 
diffraction (XRD) result obtained from the samples prepared 
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FIG. 2. Random (O), aligned (+) and simulated (solid line) spectra of the 
sample from Fig. 1 after annealing at 600 °C for 1 h + 1000 °C for 0.5 h. 
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channel ~ 830 is removed by annealing. The peak at channel 
~ 800 which originates from the different orientation of the 
precipitates below the buried layer still exists, while the peak 
at channel ~ 850 is the interface peak which originates from 
misfit dislocations near the upper interface. Figure 2 further 
reveals that the *min value of the Y peak is only 3.5%, im- 
plying that the crystalline quality of this CIBS-formed YSij 7 

layer is very good, which is obviously better than the best 
result (A'min=7-1%) previously reported for the nonchan- 
neled IBS-formed YSi, 7 layers.7 The reason for that is: the 
much lower close encounter probability of channeled im- 
plantation, as compared to the random implantation, results 
in a much lower defect density in the implanted layer. 

B. Rotational angular scans around the Si [111] and 
YSi17 [0001] axes 

By tilting the sample 5.5° from the Si [111] axis and 
fixing three integration windows (channel numbers 300-530, 
607-646 and 757-880) corresponding to the Si atoms in the 
substrate and the Si and Y atoms in the epilayer, respec- 
tively, we made an angular scan by rotating the sample in 80 
steps with a step size of 1.5° around the normal of the 
sample, i.e., the scan is across many major planes which are 
perpendicular to the sample surface. Figure 3 shows three 
rotational angular scans corresponding to the Y and Si atoms 
of the epilayer and the Si atoms of the substrate. Combining 
the result from the angular scans around the Si [111] and 
YSit 7 [0001] axes (not shown) and x-ray symmetric 6-26 
scan (see below) which confirms that the [0001] direction of 
the YSiL7 epilayer is aligned with the [111] direction of the 
Si substrate, we found that the result is quite similar to that 
of the ErSi17/Si (111) system,21 i.e., the azimuthal orienta- 
tion of the YSi17 epilayer is YSi17 [0001] // Si [111] and 
YSi17 {1120}//Si {110}; YSi17 {1010}//Si {112} which can 
be further confirmed by the appearance of the (1213) axis 

and the (210) axis in the YSiL7{10l~0} plane and Si{l 12} 
plane, respectively, as we will show below. Moreover, Fig. 3 
also shows that the dips of the {lOfO} family are missing for 
the Si atoms in the epilayer but do exist for the Y atoms in 
the same epilayer. This is not surprising because the lattice 
structure of YSi, 7 and the location of Si and Y atoms in 
YSi[ j are identical to those in ErSi17. Therefore, the reason 
of this phenomenon is the same as we explained in Ref. 21. 

C. Angular scan along the YSi17 {10f 0} and Si {112} 
plane 

Figure 4 shows the angular scan along the YSi17 {lOfO} 
and Si {112} planes, which are parallel with each other as 
shown in Fig. 3, by choosing two windows corresponding to 
the Y atoms in the epilayer and the Si atoms in the substrate. 
The angular range for this scan is -45° to -37° from the Si 
[111] direction. A (210) dip of the scan in the Si {112} plane 
is expected to appear at -39.23° for a cubic structure and 
can be used for calibration. For the scan in the YSij 7 {10l0} 
plane, a dip corresponding to the (1213) axis is expected to 
appear at ~ 43°. Because the angle measured between the 
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FIG. 3. Rotational angular scan of the annealed sample around the Si [111] 
axis showing the planar dips for the Y and Si atoms in the epilayer, and the 

Si atoms in the substrate. The {1010} planar dips are missing for the Si 
atoms in the epilayer. 

YSiL7 (1213) dip and Si (210) dip is 4.10°±0.05°, the 
measured angle <&epi between YSi17 [0001] and 
YSi17 (1213) axis is 43.33° ±0.05°. However, for bulk 
YSi17 the angle <£bulk between [0001] and (1213) axis is 
equal to tan ~x(abAlchuVe), which should be 42.83°, using 
the lattice parameters abulk= 0.3842 nm and cbulk= 0.4144 
nm.2 The A<J> = $epi-<I>bulk=0.50± 0.05°>0, indicating 
that the epilayer is compressively strained in the perpendicu- 
lar direction. The tetragonal distortion deduced from this 
RBS/channeling study is e7-(RBS) = A$/sin<l> cos $=1.75% 
±0.17%. 

D. X-ray symmetric 0-20 scan 

Figure 5 shows the symmetric 6-20 scan of the annealed 
sample, with 2 6 ranging from 10° to 110°, and indicates that 
the hexagonal YSij 7 phase is the only phase in the epilayer 
and that the YSi17 [0001] axis is parallel to the Si [111] axis. 
To measure the perpendicular elastic strain, a more detailed 
symmetric 6-26 scan ranging from 94° to 100° was carried 
out (not shown). From the position of the Si (333) and 
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FIG. 4. Angular scan of the annealed sample along the Si {112} plane 

ing the (210) dip in the Si {112} plane and the (1213) dip in the 

{1010} plane. 

show- 

YSi,.7 

YSii.v (0004) peaks in this scan, a value of A 0=0.99° is 
obtained leading to a value of cepi= 0.4116 nm. Therefore the 
deduced perpendicular elastic strain including the estimated 
error is el = (cepi-cbulk)/cbulk= -0.67% ±0.02%. 

The cepi is smaller than cbulk, or e1 <0 indicating that the 
epilayer is compressively strained in the perpendicular direc- 
tion, the same conclusion as obtained from the RBS/ 
channeling study in Sec. Ill C. 

E. Asymmetric 0-20 scan 

The parallel strain can be measured by the asymmetric 
6-26 scan combined with the result from the symmetric 
6-29 scan. As we discussed previously (see Ref. 22 for the 

100000 

10000 

— 1000 

5  100 

FIG. 5. Symmetric 6-26 scan of the annealed sample with 26 ranging from 
10° to 110°. 
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details), two asymmetric 6-26 scans (one of them with the 
beam direction reversed) containing the Si (331) and 
YSii 7 (0113) reflection peaks as shown in Fig. 6 have to be 
carried out. From these two scans, A6a= -1.076° and 
A#*= -0.642° were obtained and from this the ä.6d 

= (A 6° + A 6b)l2= - 0.859° was deduced. Finally, similar to 
the procedure in Ref. 22, aepi=0.3882±0.0003 nm 
ell = (aepi-abulk)/flbulk= +1.04% ±0.08% and er(XRD) = e" 
-e1 = 1.71%±0.10% are deduced, which is consistent with 
er(RBS)=1.75%±0.17%. 

F. Discussion of the elastic strain 

Table I lists the values of thickness, e1, e" and eT from 
our results of YSiL7, ErSiL7 and GdSi17 epilayers and the 
result from Ref. 7. The results listed in Table I show: 

(1) e" and ex values of YSi17 layers are much larger than 
the values in Ref. 7. It is reported that the tetragonal 
distortion eT( = e" - eL) of the epilayer, which is related 
to the strain, decreases when the thickness of the epilayer 
increases and finally ej-=0 when the thickness is larger 
than a certain value.23'24 Because the thickness (48 nm) 
of our YSi! 7 layer is smaller than that in Ref. 7, it is 
reasonable that the strain in our thinner epilayer is less 
relaxed and has a larger value than that in Ref. 7. Be- 
sides, the result in Ref. 7 also shows a thickness depen- 
dence of e"; and a strain-free epilayer was obtained at a 
thickness of 188 nm. In addition to the thickness depen- 
dence, other factors such as higher beam energy and a 
higher defect density in the implanted layer caused by 
the nonchanneled implantation in Ref. 7 may also influ- 
ence the result of strain. 

(2) The -1.1% lattice mismatch of the ErSi17/Si (111) sys- 
tem resulted in the CIBS-formed quasipseudomorphic 
ErSi17 layers (e"=+0.13%),22 while the -0% lattice 
mismatch of YSiL7/Si (111) system, on the contrary, 
results in a nonpseudomorphic growth of YSiL7 layer 
with a rather large parallel strain relative to the Si sub- 
strate (e"= + 1.09%). It is clear that a simple pseudo- 
morphic growth model cannot explain this. To explain 
the experimental strain result of RE suicide epilayers on 
Si substrate, three points should be emphasized: (i) a 
large difference of thermal expansion coefficient be- 
tween the epilayer and the substrate plays an important 
role to the growth of the epilayer; (ii) the misfit disloca- 
tions formed at high temperature remain completely or 
partially during the cooling process, (iii) upon heating or 
cooling, the lattice constant aevi(T) of the epilayer at 
temperature T(°C) is controlled completely (for a 
pseudomorphic growth) or mostly by the lattice constant 
of the substrate aSi<T) which is related to the thermal 
expansion coefficient a(Si) = 2.6X 10~6/K instead of the 
thermal expansion coefficient of the epilayer. 

In the case of YSiL7, we assume that the thermal expan- 
sion coefficient a(YSi17) has a value in the order of 15 
X 10~6/K like several transition-metal disilicides of Ti, Ta, 
Mo and W.25 Considering that the pseudomorphic growth is 
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FIG. 6. Asymmetric 6-26 scan of the annealed sample showing the (331) and (0113) peaks: (a) glancing exit geometry, (b) glancing incident geometry, i.e., 
the beam direction is reversed with respect to the glancing exit geometry. 

always retained upon heating, then the lattice constant of the 
epilayer aepi(T) as a function of temperature T is aepi(T) 
= aSi(T) = 0.3840 nm [1-2.6X 10~6X(r-20)], and the 
parallel elastic strain ell = [aepi(T)-ab(T)]/ab(T), in which 
ab(T) = 03842X [1 + 15X 106(r-20)] is the lattice con- 
stant of YSi17 bulk materials at temperature 7", will be 
changed along the route A (20 °C)->5(1000 °C) in Fig. 7 
and aepi will be changed from 0.3840 nm at point A to 
0.384 98 nm, which results in e"= - 1.25% at point B. Due 
to the large compressive parallel strain at point B, the strain 
is relieved and the misfit dislocations are formed leading to, 
for example, the point C. So that the compressive strain 
changes to a value of - 0.17%, i.e., aepi(1000 °C) changes 
from 0.384 98 nm to 0.38918 nm. Finally, if the misfit dis- 
locations remain during the cooling process and the aepi(T) 
is controlled completely by aSi(T), then at room tempera- 
ture, aepi(20°C) = 0.38918 nm [1-2.6X10"6X980] 
= 0.388 19 nm and thus results in point D with e" 
= (0.388 19-0.3842) nm/0.3842 nm=-1.04%. Although, 

the actual process might not be strictly the ABCD as shown 
in Fig. 7, it will clearly follow this trend and finally reach 
point D. 

The -1.1% lattice mismatch of ErSiL7/Si (111) which 
results in a quasipseudomorphic growth with aepi 

~aSi(0.3840 nm), e"= +0.13% and e"= + 1.24% (Ref. 22) 
can also be explained via a route like EFGH shown in Fig. 7 
in a similar way. 

For the GdSi17/Si (111) system, which has the largest 
positive lattice mismatch of +0.94% among all 
RE Sij 7/Si(l 11) systems. At first sight, the epitaxial growth 
of the GdSi[ 7 epilayers should result in a compressive strain 
in the (0001) plane and a tensile strain in the c-axis direction. 
However, both the results26 of x-ray symmetric 6-26 scan 
(eJ-=_0.87%) and RBS/channeling (AO=+0.50°) stud- 
ies confirm, on the contrary, that the epilayer actually is 
compressively strained perpendicularly. This experimental 
result can also be explained, via the route IJKL shown in Fig. 
7, in a similar way with the model used above. 

TABLE I. Comparison of the thickness, e1, e" and eT values of YSij 7, ErSij 7 and GdSij 7 epilayers formed by 
IBS and CIBS. 

E Dose Thickness 
Epilayer (keV) (10I7/cm2) (nm) e1 (%) e" (%) eT (%) Ref. 

YSi,.7 (IBS) 330 2 100a -0.1 +0.4 +0.5 7 
YSiL7 (IBS) 330 3.6 188 +0.0 7 
YSiL7 (CIBS) 60 1.0 48 -0.67 + 1.04 + 1.71 This work 
ErSiL7 (CIBS) 90 1.6 80 -0.94 + 1.24 +2.18 22 
GdSi17(CIBS) 90 1.3 70 -0.87 +0.88 + 1.75 26 

aDose of 2 X 1017/cm2 should result in a thickness ~ 100 nm instead of 64 nm given in Ref. 7. 
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FIG. 7. Schematic plot of the parallel elastic strain e" as a function of 
temperature for YSiL7/Si (111), ErSiL7/Si (111) and GdSiL7/Si (111) sys- 
tems. 

IV. CONCLUSIONS 

(1) CIBS is not only indispensable for synthesis of RE 
suicides by implantation of RE elements with heavy mass, 
such as Er and Gd in a Si substrate, but it is also helpful in 
the synthesis of silicides with better quality by implantation 
of elements with medium mass such as Y. 

(2) The strain value of our YSi17 layer is markedly larger 
than published values. However, it is reasonable if we con- 
sider the strain-thickness dependence. 

(3) To explain the strain of an epitaxial RE suicide layer 
on a Si (111) substrate, in addition to the lattice mismatch, 
the thermal mismatch, i.e., the difference of thermal expan- 
sion coefficient between the epilayer and the substrate should 
also be considered. 
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A gallium (Ga) focused-ion-beam (FIB) has been popularly used to prepare cross-sectional samples 
for transmission electron microscopes (TEMs) and scanning electron or ion microscopes. However, 
characteristics of the FIB-prepared cross sections such as ion concentration and radiation damage 
have been little studied either in theory or in experiment. In the present study, cross sections 
prepared by 30 keV Ga FIB are modeled using a combination of analytical and Monte Carlo 
methods to calculate the implanted Ga concentration. It is found that the Si/W layered sample is 
cross sectioned at grazing angles /3«2.5° and 6° for these layers, respectively. The implanted Ga 
ions for the cross-sectioned Si and W layers are concentrated very near their surfaces of < 10 nm 
to yield the Ga concentrations CGa of about 4 and 9 at % for these layers, respectively. Although 
there is some differences in sample materials between the calculations and the experiments, the 
calculated CGa values for Si and W layers roughly agree with the experimental values for the 
magneto-optical disk TEM sample. This agreement firmly supports the present modeling of 
FIB-milled cross sections.   © 1998 American Vacuum Society. [S0734-211X(98)00104-8] 

I. INTRODUCTION 

In recent years, a gallium (Ga) focused-ion-beam (FIB) 
has been popularly used for cross-sectional sample 
preparation1-3 for transmission electron microscopes (TEMs) 
and scanning electron or ion microscopes (SEMs or SIMs). 
The FIB cross sectioning has the following advantages: (1) 
cross sectioning at any specified position with high posi- 
tional accuracy of 0.1 /am or better; (2) little restriction on 
sample materials; (3) stress-free milling; and (4) visual pro- 
cess from milling-area specification, milling monitor, to 
final-cut confirmation using SIM images. However, there is 
neither experimental nor theoretical reports on characteristics 
of the FIB-prepared cross sections such as ion concentration 
and radiation damage except for the two reports by Beag 
et al.4 and Sakamoto et al.5 

In the present study, assuming that the cross sections are 
formed under a steady state of ion-target interaction such as 
ion implantation, backscattering, and sputtering, the authors 
have analytically expressed the cross sections to calculate 
their ion concentrations. Monte Carlo (MC) method has been 
used to simulate both ion and recoiled target-atom trajecto- 
ries to calculate the yields of ion implantation, backscatter- 
ing, and sputtering. The calculated Ga concentrations de- 
pending on the sample material are compared with the 
experimental ones for the FIB cross-sectioned magneto- 
optical disk having a multilayered structure. Good agree- 
ments between them support the present model. 

II. CALCULATION 

A. Steady-state cross-sectioning and surface 
concentrations 

Let us consider Ga FIB cross sectioning of the target ma- 
terial A. Here, Ga is the most popular ion species of the cross 
sectioning FIB. At the final milling, the cross section is ap- 
proximated to be in steady state, where as many implanted 
atoms are removed by sputtering as are replenished by im- 
plantation [see Fig. 1(a)]. Then, we have 

Sfii- Y imp 

and 

SGJSA—RGH.-A(CGII/CA)> 

(1) 

(2) 

where 5Ga and SA are the partial sputtering yields of compo- 
nents Ga and A, respectively, S is the total sputtering yield 
(~^Ga+^A)> ^imp is tne implantation yield, CGa and 
CA( = 1 — CGa) are the atomic concentrations of their com- 
ponents near the target surface, and RGH-A is me enhancement 
factor in the Ga preferential sputtering for the host matrix A 
(i.e., the ratio of probability for a Ga atom near the surface to 
be sputtered to that of an A atom to be sputtered). The i?Ga.A 

value may not be unity because of differences in surface 
binding energies, sputter escape depths, and energy transfers 
within the collision cascade.6 

From Eqs. (1) and (2), CGa is derived as 

"'Electronic mail: ishitani@cm.naka.hitachi.co.jp 

CGa=l/[#Ga-A(S/rimp-l)+l]. 

At ^?Ga-A= 1, it simply yields to 

Cn, = Yimn/S. imp' 

(3) 

(4) 
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(a) 
Gaion 

k Sputtering yield : 

S (= SGa + SA) 

Backscattering 

^plantation: \ yield: 1-Yimp 

; yield ::Yiffip::. 

Ga ion flux: F 

tl Vh,A [=(FSA/NA)tanßA] 

•f*"\Vh,B [=(FSB/NB)tanßB] 

FIG. 1. (a) Basic parameters of Ga FIB cross sectioning of the specimen A, 
i.e., sputtering yield 5( = 5Ga+ SA), implantation yield Yimp and backscatter- 
ing yield, (b) Steady-state cross sectioning of A-B layered sample, where the 
equation of Vh A= VhB is satisfied. 

When the beam of ion flux F (ions/m2/s) incidents on the 
cross-section at grazing angle ß as shown in Fig. 1(b), the 
cross-section is eroded at velocity V (m/s): 

V=(F sin ß)(S/N), (5) 

where N is the atomic density of the sample. Then, the hori- 
zontal velocity of the cross section leads to 

V, = Wcos ß=(FS/N)tan ß 

= (ß-S/N)F    [at /3(radHl] 

o:ßS/N( = k)    (at F = constant). 

(6a) 

(6b) 

As to the multilayered cross section composed of compo- 
nents A and B (with ßA and ßB< 1) as shown in Fig. 1(b), 
the  steady-state  milling  satisfies  a relationship  of VhA 

Q=(l/5: i) TQ 
Jo 

i(z)Ei(z)dz, (8) 

where E{(z)dz is the i-atom's contribution to S{ from a layer 
dz at depth z, and C{(z) is the depth-dependent i-atom con- 
centration. 

B. Depth-dependent Ga concentration 

The modification of ion implantation profile due to sput- 
tering can be calculated under a few simplifying assump- 
tions: (1) the sputtering yield is constant, and is first the same 
for the substrate and the implanted ions; (2) there is no 
knock-on effect; and (3) the volume change due to radiation 
damage can be neglected. Multipling a normalized depth 
probability of the implanted ions, P{z) (m_1), by the ion 
flux on the cross-section, F sin/3 (ions/m2/s), we get the 
density of ions implanted at depth z per unit time: 

g(z,t) = (F sin ß)P(z), 

= (VN/S)P{z)    (ions/m3/s). (9) 

Then, the Ga implantation density profile (ions/m3) at time t 
is calculated by integrating Eq. (9) as follows: 

C(z,t)= f'g(z+Vt',t')dt', 
Jo 

= (VN/S)    P(z + Vt')dt'. 
Jo 

(10) 

The C(z,t) change is schematically shown in Fig. 2. Using 
z' = Vt', the steady-state implantation density profile 
C(z){ = C(z,t = °°)} [ions/m3] is expressed as 

C(z) = (N/S)Pa{z), 

where 

Pa(z) =      P(z + z')dz'. 

(ID 

(12) 

Here, the C(z) and Pa{z) values have maximums at the 
surface (z = 0) and they decrease to zero at z= maximum 
ion depth, as later shown in Fig. 5. Since Pa(0)= Fimp, the 
Ga concentration at the surface, CGa[ = C(0)MT|, equals to 
Yimp/S, which is the same as Eq. (4). 

The total implanted ions per unit area is obtained by in- 
tegrating C(z) with respect to z from 0 to °°, and yields to 

Ct=(N/S)Pb(z = °°), (13) 

where 

ßASA/NA=ßBSB/NB    (at ß<\). (7) 

In a strict sense of the surface composition C; (i=Ga or 
A) in Eqs. (2)-(4), it is referred to the properly weighted 
average composition of the layer from which sputtering oc- 
curs, i.e., the top two to three atomic layers (as discussed 
later), 

Pb(z)= \Pa(z)dz. 
Jo 

(14) 

In the TEM specimen preparation using FIB cross 
sectioning,1'3,7 two trenches are FIB milled, leaving a narrow 
strip (approximately 0.1 ^tm in width), which is the TEM 
section of interest. The specimen thickness is usually larger 
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FIG. 2. Schematic modification of implanted ion depth profile due to ion 
sputtering. 

than the transverse depth of 30 keV Ga ions, typically about 
15 nm for Si and 10 nm for W (as shown later in Fig. 3). 
Finally, the average Ga concentration in the /-thick specimen 
is calculated by 

C,iBV=2C,/(2C,+ fA0, (15a) 

~2Ct/tN    when Ct<tNI2. (15b) 

Here, the factor 2 of 2C, comes from both front- and back- 
side FIB cross sectioning of the TEM specimen. On energy- 
dispersive x-ray (EDX) analysis in TEM discussed in the 
later section, since the EDX information depth is much 
larger than the TEM sample thickness, the Ga EDX intensity 
does show the C, av value, not to the CGa value. 

C. Monte Carlo simulation 

Monte Carlo (MC) method has been applied to simulate 
both ion and recoiled-atom trajectories on the finishing stage 
of FIB cross sectioning. Basic properties such as S, Fimp, 
and ion depth probability P(z) are calculated under silicon 
(Si) and tungsten (W) targets bombarded by 30 keV Ga ions 
at various grazing angles ß. Here, the Si and W have been 
chosen as typical components of Si devices. The Monte 
Carlo program used here is essentially the same as the pre- 
vious one2'8,9 based on a single scattering model. The follow- 
ing assumptions have been made. (1) The target has a ran- 
dom or amorphous-like structure. (2) Energetic particle is 

30 keV Ga ions 
5 deg 

FIG. 3. Typical trajectories of 30 keV Ga ions bombarded on the W-Si 
sample. (The number of incident ions is 100.) 

scattered by only one target atom at a time. (3) The ZBL 
interaction potential10'11 can be used to describe its binary 
collision. (4) As to electronic energy loss at low energies, a 
velocity-proportional stopping power is used. (5) Accumula- 
tion of implanted ions is ignored. (6) Diffusion effect of 
implanted ions is also not considered. (7) The surface barrier 
for the sputtered atoms is a planar type and is taken to the 
surface binding energy Us. 

III. RESULTS AND DISCUSSION 

A. Results with no preferential-sputtering correction 

The atomic numbers, atomic masses, mass ratios, atomic 
densities, and binding energies of Ga, Si, and W are shown 
in Table I. The mass ratio is an important parameter in elas- 
tic two-body collision. Ga projectiles in the Ga-Si collision 
are forwardly scattered only in 0=sO.415 ( = 23.8°) 
[ = sin_1(MSi/MGa)] (in the laboratory system), in contrast 
with full-angle scattering in the Ga-W collision, i.e., d*£ TT 

(=180°). 

TABLE I. Atomic numbers Z, atomic masses M, mass ratios M/A/Ga, 
atomic weight densities p, atomic number density N, and binding energies 
£b of Ga, Si, and W targets. 

Target z 
M 

(amu) MIMQz 

P 
(kg/m3) 

N 
(atoms/m3) 

Eb 

(eV) 

Ga 
Si 
W 

31 
14 
74 

69.72 
28.086 

183.85 

1.00 
0.403 
2.64 

5.91E+3 
2.42E+3 
1.93E+4 

5.11E+28 
5.19E+28 
6.32E+28 

2.82 
4.70 
8.68 
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(a) 
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I   10°: 

ß [deg] 

FIG. 4. (a) Calculated implantation yield Yimp and sputtering yield S at 
various ß for the 30 keV Ga ion — Si and W targets and (b) their corre- 
sponding values of K[ = (ßS/N)XlE + 29; see Eq. (6b)] and surface Ga 
concentration CGa [defined as Eq. (4)] at various ß. 

Typical ion trajectories under the bombardment of only 
100 Ga ions (at 30 keV) are plotted in Fig. 3 for W-Si lay- 
ered cross section at 0 = 5°. The ion trajectories at normal 
incidence (0 = 90°) are also plotted in the same figure to be 
compared with the cross-section's data. For the S and Fimp 

calculations, a large number of trajectories of both 5000 Ga 
ions and their recoiled target atoms have been simulated to 
reduce their statistic fluctuations. The Fimp and S values at 
various ß are plotted in Fig. 4(a). Similarly, their corre- 
sponding values of K[ = kX IE+ 29; see Eq. (6b)] and CGa 

[defined in Eq. (4)] are plotted in Fig. 4(b). It is found that 
the W target is always smaller in both Fimp and S than the Si 
target under the same ß condition. Besides, the S and Fimp 

curves gradually increase with ß, but the Fimp/5'( = CGa) 
curve shows a very weak dependence on ß. 

Let us consider a W-Si layered cross section prepared in 
the steady-state milling, i.e., VA,W= VA>Si. Taking the steady- 
state ßsi value as 0.0436 ( = 2.5°) from the previous 
experiments,1'7 we get /3W~0.105( = 6°)  and CGa>w~8.7 

(xlE-2) 

40 

£    30 ft- 
03 

E 
=    20 

N 
a 

10 

Pa(z) 

30 keV Ga - Si ( ß = 2.5 deg) 
W( ß=6deg) 

fe  h 
be.          ^ Si 

p(z) N\, 
''5^  

10 20 

z [nm] 

30 40 

FIG. 5. Calculated Ga depth probability P(z) and its accumulated probabil- 
ity Pa{z): (a) Si (/3 = 2.5°) target; (b) W 03=6°) target. 

at %, in contrast with CGaiSi~3.9 at % It is worthy of note 
that the K curves show a strong dependency on ß, but the 
CGa( = YimplSX 100) curve does not. 

Calculated P(z) and Pa(z) profiles for the Si (/3 = 2.5°) 
and W (/3 = 6°) targets are plotted in Fig. 5. Energy distri- 
butions of the backscattered ions and sputtered atoms, 
Yb(E) and S(E), are shown in Fig. 6. [Only the Yb(E) and 
S(E) results have been obtained for the MC simulations of 
10 000 ion bombardment.] The Yb(E) peaks right under 30 
keV observed at low ß correspond to the ion reflection and 
they disappear with the increase in ß as already predicted 
The S(E) distribution decreases proportional to En with n 
~ 1.7 in the region of E= 1 -10 keV. This n value is in good 
agreement both with another MC simulation's value12 and 
with a theoretical one,13 which is derived from a mature 
collision cascade. The theoretical value expressed as « = 3 
-2m is 2.6 at m = 0.203 for the ZBL potential.11 The abrupt 
S(E) decrease in the region of E> 10 keV predicts that the 
sputtered atoms result from the small number of collisions, 
i.e., immature collision cascade. Backscattering yields (=1 
-yimp) for the Si (0=2.5°) and W (0=6°) targets are as 
large as 0.71 and 0.69, respectively, and their average ener- 
gies are as high as 22 keV for Si and 20 keV for W. Since 
almost all the sputtered atoms originate in the surface layers 
of only lnm thick (e.g., about 82 and 95% for the Si and W 
targets, respectively), the CGa values mean Ga concentrations 
in these surface layers as expressed in Eq. (8). 

Table II shows the calculated Cum values for typical 

TABLE II.   Calculated values of Pa(z = 0),  Pb(z = <*>),  C,,  CGa,  and 
C, av(« = 50 and 100 nm) for Si 08 = 2.5°) and W (/3=6°) targets. 

C, av [at %] 

Target Pa(0)   Pb(<*>)   (at %)   (ions/nm2)   f=50nm  t-100 nm 

Si(yS=2.5°)    0.289      2.47       3.9 17.4 
W(/3=6°)      0.314      1.98       8.7 34.5 

1.3 
2.1 

0.68 
1.1 
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(a) 
IO1 , 

100 

Fro. 6. Calculated energy distributions of the backscattered ions and sput- 
tered atoms, Yb(E) and S(E): (a) \og[Yb{E) or S(E)]-E graph and (b) 
\og[Yb(E) or S(E)] -log(£) graph. 

TEM Si (yS=2.5°) and W (/3=6°) specimens of 50 and 100 
nm in thickness as well as their basic values of Pa(z = 0), 
Pb(z = °°), CGa, and Ct. Here, no preferential sputtering is 
taken into consideration, i.e., /?Ga_A=l. Consequently, the 
calculation predicts that the CGa, C,, and C, av values for the 

1 ABLE IV. Calculated CGa values with and without a ßGa_A correction for the 
Si (/3=2.5°) and W (/3=6°) cross sections, where 7?Ga„A is the Ga prefer- 
ential sputtering factor for the target A, i.e., Si or W. 

Correction factor CGa (at %) 

^Ga-A Without correction    With correction 

Si(/3=2.5°)             0.899. 
W (/?=6°)                1.34 

3.92 
8.66 

4.34 
7.07 

W (/3=6°) cross section are larger than those for the Si 
(/3=2.5°) cross section by 2.2, 2.0, and 1.6 times, respec- 
tively. For the unknown thick layered structure TEM speci- 
mens, the C, av ratios among the layers are more useful be- 
cause of their independence of the specimen thickness as 
predicted from Eq. (15b). 

B. Preferential-sputtering correction 

Preferential sputtering may be possible when there are 
differences both in atomic masses and potentials of ion-atom 
and atom-atom interactions and in surface binding energies 
of the constituents. To estimate these contribution to the 
^Ga-A[ — (SGz/CGil)/(SA/CA); A=Si or W] value, two cases 
of £/Ga = USi/w and t/Ga=2.82 eV (¥= Usm) are considered 
in the MC calculations for Si (/3 = 2.5°) and W 08 = 6°) 
cross sections containing 10 at % Ga. Tables 111(a) and 111(b) 
show the calculated preferential sputtering factors /?Ga.A with 
the calculated Yimp, SGa/CGa and Ssm/Csm values. It is 
found that the lighter component and/or the component with 
smaller U value is preferentially sputtered, as expected from 
a general rule. The ^?Ga_A corrected CGa values for the Si 
(/3=2.5°) and W (ß=6°) cross sections are shown in Table 
IV with the uncorrected values. Here, the 7?Ga_A values men- 
tioned above have been approximately used for the Si and W 
cross sections of interest because of weak CGa dependence 
on RQH-A- Consequently, the CGa values are corrected from 
3.9 and 8.7 at % to 4.3 and 7.1 at % for the Si and W cross 
sections, respectively. However, the i?Ga.A correction brings 
about little change in the Crav values because CGa modifies 
the P(z) profile only near the surface. 

TABLE III. (a) Calculated values containing 10 at % Ga. Fimp, SGll/CGa, Ssi/Csi, and RGaSi for the Si (ß 
= 2.5°). 

Target l/Ga> £/si(eV) y. 1 imp ^Ga/CGll Ssi/Csi ^GaSi 

10% Ga-90% Si 

100% Si 

(b) Yimp 

Target 

4.70,4.70 
2.82,4.70 
• • -, 4.70 

^Ga'Cca, 5W/CW 

tfoa. ^w(eV) 

0.271 
0.273 
0.289 

and ÄGa.w 

Y 1 imp 

0.626/0.1(=6.26)         6.34/0.9(=7.04) 
0.642/0.1 (=6.42)         6.43/0.9(=7.14) 

7.37 

for the W (ß=6°) containing 10 at % Ga. 
■JGa'CGa                                5W/CW 

0.889 
0.899 

■^Ga-W 

10% Ga-90% W 

100% w 

8.68,8.68 
2.82,8.68 
•••, 8.68 

0.306 
0.315 
0.314 

0.469/0.1 (=4.69) 
0.512/0.1(=5.12) 

3.31/0.9(=3.68) 
3.44/0.9(=3.82 

3.63 

1.28 
1.34 
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MO disc 

1912 

UV coat layer 

Substrate 

-Reflective layer 

■ Protection layer (2) 

■ MO recording layer 

-Protection layer (1) 

FIG. 7. Schematic diagram of cross-sectional magneto-optical disk showing 
multilayered structure. 

IV. EXPERIMENTAL DATA AND DISCUSSION 

A TEM specimen of magneto-optical (MO) disk has been 
prepared using Ga FIB cross sectioning to demonstrate the 
FIB's high validity.2 The system used for FIB cross section- 
ing is Hitachi model FB-2000A with a 30 kV Ga ion source. 
Figure 7 schematically shows a layered structure of the MO 
disk, of which layers are composed of soft and hard materials 
as shown in Table V. Figures 8(a) and 8(b) show its low and 
high magnification TEM images, respectively. Here, the es- 
timated specimen-thickness is about 0.1 Aim. The layers have 
been EDX analyzed using Hitachi model HF-2000 TEM 
with a 200 kV field-emission type electron gun, which is 
capable of nm-level spatial resolution with minimum detect- 
able mass fraction of < 0.1 wt % on EDX.14 Ga concentra- 
tions in the multilayers are tabulated in Table V. Only the Ga 
data in the magnetic recording layer are quantitatively calcu- 
lated from its EDX full spectrum, while the other layers' data 
are relatively obtained from Ga-intensity ratios between the 
corresponding layers and the magnetic recording layer. Then, 
the experimental Crav values is as low as 1.8 at % for the 
magnetic recording layer (Fe-base alloy). Apart from some 
difference in the specimen's average atomic number, experi- 
mental C/>av values are roughly equal to the calculated ones 
for the 50-100 nm thick TEM specimen composed of a W 
layer, i.e., 1.1—2.1 at %. However, the experimental Ct ra- 
tios (=4-6) between the magnetic and reflective/protective 
layers are different by factor of 2-3 from the calculated one 
(=2.0) between the W and Si layers. 

As far as the authors know, only two experimental papers 

1 urn 

0. 2 am 

FIG. 8. Low and high magnification TEM images of cross-sectional 
magneto-optical disk. (The TEM system is a Hitachi model H-9000NAR of 
300 kV accelerating voltage.) The disk has been cross-sectioned using 30 
keV Ga FIB so as to be about 0.1 /jm in thickness. EDX analysis data 
obtained from each layer indicates both the corresponding elements and the 
implanted Ga as shown in Table V. 

ion mass spectrometry (SIMS) using 30 keV Ga FIB that the 
CGa value is about 20 at % for a cobalt (Co) surface at ß 
= 80° (not the FIB-prepared TEM cross section). More ex- 
perimental data are required to confirm firmly the present 
model's applicability. 

V. SUMMARY 

The Ga concentrations have been calculated for cross sec- 
tional specimens prepared using 30 keV Ga FIB. The cross 
sections are assumed to be formed under steady-state pro- 
cesses of ion implantation, backscattering, and sputtering. As 
to these process yields, Monte Carlo technique has been ap- 
plied to simulate the trajectories of both ions and recoiled 
target atoms. The Ga concentration (CGa) value, which 
equals to the ratio of implantation yield (Timp) to sputtering 
yield (5), is valid with the specimen material. Then, each 
layer of the layered structure cross-section has its own CGa 

value. The calculation predicts that the Si and W layers are 
cross sectioned at grazing angles /3=2.5° and 6°, respec- 
tively. The implanted Ga ions are concentrated very near the 
surface of < 10 nm to yield the CGa values of about 4 at% for 
Si and 9 at% for W (after the preferential sputtering correc- 
tion).   Here,   these   CGa(=Fimp/S)   values   show   weak 

related on the CGa or C, av value have been published at       /3-dependence because both Fimp and S decrease with the 
present. One paper by Beag et al.4 has shown Cf>av values of 
less than an EDX detection limit for the cross-sectional TEM 
sample of titanium nitride (TiN) layer on Si substrate. The 
other paper by Sakamoto et al.5 has shown with secondary 

decrease of ß. Although there is some difference in materials 
between the calculation and experiments, the calculated CGa 

values for Si and W layers are roughly equal to the experi- 
mental values for the magneto-optical TEM sample. 

TABLE V. EDX data on the Ga concentration (corresponding to the C,,av value) in each layer of the magneto- 
optical disk. The cross-sectional TEM images are shown in Fig. 8. 

UV coat 
layer 

Reflective 
layer 

Protection 
layer (2) 

MO recording 
layer 

Protection 
layer (1) Substrate 

Main element 
Ga con. (at%) 

C,Oa 

0.2 
Al, Ti 

0.5 
Si, N 
0.5 

Fe, Co, Tb 
1.8 

Si, N 
0.3 

C, Oa 

0.4 

aPolycarbonate. 
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Widely changing probability of surface damage creation induced 
by a single ion in the MeV ion energy range 
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We report widely changing probability of surface damage creation induced by a single ion on highly 
oriented pyrolytic graphite specimens, each implanted with 3.1 MeV Si, Cu, As, Sr, Ag, or Au ions 
at a dose of 1.9X 1011 cm"2. By using a friction force microscope, we observed lattice disordered 
surface damage, and found the probability of surface damage creation varying from 0.02 to 0.54 
depending on the variation in the ion species. To determine the reason for the larger dependence on 
ion species, we calculated the probabilities of knock-on atom generation by nuclear collision The 
calculated probability of knock-on atom generation agreed well with the observed probability of 
urface damage creation. © 1998 American Vacuum Society. [S0734-211X(98)03604-X] 

I. INTRODUCTION 

Ion beam processes such as ion implantation, ion beam 
enhanced deposition, and ion etching are widely applied in 
fields such as material modification, microtechnology, and 
electronic device fabrication. With ion beam processes, es- 
pecially, single ion implantation proposed by Ohdomari and 
co-workers,1 being increasingly applied to microtechnology 
and nanotechnology, an investigation of the effects of a 
single ion impact is expected to contribute significantly to 
knowledge about the actual conditions involved. 

A scanning probe microscope (SPM), such as an atomic 
force microscope (AFM)2 and a scanning tunneling micro- 
scope (STM),3 provides an atomic resolution image, enabling 
defects and lattice disorders to be observed directly. In this 
respect SPM is useful for studying the effects on a single ion 
impact. Previous studies using SPM to detect tracks caused 
by a single ion have involved many ion species, such as B, 
C,5 N,6 S,6 Ar,7'8 Kr,9 Xe,7'10 Au,5'11 Pb,9'10 and U.9 The 
number density of surface damage has been reported to be 
almost identical to the number density of incident ions, and 
the clear dependence of the number density on ion species 
was not shown. 

Against this background, we conducted a systematic in- 
vestigation using a variety of ion species with an energy of 
3.1 MeV, and observed a widely changing probability of 
surface damage creation on the graphite surface, ranging 
from 0.02 to 0.54, depending on the atomic number of ions, 
from 14 (Si) to 80 (Au). We used a friction force microscope 
(FFM).12 At the same time, we carried out a simulation of 
knock-on atom generation probability by nuclear collision at 
the first and second atomic layer from the target surface, 
giving a remarkably good agreement to the measured prob- 

a)Electronic mail: hisato@nair.go.jp 
b)Present address: Department of Materials Processing, Graduate School of 

Engineering, Tohoku University, Aramaki, Aoba-ku, Sendai 980-77, Ja- 

pan. 

ability of surface damage creation. Consequently, particular 
energy range of MeV was found to be responsible for the 
widely changing probability. 

II. EXPERIMENTS 

We used highly oriented pyrolytic graphite (HOPG) as the 
target material. The HOPG surface is suitable for observing 
change made by a single ion impact at atomic resolution, 
because STM or AFM lets the atomic image be observed 
readily. Ion irradiation was conducted on a tandem type ac- 
celerator (National Electrostatic Corp., 3SDH-4). A mono- 
chromatic beam was ensured using analyzing magnets and 
an electrostatic deflector to remove neutral particles. The 
beam was scanned two dimensionally: x and y directions, 
ensuring the dose uniformity in the irradiation area. The 
specimen was surrounded by negative bias electrodes (-300 
V) to suppress secondary electron emission, making the cur- 
rent from specimen to ground equal to the ion beam current. 
Incident ion dose was measured by integrating the current. 
HOPG specimens 5X5 mm2 were cleaved immediately be- 
fore being placed in a vacuum target chamber at 10 Pa. 
The ion energy was 3.1 MeV, the current density was 8 
nA/cm2, and the dose was 1.9X 1011 cm-2. The specimens 
were subsequently observed in air using a SPM system 
(Seiko Instrument Inc., SPI3700). When the scanning direc- 
tion was perpendicular to the cantilever, the lateral force be- 
tween the tip and surface was detected by the torsion of the 
cantilever. 

III. RESULTS AND DISCUSSIONS 

Disordered lattice structure on Au ion irradiated HOPG 
surface in atomic resolution is shown in Fig. 1. The incident 
ion beam flux was very small, i.e., 5X10'4 ions/s/nm2, so 
more than one ion rarely affected such a small area simulta- 
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FIG. 2. Profiles of the cantilever-torsion signal with the x (solid line) and 
—x (dashed line) directions. 

(b) 

FIG. 1. FFM images (10 nmXIO nm) of 3.1 MeV Au ion-irradiated HOPG 
surface with two directions of scanning: (a) x direction (from the left to the 
right), (b) -x direction (from right to the left). 

neously. We therefore assumed that a single ion impact 
formed the disordered region of surface damage. We call the 
disordered region surface damage. 

When the direction of scanning was reversed, the image 
contrast was inverted, as compared with Figs. 1(a) and 1(b). 
Figure 2 shows that the profiles of the cantilever-torsion sig- 
nals at both scanning direction images. The torsion signal 
difference between the profiles on the surface damage was 
greater than that on intact surface. This indicates that the 
surface damage applied greater lateral force to the tip of the 
cantilever than the intact HOPG surface. Namely, a single 
ion impact can change the friction force in a nonometer-sized 
area. This finding suggests the possibility of applying a 
single ion beam process to nanoscale mechanical devices. 

Figure 3 shows the wide area images (500x500 nm2), 
then the surface damage having the appearance of dots. Each 
surface of the images is implanted with different ion species. 
The number density of surface damage (Table I) apparently 
differ, even though the incident ion doses were all the same. 
We then obtained the probability of surface damage creation 
from the ratio of the number density to the incident ion dose, 
and plotted this as a function of the atomic numbers of inci- 
dent ions (Fig. 4; large solid circles). We found that prob- 
ability depends greatly on the ion species. 

The total stopping process of ions in solids is divided into 
two parts; to the target nuclei (nuclear collision) and energy 
transfer from the ion to target electron (electronic collision). 
To determine which of the two was dominant in forming 
surface damage, we calculated the effect of the two numeri- 
cally. 

First, to estimate nuclear collision effect, we calculated 
the probability of knock-on atom generation by nuclear col- 
lision. For the calculation, we assumed that the nuclear col- 

*V"&}fgr>2SsA*      .. ~ ■■■■■  •. '»• 

FIG. 3. FFM images (500X500 nm2) of irradiated specimens showing the 
surface damage number dependence on ion species. Ion energy: 3.1 MeV, 
ion dose: 1.9X 10" cm"2, ion species: (a) Au ion, (b) Ag ion, (c) Sr ion, 
(d) As ion, (e) Cu ion, (f) Si ion. 
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TABLE I. Observed number density of surface damage. 

Ion species 

Number density 
of surface damage (/*m-2) 

Surface damage creation 
probability 

Si 
Cu 
As 
Sr 
Ag 
Au 

44 
380 
528 
824 
876 

1052 

0.023 
0.20 
0.28 
0.43 
0.46 
0.55 

lision is a two-body central-force scattering, and a knock-on 
atom is generated when the energy transfer E, to the target 
atom is larger than displacement energy Ed required to pro- 
duce a knock-on atom. E, is a function of interatomic poten- 
tial V, incident ion energy E0, and impact parameter b, de- 
fined as the distance between the initial line of motion of the 
incident ion and the center of the target atom, i.e., Et 

=f(V,E0,b). This function is calculated using the "magic 
formula" proposed by Biersack et al.13 We then derive the 
region of b where E,>Ed is satisfied. The probability of 
knock-on atom generation is derived from the region of b 
and graphite lattice geometry (Fig. 5). We here give Ed to be 
20 eV, and use universal potential [Eq. (I)]14 for the inter- 
atomic potential, 

IZ^e2] 

<S>(R) = 0.m8e-'2R + 0.5099e-0M23R + 0.2802e-0A029R 

+ 0.02817e-°-2016R, (1) 

R=—,    a„ = 0.8854 
a„ \ z^+z^j 
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FIG. 4. Relationship between observed surface damage creation probability 
and atomic number of incident ions, showing calculated probabilities of 
knock-on atom generation by nuclear collision and electronic stopping 
power as a function of atomic number of incident ion atomic number, • 
surface damage creation probability by nuclear collision (experiment), O 
knock-on atom generation probability by nuclear collision (calculated), X 
electronic stopping power (calculated). 
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FIG. 5. Calculation of knock-on atom generation probability P-alS. 
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FIG. 7. Knock-on atom generation probability in 20 keV, 3 MeV, and 1.5 
GeV ions as a function of ion species atomic number. 
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TABLE II. Calculated probability of knock-on atom generation, electronic stopping power, and experimental 
results of surface damage creation probability. 

Energy 
range 

keV 
MeV 
GeV 

Knock-on atom 
generation 
probability 
(calculated) 

~1 
10"2-10_1 

«1(T2 

Electronic 
stopping power 

(eV/Ä) 
(calculated) 

Small 
Small 
Large 

Probability of 
surface damage 

creation 
(experimental results) 

10 
~1 

-Mo-' 
~1 

References 

7,6,8 
This work 

9,10 

where Zx and Z2 are the atomic number, r is their separation, 
and a0 is the Bohr radius (=0.529 Ä). These assumptions are 
the same as those in TRIM,13,14 the Monte Carlo simulation 
widely used to obtain the depth profile of implanted ions. 
Our numerical calculation was approximate, that is, only the 
primary knock-on atom was taken into account, and second- 
ary knock-on atoms were not considered. Besides, we took 
the probability that was caused within the first and second 
atomic layers from the surface into account, because ob- 
served track images could be divided roughly into two clear 
and faint tracks. This calculated probability of knock-on 
atom generation was plotted as a function of the atomic num- 
ber of ion species (Fig. 4), and agreed well with experimen- 
tally obtained surface damage creation. 

Second, we examined electronic stopping power 
-dEldx, electronic energy loss per unit ion path length, as 
the effect of electronic collision. Here we used the SRIM 98 
(the latest version of TRIM) developed by Ziegler for calcu- 
lation. We compared the calculated results (Fig. 4) with the 
experimental results of surface damage creation. Hence these 
comparisons indicate that the nuclear collision between an 
incident ion and target atoms is dominant in the surface dam- 
age creation. It was reported that electronic collisions created 
lattice defects in alkali halide crystals.15 In our case, how- 
ever, the electronic collision was not dominant. 

To clarify the effect of the nuclear stopping on the surface 
damage creation, the relationship between the nuclear stop- 
ping power calculated by SRIM and the observed probability 
of surface damage creation is shown in Fig. 6. When the 
stopping power is small, the observed probability of surface 
damage creation is approximately proportional to the nuclear 
stopping power. When the stopping power is large, the prob- 
ability tends to be saturated. This indicates that the depen- 
dence of number density of surface damage on ion species 
hardly appears, in case that nuclear stopping power is large. 
For comparison with other works, we calculated the 
knock-on atom generation with different ion energies using 
the same procedure (Fig. 7). In the case of 20 keV ions 
which corresponds to the work by Corteger et al.,6 the prob- 
ability of knock-on atom generation is nearly equal to 1 in 
almost all ion species. On the other hand, 1.5 GeV Xe ions, 
in case which Hagen et al. found surface damage under 
FFM,10 should hardly leave the surface damage induced by 
nuclear collision, because they have a probability of less than 
0.02. Nevertheless, the 1.5 GeV Xe ions have a large elec- 
tronic stopping power of 1364 eV/Ä—significantly larger 

than MeV and keV ions (3 MeV Xe: 198 eV/Ä, 20 keV Xe: 
30.3 eV/Ä). The surface damage of GeV ions is therefore 
caused by electronic collision, while the surface damage of 
MeV and keV ions is caused by nuclear collision. 

In the MeV range, the probability of knock-on atom gen- 
eration varies over a wide range, depending on the ion spe- 
cies, and the probability of surface damage creation varies 
over a wide range, similar to the probability of knock-on 
atom generation (Table II). In the keV and GeV range, the 
effect of either nuclear or electronic collision is large enough 
that an ion always leaves a surface damage, respectively. In 
other words, number density does not depend on the ion 
species. The distinctive character of MeV ions is therefore 
responsible for the clear appearance of the dependence on 
ion species. This dependence finding is expected to contrib- 
ute to the elucidation of the mechanism behind surface dam- 
age creation. 

IV. CONCLUSION 

We observed MeV-ion-irradiated HOPG using FFM, 
finding surface damage caused by single ion impact. The 
friction force between the surface on surface damage was 
caused by single ion impact. The friction force between the 
surface on surface damage and the tip of cantilever was 
larger than that on intact surface. The number density of 
surface damage and the tip of cantilever was larger than that 
on intact surface. The number density of surface damage 
apparently depended on the ion species. We calculated the 
probability of knock-on atom generation by nuclear colli- 
sions between an incident ion and target atom and the elec- 
tronic stopping power to determine which collision process 
is responsible for the surface damage creation. The probabil- 
ity of knock-on atom generation varies over a wide range 
with the variation in the ion species, and shows a trend simi- 
lar to the collision formed by the surface damage. We con- 
sider that the dependence on ion species appears only where 
the ion energy is at the MeV range. 
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Evidence of depth and lateral diffusion of defects during focused ion 
beam implantation 
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We have investigated the evolution of the photoluminescence intensity of different GaAs/GaAlAs 
quantum wells to probe the defect penetration during focused ion beam implantation at various 
sample temperatures. By implanting homogeneous areas, it was possible to evaluate the depth 
extension of the ion-induced damage, while by localizing the implantation at a submicrometric 
length scale, it was also possible to quantify the lateral damage extension. Both the depth and lateral 
damage extensions are found to be reduced when the sample temperature is changed from 300 to 80 
K. This result is used to demonstrate that a fast diffusion of nonequilibrium defects is taking place 
in the irradiated sample. It is found that this diffusion is highly anisotropic with a lateral diffusion 
length ten times higher than the depth one, suggesting that the defects easily diffuse in the GaAlAs 
barrier layers. The results are interpreted as a manifestation of a radiation enhanced diffusion 
mechanism. The advantage of using low temperature irradiations to better localize the injected 
defects by focused ion beam is highlighted, specially for quantum nanostructure 
fabrication. © 1998 American Vacuum Society. [S0734-211X(98)07304-1] 

I. INTRODUCTION 

Dry etching is now a key process for micro- and nanofab- 
rication of ultrasmall optoelectronic and electronic devices. 
However, nanometric etched structures are often limited by 
the damage induced by the energetic ions involved in the 
etching process. The damage issue has received increasing 
attention for several years specially for III-V semiconductor 
compounds. The numerous experimental results converge to- 
wards the demonstration that ion damage penetrates an order 
of magnitude deeper than what is expected from classical 
collision calculations in amorphous media like TRIM.1 Both 
channeling effects taking place in the monocrystalline sub- 
strates used in the experiments and rapid defect diffusion 
during bombardment have been invoked to account for this 
discrepancy. Surprisingly, the same phenomenon has been 
observed for a large variety of irradiation conditions and ion 
incident energy range. 

Lamelle et al? have observed that ion implantation in- 
duced interdiffusion in GaAs/GaAlAs quantum wells (QWs) 
occurs down to a depth roughly ten times higher than the 
projected range of 150 keV Ga+ ions implanted with a fo- 
cused ion beam (FIB) system. The authors conclude that due 
to the channeling of some Ga+ ions, defects are generated 
deeply in the structure and can promote the interdiffusion of 
remote QWs after annealing. In another energy range, Kasa- 
hara et al? have observed that Ga+ ions implanted at 1 keV 
with a low-energy FIB system generate defects far deeper 
than the ion range due to a possible diffusion of primary 
defects. Using a conventional Ar ion beam etching (IBE) 
system, Germann et al.4 have shown that the defects induced 
by Ar+ ions of 250 eV incident energy also penetrate around 
six times deeper than the projected range of the implanted 

a,Electronic mail: christophe.vieu@12m.cnrs.fr 
b)Present address: CEMES/CNRS, 29 rue Jeanne Marvig BP 4347, 31055 

Toulouse, France. 

ions. They also give some evidence that channelling of very 
low-energy ions can play a significant role in the large depth 
damage penetration. This latter point was confirmed by 
Stofell5 through molecular dynamics simulations. More re- 
cently, Hu et al.6~9 have demonstrated that for III-V semi- 
conductor compounds both channeling effects and rapid de- 
fect diffusion must be considered to explain their whole 
experimental results obtained for Ar+ ion beam bombard- 
ment at energies lower than 1 keV. They suggest that radia- 
tion enhanced diffusion (RED) could be the mechanism re- 
sponsible for a defect diffusivity as high as 3X 10~15 cm2/s 
deduced from their experiments. This mechanism was also 
proposed by Nakaniski et al.10 who have investigated the 
deactivation of Si donors in GaAs by Ar plasma induced 
defects through photoreflectance measurements. 

All these studies were dedicated to the in-depth penetra- 
tion of defects, but very little is known about the lateral 
extension of the damage profile which is the most interesting 
feature for nanofabrication. We do not know if the lateral 
damage extension is of the same order of magnitude as the 
in-depth one. Moreover, it would also be very interesting to 
investigate if the solutions proposed to limit the in-depth 
damage penetration such as the introduction of a superlattice 
to getter the defects6'7 are also a benefit with respect to the 
lateral defect extension. One of the possible reasons for the 
lack of experimental results for lateral damage is that when 
using a broad beam etching system like in IBE experiments, 
lateral investigations need a sophisticated patterning of etch 
masks of different sizes on the sample surface. This kind of 
study can be considerably alleviated by using FIB systems 
where defect injection can be spatially localized with a na- 
nometric accuracy. The lateral characterization of damage in 
etched structures is also nontrivial because when sidewalls 
are created, the free surfaces themselves strongly affect the 
optical and transport properties of the nanostructures due to 

1919     J. Vac. Sei. Technol. B 16(4), Jul/Aug 1998       0734-211X/98/16(4)/1919/9/$15.00       ©1998 American Vacuum Society     1919 



1920 Vieu ef a/.: Defects during focused ion beam implantation 
1920 

surface nonradiative centers and depletion layers. ' The 
exact role of the damaged layers in the degradation of the 
properties of the etched structures can thus be difficult to 
evaluate. In this context, FIB implantation can be used to 
locally inject defects with a controlled dose without signifi- 
cantly etching the surface. The damage extension can then be 
followed in the absence of lateral free surfaces and all the 
degradation of the structure can be unambiguously attributed 
to the ion-induced damage. Previous work with FIB 
systems2,13 has concentrated on the lateral extension of dam- 
age after an annealing treatment and the interdiffusion of 
QWs was used to detect the defect concentration. However, 
in these experiments the post-implantation damage profile is 
convoluted with the defect diffusion taking place during an- 
nealing. 

The purpose of this work is to take advantage of the ver- 
satility of the FIB approach to fully investigate the spatial 
damage extension after implantation both in the depth and 
lateral directions.14 The influence of temperature will be 
highlighted by comparing the effects of liquid nitrogen tem- 
perature (LNT) irradiations with room temperature (RT) ir- 
radiations. The experimental procedure to assess the damage 
extension is very classical and was earlier proposed by Wong 
et a/.15 to study RIE-induced damage in GaAs/GaAlAs het- 
erostructures. The photoluminescence (PL) intensities of sev- 
eral QWs located at different depths in the sample are used 
as local probes for the defect generation. The decay of the PL 
intensity of each QW is assumed to be proportional to the 
defect concentration in the vicinity of the QW due to the 
presence of nonradiative centers. QWs are very sensitive 
probes since we can estimate that PL is sensitive to defect 
concentrations as low as 1015 cm"3,16 but the exact nature of 
the defects itself remains unknown, since all the perturba- 
tions of the crystal lattice can affect the radiative process at 
the specific energy of the confined electronic levels of the 
QW. In the following, we will thus speak about damage in a 
very general way without more precision about the exact 
configuration of the defects involved in the trapping process. 

After the presentation of the experimental setup, the in- 
vestigation of the depth penetration of damage will be pre- 
sented for different ion species, ion energies and irradiation 
temperatures. The transverse characterization of the ion- 
induced defect profile at different temperatures will then be 
studied by defining irradiation-free stripes of different 
widths. We will show that surprisingly the lateral extent of 
damage is much higher than the in-depth one. The main re- 
sults will be discussed in terms of the rapid anisotropic dif- 
fusion of nonequilibrium defects during the irradiation. 

II. EXPERIMENTAL SETUP 

The FIB instrument used for the experiments described in 
this work was designed and fabricated in our laboratory. In 
this system, the ion column is mechanically attached to the 
chamber of a JEOL 840 scanning electron microscope 
(SEM). The two beams (electron and ion beams) are crossing 
with an angle of 83° on the sample. This dual beam combi- 
nation allows three complementary working modes: (i) Elec- 

tron scanning microscopy for nondestructive observation of 
the area of interest and for positioning the sample under the 
ion patterning field with an excellent accuracy; (ii) scanning 
ion microscopy for adjusting the ion column parameters such 
as focus and astigmatism in a region close to the structure to 
be fabricated; (iii) computer controlled electrostatic motion 
of the ion spot for irradiating the sample with a given dose 
across an arbitrary pattern. For these experiments the SEM 
electron beam was systematically switched off during FIB 
irradiations, in order to avoid surface contamination and a 
possible enhancement of defect diffusion induced by electron 
bombardment. 

To carry out the experiments described in the present ar- 
ticle we have first used a standard gallium liquid metal ion 
source (LMIS) of the very well known needle type, see, e.g., 
Ref. 17. In order to investigate an ionic species with a lower 
atomic weight, compared to gallium, we have also developed 
an aluminum LMIS. Aluminum was chosen, because its 
atomic weight is half of gallium, also for his sufficiently low 
vapor pressure, and finally because it is not a dopant for 
GaAs/GaAlAs heterostructures. On the other hand, an impor- 
tant difficulty arises from the fact that aluminum is highly 
corrosive or reactive when melted, so usually refractory met- 
als used for LMIS fabrication must be excluded. The new 
patented ion source geometry we have designed and realized 
is graphite based.18 This source is able to deliver an alumi- 
num beam with emission quality standards very close to 
those of the gallium type, and of course, is compatible with 
our FIB system. 

A home-built cryogenic cooled stage was recently devel- 
oped and added to our focused ion beam system for low 
temperature FIB microfabrication experiments and rapid "in 
situ" characterization.14 This equipment allows a wide varia- 
tion of the sample temperature. The minimum temperature 
achievable is about 80 K when liquid nitrogen is used. 

A GaAs/Gao.67Al0.33As MQW structure grown by MBE 
was used throughout this study. The sample structure illus- 
trated in Fig 1, includes three GaAs quantum wells with 
different thickness located respectively at 30, 65 and 105 nm 
from the surface. That way we have three independent sen- 
sors for defect generation, located at different depth exhibit- 
ing each one a specific PL energy peak, respectively 1.59, 
1.69 and 1.8 eV. This structure was prepared with growth 
interruptions at each interface. In this case, the PL lines are 
split into doublets or triplets, related to monolayer thickness 
variations of the QWs. 

Samples are processed using conventional photolithogra- 
phy and chemical etching. The etching solution used here 
was H3P04/H202/H20 3:1:40 with a measured etching rate 
about 100 nm/min. This process was carried out to define a 
matrix of independent mesa structures. The size of each mesa 
is about 80 X 80 /am2 for 2 /mm depth, the distance between 
two adjacent mesa structures is 800 /WB. This process allows 
specific irradiation conditions to be performed independently 
on each mesa, and limits the influence of adjacent mesas 
during PL characterization. 

Finally, the ion-induced damaged region profile was mea- 
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FIG. 1. Description of the multiquantum well sample structure, the alu- 
minium concentration in the barriers is 0.33. 

sured directly after FIB irradiation without thermal anneal- 
ing. Two different PL setups were employed. In a first ex- 
periment carried out at low temperature (1.7 K), PL 
characterization was employed to measure the degree of in- 
tegrity of the different QWs. The laser beam (Ar) was fo- 
cused in a 40 /u,m spot trough a transparent window on the 
cooled sample and we can consider that most of each mesa is 
probed during the analysis. In a second step, we have used 
spatially resolved PL. The focused laser beam (2 /nm in di- 
ameter) is scanned across the sample with a piezoelectric 
driven stage, and PL signal is collected in relation with the 
focused laser probe position. 

III. DEPTH CHARACTERIZATION OF THE ION- 
INDUCED DEFECT PROFILE 

A. Influence of incident energy 

Because ion energy is a very easily adjustable parameter 
in case of FIB microfabrication experiments, we performed a 
systematic evaluation of the longitudinal ion-induced defect 
extension for several conditions. We first investigated the 
effect of a FIB Ga+ focused ion beam irradiation with vari- 
able beam energy on the PL signal emitted by the multiquan- 
tum well structure (MQW) illustrated in Fig. 1. 

In this experiment the ion dose was fixed to a value of 
1015 ions/cm2 for which sputtering effects are negligible. The 
gallium FIB beam energy was varied from 2 to 15 keV, from 
mesa to mesa. As described above, each mesa was treated in 
an independent way and received a uniform irradiation at a 
fixed ion energy. For each energy, a precise measurement of 
the size of the patterning field and the ion spot current was 
conducted in order to adjust accurately the dwell time which 
in turn controls the total ion dose. A special care was also 
taken for positioning the ion irradiation area all over the 
mesa structure for ensuring that the ion irradiation process 
was properly done. This was greatly facilitated by using the 
in situ SEM imaging capability before and after FIB irradia- 
tion. Typical low temperature (1.7 K) PL spectra are reported 
in Fig. 2. FIB irradiated samples without annealing exhibit a 
strong loss of PL intensity that we attribute to non radiative 
centers generated by the ion bombardment in the vicinity of 
the quantum wells. When the incident ion energy is in- 
creased, the PL properties of the QWs are progressively af- 
fected in relation to their depth position. The damaged region 

3,0x105 

^ 2,5x105 

3, 2,0x105 

%  1,5x105 
c 

■f   1,0x105 

-i 5,0x10" 

0,0 

I ! -, 1 ' 

-   —°— As grown 

—■— 4 keV Irradiation 

—*— 10 keV Irradiation 

  15keV Irradiation 

QW3 

i 
M • 
I i \ 
A < 

J       \ 

QW2 

- QWI     H 
' A          J 'W 

i.i. 

1600 1700 1800 

Energy (meV) 
1900 

FIG. 2. Influence of a FIB irradiation on the PL emission intensity (1.7 K) of 
the MQW sample (gallium irradiation, room temperature, ion dose 1015 

ions/cm2). 

increases with the ion incident energy. The typical evolution 
of PL signals can be illustrated through three representative 
ion energies. At 4 keV, only QWI which is located 30 nm 
below the surface becomes not detectable, while the inte- 
grated PL intensity of QW2 and QW3 remains practically 
unchanged. We can say that the critical energy for the 
quenching of the PL intensity of QWI is 4 keV for Ga+ ions. 
For a given condition of laser illumination and a given signal 
detection system, the complete quenching of the PL signal 
occurs for a given concentration of defects. This critical con- 
centration of defects is not precisely known but can be com- 
pared from one mesa to another if the illumination and de- 
tection conditions are identical. In our experiments special 
attention has been paid to illuminate and collect the PL in- 
tensity of the different QWs in exactly the same conditions, 
and we can thus assume that the quenching of the PL inten- 
sity is always representative of the same critical concentra- 
tion of defects. For a 10 keV irradiation, QWI and QW2 do 
not exhibit any PL signal while the PL intensity of QW3 is 
significantly affected. We can thus conclude that the critical 
concentration of defects responsible for the quenching of the 
PL has reached QW2 located 65 nm below the surface for an 
incident Ga+ energy of 10 keV. Finally, an energy of 15 keV 
is needed for completely quenching the PL intensity of QW3 
located 105 nm below the surface. 

The damage profile induced by irradiation can be de- 
scribed using the concept of isodamage contours which are 
the lines connecting all the points of the sample which have 
received the same amount of damage.19 Our experiment sug- 
gests that the isodamage contour corresponding to the critical 
concentration of defects required to quench the PL signal 
penetrates deeper and deeper with the ion incident energy. 
This finding is rather intuitive but what is much more sur- 
prising is that if we calculate the isodamage contours using 
conventional collisional calculations in amorphous target,1'19 

the isodamage corresponding to the quenching of the PL 
intensity should correspond to a defect concentration of 
1012 cm-3. This result has no physical meaning because it is 
three order of magnitude lower than the maximum sensitivity 
of PL measurements and also because this value is compa- 
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TABLE I Critical ion energy for Ga+ ions required to completely quench the 
PL signal of different QWs with an ion dose of 1015 ions/cm2. The projected 
range was calculated with TRIM at the corresponding critical ion energy. 
Also indicated are the depth locations of the different QWs.  

Quantum 
well 
No. Depth (nm) 

Critical 
ion energy (keV) 

Projected 
range (nm) 

30 
65 

105 

4 
6 

15 

4.8 
6.2 

11.5 

rable with the equilibrium defect concentration at RT. This 
shows that ion-induced damage extends much deeper that 
what is expected from conventional calculations which ne- 
glects both channeling and diffusion effects. However, one 
must keep in mind that the final extension of damage re- 
mains correlated to the ion incident energy which means that 
the primary collisional events have an influence on the final 
damage extension. These results are summarized in Table I, 
where the depth corresponding to the critical concentration 
of defects is compared with the projected range of the im- 
planted Ga+ ions as calculated by TRIM. We can see that 
whatever the incident energy the damage extension is 
roughly ten times higher than the projected range. 

Samples irradiated with ion doses corresponding to the 
quenching of the PL signal have been observed in cross- 
sectional transmission electron microscopy. No extended de- 
fects could be observed inside the heterostructure. This result 
indicates that the defects responsible for the quenching of the 
PL signal are point defects. 

B. Influence of the ionic species 

In this part, we try to evidence the effect of ion mass in 
relation to the depth extension of the created damage. We 
have thus performed Ga+ and Al+ focused ion beam irradia- 
tions on the multiquantum well structure. The ion dose was 
kept constant at 1015 ions/cm2, and the incident ion energy 
was varied from 2 to 15 keV, for the two ionic species. The 
PL characterization conditions are the same as previously 
described. 

One typical result is presented in Fig. 3. It is shown that 
for the aluminum irradiation, the quenching of QW3 PL sig- 
nal (105 nm depth) occurs for an ion energy about 6 keV, 
while an energy of 15 keV was required for Ga+ implanta- 
tions (Fig. 2). 

The critical isodamage contour reaches the position of 
QW3 (105 nm) for an incident energy of 15 keV for Ga+ 

irradiation, (Rp= 11.5 nm), and 6 keV in the case of Al+ 

irradiation (Rp= 10.4 nm). Once again for both ion species 
we found that the depth extension of damage is ten times 
higher than the projected range. Moreover, for two different 
ion species with comparable projected range, we found the 
same depth extension of damage. This point confirms again 
that the primary collisional events have a strong influence on 
the final damage profile, even if they cannot account for the 
long range defect penetration. 

According to previous works,2"10 the long depth exten- 
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FIG. 3. Low temperature (1.7 K) PL signal emitted by QW3 for aluminium 
irradiations at room temperature for two incident energies. 

sion of ion-induced damage could be explained by channel- 
ing effects or diffusion mechanisms which are not taken into 
account in conventional ion range calculations. For our ex- 
perimental conditions, it appears difficult to attribute the long 
range damage to primary channeled ions because of the re- 
producibility of our results. Indeed, though in our experi- 
ments the ion beam direction is oriented around the (001) 
direction of the substrate, the critical angle for dechannelling 
at 10 keV can be estimated in the range of 2 °-3 ° which is 
much less than for very low energy (<1 keV) ions. Our 
sample was glued on a conventional SEM sample holder 
without specific attention for the angular accuracy. If pri- 
mary channeling was the main cause of damage depth pen- 
etration, we should have observed nonreproducible results. 
Moreover, the sample surface is covered with an amorphous 
oxide layer of around 2-3 nm which also limits primary 
channelling. The occurrence of channelling into (011) direc- 
tions by large angle scattering events, as suggested by 
Stoffel5 cannot be completely excluded. However, we think 
that this effect should not be very important in our experi- 
ments. For our typical energies around 10 keV, the effective- 
ness of large angle scattering into channels is reduced com- 
pared to sub keV experiments. Moreover, the ion dose used 
in our experiments is very low (1X 1015 ions/cm2) compared 
to other experiments with IBE or plasma systems where the 
typical ion doses were close to 1017 ions/cm2. If we consider 
that 0.1% of the ions are injected into channels after large 
angle scattering, which is probably largely overestimated, we 
obtain an effective ion dose at the position of the QW around 
1012 ions/cm2. In previous works dedicated to ion implanta- 
tion in QWs,21 we have shown that after broad beam Ga+ ion 
implantation at a dose of 1 X 1012 ions/cm2 for energy con- 
ditions where the maximum of damage as calculated through 
conventional methods is centered on the QW depth position, 
the PL signal is not significantly affected. Finally, we have 
performed a control experiment where the sample was cov- 
ered with a 50-nm-thick amorphous A1F3 layer acting as an 
efficient dechanneling layer. After FIB irradiation with Ga+ 

ions of 25 keV incident energy at a dose of 1X1015 

ions/cm2, we observe a quasi complete quenching of QW1 
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FIG. 4. Low temperature PL intensity of QW2 (65 nm depth), as a function 
of Ga+ ion energy for different sample temperatures. 

located 75 nm below the surface of the sample. For. this 
irradiation condition, the projected range is 23 nm with a 
straggling of 8 nm which means that most of the ions are 
implanted in the A1F3 layer. We thus conclude that even in 
an experimental condition where channelling is negligible 
the damage depth extension is much greater than what can be 
calculated with range calculations in amorphous media. 

We thus believe that the main mechanism leading to the 
deep penetration of defects in our experimental conditions is 
an ion-induced collisional mechanism followed by rapid de- 
fect diffusion. In order to clarify this point, we have per- 
formed LNT irradiations to demonstrate that the defect pen- 
etration is strongly reduced at low temperature. If channeling 
was the main reason of long range disorder, we would have 
expected an increased defect penetration at low temperature 
because channeling can be affected by the lattice thermal 
vibrations. 

C. Influence of the temperature of irradiation 

In order to evidence a diffusion mechanism in the result- 
ing defect profile, we have compared the effect of a Ga+ 

focused ion beam irradiation on the MQW structure, which 
was kept either at room temperature, or near the liquid nitro- 
gen temperature (80 K) during the bombardment. The sur- 
face ion dose was kept constant at 1015 ions/cm2, and several 
energy steps were investigated in the range from 2 to 15 
keV. 

Figure 4 presents the typical evolution of the lumines- 
cence intensity for the quantum well located at 65 nm below 
the surface (QW2) as a function of the incident ion energy 
and for the two temperatures investigated. It appears clearly 
that the critical ion energy for the quenching of the PL emis- 
sion, varies with the sample temperature. As seen previously 
the critical isodamage contour reaches the position of QW2 
(65 nm) for an ion energy of 6 keV at room temperature. For 
a sample kept at low temperature (80 K), the extinction of 
the PL signal occurs for an incident energy of 10 keV. These 
results clearly show that the depth defect extension is low- 
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FIG. 5. Evolution of the low temperature (1.7 K) PL intensity as a function 
of Ga+ ion incident energy. For QW2, located 65 nm below the surface, the 
irradiation was carried out at RT while for QW1, located 36 nm below the 
surface the sample was cooled at 80 K. 

ered when the ion beam irradiation is operated on a sample 
kept at 80 K due to the reduced diffusion of the defects, even 
if the sample is subsequently warmed at RT. The defects 
involved in this diffusion are nonequilibrium defects mobile 
during the irradiation time which should be related to the 
dwell time of 10 /u.s per point for an ion dose of 1X1015 

ions/cm2. 
By comparing the behaviors of QW1 and QW2, it is now 

possible to deduce the relative depth extension of the defect 
profile between 300 and 80 K by using the photolumines- 
cence signal emitted both by QW1 and QW2 when irradiated 
at different temperatures. Figure 5 presents the evolution of 
the luminescence intensity for the quantum well located at 65 
nm below the surface (QW2) as a function of the incident ion 
energy and for a RT implantation together with the PL evo- 
lution of QW1 located at a depth of 36 nm when irradiated at 
80 K. In both cases the quenching of the PL signal occurs for 
an ion energy of 6 keV despite the fact that the quantum 
wells are separated by 29 nm. It is then possible to conclude 
that the critical isodamage contour corresponding to the 
quenching of the PL reaches 65 nm for a room temperature 
irradiation while it extends only to 36 nm for a LNT irradia- 
tion. The relative depth extension of damage between 300 
and 80 K is then simply given by the distance between the 
two QWs of the structure: 29 nm. 

IV. LATERAL CHARACTERIZATION OF THE ION- 
INDUCED DEFECT PROFILE 

The original experimental FIB strategy we have used to 
evaluate the lateral extension of the ion-induced defect pro- 
file consists of defining irradiation-free stripes of different 
widths, surrounded by uniformly irradiated regions. The ir- 
radiations were performed at room temperature and at low 
temperature (80 K), using the same 10 keV Ga+ focused ion 
beam probe and an identical surface deposited ion dose of 
1015 ions/cm2. It is important to keep in mind that for this 
energy QW2 is severely damaged for both room temperature 
and low temperature irradiation conditions. The width of the 
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TABLE II. Effective emitting widths of the unimplanted stripes for different 

irradiation temperatures and computer predefined widths W. 

2 4 6 8 10 12 

Scanning length (\im) 

FIG. 6. Comparison of the effective emitting width of two stripes obtained 
for different irradiation temperatures (QW2 65 nm depth, 10 keV Ga+, 1015 

ions/cm2). The curves represent the evolution of the low temperature (4 K) 
PL signal of QW2 when the exciting laser probe is scanned across an un- 

implanted window of 5 AMI width. 

virgin stripe W determined by the focused ion beam position, 
is varied from mesa to mesa from 5 to 0.05 /im. The effec- 
tive width of this defect-free stripe is reduced compared to W 
due to different phenomena. First, the current profile in the 
ion spot, which is assumed to be Gaussian has a diameter 
which can be estimated to 70 nm for our 10 keV Ga+ beam. 
In comparison, the lateral dispersion of the defects calculated 
from collisional considerations can be neglected in our en- 
ergy range, because it is less than 5 nm. On the other hand, 
the effective width of the stripe can be reduced due to the 
possible diffusion of the defects in the lateral direction dur- 
ing the bombardment. This latter effect is the object of inter- 
est of this experiment. Of course, it is very difficult to mea- 
sure the exact current distribution within the ion spot and the 
first factor of reduction of the defect-free stripe is not pre- 
cisely known. However, by comparing RT and LNT irradia- 
tions performed in exactly the same conditions, we can de- 
duce the relative lateral extent of the damage profile between 
RT and LNT, which is not dependent on the ion optics. In 
order to perform this comparison two samples have been 
irradiated using the same FIB operating conditions and in a 
very short time interval (less than 2 h), the only varying 
parameter in this experiment being the lateral diffusion 
length of the ion-induced defects. The effective width of the 
FIB patterned stripes was then measured with a spatially re- 
solved low temperature (4 K) PL experiment. A finely fo- 
cused laser beam of 2 fim diameter is scanned across the 
stripe using a piezoelectric driven stage, and photolumines- 
cence signal is collected in relation with the focused laser 
probe position. 

Figure 6 shows two different scans of the laser probe 
across an unimplanted 5 /*m computer-defined wide stripe, 
for both RT and LNT irradiation temperatures. 

The FWHM of the emitting area, measured on the PL 
signal appears significantly larger in case of a low tempera- 
ture irradiation (4.2 fim) compared to the room temperature 
irradiation conditions (2.4 /im), and is much closer to the 
computer defined width W (5 fim). This result seems to in- 

Experimental 
emitting width 

7=300 K 

Experimental 
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W=2 jum 
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0 
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2.7 /im 
1.8 Aim 
1.8 Aim 
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dicate that lateral defect diffusion is higher at RT than at 80 
K. The PL measurements we have obtained at RT and LNT 
for different widths of the unimplanted stripe: W are summa- 
rized in Table II. 

For room temperature, no emitting region can be detected 
as soon as W is equal to 2 fim or less. At low temperature 
(80 K), down to W=0.6 fim, an emitting region is preserved 
between the implanted areas. The experimental width of the 
emitting area as given, for example, in Fig. 6, is the convo- 
lution of the profile of the emitting region of the sample with 
the laser spot profile. For W below 1 fim, the real width of 
the emitting region is much smaller than the laser spot size 
used in the PL characterization and thus the effective width 
of the emitting region appears to be constant. This allows us 
to deduce the diameter of our focused laser spot, which can 
be estimated around 1.8 fim. These results clearly indicate 
that when the irradiation is carried out at 80 K, the lateral 
extent of the damage profile is considerably reduced. For an 
unimplanted width defined by the scanning of the FIB spot 
of 2 fim, the isodamage corresponding to the quenching of 
the PL reaches QW2 in the depth direction and completely 
overlaps in-between the irradiated sections of the sample 
when the bombardment is realized at RT. In contrast, for a 
LNT irradiation this isodamage also reaches QW2 in the 
depth direction but does not overlap laterally, and a region 
with a lower concentration of defects is left between the 
implanted areas giving rise to a detectable PL signal. 

In order to extract quantitative information from our re- 
sults, we have developed a simple model of damage exten- 
sion. First, we suppose that the spatial profile of the damage 
created by a single ion incoming on the surface can be de- 
scribed by a Gaussian expression as 

C(z,r)-- 
Cp(z) 

277-of' 

z/2o-f (1) 

where z denotes the depth and r the radial distance. Cp rep- 
resents the projected damage profile which takes into ac- 
count the long range in-depth penetration of the defects, a, is 
the lateral dispersion of the damage profile including the 
effects of the FIB ion spot, the straggling due to collisions 
and the lateral diffusion of the defects: 

+ aL+4S2. (2) 2 2 at=a fib 'def 

Here, the current profile within the ion spot is assumed to be 
Gaussian with a standard deviation a6b, adef is the lateral 
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straggling of the defect distribution as conventionally calcu- 
lated in amorphous targets without any diffusion and S is the 
lateral diffusion length of the defects during the irradiation 
which is the quantity of interest. After implantation of broad 
pads with an ion dose D separated by a width W, the damage 
profile can be obtained by the convolution of the profile due 
to a single ion given in Eq. (1) with an injection function 
describing the pattern scanned with the ion beam.22 We ob- 
tain 

C(z,r)=D-Cp(z) 
1 r-w/2 

l + -erf  
2 a, 

1       r + w/2 

(3) 

where the origin of the radial distance is at the center of the 
unimplanted window. Following Germann et al.4 we can re- 
late the ratio between the PL intensity of a damaged QW 
located at a depth zqw with the intensity of a virgin reference 
part of this QW as follows: 

iQw(r) 

'ref 
= l/[l + aC(z=zQW,r)], (4) 

where a is a constant. In our experiments we have measured 
the PL of QW2 located 65 nm below the surface after an 
implantation of Ga+ ions of 10 keV at a dose of 1X 1015 

ions/cm2. For a homogeneous implant, the PL signal is 
quenched which corresponds roughly to a ration Iqv//ITet 

= 10~4. The defect concentration after a homogeneous irra- 
diation is expressed by 

C(z) = D-Cp(z). (5) 

Combining Eqs. (4) and (5) we find 

l + a£>C/,(zQW2)=104. (6) 

The lateral profile of the PL intensity of QW2 through the 
unimplanted window of width w is then roughly given by 

^QW2('")   ' 1 

'ref 
1 + 104 1 r 

l + -erf   
2 a, 

w/2\     1      I r + w/2 
- -erf   

2 a, 
(7) 

Finally, the experimental profile obtained by scanning the 
laser probe across the unimplanted window is given by con- 
volution with the profile of the laser exciting spot which is 
assumed to be Gaussian with a standard deviation <f>: 

^QW2(r) _ ^QW2(r) 

'ref 'ref J2TT<P 
(8) 

<f> is experimentally obtained when a very small emitting 
area (much smaller than </>) is probed in spatially resolved 
PL. As seen in Table II this case is verified for LNT irradia- 
tions with W< 1 /im. We obtain a reasonable value of <j> 
= 800 nm which corresponds roughly to a laser spot of 2 fim 
in diameter. 

We have used Eqs. (7) and (8) in order to extract at, the 
lateral extension of damage as a function of temperature. The 
best fit has been obtained for cr^LNT) = 150 nm±25 nm and 
o-,(RT) = 540nm±30nm. 
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FIG. 7. Calculated effective emitting widths of two stripes obtained for 
different irradiation temperatures (QW2 65 nm depth, 10 keV Ga+, 1015 

ions/cm2). The curves represent the calculated evolution of the PL signal of 
QW2 when the exciting laser probe is scanned across an unimplanted win- 
dow of 5 fi,m width. The lateral extension of damage at RT is o-,(RT) 
= 540 nm and o-,(LNT) = 150 nm at LNT. 

Figure 7 presents the calculation of the PL scanning pro- 
file for a window width W=5 /j,m. The experimental fea- 
tures of Fig. 6 are perfectly reproduced by the calculation. 
Figure 8 presents the calculation for W=2 /u,m. As expected 
experimentally, the calculation predicts negligible intensity 
for the RT implantation while intense PL emission is still 
recorded for the LNT case. The whole experimental cases as 
those summarized in Table II can be very well described by 
our calculation using this set of values for a,. The large 
margins on the determination of crt are due to the dispersion 
observed on the numerous experimental profiles recorded for 
each value of W. 

Using Eq. (2) it is now possible to have a direct access to 
the difference in the lateral diffusion length of the defects for 
the two investigated temperatures. Indeed, it appears that 
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FIG. 8. Calculated effective emitting widths of two stripes obtained for 
different irradiation temperatures (QW2 65 nm depth, 10 keV Ga+, 1015 

ions/cm2). The curves represent the calculated evolution of the PL signal of 
QW2 when the exciting laser probe is scanned across an unimplanted win- 
dow of 2 ytxm width. The lateral extension of damage at RT is <T,(RT) 

= 540 nm and <7,(LNT) = 150 nm at LNT. There is no more emissive region 
for a RT implantation. 
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cr,(RT)2-ar(LNT)2 = 4[5(RT)2- <5(LNT)2]. (9) 

We thus obtain: [<5(RT)2- <S(LNT)2]1/2=260nm. Thus 
the relative lateral extension of damage between 80 and 300 
K is 260 nm. This value does not depend on the spot size of 
the FIB system nor on the lateral straggling of defects due to 
collisions, since in the difference expressed by Eq. (9) the 
quantities crüb and crdef disappear. Comparing with our re- 
sults obtained for the depth extension of damage (Sec. Ill), it 
also appears that the relative lateral extension of damage is 
ten times higher than the relative depth extension. The fast 
diffusion of nonequilibrium defects during irradiation is 
highly anisotropic with enhanced diffusion in a plane parallel 
to the surface. 

A good estimation of crüb can be obtained by etching ex- 
periments with the ion probe, we found a value around 
crfib=35 nm for an incident energy of 10 keV. On the other 
hand, o"def can be estimated through conventional Monte 
Carlo simulations to be crdef=5 nm. Using these values, we 
obtain: <S(RT) = 270 nm and <S(LNT) = 70 nm. The lateral 
defect diffusion length is thus strongly reduced at 80 K com- 
pared to 300 K but it still remains non-negligible. Either this 
value really reflects the low temperature diffusion length of 
nonequilibrium defects during irradiation or it can also be 
due to a possible diffusion of equilibrium defects when the 
sample is warmed up from 80 to 300 K after the irradiation. 

V. DISCUSSION 

We have shown that the temperature of the sample has a 
strong influence on the damage extension induced by FIB 
irradiation. These results demonstrate that the main mecha- 
nism responsible for the poor localization of the injected 
defects by FIB both in the depth and lateral directions is a 
fast diffusion of nonequilibrium defects during the irradia- 
tion time. This fast diffusion can be possibly explained 
through a RED mechanism. Many electron-hole pairs are 
generated during FIB implantation and their nonradiative re- 
combination can provide an additional energy to localized 
defects for diffusing. Furthermore, our experimental results 
indicate that defect diffusion is highly anisotropic with an 
enhanced diffusion length in the plane of the QW layers. 
This anisotropy suggests that the defects are diffusing rap- 
idly in the GaAlAs barrier layers while their diffusion is 
reduced in GaAs QW layers. This is in good agreement with 
the results of Green et al.6 who have shown that GaAs/ 
GaAlAs superlattices could be used to getter the defects in 
order to reduce their depth penetration. This is also a good 
support for a RED mechanism since nonequilibrium defects 
are found to diffuse easily in the higher band gap material. 
However, these new results on the lateral damage extension 
point out that the use of a superlattice to reduce the depth 
penetration of defects can be deleterious for the lateral selec- 
tivity of the defect injection. 

From our results it clearly appears that the main limiting 
phenomenon when attempting to realize FIB lateral pattern- 
ing on III-V heterostructures is the fast diffusion of ion- 
induced defects. This diffusion can be drastically reduced if 
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FIG. 9. Schematic variation of a 10 keV gallium FIB induced defect profile, 
vs sample temperature during ion irradiation. 

we use low irradiation temperatures. The difference between 
the damage extension at 300 and 80 K is as high as 29 nm in 
the depth direction and 260 nm in the lateral direction. This 
very important unexpected finding clearly evidences the ad- 
vantage of low temperature implantations, when damage in- 
jection must be highly localized for advanced nanostructure 
fabrication for example. 

Figure 9 is a schematic representation of the difference in 
the defect localization under FIB irradiation for the two 
sample temperatures. The LNT diffusion length can be esti- 
mated to be around 70 nm. This latter value is not negligible 
and it is still permitted to think that a further decrease in 
sample temperature from 80 to some 20 K would continue to 
improve defect localization. New experiments are currently 
in progress at a sample temperature of 25 K. Another ex- 
periment is being implemented to check that a RED mecha- 
nism is really taking place in our samples. Using our coupled 
FIB/SEM system it is indeed very easy to bombard the irra- 
diated surface with an electron beam during the FIB irradia- 
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tion. According to the RED mechanism this would lead to an 
enhancement of the fast diffusion of nonequilibrium defects. 

VI. CONCLUSION 

Experimental evidence of the fast diffusion of defect dur- 
ing FIB implantation has been given. From a careful analysis 
of PL results it was possible to quantify the damage exten- 
sion due to diffusion at room temperature both in-depth and 
in the lateral directions. Values as large as 29 and 260 nm for 
the depth and lateral directions, respectively, have been ob- 
tained. It clearly appears that defect diffusion in III-V het- 
erostructures occurs much more efficiently in the lateral di- 
rection than in depth. The ratio of diffusion anisotropy is as 
large as 10 which suggests that diffusion is enhanced along 
the heterointerfaces. This property can be explained by a 
radiation enhanced diffusion mechanism where the nonradi- 
ative recombinations of electron-hole pairs created by the 
irradiation can assist defect diffusion. This fast diffusion of 
nonequilibrium defects can be drastically reduced by lower- 
ing the sample temperature during the bombardment. This 
very important unexpected finding clearly evidences the ad- 
vantage of low temperature implantations, when damage in- 
jection must be highly localized as for advanced nanostruc- 
ture fabrication for example. 
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On the improvement in thermal quenching of luminescence in SiGe/Si 
structures grown by molecular beam epitaxy 
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(Received 7 September 1997; accepted 18 May 1998) 

Thermal quenching of photoluminescence (PL) from SiGe/Si quantum well (QW) structures grown 
by molecular beam epitaxy is shown to be more severe when grown at a lower temperature. The 
mechanism responsible for the thermal quenching of PL is discussed as being due to thermally 
activated nonradiative recombination channels, related to defects in both Si barriers and SiGe QW. 
Nonradiative defects in Si can be rather efficiently deactivated by post-growth treatments such as 
hydrogenation and thermal annealing, leading to a significant improvement in the thermal quenching 
behavior of PL from single QW structures. Nonradiative defects in SiGe are found to be thermally 
stable, on the other hand, evident from the experimentally observed minor role played by 
post-growth thermal annealing in the thermal quenching of PL from multiple QW structures. 
© 1998 American Vacuum Society. [S0734-211X(98)06704-3] 

I. INTRODUCTION 

There have been long-standing efforts in searching for 
efficient optoelectronic devices based on Si-related materials 
systems, stimulated by their potential compatibility with ma- 
ture Si technology and new possibilities for various layered 
and quantum devices. Many difficulties associated with Si- 
based materials systems, such as low radiative efficiency and 
a severe thermal quenching of luminescence, have hindered 
progress in realistic device applications. The low radiative 
efficiency is known to be inherently due to the indirect en- 
ergy band gap. Many approaches have been attempted to 
overcome the low radiative efficiency, including band-gap 
engineering by atomic layer superlattices and defect engi- 
neering by incorporating light emitting impurities in the ma- 
terial. The dominant mechanisms for the severe thermal 
quenching have, on the other hand, been discussed in terms 
of strong surface recombination1 and the presence of nonra- 
diative channels2'3 that are thermally activated. While the 
surface recombination can be suppressed by proper surface 
treatments, a complete removal of nonradiative defects is 
still far beyond reach. This is largely due to a lack of definite 
experimental evidence and knowledge as to what the defects 
are and where they are located. This has thus deterred any 
deliberate elimination of these nonradiative channels and has 
undermined efforts in improving the radiative efficiency of 
the material by band-gap and defect engineering. 

In this work we reveal that the dominant mechanism re- 
sponsible for the rapid thermal quenching of SiGe/Si hetero- 
structures grown by molecular beam epitaxy (MBE) is due to 
the presence of nonradiative defects introduced during the 
growth. We shall demonstrate effects of growth temperature 
and post-growth treatments on the nonradiative defects. We 
shall also provide experimental evidence on the origin and 
location of the defects. 

a)Electronic mail: wmc@ifm.liu.se 

II. EXPERIMENT 

Three types of samples were selected in this study, as 
listed in Table I, all grown on (100) Si substrate by MBE 
with a Balzers UMS 630 Si-MBE system. 

The first type of the samples is used to study effects of 
growth temperature and post-growth treatments. A compari- 
son of results between the first two types of the samples will 
shed light on the contribution from the SiGe layers. The third 
type of the sample is studied to single out the contribution 
from the Si barriers. All of the samples were started with a 
1000 Ä undoped Si buffer layer, and were finally capped by 
a 1000 Ä undoped Si layer. The growth rate was typically 
1-2 A/s. 

Post-growth hydrogen treatment was done at around 
200 °C for 60 min, inside a quartz reactor with a remote de H 
plasma at a pressure of 2.0 mTorr. The post-growth thermal 
annealing was carried out at 500 °C for 15 min in an argon 
gas environment. 

The photoluminescence (PL) experiments were carried 
out with an Oxford variable temperature cryostat, where 
sample temperature could be varied between 2 and 300 K. 
The 514.5 and 1090 nm lines of an argon-ion laser were used 
for above and below band-gap optical excitation of the Si 
barriers. PL emissions were first dispersed by a Jobin-Yvon 
0.5 m double grating monochromator and then collected by a 
cooled North-coast Ge detector. The optically detected mag- 
netic resonance (ODMR) experiments were performed at the 
X band (9.23 GHz) using a modified Bruker ER-200D ESR 
spectrometer, equipped with a TE011 microwave cavity with 
optical access in all directions. PL emissions from the 
samples, under illumination of the UV multilines (333.6- 
363.8 nm) of an Ar+ laser, were monitored by a cooled Ge 
detector. The ODMR signal was obtained by detecting a syn- 
chronous change in the PL with field modulation of the mag- 
netic field. A derivative lineshape of the ODMR is observed 
in this case when the magnetic field is modulated on and off 
the spin resonance conditions. 
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TABLE I. List of samples studied in this work. E   =87.5 meV 

Types of samples Growth temperature (°C)      Thickness (Ä) 

Undoped Si0.8Gea2 /Si 420 and 620 °C 
single quantum well (SQW) 

Undoped Si078Ge0.22 /Si 420 °C 

multiple QWs (MQWs) 

Undoped thin Si epilayers      420 °C 

QW width: 32 Ä 

QW width: 50 Ä 

Spacer thickness: 

200 Ä 

Number of period: 

20 

2000 Ä 

III. RESULTS AND DISCUSSION 

In Fig. 1 we show PL spectra and their dependence on the 
measuring temperature from the single-quantum-well (SQW) 
structures with optical excitation above the band gap of the 
Si barriers. The PL emission arising from the excitonic re- 
combination confined within the QWs is denoted as XNP, 
X , and I for no-phonon, transverse acoustic, and optical 
phonon assisted transitions, respectively. The higher energy 
part of the PL spectra originates from the Si buffer layer and 
the substrate. 

As it can clearly be seen, the SiGe QW emission from the 
sample grown at 420 °C quenches rapidly with increasing 
measuring temperature, and falls below the detection limit 
already around 30 K. A detailed analysis of the Arrhenius 
plot of the integrated PL intensity as a function of the recip- 
rocal temperature (Fig. 2) reveals that the thermal quenching 
is governed by two thermally activated processes with rather 
low activation energies, i.e., £^=1.7 me V and E\ 
= 5.1 meV, respectively. These activation energies were de- 
termined by a curve fitting to the expression describing the 
PL thermal quenching process: IPh^[l+Ci e.xp(-E]jkT) 
+ C2 exp(—E^/W)]-1, where Cr and C2 are prefactors. These 
activation energies are much too low to be attributed to the 
intrinsic thermal activation of holes from the QW, which is 
about 100 meV determined from the energy difference be- 
tween the exciton from the SiGe QW and the free exciton 
from Si and assuming that the band offset between Si 
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FIG. 2. Arrhenius plots of the integrated PL intensity measured from the 
sample structures shown in Fig. 1. The optical excitation wavelength is 
514.5 nm. 

and SiGe occurs predominantly in the valence band. The 
dominant process governing the thermal quenching in this 
structure is therefore extrinsic, due to nonradiative defects to 
be discussed below. 

A. Effect of growth temperature 

The thermal quenching behavior of PL from the SQW 
structures can be significantly improved by raising growth 
temperature. As it is evident from Fig. 1 and Fig. 2, the 
thermal quenching of PL from the SQW grown at 620 °C is 
found to be much less severe as compared to that grown at 
420 °C. The thermal activation is now dominated by a pro- 
cess with an activation energy of about 87.5 meV, close to 
the QW depth estimated from the energy difference of the 
excitons in this structure. This shows that the thermal 
quenching is dominated by the intrinsic thermal activation of 
the holes from the QW, and the extrinsic effects play a less 
important role in structures grown at a higher temperature. 

0.95 l 1.05     1.1     1.15 0.95 1 1.05 

3BE 

1.1      1.15 
Photon Energy (eV) Photon Energy (eV) 

FIG. 1. PL spectra from the SiGe SQW structures grown at 420 and 620 °C, 
as a function of temperature. The optical excitation wavelength is 514.5 nm. 

B. Effects of post-growth treatments 

Effects of post-growth treatments by hydrogen and ther- 
mal annealing were studied to add new information on prop- 
erties of the nonradiative process causing the thermal 
quenching of PL from the SQW grown at 420 °C. It is found 
that these post-growth treatments lead to a significant im- 
provement in the thermal quenching behavior of the struc- 
ture, see Fig. 3, making the intrinsic thermal activation step 
visible at the high temperature side. There is, however, still a 
sizeable contribution from a nonradiative process after the 
hydrogen treatment, leading to a premature PL quenching of 
a low activation energy at 4 meV [seen by an additional 
shoulder in the Arrhenius plot (Fig. 3)], In contrast, the post- 
growth thermal annealing appears to be very efficient, result- 
ing in a weak thermal quenching until the intrinsic activation 
from the QWs becomes dominant. 
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FIG. 3. Arrhenius plots of the integrated PL intensity measured from the 
SiGe SQW grown at 420 °C, showing the effects of the post-growth treat- 
ments. The optical excitation wavelength is 514.5 nm. 
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FIG. 4. ODMR spectra from the as-grown and post-growth treated SQW 
grown at 420 °C, measured at 5 K. 

C. Role of nonradiative defects 

Two main mechanisms have so far been suggested in the 
literature to account for thermal quenching of PL from SiGe 
QW structures: surface recombination1 and nonradiative 
defects.23 In our study the 514.5 nm laser line was used as 
the excitation source with a penetration depth of about 1 /xm 
and can be regarded as bulk excitation. This has minimized 
any contribution from surface recombination, leaving nonra- 
diative defects as the dominant cause for the thermal quench- 
ing of PL. 

In order to obtain information on the chemical identity 
and microscopic structure of the nonradiative defects, the 
ODMR experimental technique has been employed. The key 
to the experimental approach is to utilize the competing car- 
rier recombination processes between radiative and nonradi- 
ative defects.4 In this case the nonradiative defects are moni- 
tored by magnetic resonance, while the radiative channels 
are detected by photoluminescence. A magnetic-resonance 
enhanced recombination via nonradiative channels, provided 
that they are among the dominant recombination channels, 
leads to a corresponding reduction in free carrier concentra- 
tion available for recombination via radiative channels. This 
results in a decrease in PL intensity, or equivalently a nega- 
tive ODMR signal. 

In Fig. 4 ODMR spectra from the SQW structure are 
shown, which originate from nonradiative defects present in 
the structure. A decrease in the ODMR signal strength after 
the post-growth treatments indicates a corresponding reduc- 
tion of the defect concentration, which is consistent with the 
improvement in the thermal quenching behavior of PL dis- 
cussed above. Due to a broad linewidth, no structure could 
be resolved from the ODMR spectra, unfortunately. Such a 
broadening is likely due to an strong overlap of ODMR sig- 
nals from both the SiGe QW and the Si barriers, and also due 
to a possible potential distribution (induced by alloy fluctua- 
tion and a variation in the QW width and the strain field) 
which the defects experience. 

D. Nonradiative defects in the Si barriers 

To separate the contribution by the Si barriers, a parallel 
study of the Si epilayers grown under the identical conditions 
but without the SiGe layer(s) is done. The resulting ODMR 
spectra from both as-grown and post-growth treated Si epil- 
ayers are illustrated in Fig. 5. Here a narrower ODMR line- 
width due to the absence of the strained SiGe enables a posi- 
tive identification of each ODMR line to its corresponding 
defect.5 

One of the dominant nonradiative defects, for example, is 
the vacancy-oxygen (V-O) complex which gives rise to the 
ODMR signal denoted as "2:" 5 This complex has previ- 
ously been shown to be the predominant defect introduced 
only after bombardment of CZ Si by high energy particles 
(e.g., electrons). We showed that such defect can also be 
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FIG. 5. ODMR spectra from the as-grown and post-growth treated Si layer 
grown at 420 °C, measured at 5 K. 
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FIG. 6. Arrhenius plots of the integrated PL intensity measured from the 
SiGe MQW grown at 420 °C, showing the effects of the post-growth treat- 
ments. The optical excitation wavelength is 514.5 nm. 

introduced in the as-grown MBE Si and related structures 
grown at low temperature, as a result of a low surface ada- 
tom mobility and a low oxygen desorption rate during the 
low temperature growth.5 The formation of the V-0 complex 
can particularly be promoted by the occurrence of ion bom- 
bardment, e.g., during potential-enhanced doping. 

It is clearly shown that the V-O defect can be nearly com- 
pletely removed by either hydrogenation or by thermal an- 
nealing at 500 °C, in agreement with previously reported an- 
nealing behavior for this defect in bulk CZ Si. It can also be 
noticed that there is still a defect (denoted as "5") remaining 
in the hydrogen treated sample. The origin of this remaining 
defect is still unknown, argued to be (a) either already 
present in the as-grown material but obscured by the much 
stronger ODMR signals "2" and "1" from the V-0 com- 
plex and another possibly vacancy-related defect (b) or in- 
troduced by the hydrogen treatment. The effect of the ther- 
mal annealing on removing the nonradiative defects is 
proven to be strongest. The effect of the post-growth treat- 
ments on the nonradiative defects (Fig. 5) and on the thermal 
quenching of the QW PL (Fig. 3) correlates remarkably well, 
establishing a direct link between these defects and the PL 
thermal quenching. It is therefore believed that the nonradi- 
ative defects in the Si barriers are to a great extent respon- 
sible for the rapid thermal quenching of PL from the SiGe 
SQW grown at 420 °C via strong competing carrier capture 
and recombination processes in the barriers so that less non- 
equilibrium carriers can be trapped and recombine in the 
SiGe QW. 

E. Nonradiative defects in SiGe 

Multiple QW structures were chosen to study contribu- 
tions of nonradiative defects in the SiGe layer to the PL 
thermal quenching, as the relative volume of SiGe increases. 
Surprisingly, post-growth annealing has little effect on the 
thermal quenching behavior of PL from the MQW structure 
(Fig. 6) in contrast to the observation in the SQW structure. 
This means that the dominant nonradiative defects in this 

structure is thermally stable up to 500 °C. To show that the 
dominant defects are situated in the SiGe QWs, the below Si 
band-gap excitation by the 1090 nm laser line was employed 
to avoid any contribution from the Si barriers since they no 
longer participate in the carrier generation-recombination 
processes. No noticeable difference can be observed between 
the above and below barrier excitation, indicating the ther- 
mal quenching of PL is caused by nonradiative defects situ- 
ated in the SiGe QW layers. 

IV. SUMMARY 

In this work, we have shown that grown-in nonradiative 
defects are largely responsible for a rapid thermal quenching 
of luminescence from SiGe quantum wells, impairing prac- 
tical applications of these structures at room temperature. We 
have provided experimental evidence that the dominant 
mechanism responsible for a strong thermal quenching of PL 
from the SiGe SQW grown at low temperatures (<500 °C) is 
due to thermally activated, efficient nonradiative recombina- 
tion channels situated in the Si barriers, with rather low ac- 
tivation energies of about 1-5 meV. This leads to a complete 
quenching of luminescence at a temperature as low as 30 K. 
A post-growth hydrogen treatment is demonstrated to be 
only moderately effective in passivating the nonradiative de- 
fects and in reducing thermal quenching. Post-growth ther- 
mal annealing at high temperature (e.g., >500 °C) is, on the 
other hand, shown to be highly effective and leads to a 
nearly complete removal of the nonradiative defects in Si 
monitored in the ODMR experiments. By removing these 
nonradiative defects and thus the shunt path for carrier re- 
combination, a significant improvement in thermal quench- 
ing behavior of luminescence from the SiGe SQW structures 
has been achieved. The thermal quenching, in this case, is 
dominated by the intrinsic thermal activation of the holes 
from the QWs with an activation energy of about 90 meV in 
the structures studied. These results correlate very well with 
effects of hydrogenation and thermal annealing of the non- 
radiative defects monitored in the ODMR experiments. Se- 
lective optical excitation above and below the band gap of 
the Si barriers has been used to determine relative contribu- 
tions of nonradiative recombination channels present in the 
SiGe MQW and the Si barriers. The dominant nonradiative 
defects in the SiGe MQW structure have been shown to be 
thermally stable, in sharp contrast to the situation in the 
SQW structure, and therefore cannot be removed by post- 
growth annealing. These defects are situated in the SiGe lay- 
ers, which play an increasingly important role in the thermal 
quenching of PL from the SiGe QW structures when the 
relative volume of SiGe increases. This explains why these 
thermal stable defects in SiGe dominate the thermal quench- 
ing of PL in the SiGe MQW structure but not in the SiGe 
SQW structure. Further studies are required to seek for the 
way to efficiently eliminate these nonradiative defects and to 
improve the radiative efficiency of the material. At present, 
high temperature growth seems to provide better optical 
properties of MBE SiGe QW in particular when PL thermal 
quenching is concerned. 
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Changes in morphology using atomic hydrogen during Si/Si^^Ge^ 
molecular beam epitaxy growth on Si (100) 
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Si and Sij -xGex molecular beam epitaxial growths have been conducted with and without 10~3 Pa 
atomic hydrogen (AH) overpressure to observe the effect of AH on surface morphology. Si^^Ge^ 
(x = 0.1 and 0.2) layers 3 nm thick grown at 710 °C without AH showed flat epitaxy by transmission 
electron microscopy but identical layers grown in the presence of AH showed interface stress 
undulations. Stress undulations were also observed for a 20% Ge alloy grown with AH at 600 °C. 
For 30% Ge alloy layers grown at 710 °C, undulations were seen both with and without AH with 
a «= 250 nm period, however the amplitudes of the undulations were greater with AH. Low energy 
electron diffraction investigation of Si homoepitaxy revealed, at growth temperatures between 600 
and 800 °C, improved epitaxy with 100 s of 10"3 Pa AH. In combination, these results are 
evidence that AH has increased the adatom mobility.[S0734-211X(98)13004-4] 

I. INTRODUCTION 

There is current interest in the use of atomic hydrogen 
(AH) with Si molecular beam epitaxy (MBE) to improve the 
epitaxial growth.1"9 The effects of AH on a static Si (100) 
surface have been studied10 and are known to result in a 
roughening of the surface and a conversion of the (2X1) 
surface reconstruction to a (1X1) surface reconstruction. 
However, the effect of AH on a growing Si (100) surface 
may not necessarily be the same as on a static Si (100) sur- 
face. It is clear AH affects growths because of previous re- 
ports that AH can affect surface order,10 act as a surfactant,1 

and change dopant activation.9 However, a complete under- 
standing of the effect AH has on a growing Si (100) surface 
is needed prior to insertion in a device fabrication process. 

In this article, we examine changes in surface morphology 
caused by AH during Si^^Ge^ MBE growth. During 
Sij-jGe^ MBE growth without AH, surface morphology 
changes occur due to stress relief mechanisms associated 
with the lattice mismatch between the SiGe alloy and the Si 
substrate.11'12 The surface morphology of Sij.^Ge^. layers is 
determined by minimizing the sum of the surface free energy 
(due to the surface reconstruction) and the bulk free energy 
(due to the elastic strain). In sufficiently thick Ge alloy films, 
strain is relieved through the formation of dislocations. Stud- 
ies have shown that alloy films with Ge concentration 
>20%, the formation of surface undulations (or ripples) re- 
duces bulk elastic strain energy.12"16 An undulated Si1_xGex 

layer is illustrated in Fig. 1. An undulation can be character- 
ized by the distance between crests, \, and the amplitude of 
the crests, A. This misfit strain energy originates from the 4% 
larger lattice spacing of Ge compared to Si. Undulation for- 
mation can relieve bulk stress. During growth, the crest re- 
gion will expand laterally, relieving elastic stress. The reduc- 
tion in elastic free energy must more than compensate for the 
energy cost of the expanded surface area due to rippling. 
While the undulated surface may be the thermodynamically 

favored low-energy configuration, undulation may not occur 
during growth due to kinetic limitations. The formation of 
undulations requires significant lateral adatom movement. At 
rapid growth rates, sufficient time may not be available for 
this movement to occur. At low Ge concentrations, the strain 
energy, which drives the lateral adatom movement, may be 
insufficient for the formation of undulation even for modest 
growth rates. 

In our experiment, we use cross-sectional transmission 
electron microscopy (XTEM) to examine Sij -^Ge^. multiple 
quantum well structures exposed to AH during growth as a 
function of Ge concentration, substrate temperature, and 
growth rate. From the XTEM images, we observe surface 
undulations between the SiGe quantum wells in the Si spacer 
layers. We will demonstrate that the use of AH induces 
Si^^Ge^ to form surface undulations under conditions 
where undulations would not normally occur. 

a)Electronic mail: thompson@estd.nrl.navy.mil 

II. EXPERIMENT 

Growths were performed with and without AH in a MBE 
system equipped with elemental Si and Ge e-beam evapora- 
tors and a hot filament gas doser. The Si and Ge growth rates 
available ranged from 0.001 to 0.2 nm/s and 0.001 to 0.1 
nm/s, respectively. The system base pressure was 5 
X 10~~9 Pa, and a typical pressure during growth was 5 
X 10~7 Pa. Substrate temperature was monitored by a py- 
rometer that was calibrated based on the eutectic tempera- 
tures of Au and Al on an equivalent Si wafer. The substrate 
temperature uncertainty is estimated to be ± 10 °C. Si and Ge 
growth rates were calibrated using surface profilometry. Mo- 
lecular hydrogen was introduced into the MBE system 
through the hot filament gas doser. The doser cracked the 
hydrogen on a 2150 °C tungsten filament and collimated the 
AH flux. Cracking efficiency is estimated to be 30%.17 Prior 
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Si 

FIG. 1. Strained epitaxial layers may elastically relieve stress by forming an 
undulated surface. The undulations are characterized by two parameters: X, 
the distance between adjacent crests; and A, the amplitude of the undula- 
tions. The increase in the surface free energy is more than compensated for 
by the decrease in the strain energy. Schematic per Cullis et al. (Refs. 12- 

14). 

to growth, 75 mm, B-doped, 1-20 Q, cm, Si (100) wafers 
were chemically cleaned ex situ™ which resulted in a hydro- 
gen terminated surface. 

The Si deposition rate was kept constant at 0.050 nm/s, 
and the Ge growth rates were 0.006, 0.012, and 0.021 nm/s 
for the 10%, 20%, and 30% Ge alloy layers, respectively. 
The SiGe layer growth time was kept constant at 48 s, re- 
sulting in increasing alloy thicknesses of 2.7, 3.0, and 3.6 
nm. The alloy layer thicknesses were selected to be less than 
the Mathews-Blakeslee critical thickness,19 so dislocations 
would never occur. The constant alloy-layer growth time 
fixed the duration of adatom diffusion during alloy layer 
growth. The application of 10"3 Pa AH occurred 100 s prior 
to, during, and 100 s after the Ge alloy layers. Alloy layers 
were separated by 30 nm Si spacer layers. For Ge alloy 
growth at 600 °C, a 166 nm buffer layer was grown at 
650 °C prior to lowering the wafer temperature for alloy 
growth. For Ge alloy growth at 710 °C, the 166 nm buffer 
layer was grown at 710 °C. Following completion of the Ge 
alloy layers, a 225 nm Si capping layer was grown at the Ge 
alloy growth temperature. All samples imaged in XTEM 
were thinned by mechanical lapping and ion milling at am- 
bient temperature. These XTEM samples were imaged in 
dark field using a (400) reflection. 

III. RESULTS 

XTEM images of the 10%, 20%, and 30% Ge alloy layers 
grown at 710 °C without AH are shown in Fig. 2. XTEM 
images of equivalent alloy layers grown with AH are shown 
in Fig. 3. For the 10% and 20% Ge alloy layers grown with- 
out AH, no surface undulations were seen. For the 30% Ge 
alloy layers grown without AH, undulations are observed as 
periodic lateral oscillations. For all alloys grown with AH, 
(Fig. 3) undulations are present, even for Ge concentrations 
of 10% and 20%. Further, the oscillations in subsequent lay- 
ers are observed to be in registry with oscillations in the 
initial layer. These are the lowest Ge concentrations for 
which undulations have been observed. Comparing the 
XTEM images of the 30% Ge alloy layers grown with and 
without AH, it is observed that the wavelengths of the oscil- 
lations are approximately the same, »250 nm. The XTEM 
image of the 30% Ge growth with AH shows evidence of 
Asby-Brown contrast20 indicating a larger undulation ampli- 
tude than for the 30% Ge film grown without AH. 

FIG. 2. XTEM images of five alloy layers with 10% (top), 20% (middle), 
and 30% (bottom) Ge grown on Si (100) at 710 °C without AH exposure. 

The temperature dependence of the formation of the un- 
dulations was investigated by growing the 20% Ge structure 
with AH at 710 and 600 °C. The resulting XTEM images are 
shown in Fig. 4. At 710 °C and 600 °C, strong undulations 

10% 

100 nm m 

FIG. 3. XTEM images of five alloy layers with 10% (top), 20% (middle), 
and 30% (bottom) Ge grown on Si (100) at 710 °C with 10~3 Pa AH 
exposure for 100 s prior to, during, and for 100 s after the alloy layers. 
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100 nm ■*—»r—j~^» 

FIG. 4. XTEM image of five 3 nm thick Si0 8Ge0 2 layers grown on Si (100) 
at 710 (top) and 600 °C (bottom) with 10"3 Pa AH exposure for 100 s prior 
to, during, and for 100 s after the 20% Ge alloy layers. The stress oscilla- 
tions are visible in both. 

occurred as a result of AH exposure. It has been observed 
that the wavelength of the undulation has decreased signifi- 
cantly with growth temperature. The wavelength was 200 nm 
for the growth at 710 °C and 70 nm for the growth at 600 °C. 

The growth rate for the 20% Ge structure, grown at 
710 CC without AH, was lowered to see if undulations could 
be induced to form. The Si and Ge deposition rates were 
reduced by a factor of 12 to the minimum available, 0.004 
nm/s and 0.001 nm/s, respectively. The growth conducted at 
these rates without AH still showed no evidence of undula- 
tions, thus indicating that AH exposure had a greater effect 
on surface morphology than a 12-fold increase in the time 
for surface adatom diffusion. 

To verify that the effects of AH on morphology were not 
due to radiative heating or background gas effects, a 20% Ge 
alloy was grown at 710 °C under an exposure to Xe. The Xe 
passed through the doser under identical conditions to those 
used for AH. No undulations were visible in the XTEM im- 
ages of this sample, but undulations were observed in an 
equivalent sample grown with AH (Fig. 3). Thus, the undu- 
lations are clearly the result of the interaction of AH and the 
growing surface. 

To better understand the contribution of AH to the growth 
process, the effect of AH on Si homoepitaxy was evaluated 
by low energy electron diffraction (LEED). A qualitative 
LEED examination of Si epitaxial wafers grown with and 
without 100 s, 10~3 Pa AH at 600, 700, and 800 °C showed 
improved LEED pattern sharpness and decreased LEED 
background brightness with AH. The difference between 
LEED patterns with and without AH exposure was greatest 
at 600 °C. The Si deposition process leads to surface ada- 
toms and we interpret the changes in LEED as due to the 
enhanced adatom migration and incorporation.9 The changes 
in LEED images are due to a decrease in step density, which 
would lead to sharper spots, and point defects, which would 
lead to decreased background brightness.21 

IV. DISCUSSION 

Our experimental work has revealed two primary results: 
(1) AH causes undulations to occur in 10% and 20% Ge 
alloy thin films grown at 710 °C, where, without AH, the 
undulations would not occur; (2) AH causes the undulations 
in 30% alloy thin films to increase in amplitude. Both of 
these results may be explained by increased adatom mobility 
due to AH exposure. 

For undulation formation to occur as a strain relief 
mechanism, adatoms must have sufficient energy to laterally 
diffuse on a surface. For a 3.6 nm, 30% Ge alloy film, 
enough strain energy is provided for undulation formation. 
However, for a 2.7 nm, 10% Ge alloy and a 3.0 nm, 20% Ge 
alloy, the strain energy alone is not enough to drive the 
movement of adatoms. The application of AH lowers the 
surface kinetic barriers to adatom diffusion and allows the 
formation of undulations for the case where sufficient strain 
energy did not previously exist. For the 30% Ge film, the 
application of AH lowers the barrier to adatom diffusion, 
resulting in an even larger effect in undulation amplitude, as 
was observed. 

This interpretation of our experimental data is supported 
by previous work on Si and compound semiconductors. 
Boland has reported enhancement of Si adatom diffusion re- 
sulting from the presence of hydrogen on the surface in a 
review article.10 Using scanning tunneling microscopy, 
Boland showed that an exposure to AH could induce adatom 
island formation on the Si (111)(7X7) surface. In an analysis 
of chemical vapor deposition growth from silane, hydrogen 
on the surface was postulated to reduce the magnitude of the 
barriers to site to site hopping.22 The use of AH during GaAs 
(331) growth by MBE increases adatom mobility.23 Further, 
the observation of improved LEED patterns that we report 
above may also be explained by enhanced adatom diffusion. 

The undulation amplitude is a function of Ge concentra- 
tion when the film is at equilibrium, but under kinetic limi- 
tations the amplitude is also dependent on adatom diffusiv- 
ity. If surface adatom diffusivity increases, then for a 
constant growth time the amplitude of the oscillations can 
increase to the thermodynamic maximum. For the 30% Ge 
films we see that without AH the amplitude is limited by 
surface diffusion. The use of AH increases adatom diffusiv- 
ity allowing the undulation amplitude to reach its maximum. 
Comparing the undulation amplitude as a function of Ge 
concentration dependence when AH was used, we see the 
strength of oscillation increases with Ge concentration. This 
is to be expected as the driving force for the formation of 
oscillations is misfit strain. The temperature dependence of 
the undulation wavelength, however, is not fully understood 
and is currently under investigation. 

V. CONCLUSION 

Our studies have shown that AH exposure during growth 
results in interface undulations in 10% and 20% Ge alloy 
layers, as seen by XTEM. Without AH exposure, there were 
no undulations. Previously, these undulations have only been 
seen for Ge alloy layers with concentrations greater than 
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20%, and are used as evidence to show that AH exposure 
increases the surface adatom mobility. AH-enhanced adatom 
mobility accelerates the development of Si^Ge^ undula- 
tions. At high Ge concentrations, where undulations occur 
without AH exposure, AH-enhanced adatom mobility in- 
creases the amplitude of the undulations. 
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Si1_JC_},Ge;cC),/Si superlattices were grown by solid-source molecular beam epitaxy using silicon 
carbide as a source of C. Samples consisting of alternating layers of nominally 25 nm Sij _^.^Ge^Cy 
and 35 nm Si for 10 periods were characterized by high-resolution x-ray diffraction, transmission 
electron microscopy (TEM), and Rutherford backscattering spectrometry to determine strain, 
thickness, and composition. C resonance backscattering and secondary ion mass spectrometries 
were used to measure the total C concentration in the Si! _x_yGexCy layers, allowing for an accurate 
determination of the substitutional C fraction to be made as a function of growth rate for fixed Ge 
and substitutional C compositions. For C concentrations close to 1%, high-quality layers were 
obtained without the use of Sb-surfactant mediation. These samples were found to be structurally 
perfect to a level consistent with cross-sectional TEM (< 107 defects/cm2) and showed considerably 
improved homogeneity as compared with similar structures grown using graphite as the source for 
C. For higher Ge and C concentrations, Sb-surfactant mediation was found to be required to stabilize 
the surface morphology. The maximum value of substitutional C concentration, above which 
excessive generation of stacking fault defects caused polycrystalline and/or amorphous growth, was 
found to be approximately 2.4% in samples containing between 25 and 30% Ge. The fraction of 
substitutional C was found to decrease from roughly 60% by a factor of 0.86 as the Si 
growth rate increased from 0.1 to 1.0 nm/s. © 1998 American Vacuum Society. 
[S0734-211X(98)06804-8] 

dp  C 
1— x — yy-"-'x*—y 

I. INTRODUCTION 

We report developments in the growth of 
S^_.,._->,Ge^Cj,/Si heterostructures that are now making 
high-quality material available for device fabrication. A 
promising picture is beginning to emerge that includes the 
possibility of achieving large band-gap differences between 
Si and Si^^^Ge^C^ lattice matched to a Si substrate.1-3 

These developments, if realized, would allow for further ad- 
vancements in heterojunction bipolar transistor • (HBT) 
technologies4,5 based on Group IV elements, since reliability 
issues relating to the increased strain in high-Ge content, 
SiGe HBTs can, in principle, be minimized or eliminated 
using Sil-x-yGcxCy ,6,7 Furthermore, the picture also in- 
cludes the possibility of achieving significant conduction 
band offsets for Si^^.    Ge^C, coherently strained or lattice 
matched to a Si substrate.3 Together with Si^^Ge^ or com- 
pressively strained Sij.-^Ge^Cy, complementary metal- 
oxide-semiconductor (MOS) devices consisting of high- 
mobility field effect transistors involving both n- and £>-type 
two-dimensional carrier gas (2DCG) structures are 
envisioned.8'9 A Si^^^Ge^C-,,-based approach might, there- 

''Electronic mail: croke@hrl.com 

fore, allow for implementation of next-generation, high- 
speed CMOS at integration levels consistent with state-of- 
the-art Si device processing capabilities. 

Fundamentally, we are interested in understanding the 
maximum amount of Ge and C that can be substitutionally 
incorporated into Si-[-.x-yGtxCy in a manner consistent with 
the growth of device-quality material. We have shown that 
the use of an e-beam-sublimated graphite source in the mo- 
lecular beam epitaxy (MBE) of Si\-x-yG&xCy leads to a 
rough surface morphology and inhomogeneous incorporation 
for Ge and C concentrations as low as 9% and 1%, 
respectively.10 This surface instability was observed to 
worsen for thicker films, depending on the Ge and C frac- 
tions, limiting either the concentrations or the thickness to 
very low (impractical) levels. Believing that the limitations 
were due to the presence of immobile molecules of C2 and 
C3 on the surface, we began experimenting with the use of 
Sb as a surfactant.11 We discovered that much higher con- 
centrations of both Ge and C (23% and 1.8%, respectively) 
could be reached in arbitrarily thick layers of defect-free 
material.12 

In this article, we present new results which we have ob- 
tained through the use of an e-beam-sublimated silicon- 
carbide (SiC) source for C. The C source substantially 

1937     J. Vac. Sei. Technol. B 16(4), Jul/Aug 1998       0734-211X/98/16(4)/1937/6/$15.00 1998 American Vacuum Society     1937 



1938 croke et al.: Stabilizing the surface morphology of Si^./Se^Cy/Si heterostructures 

TABLE I. Si, ^x-yGzxCy /Si superlattice sample set (10 periods each).  

1938 

Sb 
HRXRD/RBS/CRBS SIMS 

'"SiGeC 
C,/C,' 

Sample"        Coverage     (nrn/s)     Tsi (nm)     rsiGeC (am)     %Ge     %CS     %C,     %Ge     %C, 

HA96.017 0 ML 0.23 33.0 
HA97.020 0 ML 0.24 35.0 

HA97.055 0.5 ML 0.16 38.5 
HA97.106 0.5 ML 0.09 33.0 
HA97.111 0.5 ML 0.48 35.0 
HA97.115 0.5 ML 1.02 33.5 

24.0 10.8 0.9 N/D N/D N/D N/D 
25.0 9.6 1.3 1.9 N/D 1.3b 66+42 

27.5 23.4 2.2 3.6 N/D N/D 61 ±21 
22.0 30.6 2.2 3.5 31c 3.4C 62±22 
23.5 29.3 2.4 4.2 28c 4.3C 56± 17 
25.0 25.6 2.2 4.4 24c 4.1c 51 ±14 

"Samples HA96.017 and HA97.020 were each grown at 450 °C. Samples HA97.055, .106, .111, and .115 were 

grown at 500 °C. 
bSIMS calibration of %C, in sample HA97.020 was determined using sensitivity factors derived from a com- 
parison of HRXRD/RBS/CRBS and SIMS data taken from samples HA97.020 and HA97.055, adjusting for 
changes in matrix due to the different Ge concentrations. 

CSIMS calibration of samples HA97.106, .111, and .115 was based on HRXRD/RBS/CRBS analysis of 

HA97.055. 
dThe ratio Cs/C, was calculated from the values obtained from the HRXRD/RBS/CRBS analysis. 

changes the nature of the molecular species reaching the 
growing Si^^Ge^ layers. We will show that for 9.6% 
Ge and 1.3% C, use of the SiC source results in homoge- 
neous incorporation of Ge and C, a significant improvement 
over the results obtained previously with our graphite source. 
We will also present results from characterizations of 
Si^-yGe^Cy/Si superlattices of varying Ge and C concen- 
trations in excess of 10% and 1%, respectively, grown using 
our SiC source. We have used high-resolution x-ray diffrac- 
tion (HRXRD) to measure the period and the average strain 
of the superlattices, Rutherford backscattering (RBS), C 
resonance backscattering (CRBS), and secondary ion mass 
spectrometries (SIMS) to measure the Ge and C concentra- 
tions, and transmission electron microscopy (TEM) to study 
the microstructural detail. We also present data showing the 
maximum amounts of Ge and C that can be grown defect- 
free using this source, including the results of experiments 
involving Sb-surfactant mediation, and compare these results 
with those previously obtained using the graphite source. Fi- 
nally, we describe an analysis of HRXRD, RBS, and CRBS 
data that, taken together, provide an estimate of the fraction 
of substitutional C present in the samples as a function of 
Si] -x_yGexCy growth rate. 

II. EXPERIMENT 

Several Si^-yGe^C/Si superlattices were grown for 
this study in a Perkin-Elmer (Model 430S) Si MBE system 
(base pressure<lXlO"10Torr) designed for solid-source 
deposition onto heated, 5 in. Si substrates. Source materials 
consisting of a shaped Si charge, Ge chunks, and a 0.25-in.- 
thick SiC wafer (obtained from CREE Research, Inc.) were 
loaded into each of three Temescal electron-beam evapora- 
tors. In the case of Ge, a graphite crucible liner was used to 
provide enhanced stability and more uniform heating than 
would otherwise be possible if the Ge were placed directly 
into the copper hearth. For the SiC, a special graphite holder 
was designed to minimize thermal contact with the hearth 

and provide a method for containing the pieces of SiC that 
would inevitably break off from the original wafer during 
use. 

A. Si^x-yGe^Cy/Si sample set 

(100) Si substrates were prepared ex situ by spinning 
them to 4000 rpm in a Laurell Technologies polypropylene 
spinner (Model WS-200-4NPP/RV) and pouring 5% HF 
[1:10 dilution in de-ionized (DI) water] over the polished 
surface until they became hydrophobia After a short rinse (5 
s in DI water), the wafers were loaded into a buffer chamber 
and then into the growth chamber. Prior to deposition, the 
substrates were heated to 850 °C and exposed to a 0.01 nm/s 
Si flux,13 in order to remove any oxide contamination re- 
maining from the HF etching process. Wafers prepared in 
this manner exhibited a clean (2 X ^-reconstructed surface, 
as observed with reflection high-energy electron diffraction 
(RHEED). Following oxide desorption, the substrate tem- 
peratures were reduced to either 450 or 500 °C and a Si 
buffer layer was grown, typically to a thickness on the order 
of 50-100 nm. After growth of the buffer layer and prior to 
deposition of the superlattices, some samples received 1/2 
monolayer (ML) predeposit of Sb, to reduce surface diffu- 
sion rates, allowing for more uniform incorporation and the 
preservation of an atomically smooth growth front. Finally, 
10-period superlattices, consisting of nominally 25 nm 
^-„-yG^CyßS nm Si in each bilayer, were grown under 
various conditions in order to study crystalline quality and 
substitutional C fraction as a function of composition and 
growth rate. Growth parameters (temperature and Sb cover- 
age prior to the start of superlattice growth) and results from 
HRXRD/RBS/CRBS and SIMS characterizations are shown 
in Table I. 

B. SiC vs graphite sources for C deposition 

SiC was chosen as a source for C due to the expectation 
that the nature of the depositing species would change con- 
siderably, as compared with use of a graphite source.14 In a 
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~(a) 

FIG. 1. Relative RGA peak amplitudes for (a) graphite vs (b) silicon-carbide 
sources. RGA peak amplitude for various constituents generated through 
e-beam sublimation of graphite and silicon carbide are presented. The data 
are shown relative the major component (set equal to 100) in each source. 

previous paper, we showed that high-quality, homoge- 
neous, Sij -x-yGexCy layers could be grown using a graphite 
source for substitutional C concentrations approaching 2%, 
provided that the growth was Sb mediated. Without Sb me- 
diation, even for layers in which the Ge and C concentrations 
were only 10% and 1%, respectively, we observed roughen- 
ing of the Si^j-^Ge^Cy surface and evidence of inhomoge- 
neous lateral incorporation. Through the use of the SiC 
source, we expected to deposit molecular species that con- 
tained both Si and C,14 rather than just C, and hence improve 
the homogeneity and perhaps, stabilize the surface morphol- 
ogy in the process. 

While the SiC source was hot, we scanned, using a re- 
sidual gas analyzer (RGA), over masses ranging from amu 2 
(H2) to amu 75, in order to characterize the species that 
sublimated from the source under typical operating condi- 
tions. These scans were compared with scans obtained under 
base vacuum conditions (i.e., sources cold, LN2 shrouds 
cold, and cryopump on and pumping) and with those ob- 
tained previously using a graphite source. The results are 
shown in Fig. 1. The data were normalized so that the am- 
plitude of the RGA signal for the major constituent in each 
source was set equal to 100. For the graphite source, mono- 
meric C (amu 12) appears as the peak with the largest signal 
amplitude but contributions from C2 (amu 24) and C3 (amu 
36) were also significant. In comparison, the major constitu- 
ent sublimating from the SiC source, was found to be Si, 
although we also observed SiC2 and, to a lesser extent, C, 
C2, and C3. Closed-loop control of the SiC source (and ap- 
proximately, the amount of C contained in the flux) was 
achieved by tuning the RGA to amu 52 (SiC2) and automati- 
cally adjusting the power to the electron gun with a computer 
to maintain a predetermined setpoint value. 

C. Method for computing sample composition from 
HRXRD, RBS, and TEM 

Superlattice composition and layer thicknesses were cal- 
culated from data obtained from a combination of measure- 

ments involving HRXRD, RBS, CRBS, and TEM. Four 
pieces of information were required, in addition to the shut- 
ter opening and closing times, to uniquely determine the 
structure. We used HRXRD to provide the average strain and 
superlattice period, RBS to measure the average Ge concen- 
tration, and TEM lattice imaging to obtain the Si layer thick- 
ness. From these data, the four relevant fluxes, identified as 
(1) Si from the primary Si source, (2) Si from the SiC source, 
(3) Ge, and (4) C, were calculated assuming unity sticking 
coefficient for the various constituents in a manner consistent 
with Vegard's Law and the lattice constants for Si, Ge, and 
/3-SiC. Finally, from the fluxes and the shutter opening and 
closing times, we calculated the layer thickness and compo- 
sition of the Si, -yGe^Cy layers. CRBS was used to deter- 
mine the total C concentration (%C, in Table I), since only 
the substitutional C concentration, y (%CS in Table I), could 
be accessed by the above method. The ratio, %Q/%C,, also 
shown in Table I, therefore represents the percentage of in- 
corporated C contributing to the strain. 

(004) HRXRD spectra were obtained by collimating 
Cu Ka radiation, selected through the aid of a four-crystal 
Ge monochromator, onto each sample in a 9-20 geometry. 
The spectra generally consisted of a Si substrate peak at 
34.5644° and a series of superlattice peaks. Analysis of su- 
perlattice period and average strain followed the method of 
Speriosu and Vreeland.15 Standard 2 MeV He2+ backscatter- 
ing was used for probing Si and Ge, whereas 4.3 MeV He2+ 

C-resonance backscattering probed the C component. These 
ion backscattering techniques were used to measure the av- 
erage Ge and C concentrations, since individual layers could 
not be resolved. The estimated uncertainties associated with 
the RBS and CRBS measurements were ±0.5 at. % for both 
the average Ge and average C concentrations. 

SIMS characterization was performed immediately after 
each growth to provide a convenient method for verifying 
sample composition from run to run. The analysis system 
consisted of a Perkin-Elmer (Model 595) Auger Microprobe 
equipped with a 3500 SIMS II attachment. A 2 keV O^ 
primary beam was sufficient to resolve each individual 
Sij.^.yGe^-Cj, layer. The sample HA97.055 was used as a 
calibration standard as it had been previously characterized 
by HRXRD/RBS/CRBS. 

III. RESULTS AND DISCUSSION 

A. TEM micrographs compare growth using graphite 
vs SiC sources 

In Fig. 2, we compare cross-sectional TEM micrographs 
obtained from two Si0 90Ge010C0 01/Si superlattice samples 
grown without the benefit of Sb mediation. The images were 
taken on a Philips EM430 operated at 200 keV using a (400) 
two-beam condition near a [011] zone axis. The sample on 
the left side of the figure (HA96.017) was grown using a 
graphite source, while the sample on the right (HA97.020) 
was grown using the SiC source. The micrograph of 
HA96.017 shows contrast within the Sil-x-yGexCy layers, 
suggesting that incorporation was laterally inhomogeneous. 
HA97.020 shows no such contrast and reveals the layers to 
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FIG. 2. Cross-sectional TEM micrographs compare a superlattice grown 
using the graphite source vs a superlattice grown using the silicon-carbide 
source, (a) Graphite source: HA96.017 240 Ä Si0.883Geo.io8Co.oo9/330 Ä 
Si (no Sb-mediation); (b) silicon-carbide source: HA97.020 250 A 
Si089iGeoo96Co013/350 A Si (no Sb-mediation). Significant improvement of 
homogeneity and interface abruptness due to the use of a silicon-carbide 
source are demonstrated for two Si0.89Ge0loCOoiSi superlattices. Contrast 
within the Si, _^_,,Ge^Cv layers and roughening of the interfaces for the case 
in which Si was grown on Si, _^vGexC,, are seen for sample HA96.017, but 
not for HA97.020. 

be quite uniform and the interfaces, abrupt. The interfaces in 
HA96.017 are sharp only for the case where Si^^Ge.^ 
was grown on Si. These observations were confirmed by 
RHEED studies of the growing Si^^Ge^ layers for 
which the patterns became spotted. No such spottiness was 
observed at these compositions for samples grown using the 
SiC source. 

At higher C concentrations, even growth using the SiC 
source becomes problematic, although the results still repre- 
sent an improvement over the graphite source. For the case 
of a 23% Ge, 2.5% C superlattice (composition estimated 
from analysis of a previous sample), the RHEED pattern at 
the end of the last period was spotted, indicating a rough 
surface. There were no peaks observed in HRXRD and so we 
concluded that the sample must have contained a high den- 
sity of stacking defects (although the material was basically 
single crystal). Growth at these compositions using graphite, 
without the surfactant, had typically resulted in amorphous 
films. 

B. Surfactant-mediated growth of high-Ge, high-C 
content superlattices using the SiC source 

As we found with the graphite source, growing 
S^-j-yGejCy at compositions in excess of 20% Ge and 2% 
C requires the use of a surfactant to stabilize the surface and 
enhance uniform incorporation of the constituents. For the 
following, all samples received 1/2 ML Sb predeposit prior 
to growth of the first Six .^Ge^Cy layer. Two series of 
samples were grown at 500 °C at nominal Sii-^-yGe^Cy 
deposition rates of 0.1, 0.5, and 1.0 nm/s in order to deter- 
mine the dependence of growth rate on material quality and 
substitutional C fraction at higher Ge and C concentrations. 
Compositions were selected near the condition for perfect 
lattice match (approximately 9.4:1 Ge:C ratio) and about 

which we had previously found stacking fault defects began 
to appear. These nominal concentrations were 25% Ge/2.5% 
C for the first series and 25% Ge/2.0% C for the second 
series. 

In the first series (samples not listed in Table I), we found 
that at a Si^^Ge^ growth rate of 0.1 nm/s, the RHEED 
pattern after the last Si layer was spotted, indicating that the 
layers were single crystal. Further analysis with HRXRD and 
TEM confirmed that a very high density of stacking defects 
was present. At 0.5 nm/s, the RHEED pattern disappeared 
entirely before growth of the superlattice was completed, in- 
dicating that the layers were amorphous. An attempt to grow 
this composition at 1.0 nm/s was deemed unnecessary since 
increasing the growth rate had been found to produce an 
amorphous structure. 

In the second series, we reduced the C flux slightly and 
obtained the results shown in Table I for samples HA97.106, 
.111, and .115. In Fig. 3(a), we show a cross-sectional TEM 
micrograph from sample HA97.106. HRXRD/RBS analysis 
determined the Ge and C concentrations in the 
Sij.^-yGe^ layers to be 30.6±1.3% and 2.17+0.14%, re- 
spectively. The uncertainties reflect those associated with the 
four inputs to the calculation, propagated independently and 
then summed in quadrature. The analysis also determined the 
Sii-j-yGe^q, growth rate to be 0.090±0.003 nm/s. The 
sample is free of extended defects and inhomogeneities over 
an interface length scale of approximately 100 ^tm, resulting 
in an upper limit on the defect density of 107 cm"2. 

In Fig. 3(b), we show SIMS profiles for Si, Ge, and C as 
a function of depth into sample HA97.106. As mentioned 
earlier, HA97.055 was used as a calibration standard for the 
purpose of converting the raw SIMS data (counts) into con- 
centrations. By averaging the data shown in Fig. 3(b) over 
the first three superlattice layers, we calculated a value of 
3.42± 1.16 at. % for the total C concentration. This compares 
to a value of 3.62±1.21 for HRXRD/CRBS analysis of the 
sample directly. The percentage of substitutional C was then 
determined by taking the ratio of the substitutional C con- 
centration (measured by HRXRD/RBS) and the total C con- 
centration (measured by HRXRD/CRBS), yielding 62+22%. 

C. Results from substitutional C fraction vs growth 
rate experiments 

Two additional samples were grown in the second series 
and received approximately the same substitutional C con- 
centration as HA97.106. The growth rate was increased to 
0.5 nm/s in sample HA97.111 and finally, to 1.0 nm/s in 
sample HA97.115. As mentioned previously, TEM micro- 
graphs revealed HA97.106 to be free from defects. However, 
samples .111 and .115 showed signs of a breakdown in epi- 
taxial quality as increasing numbers of stacking faults and 
threading dislocations were found as the growth rate was 
increased. HA97.111 and .115 were analyzed for composi- 
tion, in the same manner as for HA97.106. The results are 
shown in Table I. In Fig. 4(a), we have plotted the substitu- 
tional C fraction as a function of growth rate for samples 
HA97.055, .106, .111, and .115. The large uncertainties as- 
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FIG. 3. Cross-sectional TEM micrograph and SIMS profile from sample HA97.106, a 33 nm Si/22 nm Si0672Ge0306C0022 superlattice grown using the graphite 
source. In (a), a TEM micrograph taken from sample HA97.106 demonstrates that perfect structural quality was obtained at a composition of 31% Ge and 
2.2% C using the silicon-carbide source. 1/2 ML Sb was deposited on a Si buffer layer prior to growth of the first Si! .x.yGe.xCy layer, (b) SIMS data showing 
Si, Ge, and C concentrations vs depth for the sample in (a) are plotted. The data were calibrated using HA97.055 as a standard, characterized for composition 
by HRXRD/RBS/CRBS. 

sociated with the data arise primarily from the difficulty in 
obtaining an accurate measurement of the total C concentra- 
tion by CRBS. We found that we could eliminate much of 
the uncertainty and obtain a relative measure of the substitu- 
tional C fraction by plotting the substitutional C concentra- 
tion divided by the relative count rate for C in the 
Sij-^Ge^Cj, layers to Si in the Si layers [%Cs/(Nc/NSi)] 
as measured by SIMS [Fig. 4(b)]. The data show that the 
substitutional C fraction decreases to a level of approxi- 
mately 86% of the starting value (from roughly 60% to about 
50%) with increasing Si1_;c_3,GeTC:>, growth rate. 
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FIG. 4. Plot of substitutional carbon fraction for several samples vs 
Si^.jGe^Cj, growth rate, (a) The substitutional C fraction, obtained by 
dividing the substitutional C concentration (measured by HRXRD/RBS) by 
the total C concentration (measured by CRBS) is plotted vs Si^^Ge^C,, 
deposition rate for several samples. The error bars on the data arise prima- 
rily from uncertainty in the CRBS measurement of the average C concen- 
tration. In (b), we obtained a relative measure of the substitutional C fraction 
using the raw data from SIMS depth profiles performed on the four samples. 
The data represented are now only proportional to the substitutional C frac- 
tion, yet the uncertainty has been reduced to such an extent that a trend 
toward lower substitutional fractions at higher growth rates can be identi- 
fied. 

IV. CONCLUSION 

We have studied the growth of SiX-x-yGexCyl$i super- 
lattices by solid-source MBE through the use of a SiC source 
for C. Sample composition and thickness information ob- 
tained by HRXRD, RBS, CRBS, and SIMS were used to 
develop an understanding of the role of growth rate on crys- 
talline quality and substitutional C fraction, with and without 
the use of Sb surfactant mediation. At 10% Ge/1% C (sub- 
stitutional), Sii-j.yGe^Cy/Si superlattices were found by 
TEM to grow defect-free, without the need for Sb-surfactant 
mediation. The constituent Ge and C atoms incorporated in a 
more uniform manner, as compared with similar samples 
grown using a graphite source. For Ge and C concentrations 
approaching 25% Ge and 2.5% C, growth without surfactant 
mediation resulted in amorphous films. At slightly lower C 
concentrations, we found that defect-free material could be 
grown using 1/2 ML predeposit of Sb prior to growth of the 
superlattices. For Sb-mediated samples, we found that at 
higher growth rates, crystalline quality became degraded, 
and the substitutional C fraction decreased slightly. The 
SIMS data provided a measurement of the relative decrease 
in substitutional C: —86% as much at 1.0 nm/s than at 0.1 
nm/s. The absolute substitutional fraction is less accurately 
known, due to the larger uncertainty associated with the 
CRBS measurement. We measured a C substitutional frac- 
tion of 62 ±22% at 0.09 nm/s using the SiC source. 
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We report the low temperature scanning tunneling microscope-induced luminescence of molecular 
beam epitaxy grown a-GaN. Semiquantitative spectroscopic analysis suggests near band edge 
emission, as well as emission covering the rest of the visible range. The relative intensity of band 
edge emission increases by one order of magnitude under liquid helium cooling. We also report the 
first photon emission images of GaN obtained with this technique. These images reveal stronger 
band edge emission at the center of crystallites. This study is complemented with a scanning 
electron microscope-induced cathodoluminescence analysis. Cathodoluminescence is dominated by 
the hexagonal (D°, X) transition and reveals evidence of small quantities of the cubic phase. 
© 1998 American Vacuum Society. [S0734-211X(98)10104-X] 

I. INTRODUCTION 

The GaN system is of great interest for optoelectronic 
applications in the green, blue, and UV spectral emission 
regions. The last few years have seen such accomplishments 
as the production of highly efficient GaN-based blue and 
green light-emitting diodes,1 as well the realization of GaN- 
based laser diodes.2"4 Such advances have been made in 
spite of various issues such as high dislocation densities5 and 
the defect induced "yellow luminescence." 

These issues prompted an ongoing interest in spatially 
resolved cathodoluminescence (SRCL) studies of this 
material.6"10 For example, SRCL analysis suggests that yel- 
low luminescence is associated with the presence of ex- 
tended defects and specifically with the existence of low 
angle grain boundaries.9 Another study documents the lumi- 
nescence from both hexagonal and cubic phase crystallites in 
a given sample, as well as the spatial dependence of specific 
radiative transitions in the cubic phase.8 

Such studies are traditionally performed by fitting collec- 
tion optics in a scanning electron microscope (SEM). While 
the resolution of the technique is limited by the extent of the 
generation volume,11 other methods can be used for carrier 
injection. The scanning tunneling microscope (STM) offers 
nanometer scale resolution12 and an accurate control of the 
injection bias. These additional advantages offer great poten- 
tial for nanoscale luminescence studies of optoelectronic ma- 
terials. The STM-induced luminescence (STL) of GaAs het- 
erostructures has first been reported by Abraham et al.12 and 
Renaud and Alvarado.13 The technique was then applied to 
the imaging of quantum wires14"16 and dots.17"19 However, 
there have been few reports of STL of the nitride system.20'21 

The STL technique differs fundamentally from traditional 

a)' Electronic mail: se20@comell.edu 

SEM-induced cathodoluminescence (SEM-CL). In the latter, 
the electron beam acts as a primary source of power, gener- 
ating carriers through impact ionization in a roughly isotro- 
pic manner. The STM, however, introduces minority carriers 
directly into one of the energy bands. These carriers will then 
recombine with the opposite type already available in the 
material.12 Given that surface states represent efficient traps, 
it is suggested that these carriers must reach the bulk to gen- 
erate radiative recombination events. Considering band 
bending effects at the surface (Fig. 1), this condition leads to 
a parabolic dependence of luminescence efficiency on tip 
bias, and also restricts the effective injection angle leading to 
photon emission.13 

We have performed both the STM-induced and SEM- 
induced luminescence of GaN grown by molecular beam ep- 
itaxy (MBE). The STL of metalorganic chemical vapor 
deposition (MOCVD)-grown GaN has recently been 
reported.20'21 These studies were performed at room tempera- 
ture and did not include images of the photon emission. This 
is the first report of low temperature STL of GaN, and the 
first report of STL emission images of this material. Further- 
more, while some previous authors operated the STM tip as 
a field emitter,21 our work was completely performed with 
tunneling injection. These previous reports will be included 
in the discussion of our results. Finally, the STL study is 
complemented with low temperature SEM-induced cathod- 
oluminescence (SEM-CL). 

II. EXPERIMENT 

The STL experiments were carried through in a JEOL 
JSTM-4500 microscope equipped with a cold finger for liq- 
uid helium (LHe) cooling. Actual sample temperature is ex- 
pected to range between 20 and 30 K.22 Pressure in the ob- 
servation chamber lies in the upper 10" u Torr range. A 1.5 
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FIG. 1. Energy diagram of the STM-induced luminescence of a highly doped 
«-type semiconductor. Under no external bias, Fermi levels of tip and sur- 
face align. Under sufficient bias, tip Fermi level is aligned with valence 
band, and holes are injected in semiconductor (electrons are tunneled out). 
Injected at low biases, carriers (a) are trapped at surface. Injected at higher 
biases, carriers (b) may reach bulk and recombine radiatively. 

in. lens is located 1.5 in. away from the tunnel region at an 
angle of 55° with the normal of the surface. Collected pho- 
tons are forwarded through the UHV window and refocused 
onto the GaAs cathode of a Hamamatsu R943-02 photomul- 
tiplier tube (PMT). Considering the solid angle covered by 
the lens, the transmission factor of the various components, 
and the efficiency of the PMT, the overall quantum effi- 
ciency of the detection system is evaluated at 1%. Bandpass 
interference filters are used to isolate specific wavelength 
ranges. Tips are prepared from tungsten wires using a NaOH 
(2 M) dc electrochemical etch. 

The SEM-CL is performed in a Zeiss 960 microscope 
modified with a custom built cooling stage. Luminescence is 
collected with a parabolic mirror, forwarded through a fused 
silica window, focused onto the entrance slit of a 0.5 m 
monochromator, and detected with a R943-02 PMT. All 
SEM-CL results are obtained using a 5 kV acceleration volt- 
age, corresponding to penetration depth of 0.3 /xm in GaN. 

Experiments are performed on Si-doped («-type) a-GaN 
films grown on sapphire by MBE. An Oxford Car25 rf 
plasma source is used as the nitrogen source. A 85 nm GaN 
buffer layer is first grown at 850 °C, followed by a 250 nm 
undoped layer grown at 970 °C and a 2.8 /xm thick doped 
layer also grown at 970 °C. Doping concentration of n 
= 2.5X10"18 cm"3 and mobility of it=113 cm2/V s are 
measured with the four-point Hall technique. 

Samples are cleaned in a series of sonicated solvents, 
dipped in 30% HF for 1 min,23 rinsed in distilled water, and 
dried under nitrogen flow. Prior to STM analysis, the sample 
is also degassed in the preparation chamber (mid-10-10 Ton- 
range) using indirect heating at 500 °C for 1 h. 

III. RESULTS AND DISCUSSION 

A. SEM-CL 

A cathodoluminescence spectrum obtained at T= 14 K 
from an area of 30 xtmX30 /mm is shown in Fig. 2. Decon- 
volution reveals the dominance of a 3.47 eV peak, which is 
attributed to the hexagonal (D°,X) transition, as well as the 
presence of its phonon replica shoulder at 3.35 eV. The other 
shoulders observed at 3.43 and 3.24 eV are attributed to the 
(A°,X) and (D°,A°) transition, respectively. Considering 
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FIG. 2. SEM-CL spectrum of a 30 ,umX30 /xm area (5 kV, 100 pA, T 
= 14 K). Spectrum is deconvolved into four Gaussian peaks. 

the very faint intensity of the shoulders, these results are in 
good agreement with those reported in a previous CL study 
of hexagonal GaN.8 No luminescence is detected in the vis- 
ible range with either CL or photoluminescence (PL). While 
these data are consistent with the dominance of the hexago- 
nal phase, some individual crystallites produce spectra which 
are exceptionally different from the rest of the surface (Fig. 
3). In Fig. 3(b), while the 3.47 eV luminescence from loca- 
tion No. 1 is similar to the average, location No. 2 generates 
a strong spectrum in the 3.27-3.31 eV range. Location No. 2 
is also an order of magnitude brighter than the rest of the 
surface. Figures 3(c) and 3(d) show luminescence images 
which are spectrally resolved at 3.306 and 3.463 eV, respec- 
tively. The complementary features show that the two emis- 
sion wavelengths are spatially segregated in crystallites 200- 
500 nm in size. While optical analyses of cubic GaN 
evaluate its band gap at 3.302 eV,24 the CL emission from 
this phase was reported at 3.272 eV at 5 K.8 Observed on 
less than 1% of our sample surface, the spatially segregated 
3.3 eV emission therefore suggests small amounts of nanom- 
eter scale cubic crystallites in a mostly hexagonal material. 

B. STL 

A typical topographic image of the GaN surface is shown 
in Fig. 4. This image exhibits crystallites ranging from 200 
to 600 nm in size, in agreement with the SEM-CL observa- 
tions. While the surface reveals an overall roughness of 30 
nm rms, the surfaces of individual crystallites are as smooth 
as 1 nm. 

Once a topographic image is acquired, the tip is posi- 
tioned over a specific crystallite. At constant tip bias, inten- 
sity is directly proportional to the tunnel current, suggesting 
that no saturation effect is taking place. The dependence of 
luminescence intensity on tip bias at constant current is re- 
ported in Fig. 5. The bias is scanned from V,= 1.5 V to V, 
=4.2 V with a current of 7,= 5 nA, resulting in a total tip 
retraction of 6 nm from the starting position. Luminescence 
reveals a voltage threshold of 1.5-1.7 V, followed by the 
parabolic increase induced by band bending effects. ' 
Threshold is lower than expected when considering the pic- 
ture presented in Fig. 1. This observation is further discussed 
below. No luminescence is observed with a negative tip po- 
larity, as expected from a «-doped material. 
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FIG. 3. Spatially resolved CL data of GaN surface (5 
kV, 50 pA, T= 14 K). (a) SEM micrograph (b) spatially 
resolved spectra, (c) and (d) CL images spectrally re- 
solved at 3.463 and 3.306 eV, respectively. 

A set of interference filters covering the visible range is 
used for a semiquantitative analysis of the emission spec- 
trum. At room temperature, luminescence reveals a faint and 
broad emission covering the entire visible spectrum and 
peaking between 700 and 800 nm. No significant signal is 
detected in the expected 350±35 nm range. With a tip bias 
and current of Vr=4.0 V and /,= 750 nA, the average count 
rates from 1.5 /miXl.5 ^m areas is 25 cps (at 350±35 nm) 
and 315 cps (at 550+35 nm). Under liquid He cooling, how- 
ever, a drastic increase of band edge emission is observed. 
Using same sample and tip, these average rates become 1300 
cps (at 350±35 nm) and 100 cps (at 550±35 nm), represent- 
ing a two order of magnitude increase of the "ÜV" to "vis- 
ible" emission ratio. While this material is grown by MBE, 
similar results were observed on MOCVD-grown GaN.25 

The smoother MOCVD material also yields faint visible 
emission at room temperature, and a sharp increase in the 

350+35 nm range at low temperature. This relative increase 
of near band edge luminescence indicates that temperature 
dependent phenomena affect the STL process, as is the case 
in more standard luminescence experiments. 

The visible emission observed at room temperature is 
somewhat unexpected considering that no such luminescence 
was observed with standard CL. A similar phenomenon was 
previously reported in Ref. 21 in which, in contrast to PL 
results, the yellow luminescence dominated the STM-excited 
luminescence spectrum. However, this study operated the 
STM tip as a field emitter, thus involving a completely dif- 
ferent carrier injection process. In another study involving 
tunneling injection instead, the previously discussed low 
voltage threshold at room temperature has also been reported 
and has been attributed to the yellow luminescence observed 
in PL.20 However, no spectral analysis of the STL emission 
was presented in support of the possibility. In significant 
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FIG. 4. STM constant-current topographic image of GaN surface (V, = 3.5 V, 
/,= 1 nA, room temperature). 
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FIG. 5. Dependence of spectrally integrated luminescence intensity with tip 
bias at constant current (5 nA) and at room temperature. Data are acquired 
by positioning tip on top of a crystallite. Curves were acquired with same tip 
on two different crystallites. Each curve represents the average of 64 con- 
secutive slowly ramped measurements. 
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FIG. 6. STM //V curve of GaN crystallite at room temperature. At low bias, 
(8118V) 1(1 IV) is proportional to the surface density of states. 

contrast to this last report, neither CL nor PL of our material 
reveals any defect-induced visible luminescence from the 
bulk. Nevertheless, our room temperature STL still exhibits a 
low voltage threshold and a faint visible emission peaking in 

the near-IR. 
A study of the density of state (DOS) through the acqui- 

sition of tunnel current versus bias {IIV) spectra offers a 
preliminary explanation of this disparity. At low voltages, 
the DOS is proportional to (SI/SV)/(I/V).26 A typical DOS 
spectrum of a GaN crystallite is shown in Fig. 6. Expecting 
the bulk Fermi level to be close to the conduction band, the 
origin of the DOS curve should correspondingly be shifted 
towards the states located at the left of the spectrum. The 
experimental DOS spectrum is almost centered between the 
two bands, with the valence band states (positive tip bias) 
showing a low threshold voltage of V,= 1.2 V. The length of 
the DOS "gap" is also smaller than the expected bulk band 
gap of 3.5 eV. These observations imply surface-related phe- 
nomena such as surface states, contamination, and Fermi 
pinning. The faint visible emission and the low bias thresh- 

old observed in room temperature STL may therefore have 
more to do with such surface issues than with the actual 
properties of the bulk. Tip-related phenomena must also be 
considered. These issues question the relevance of the lumi- 
nescence observed at room temperature, and suggest the ne- 
cessity of low temperature for the imaging of band edge 
emission. 

Interference filters were used to generate spectrally re- 
solved photon emission maps. Figure 7 shows (a) topo- 
graphic and luminescence images of the surface under LHe 
cooling. The luminescence images are spectrally filtered at 
(b) 350±35 nm and (c) 550±35 nm. The peanut-shaped 
structure at the center of these images may consist of one or 
two separate crystallites. As illustrated in the profiles found 
in Fig. 8, the 350±35 nm emission is stronger at the center 
of the crystallites, and tend to drop off as the tip moves 
within 100 nm of the structure's edge. On the other hand, the 
550±35 nm emission image reveals a modest increase of 
intensity around the edges of the crystallite, which is espe- 
cially apparent in the bottom part of the peanut-shaped struc- 
ture. As discussed previously, other surface-related phenom- 
ena may produce significant emission peaking elsewhere in 
the visible range, and may affect the 550±35 nm emission 
maps. The correspondence between this last observation and 
the well documented defect-induced yellow emission there- 
fore remains unclear. However, observed in most other loca- 
tions, the spatial behavior of the 350±35 nm emission de- 
scribed above suggest that the diffusion of carriers to the 
crystallite edges inhibits near band edge luminescence 
through either nonradiative or faint visible radiative pro- 
cesses. 

IV. CONCLUSION 
We have observed the luminescence of GaN induced by 

both the scanning tunneling microscope and the scanning 

FIG. 7. (a) STM topographic image of GaN region, (b) 
and (c) STL images of same region. Luminescence is 
spectrally filtered at 350±35 and 550±35 nm, respec- 
tively (V,=4.0 V, /,=750 nA, LHe cooled). Central 
peanut-shaped structure may consist of one or two sepa- 
rate crystallites. Figure 8 shows topographic and band 
edge luminescence profiles along cut lines. 
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FIG. 8. Topographic (solid line) and STL filtered at 350+35 nm (dotted 
line). Profiles defined along cut lines shown in Fig. 7 (V, = 4.0 V, 7,=750 
nA, LHe cooled). 

electron microscope. SEM-CL results reveal the dominance 
of the (0°, X) hexagonal transition at 3.47 eV, with no vis- 
ible emission within the detection limit. SEM-CL also re- 
veals evidence of small quantities of the cubic phase in the 
material. The STM was also used for the analysis of indi- 
vidual crystallites. Luminescence threshold voltage, density 
of states curves as well significant emission covering the 
visible range suggest surface-related issues and Fermi 
pinning. Furthermore, the relative intensity of UV emission 
increases under LHe cooling. While visible luminescence 
is somewhat stronger at the edges of the crystallites, UV 
emission is stronger in their centers. This result supports 
the inhibition of band edge emission at the edges of crystal- 
lites. 

The STL still requires significant theoretical formalization 
in order to clarify issues such as lateral and depth resolution, 
diffusion and recombination carriers, and the nature of the 
outgoing photons. The impact of surface-related phenomena 
on the technique should also be addressed. However, these 
results demonstrate the potential of technique for spatially 
resolved nanoscale studies of GaN luminescence. Such 
potential is currently being applied to the analysis of GaN 
heterostructures, and shows great promises for the devel- 
opment and optimisation of materials for blue emitting de- 
vices. 
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We have developed a near-field scanning optical microscope that provides simultaneous 
transmission and reflection mode measurements while concurrently recording a topograph of the 
sample surface. In this microscope design, an ellipsoidal cavity is used to collect and reimage the 
light reflected from a near-field optic. Reimaging of the near-field optic away from the mechanical 
components of the microscope eliminates any hindrance that they would otherwise cause. The 
near-field optical microscope configuration described in this article allows for the efficient, 
symmetric collection of reflected and transmitted light. This instrumental design has been optimized 
for chemical problems that require molecular characterization on the nanometer scale. Images of 
-100 nm Au particles demonstrate the utility of this instrument. [S0734-211X(98)03804-9] 

I. INTRODUCTION 

Near-field scanning optical microscopy (NSM) is emerg- 
ing as a powerful technique for obtaining optical images with 
spatial resolution that exceeds the diffraction limit of light. 
This enhanced resolution can be achieved by scanning a sub- 
wavelength aperture within a few nanometers of a specimen, 
such that the spatial resolution is determined by the aperture 
size and not by the diffractive nature of light. ~ 

The majority of near-field optical microscope (NSOM) 
designs make the simultaneous collection of transmitted and 
reflected light inefficient, restrictive, or impossible. In the 
standard tip illumination, transmission mode NSOM design, 
light emanating from the near-field probe passes through the 
sample and is collected by a far-field optic.5 Normally, this 
optic is in the form of a high numerical aperture (NA) mi- 
croscope objective that is along the same optical axis (co- 
axial) as the near-field optic. In this configuration, most of 
the scanning architecture of the microscope would be on the 
opposite side (reflection side) of the transmission collection 
optics. This mechanical hindrance typically prevents the use 
of high NA, short working distance collection optics for re- 
flection mode NSOM. Longer working distance, lower NA 
optics must be used to collect the reflected light. This results 
in relatively inefficient collection of the light; and, since the 
angle of collection is limited, shadowing effects can result 
from an asymmetric collection of light. These shadowing 
effects can arise from the collection optic not being coaxial 
with the tip6 or from the use of a low NA optic.7 Shadowing 
artifacts complicate the image and make reflection measure- 
ments difficult to interpret.6"8 Therefore, it is highly desir- 
able to collect the reflected light symmetrically (coaxial) 
about the tip. This was the approach taken by several groups 
that constructed microscopes which were optimized for the 
collection of reflected light,7,9"11 and a recent approach that 
is optimized for both transmission and reflection. 

In an alternative approach to the use of optics for reflected 
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light collection, Wei et al. have used modified Si detectors 
positioned in close proximity to the sample surface.8 This 
clever approach eliminates many of the difficulties that are 
encountered with the use of low NA optics, but their scheme 
limits reflected light analysis to a single detection channel 
and would make scattering spectroscopy difficult or impos- 

sible. 
The NSOM design described in this article results in an 

instrument that can simultaneously record topographic, opti- 
cal transmission, and optical reflection images. In order to 
accomplish these simultaneous measurements with high effi- 
ciency, a novel optical collection system has been designed 
and implemented. This collection system is based on the 1 to 
1 imaging properties of an ellipsoidal cavity. By placing the 
near-field microscope inside and at one end (foci) of the 
cavity, light that is reflected from the microscope's near-field 
optic (NFO) is collected and reimaged at the other end (foci) 
of the ellipse. Reimaging the NFO circumvents the mechani- 
cal hindrances caused by the microscope scanner and tip 
holder assemblies. With the elimination of this hindrance, 
high collection efficiency optics (which generally have work- 
ing distances <5 mm) can be easily placed at close proxim- 
ity and coaxial to the reimaged NFO. Another advantage of 
this scheme is that it allows for the use of reflective optics, 
e.g., Schwarzschild objectives, which are typically larger 
than refractive optics and consequently even more difficult to 
position near the NFO. The reflection collection optics do 
not encumber the collection of transmitted light. Thus trans- 
mission measurements can be performed simultaneously, 
symmetrically, and with high efficiency. 

Configuring a NSOM to operate inside an almost com- 
pletely enclosed cavity requires that the microscope has a 
compact, rigid design; has an open scanner architecture to 
minimize the amount of light that it obstructs; and has mini- 
mal subsidiary components, e.g., shear-force monitoring op- 
tics and electronics. In the sections that follow, we describe 
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FIG. 1. Schematic of our NSOM design shows the optical ellipsoidal cavity 
(EC), the beetle style scanner assembly (BS), the sample (SM), the scanner 
spider (SS), the transmission collection optics (TC), the alignment camera 
(CCD), the reflection collection optics (RC), the connectorized fiber patch 
cords (HP), the detectors (DT), the vibration isolation platform (VP), and the 
four rail optical scaffolding as described in the text. 

the design and integration of the components that fulfill these 
requirements. 

II. EXPERIMENTAL APPARATUS 

A. Collection optics 

A schematic of the microscope is shown in Fig. 1. The 
collection optics are mounted on a commercially available 
optical rail system (Spindler and Hoyer Inc.).13 In this sys- 
tem, four rods are mounted onto plates that can be adapted to 
support a variety of optical assemblies. An important feature 
of this support structure is the ease with which one can align 
the optical elements on a common axis. Additionally, this 
rail system has proved to be extremely rigid, resistant to 
thermal and mechanical drifts, and easily modified to meet 
evolving experimental requirements. 

A key component of this design is the ellipsoidal cavity 
(EC). It provides a high collection efficiency, with a NA 
= 1.0 minus the obstruction of light by the tip holder assem- 
bly (13° half angle) and the scanner tripod (12° half angle for 
each leg). When determining the potential reduction of col- 
lection efficiency, only the obstruction of the light by the 
tripod is relevant. The near-field probe will cause a blind 
spot at angles approaching the surface normal.14 As seen in 
Fig. 1, the ellipsoidal cavity is divided-in-two along its sec- 
ondary axis. This permits the insertion of the scanner spider 
(SS) which supports a beetle style scanner (BS). The two 
halves of the cavity are each mounted on custom made, five- 
axis mirror mounts. These mounts are used for fine align- 
ment of the cavity to the optical axis of the system. The 
scanner spider, which is identical in form to a telescope spi- 

der, positions the NFO (tip-sample junction) on the optical 
axis and at the top foci of the elliptical cavity. The light 
transmitted through the sample (SM) is collected by a far- 
field microscope assembly (TC), which condenses and colli- 
mates the light. A portion of the light (5%) is picked off and 
projected onto a CCD camera. The camera image is used in 
the alignment of the near-field fiber probe. Since a well- 
defined reference point is established by the known position 
of the focal plane of the far-field microscope and its associ- 
ated cross hair, the positioning of the fiber probe to the top 
foci of the ellipsoidal cavity can be conveniently and repro- 
ducibly made.  The majority of the light is  transported 
through contrasting filters and/or coupled into a 40 /mi core 
optical fiber patch cord (FP). The coupling of the light into 
an optical fiber serves two purposes: (1) it acts as a spatial 
filter to reduce the effects of scattered light and (2) it pro- 
vides a convenient means of transporting the collected light 
to the detectors. The back scattered light that emanates from 
the near-field probe positioned at the top foci is reflected off 
the walls of the mirrored ellipsoidal cavity and reimaged at 
the bottom foci. It should be noted that the light emanating 
from the NFO at near-grazing angles will be reimaged and 
collected at near-normal angles at the second foci of the el- 
lipsoid. This is advantageous since the majority of the light 
back scattered from a NFO is at near-grazing angles.14 This 
light is then collected by a second far-field microscope as- 
sembly (RC). This far-field microscope is identical to the 
assembly for the transmission mode optics—minus the CCD 
camera and its associated optics. It utilizes high NA optics,15 

that condense and collimate the light which is then trans- 
ported through contrasting filters and/or coupled directly into 
a 40 yam core optical fiber patch cord. Both the transmission 
collection and the reflection collection fibers are connector- 
ized and can be easily routed to a variety of detectors, spec- 
trographs, and analyzers. 

B. Beetle style scanner 

The basic design of the beetle style scanner has been de- 
scribed elsewhere.16 Briefly, the scanner is comprised of four 
piezo tubes and a helical ramped sample holder (SH), see 
Fig. 2. Three of the piezoelectric tubes, type EBL No. 3, 3.18 
mm o.d., 19.05 mm long, with a 0.5 mm wall,17 form a 
tripod (TP) that supports and positions the sample holder. 
The forth piezo is placed at the center of the tripod and holds 
the tip of the scanned probe microscope. In our application 
of this scanner scheme, one end of a tripod piezo is glued 
onto each of the spokes of a three spoked scanner spider (SS) 
while a ruby ball bearing is placed at the other end and acts 
as a hard point for seating the sample holder ramps. The 
sample holder is a metal disk with three helical ramps cut 
into it that slope 0.75 mm over a 120° rotation. Coarse ap- 
proach of the sample holder to the tip is accomplished by 
applying a sawtooth waveform to the tripod piezo tubes. This 
causes an "inertial jerking" of the piezos tangential to the 
sample holder resulting in the rotation of the sample holder 
and subsequently a change in the tip-sample separation (z 
direction). Similarly, a sawtooth waveform can be applied 
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FIG. 2. Schematic of the beetle scanner embedded in an ellipsoidal cavity 
(EC). The scanner assembly is comprised of three tripod piezoelectric tubes 
(TP) that surround the tip holder assembly (TH) and shear-force piezoelec- 
tric tubes. The scanner assembly is mounted on the three arms of the scanner 
spider (SS). See the text for details. 

that translates the sample holder laterally (xy direction). This 
lateral, macroscopic translation enables one to move to a 
particular region on the sample surface before scanning. By- 
applying a triangle waveform to the tripod, the sample holder 
is reproducibly scanned in the xy plane. The tripod is also 
used for the ultrafme z direction translations that are made in 
response to feedback loop error signals. These signals are 
used to maintain a fixed gap between the probe and sample. 
This scanner provides an xy scan range of 27 fxm and a z 
scan range of 1.7 /am. 

In our application only the sample holder is moved. The 
tip must remain stationary to maintain the alignment of the 
NFO with the spatial niters (optical fiber patch cords). The 
center piezo assembly is comprised of two tubes stacked one 
on top of the other. The bottom tube is glued to the center of 
the three spoked scanner spider. It measures 9.5 mm in 
length but is otherwise identical to the tripod piezoelectric 
tubes to provide approximate compensation for thermal drift. 
This piezoelectric tube is used for making ultrafme optical 
alignments, and makes alignment to the spatial filters straight 
forward. The second piezoelectric tube, type EBL No. 2, 
3.18 mm o.d., 3.18 mm long, with a 0.25 mm wall,17 is used 
for shear-force detection which is described in the section 
below. It should be noted that it is important to electrically 
and mechanically decouple the alignment piezo tube from 
the shear-force piezo tube. Therefore, two separate tubes are 
used rather than one segmented tube. The tip holder is com- 
prised of a precision machined pin receptacle, which has 
been glued inside a ceramic washer. The ceramic washer is 
placed on top of the shear-force piezo tube. The pin recep- 
tacle is the type used in precision integrated circuit sockets 
and has a beryllium copper multifinger spring contact. After 
opening the normally closed end of the receptacle, a 23 
gauge stainless steel hypodermic tube can be inserted inside 
with slight force. This method of holding a tip housed inside 
a metal hypodermic provides excellent mechanical coupling 
of the tip to the shear-force piezoelectric tube. A high degree 

of mechanical coupling is essential for reliable operation of 
this shear-force scheme. 

The beetle style scanner, originally designed as a scan- 
ning tunneling microscope, has proved to be highly reliable 
and robust. This scanner is now commonly used in. all forms 
of scanned probe microscopes including the application 
found here, NSOM.18~20 Apart from the beetle scanner's 
proven stability and adaptability, the scanner's wide open, 
compact design makes it well suited for integration into the 
reflection and transmission mode optical train found in this 
NSOM. 

C. Shear-force detection 

Shear-force detection is used to maintain the tip a fixed 
distance from the surface. While numerous optical detection 
schemes for shear-force sensing have been developed, •  ' 
we use a solid-state, piezoelectric detection method that is 
similar to the scheme developed by Marti and co-workers.2 

This method eliminates the need for alignment of ancillary, 
shear-force optics, and keeps the obstruction of reflected 
light to a minimum. By using one half of a piezo electric 
crystal to drive the mechanical resonance of a near-field op- 
tical probe and the other half of the piezoelectric tube to 
sense the amplitude of this resonance, a change in resonance 
amplitude can be measured as the probe interacts with a sur- 
face. The detection of the resonance frequency change is 
made by a lock-in amplifier. The measurable change in reso- 
nance is sufficient to allow for nanometer and subnanometer 
surface variations to be detected and imaged. This solid- 
state, piezoelectric detection method greatly simplifies shear- 
force sensing. However, for this scheme to work reliably, 
three design criteria must be achieved: (1) good mechanical 
coupling must be made between the fiber probe and the 
shear-force piezo; (2) the shear-force piezo must be kept 
thermally stable; and (3) the mechanical loading of the shear- 
force piezo must be kept stable and to a minimum. With 
regards to the first criterion, we first glue the fiber probe into 
a 1 cm long, 23 gauge stainless steel hypodermic tube. The 
tip is then inserted into the tip holder assembly described 
above. The second criterion is significant, as thermal fluctua- 
tions can alter piezoelectric gains. This causes drift of the 
detected shear-force signal and can result in unstable control 
of the tip height. Measures have been taken to reduce ther- 
mal effects and are described in the section below. Finally, 
the third criterion is realized by making all electrical connec- 
tions to the piezo tube with fine wires that are properly se- 
cured to provide adequate strain relief. Other factors that lead 
to improved performance and reliability of this shear-force 
scheme are the use of the higher resonance modes of the tip 
and tuning the tip resonance to a featureless region of the 
shear-force piezo's response spectrum.23 By using the higher 
modes of the tip resonance an order-of-magnitude improve- 
ment in shear-force sensitivity has been achieved. With op- 
tical shear-force techniques, higher modes are more difficult 
to use due to their nodal nature. However, this is not the case 
with this scheme. In fact, the higher frequency modes gen- 
erally move the detected shear-force resonance out of the 
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lower kilohertz region where most of the piezo resonance 
frequencies reside. When the tip and piezo resonance fre- 
quencies coincide, an instability in the shear-force response 
results. The instability comes from an amplification, due to 
resonance, of any changes to the piezoelectric coefficients. 
Another way of avoiding overlap of the shear-force reso- 
nance with piezo resonance frequencies is to tune the tip 
resonance away from this region. This is done by adjusting 
the length of the fiber that extends out of the stainless steel 
hypodermic tube.23'24 We have found that after initial opti- 
mization following insertion of a new tip, no additional ad- 
justments to the shear-force scheme are needed for day-to- 
day operation. 

D. Vibration and thermal isolation 

The microscope sits on a commercially available, vibra- 
tion isolation workstation. This workstation is composed of a 
pneumatically floated, vibration damping optical breadboard 
that has a smaller breadboard mounted on it. The smaller 
breadboard is supported on rubber feet and provides an ad- 
ditional level of isolation. No other precautions are taken at 
the level of the microscope scanner to reduce or isolate vi- 
brations. The vibration isolation workstation is housed in an 
acoustic isolation chamber. The acoustic isolation chamber 
not only eliminates the effects of environmental noise, but it 
also acts as a thermal barrier to help stabilize the NSOM 
from any thermal fluctuations in the laboratory. All instru- 
mentation and light sources are housed separately from the 
microscope. 

E. Power monitor 

We have developed a passive coupler for monitoring the 
laser light coupled into the fiber pigtail of the NFO. This is 
accomplished by placing an amplified Si photodiode near a 
portion of the fiber pigtail and measuring the scattered light 
out of the fiber. This procedure allows for quick and conve- 
nient identification of laser intensity or fiber launch varia- 
tions that could otherwise complicate an NSOM image. To 
measure the low levels of scattered light out of the fiber 
cladding, a gain of 1010 V/A is required. This level of am- 
plification is provided by a simple operational amplifier cir- 
cuit. The effects of stray light are minimized by placing a 
laser-line pass filter in front of the Si detector. We have used 
this monitoring method to identify variations in laser inten- 
sity and to detect launch drift. In the NSOM images shown 
in Figs. 3(b) and 3(c), the recorded variation of laser inten- 
sity coupled into the fiber was less than 1% over the time 
course of the image. 

III. RESULTS 

Figures 3(a)-3(c) show simultaneous recordings of shear- 
force topography, NSOM transmission mode, and NSOM 
reflection mode images. These images are of a 
4.5 yU.mX4.5 /mm region of a dilute coverage of 100 nm Au 
particles on a silanized glass substrate.25 The near-field probe 
was a pulled, Al coated optical fiber26 with a physical aper- 

FIG. 3. Simultaneously recorded topographic (a), transmission intensity (b), 
and reflection intensity (c) images of a 4.5 fimX4.5 /xm region. The images 
show the topographic and optical features of 100 nm Au particles on a 
silanized glass substrate. The grayscale represents a 170 nm altitude change 
in (a), a 58.5% intensity change in (b), and an 80.5% intensity change in (c). 
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ture size of no greater than 100 nm. The physical size of the 
tip was determined by imaging a high-aspect-ratio feature on 
the surface which in turn imaged the tip structure. The light 
source was an air cooled, Ar+ ion laser operating at 488 nm 
and is fitted with an intensity stabilizer. The grayscale repre- 
sentation in Fig. 3(a) shows an altitude change of 170 nm 
from black to white. The features present in the topography 
image are assigned as being 100 nm Au spheres. As seen in 
this image, the Au spheres can be found in isolated, paired, 
and aggregated forms. The topographic features assigned as 
being the Au spheres appear larger than 100 nm in this im- 
age. This is due to the bluntness of the tapered near-field 
probe (nominal outer diameter of 270 nm), and the Au 
sphere having a comparable aspect ratio to the shear-force 
asperity. Vertical (z) resolution better than 1 nm has been 
achieved using this shear-force scheme with 3 nm asperities 
routinely imaged. An encouraging observation is the ability 
of this shear-force scheme to image isolated Au particles 
with no obvious perturbation of the particle's position. Par- 
ticle sizes as small as 15 nm have been imaged with this 
system. 

In both of the near-field optical images, intensity changes 
in the transmitted and reflected light are represented by a 
linear grayscale. The range of intensity variation in the trans- 
mission image is 58.5% while features in the reflection im- 
age represent an intensity change of 80.5%. Of note in these 
images are the intensity changes that are in near registry with 
the topographic position of the Au particles, ±40 nm from 
the topographic center of the particles. Internal structure is 
apparent in both the transmission and reflection images. Also 
apparent in the images are intensity changes that surround 
the Au particles. These features have no topographic coun- 
terparts, i.e., they do not correlate to any topographic fea- 
tures nor are they a result of topographic artifacts.27' These 
wavelike patterns have been tentatively assigned as interfer- 
ence patterns caused by coherent scattering between the par- 
ticles and the near-field probe itself. The periodicity of the 
waves, antinode to antinode, is ~ A./2 or 244 nm. Of impor- 
tance here is the fact that these wave patterns have a rela- 
tively symmetric shape and show no signs of asymmetry due 
to collection artifacts. The only break in symmetry is the 
node that passes through the peak of the sphere position and 
also bisects the waves. These features are associated with 
and affected by the polarization state of the light emanating 
from the probe. The wave and nodal features are currently a 
topic of both experimental and theoretical works and will be 
the main topic of a future publication. 

IV. CONCLUSIONS 

In this article we have described a near-field optical mi- 
croscope capable of simultaneous operation in transmission 
and reflection modes with high collection efficiency. To ac- 

complish this we have employed an ellipsoidal cavity and a 
scanner of open architecture. The scanner is compact, rigid, 
and thermally compensated, all of which make it ideal for 
this application. The scanner assembly has been used in both 
shear-force and scanning tunneling microscopy modes for tip 
height control. In both cases a high degree of stability and 
reproducibility were observed. 
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In this article, we present an experimental study on probing conducting particles buried in a 
Nix(Si02)i_j: composite with x around the percolation threshold xc by conducting atomic force 
microscopy (C-AFM). The buried conducting particles were "observed" via the electric current 
image of C-AFM at constant bias. The current from buried conducting particles originates from field 
assisted tunneling through the insulating layer. Examples of measuring the thickness of the 
insulating layer will be given. The analysis shows that it is possible to probe the buried metal 
particles as deep as several nanometers underneath the surface. By correlating the surface 
topographic and the current image, the profile of the metal-insulator interface can be measured. 
General issues on spatial resolution will also be discussed in this article. © 1998 American 
Vacuum Society. [S0734-211X(98)03704-4] 

I. INTRODUCTION 

Scanning tunneling microscopy (STM) and atomic force 
microscopy (AFM) have been widely used in profiling the 
local electronic structure and morphology with high spatial 
resolution of various surfaces. However, due to their extreme 
sensitivity to the physical properties of the topmost surface, 
e.g., the local electronic structure (band structure, density of 
states, surface states, etc.) for STM and the topography for 
AFM, it is not easy to probe the physics interests in subsur- 
face. For instance, it is quite difficult to probe a conducting 
particle buried by an insulating layer by either STM or AFM. 
The insulating layer prevents the use of STM and the normal 
AFM is chemically insensitive. In practice, "seeing" the in- 
teresting physics at subsurface, particularly at conductor- 
insulator interfaces with high resolution is very much de- 
sired, especially for the fields of materials science and 
semiconductors physics. Although there are some theoretical 
suggestions1'2 on this question, so far there are few experi- 
mental attempts. Conducting AFM, based on the principle of 
conventional AFM, with conducting tip, has been widely 
used in probing the local electric properties of various 
materials3"5 and the local dielectric strength of ultrathin in- 
sulating layers like the SiOz/Si interface.6'7 In this article we 
present a detailed experimental study of probing the metallic 
phase buried by a Si02 layer by conducting AFM. 

Granular materials consist of nanometer size metal par- 
ticles embedded in a nearly immisicible insulating medium. 
Electron transport in this kind of material occurs mainly via 
connected conducting networks (CNs), when the concentra- 
tion of metal phase exceeds the percolation threshold xc. 
When the AFM tip rasters the surface of a metal-insulator 
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''Present and permanent address: Physics Department, Nanjing University, 
Nanjing 210093, China. 

composite as shown in Fig. 1, there are several possibilities. 
For simplicity, we take the case of x>xc. At the points PI 
and P2 in Fig. 1, the tip contacts metal particles, which are 
parts of the CNs that extend to the surface, so there is current 
flow between the tip and the sample if a bias is applied. The 
electron transport should be Ohmic in this case. At the points 
like P3 and P4, the metal particles are deeply buried by a 
thick insulating layer, therefore, there is no current flow. For 
an intermediate case like the point P5, the metal particles are 
buried by a thin insulating layer, electrons can flow from the 
tip through the insulating layer by direct tunneling or 
Fowler-Nordheim emission. In the field emission range, the 
/- V characteristic in these areas is described by the follow- 
ing expression:6 

In 
V2 

c 
= lnB--, (1) 

where B = (ae2/8Trh)(m0lm*)[l/t2(E)](ß2l(ps2) and C 
= (STrß)(^2m*e/h)v(E)(s/ß)d>m, i.e., it should be linear 
in the ln(I/V2)-VV plot. In Eq. (1), II a is the current den- 
sity, s is the insulator thickness, e is the electron charge, h is 
Planck's constant, m0 is the mass of a free electron, m* is 
the effective mass of an electron in insulating layer, <p is the 
barrier of insulating layer, ß(E), t(E) and v(E) are correc- 
tion factors for the nominal electrical field E= Vis, in which 
t(E) and v(E) account for image charge lowering the barrier 
height and ß{E) is the field enhancement factor arising from 
the nonplanar geometry of the tip.6 Note a is the effective 
emission area of the electrode. In C-AFM measurement, a is 
determined by the tip conditions such as tip radius and load- 
ing force.7 From Eq. (1), the buried conductor could be "ob- 
served' ' via the current image at constant bias voltage. The 
thickness of the insulating layer could be derived from the 
slope of the ln(//V2)—1/V plot provided that the barrier <j>, 
and other parameters are known. Furthermore, if the param- 
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FIG. 1. Schematic diagram of the experimental setup and principle of mea- 
surement. The vertical black bars represent conducting particles: exposed to 
the surface (PI and P2), buried by thin Si02 layer (P5) or by thick Si02 

layer (P3 and P4), point P6 represents a metal particle exposed to surface 
but with a dielectric junction inside the sample. The I-V characteristic of 
P6 should be similar to point P5, however, they can be distinguished by 
experiment, see the text for details. The conducting network is represented 
by the horizontal black bar. 

eters like a, ß, t, cf>, v in Eq. (1) are constant, then at constant 
bias V, to the first order approximation, the current is a mea- 
sure of the thickness s underneath the tip and the current 
distribution is a measure of thickness distribution of the in- 
sulating layer. By correlating the topographic image, it is 
possible to probe the roughness of the insulator-conductor 
interface. In this article we employ C-AFM and based on the 
above concept to probe buried particles in a strongly disor- 
dered metal-insulator composite NySiC^)i-x- This system 
was chosen because it exhibits giant Hall effect (GHE) as the 
x approaches xc and the mechanism of GHE remains 
unclear.8 It has been shown that the information obtained 
from C-AFM studies is helpful to understanding the peculiar 
properties in such a percolating system. 

II. EXPERIMENT AND RESULTS 

In this article, we will focus on experimentally identifying 
buried conducting particles and measuring the thickness of 
the insulating layer above the buried conductor in the 
samples as described above. Experimentally, it is easy to 
distinguish the buried conductors from exposed conducting 
paths (type PI and P2 in Fig. 1) simply by conductance 
measurement, since buried conductors have very low con- 
ductance. However, there are also some exposed very low 
conductance CNs because of the random nature of the 
samples we used. To exclude those low conductance but ex- 
posed conducting paths, one can measure the /- V on fixed 
point of interest. Since Ohmic behavior dominates the con- 
ducting paths but Fowler-Nordheim (FN) emission of Eq. 
(1) dominates the buried conductors, we can distinguish the 
nature of conducting paths by measuring /- V. Even if /- V 
characteristic shows FN emission behavior, one can still not 
be sure that those points are buried conductors since there is 
another possibility as shown by P6 in the Fig. 1. At point P6, 
a metal particle is exposed to the surface, but there is tunnel- 
ing junction inside the sample. Therefore, both the conduc- 

tance and I-V characteristic will behave in the same way as 
a buried conductor P5. This could be examined by the effect 
of C-AFM tip induced anodization of metal particles ex- 
posed to the surface. Since the experiments were carried out 
in the ambient atmosphere, tip induced anodization of the 
metallic particles will take place. This effect is widely used 
in nanofabrication or modification on conducting surfaces by 
either STM and C-AFM.10'11 Although nickel is highly resis- 
tant to oxidation, however, in our experience, C-AFM tip 
induced anodization still took place, which was evidenced by 
the fact that the current decreases gradually when surface 
was continually scanned over the same area at fixed bias. We 
found that the oxidation effect was stronger at higher bias 
(>2 V). The nickel oxide layer grew with repeated scanning. 
In this case, one had to confirm that the tip conditions were 
unchanged. In this way, one can distinguish the type P5 and 
P6 since the P5 is protected from anodization by the thin 
insulating layer. Therefore the current will not decrease with 
repeated scanning. Although the growth of an unknown layer 
on Si02 under C-AFM operation was reported,6 it was not a 
severe problem in this study. In the data shown below all the 
above mentioned effects have been taken into account ensur- 
ing that we are studying the buried conductors. 

The conducting AFM used in our experiments was con- 
structed by modifying a commercial Nanoscope III AFM 
(Digital Instruments, Inc.) working in contact force mode 
with a homemade preamplifier and a bias unit with maxi- 
mum voltage ±13 V. Surface topographic and current image 
were acquired via different data channels simultaneously. 
The noise of the preamplifier and the bias unit is below ±1.5 
pA and 0.1 mV, respectively. The offset current of preamp- 
lifier is around 10 pA determined on pure Si02. The C-AFM 
worked at constant force and constant bias mode and the 
maximum current range is ±10 nA. Commercial Si3N4 can- 
tilevers coated with a Cr (10 nm) plus a Gold layer of about 
100 nm were used. There were no significant changes of the 
tip conductivity even after more than 50 images. The sample 
used in this study was a 1 /tm thick co-sputtered 
Nix(Si02)i-x thin film on Si substrate with x around xc, 
where xc«=0.53, is the percolation threshold confirmed by 
either conventional resistivity measurements8 or quantitative 
C-AFM measurements.9 The details of sample preparation 
can be found elsewhere.8 The C-AFM experiments were car- 
ried out in the ambient atmosphere. In the current image data 
channel, both real time and offline "planefit" (an option of 
data processing provided by Nanoscope III software) was 
turned off in order to avoid any artifacts induced by software 
processing and therefore, all the current data shown below 
are absolute values. 

Figure 2 shows a typical current image for x = 0.532, 
which is just around the percolation threshold, at a constant 
bias of 14.5 mV. The visible spikes in the current image 
correspond to conducting paths (CPs) formed inside the 
sample of the type PI and P2 in Fig. 1. At constant bias, the 
higher the current, the more conductive the paths. As shown 
by the image, the typical current of the conducting paths is 
0.3-1.2 nA, which gives a typical conductance of 2.0-8.3 

J. Vac. Sei. Technol. B, Vol. 16, No. 4, Jul/Aug 1998 



1955 Luo et al.\ Probing conducting particles buried in a Ni^SfOj),., composite 1955 

FIG. 2. Electrical current image at a bias of 14.5 mV on a Ni/SiOj),.^ 
sample with x=0.532. The current spike corresponding to conducting paths 
(type PI and P2 in Fig. 1). The scan area is 1 /an XI /*m and the vertical 
scale is 4 nA. 

X 10~8 Ü"1 with some distribution. These conducting paths 
exhibit fairly good Ohmic behavior in terms of either single 
path or averaged over all the paths.9 Moreover, it has been 
proved that the conductance distribution is independent on 
the bias applied.9 Between these conducting paths, there are 
insulating areas characterized by a uniform offset current 
background of 10 pA. Zooming in such insulating areas and 
at much higher bias the insulating area becomes conductive 
as shown in Figs. 3(a) and 3(b), which were obtained at 
biases of 5.5 and 6.6 V, respectively. The high current point 
in Figs. 3(a) and 3(b) corresponds to the same CP, which is 
saturated at such high bias voltage since the current range of 
our setup is limited to 10 nA. The points near the conducting 
path, which have a typical current of about 22 and 310 pA, 
respectively, are interpreted äs corresponding to buried metal 
particles based on the following considerations. First, at 
those    points,    effective    conductance    is    about    4.0 
XIO"12!!"1 and 47X10"12frI at V=5.5V and 6.6 V, 
respectively, which is nearly four orders of magnitude lower 
than that of the CPs as shown in Fig. 2. On the other hand, if 
those points are from ' low conductance'' conducting paths, 
they should obey Ohm's law. However, the above estimation 
indicates that the conductance depends strongly on the bias. 
In order to identify the buried metal particles more quantita- 
tively, another suspected buried metal particle was chosen as 
shown in Fig. 4. The image was obtained at a bias of 7.0 V. 
Like the case of Fig. 3, the high current point in Fig. 4 
corresponds to a CP. In order to measure the local 7- V plot 
on the suspected locations, the tip was located on the center 
of the Fig. 4. With our setup it is possible to measure the 
local I-V by ramping the voltage, however, the capacity 
spike, which was induced by the AC coupling between tip 
and sample, makes the data unreliable, which was also ob- 
served by O'Shea et dl.6 To avoid this, we measured the 
local I- V by manually changing the voltage and reading the 

FIG. 3. Electrical current image in a nonconductive area in Fig. 2. The high 
current point corresponds to a conducting path, which is saturated at such a 
high bias. The small spikes are from buried metal particles. The imaging 
bias is 5.5 V (a) and 6.6 V (b). The scan area is 102 nmX102 nm and the 
vertical scale 1 nA. 

current from the current data channel. During this measure- 
ment, the feedback of AFM was turned on to maintain the tip 
and sample in contact. Before and after this measurement, 
current images at 7.0 V were acquired in the same area and 
no changes were observed, indicating that the measurement 
did not change or modify the sample. Therefore, the growth 
of an unknown layer or tip induced anodization, or the break- 
down of Si02 layer, or tip damage did not occur. After sub- 
tracting the offset current the I- V plot is shown by the inset 
in Fig. 5. Below 5 volts, the current could be hardly mea- 
sured and above that, the current increases rapidly with volt- 
age. The ln(//V2)- l/V plot as illustrated by Fig. 5 indicates a 
good agreement with theory. The thickness of the insulating 
layer s can be obtained by the slope of Fig. 5 if the param- 
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FIG. 4. Electrical current (a) and topography image (b) in one of the non- 
conductive areas in Fig. 2. The imaging bias is 7.0 V. The current peak in 
the center corresponds to buried metal particles and high current point rep- 
resents conducting path. The lateral separation of A and B is 15 nm and the 
current is 330 and 40 pA, respectively. The height difference measured from 
topography image is about 0.2 nm. The scan area is 105 nmXl05 nm. The 
vertical scale in (a) is 1 nA and in (b) is 10 nm. 

eters of <f>, ß t(E), v(E) are known. As an estimation, taking 
ß=l, t(E) = 1.013, m* = 0A2m0 in Si02, and v(E) 
= 0.925,6 the average barrier height of Au/Si02/Ni is un- 
known, we take the value of Au/Si02/Si for reference, which 
is 4.2-5.4 eV,6 the least square fit gives s = 2.S and 1.9 nm, 
respectively. On the other hand, the effective emission area a 
of the tip is related to constant B in Eq. (1). Taking 5 from 
the above fit, one obtains a = 51 and 85 nm2 for (£=5.4 and 
4.2 eV, respectively. As discussed by Ruskell et al.,7 the 
effective area of emission a equals the effective contact area 
of tip and sample, i.e., a=ac=Trr2

c. Here rc is the contact 
radius, which is given by r3

c = 3/4(kl + k2)FRtiv, where F, 

FIG. 5. Ln(7/V2) vs 1/V, showing Nordheim-Fowler emission behavior. 
Inset: correspond I-V plot. In those two plots, the units of voltage and 
current are volts and pA, respectively. 

Rti are the force applied and the tip radius, respectively, kt is 
related to the elastic properties of tip and sample materials 
via (1 - v2)/£;, where vt and Et (i = 1,2) are the Poisson's 
ratio and Young's moduli of gold tip and Si02 layer. In our 
experiment, the loading force was about 100-200 nN and the 
original Si3N4 tip has a radius of about 25 nm, if we assume 
that the tip radius increases to 50 nm after gold coating, then 
the contact area is about 43-68 nm2 from the above estima- 
tion, which agrees well with the experimental results. 

It has been shown that from the I-V measurement at a 
fixed point it is possible to quantitatively determine the 
thickness of the insulating layer. On the other hand, a current 
image at constant bias provides information of the distribu- 
tion of insulating layer. If the variation of insulating layer 
thickness is small, Eq^ (1) can be approximated and rewritten 
as: I/a = B'(V2/S2Jexp[-C'(s/V)l where 5av is the average 
thickness of the insulating layer. In this approximation, the 
current image at constant bias is similar to STM, I(r) 
aexp[-s(r)/£] or the exponential approximation.1 Therefore, 
to the first order of approximation, the current image is a 
map of thickness s(r) through ln[/(r)]. In Fig. 4(a) the two 
points A and B, which are laterally 15 nm apart, have a 
current 330 and 40 pA, respectively. Point A is the point that 
the above I-V analysis applied, so that 5(A) = 2.8 nm or 1.9 
nm depending on the barrier height. If all parameters in Eq. 
(1) are the same for points A and B (position independent), 
then s(5)«5.8 or 4.0 nm from the above exponential ap- 
proximation. In general, the thickness of the insulating layer 
is expressed by s(r) = H(r)-h(r), where H and h are the 
profile of surface and inner interface as shown by Fig. 6. In 
C-AFM setup, the surface profile H could be obtained simul- 
taneously as the current image. Combining the two images, 
the interface profile is given by h(r) = H{r)-s{r). Mea- 
sured from the topographic image as shown in Fig. 4(b), the 
height difference ff(A)-ff(B)«0.2nm, which gives h{A) 
-h(B)<=*3.2 or 2.3 nm. Therefore, one is able to determine 
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surface 

FIG. 6. Relation of surface H(r), interface h(r) and thickness of insulating 
layer s(r). Because of the complexity of the electrical field, the electron 
tunneling path is not necessarily the path just beneath the tip (dashed line), 
but the most probable tunneling path (dotted line). If the two paths are not 
the same, then a lateral shift of the object and image will occur. 

the separation of two metal particles in both lateral and ver- 
tical directions. 

III. DISCUSSION 

It has been demonstrated that C-AFM is a suitable method 
to probe buried metal particles either qualitatively (image) or 
quantitatively to determine the thickness of the insulating 
layer. Experimentally, reliable /- V measurement is a crucial 
factor for quantitative analysis. Many factors, such as change 
of the effective contact area, change of tip conductance, 
growth of unknown layer which in fact increases the insulat- 
ing layer thickness, drift of sample and break down of the 
oxide layer, make the measured data unreliable. For the data 
presented in Fig. 5, they are the average value of two mea- 
surements, i.e., voltage increasing and decreasing, the data 
are reproducible with very small error. Before and after the 
/- V measurements, the current images are also almost un- 
changed, indicating that all these factors are negligible. De- 
termination of thickness s with high accuracy demands de- 
tailed knowledge of all the parameters in Eq. (1), especially 
the barrier height. Due to the randomness of the sample in 
this study, the electrical field in the Si02 layer is more com- 
plicated than planar interface system like Si02/Si.6'7 This 
has two main impacts on the above analysis; (1) parameters 
ß, t(E) and v(E) in Eq. (1) could be different from those of 
a planar interface or even, they might be position dependent, 
(2) the thickness s is not necessarily the perpendicular dis- 
tance between tip and metal particle since electron tunneling 
depends on the field distribution in Si02. Tunneling could 
occur via the most probable tunneling paths as discussed in 
Refs. 1 and 2 and shown by the dotted line in Fig. 6. It is 
straightforward that these considerations will affect the pre- 
cise location of the metal particles and the spatial resolution 
in both vertical and lateral directions. In this respect, more 
systematic studies are needed. Therefore, the results of s are 
only for reference. 

We have proposed that the electrical current image maps 
thickness. This can be extended to more general cases. This 
interpretation is only meaningful provided that (1) the pa- 
rameters in Eq. (1) are position independent, (2) the contact 
area ac keeps constant during scanning. The lateral resolu- 
tion depends mainly on the effective contact area and also on 

the vertical separation of the metal particles. This depen- 
dence can be demonstrated as follows. Let's take the Fig. 3 
as an example. We presume that buried particles, which cor- 
respond to small current spikes in Fig. 3, have a similar s, 
since the current at all points is nearly the same and has a 
similar behavior with bias. It is certain that between those 
particles there are other deeply buried particles because of 
randomness of the sample. There is no current at this imag- 
ing bias since the field is too small for those deeply buried 
ones for field emission to occur. Increasing the bias makes 
the deeply buried particles visible in the current image, how- 
ever, the current at the shallow buried particles increases and 
result in a diffuse current image, which lowers the lateral 
resolution. Even more, break down may occur in the insulat- 
ing layers on the shallow buried particles. Therefore, when 
the lateral resolution is considered, it should be noted that it 
depends on s. If two particles have nearly the same s as 
shown in Fig. 3, a lateral resolution smaller than 8 nm can be 
reached. 

IV. SUMMARY 

It has been shown for the first time that metal particles 
buried by an insulating layer can be probed via the C-AFM's 
current image, which originates from field assisted emission. 
The thickness of the insulating layer (how deep a metal par- 
ticle is buried), can be quantitatively measured by analyzing 
the local /- V characteristic according to the FN emission 
theory. By comparing the current at different locations, the 
lateral and the vertical separation among an ensemble can be 
obtained. In this study, a lateral resolution smaller than 8 nm 
has been obtained. 
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Microroughness of polymer thin films studied by total-reflection x-ray 
fluorescence and atomic force microscopy 

Gaithersburg, Maryland 20899 
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The surface roughness of polymer thin films supported on nickel-coated silicon substrates was 
analyzed by angle dependent total-reflection x-ray fluorescence (TXRF) in conjunction with atom. 
SHo y (AFM). For highly rubbed polystyrene (PS) surfaces (500 or, rubbmg length^ a 
load of 2 g/cm2 over a velour cloth) displaying sharp grooves and ridges, the TXRF showed no 
Zt^JZn^ while the AFM results revealed an anisctropic 6.08 nm root-mean-squ r 
Sness with an average peak-to-peak distance of 170 nm. These results were compared to the 
soCrgilly varyingLusoid'al surface roughness of phase-separated ^^^ 

meflTyl eiher) blend thin films. The AFM results were very similar to the results from the rubbed PS 
7 ems of  oot-mean-square roughness and average peak-to-peak distance; however, the TXRF 
esurrev a ed enhanced nickel fluorescence at incident angles smaller than the polymer cnttcal 
ngt for^ eflectLn. This discrepancy highlights some of the qualitative differences m surface 

"ptgraphy between rubbed and phase-separated polymer thin ^.^^ÄlSS^ 
angle-dependent TXRF to study thin film roughness and plananty. [S0734-211X(98) 10304 9J 

I. INTRODUCTION 

Thin-film smoothness and planarity is of central impor- 
tance to many aspects of modern electronics. For example, 
the rubbing of polymer thin-film surfaces to create micro- 
scopic grooves is commonly used to create an alignment 
template    for    liquid    crystals    in    flat    panel    display 
applications.1'2 Extensive work has been conducted to deter- 
mine the molecular-level reorganization that results from 
rubbing, particularly of polyimides.3'7 The surface topology 
has been studied by atomic force microscopy (AFM) and, 
not unexpectedly, many microscopic grooves and ridges par- 
allel to the rubbing direction were observed.8'9 However, 
since the tip of a typical AFM stylus has a radius of about 20 
to 40 nm, any surface features with lateral dimensions on the 
order of this size will be significantly broadened. With re- 
spect to possible liquid crystal alignment mechanisms, these 
lateral dimensions and the sharpness of the grooves and 
ridges on the rubbed surface are critical to the proper perfor- 
mance of the display. Since the AFM-observed lateral spac- 
ing is on the order of 100-200 nm, the finite radius of the 
stylus tip significantly contributes to broadening of these fea- 
tures. For example, with a 40 nm radius AFM tip, a surface 
with sharp parallel ridges 80 nm apart will yield an image 
that appears to be a smooth sinusoidal surface even if these 
ridges are idealized as spikes the lateral dimension of which 
is infinitesimally small. 

The effect of surface roughness on angle-dependent total- 
reflection x-ray fluorescence (TXRF) has been considered 
both experimentally10'11 and theoretically12 for the fluores- 
cent species directly resident on the rough surface. However, 
the case of a thin film with a given surface roughness on top 
of a smooth buried layer made up of the fluorescent element 

''Electronic mail: william.wallace@nist.gov 

has not been fully explored. This situation is shown in Fig. 1. 
The angle-dependent total-reflection x-ray fluorescence in 
this case should be a sensitive measure of smoothly varying 
thin-film roughness and a novel way to characterize rapidly 
the planarity of thin films. This could be especially useful for 
studying dielectric penalization over metal topography in 

microelectronics applications. 
For a smooth thin-film surface, analyzed by means of a 

well-collimated incident x-ray beam, the fluorescence inten- 
sity is zero if the x-ray penetration depth is less than the film 
thickness. At a grazing incident angle below the critical 
angle for total reflection, the penetration depth is typically 
limited to a few nanometers depending on the x-ray index of 
refraction of the thin-film material. (Recall that the real part 
of the x-ray index of refraction is less than unity for most 
materials.) In this case only a negligible fluorescence signal 
can be measured for films thicker than the evanescent wave 
penetration depth, typically 10 nm. At the critical angle for 
reflection and above, the penetration depth goes to infinity 
(absent effects of x-ray absorption) leading to a steep rise in 
observed fluorescence. Such a sharp increase in the buried- 
layer fluorescence near the critical angle gets damped out if 
the thin-film surface is rough. This is because on a rough 
surface the local incident angle can vary significantly from 
the macroscopic incident angle. The sharp transition between 
the not observing fluorescence and observing fluorescence at 
the critical angle can disappear completely for very rough 
surfaces. This increase in fluorescence at grazing angles is 
expected to depend strongly on the lateral dimensions of the 
roughness of the thin-film surface. For example, on surfaces 
with sharp spike-like ridges the change in TXRF intensity 
from the substrate is expected to be minimal since only the 
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FIG. 1. Schematic diagram of the sample configuration along with the beam 
paths for the specular reflection of the incident beam and the fluorescence of 
the nickel buried layer. The incident beam angle is given as 0;, while the 
specularly reflected beam angle is given as 8r. The fluorescence is mea- 
sured normal to the sample surface. 

area under the bottoms of the ridges will be penetrated by the 
incoming x-ray beam at grazing angles less than the macro- 
scopic critical value. For a sinusoidal surface, on the other 
hand, a significant fraction of the surface area will have a 
local incident angle that is greater than the critical angle, and 
therefore will permit the penetration of the incident x-ray 
beam. This, in turn, will give rise to fluorescence at incident 
angles below the macroscopic critical angle. It is the objec- 
tive of this work to demonstrate that angle-dependent TXRF 
can provide roughness information that is quite different 
from that provided by AFM. 

II. EXPERIMENT 

Buried-layer substrates for the polymer thin films were 
prepared by first sputtering films of 1000 nm thick metallic 
nickel, which served as the fluorescent tag, onto polished 
silicon single-crystal wafers. The polystyrene (PS) films 
were made by spin coating at a spin speed of 1000 rpm using 
a polystyrene with a relative molecular mass of 200 000 g/ 
mol prepared in a toluene solution having a mass fraction of 
0.04 polymer. The resultant films were on the order of 500 
nm thick. The rubbing of these polystyrene films was con- 
ducted at a load of 2 g/cm2 at a speed of 1 cm/s over an 
acetate/rayon velour cloth. A rubbing distance up to 500 cm 
was applied to each sample with examination of the evolu- 
tion of the surface roughness at various intermediate dis- 
tances. Polymer thin films with sinusoidally varying surface 
roughness were prepared using a phase-separated blend of 
polystyrene and poly (vinyl methyl ether) (PS/PVME). The 
PS/PVME blend thin films were prepared in the same fash- 
ion as the single-component polystyrene films. The polysty- 
rene for the blend work had a relative molecular mass of 
220 000 g/mol and a polydispersity of 1.02. The PVME was 
synthesized via anionic polymerization and had a relative 
molecular mass of 345 000 g/mol and a polydispersity of 
1.45. A molar ratio of 3/7 was used to make the PS/PVME 
blend. This blend is rather unstable in thin-film form,13 con- 
sequently phase separation proceeds readily upon heating. 
The blends were annealed at 150 °C in vacuum for various 
times to create thin-film surfaces with varying degrees of 
sinusoidal roughness. 
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FIG. 2. Specular reflectivity from the polystyrene thin films in the as-cast 
condition and at three rubbing lengths. The curves are offset vertically for 
clarity. The minimum at 0.154° is the critical angle for polystyrene and that 
at 0.41° is the critical angle for the nickel buried layer. 

The specular reflectivity and the angle-dependent TXRF 
measurements were conducted in a theta-theta configuration 
with a copper x-ray tube. Slits were used to define the inci- 
dent and reflected x-ray beams. The incident beam had a 
divergence of 0.067°. No incident-beam monochromator was 
available on the instrument used. For this reason, the copper 
x-ray tube was operated at a relatively low accelerating volt- 
age of 9 kV. The copper Kß transition, with an energy of 
8.90 keV, was used to excited the nickel fluorescence. The 
nickel absorption edge, at 8.3 keV, lies between the copper 
Ka energy (8.04 keV) and the copper Kß energy. Thus, by 
judicious selection of the x-ray tube voltage and the under- 
lying fluorescence layer element the experiments could be 
performed without a monochromator. Addition of a mono- 
chromator to the incident beam would markedly improve the 
resolution of the TXRF measurements. The fluorescence was 
measured with a second energy-dispersive detector placed 
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FIG. 3. Angle-dependent total-reflection x-ray fluorescence from the nickel 
buried layer for the same rubbed polystyrene samples as shown in Fig. 2. 
For comparison, fluorescence from the bare nickel layer is also shown. Note 
that there is no change in shape among the rubbed polystyrene curves. The 
uncertainty is based on Poisson counting statistics and is only significant in 
the low-count region where it is shown for a few typical points. 
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FIG. 4. Noncontact-mode atomic force microscope image of the polystyrene film after 500 cm of rubbing. The anisotropic nature of the roughness is due to 
the fact that the rubbing was performed in only one direction. The scanned region is 10 /anXlO /mi with a vertical scale 21 nm. 

directly above the illuminated area at a distance of 5 mm. 
The energy window was set at 7.47 keV, that of the nickel 
Ka line and had a window width of 500 eV. Scatter of the 
incident copper Ka into the fluorescence detector was found 
to be minimal. 

The specularly reflected beam was monitored via an 
energy-dispersive detector with its energy window set at 8.04 
keV, that of the copper Ka line. The width of this window 
was 200 eV. The use of an energy-dispersive detector to 
measure the specular reflectivity means that a monochro- 
mator was not needed for these measurements either. 

The atomic force microscope was operated in a noncon- 
tact mode with a scanning speed of 10 /an/s over an area of 
about (10X10) /im. Rescan of the same area revealed no 
difference in image indicating that this scanning scheme did 
not introduce any measurable artifacts onto the polymer thin- 
film surfaces. 

III. RESULTS AND DISCUSSION 

The specular reflectivity of the incident x-ray beam near 
the critical edge of the PS film is shown in Fig. 2 with the 
curves offset vertically for clarity. Data for samples sub- 
jected to three different rubbing distances, 100, 200, and 500 
cm, are presented along with data from the unrubbed surface. 
The reflectivity was performed normal to the rubbing direc- 

tion and did not show any discernible change upon rubbing. 
The uncertainty for this experiment, and the angle-dependent 
total-reflection x-ray fluorescence, is derived from Poisson 
counting statistics and is given by the square root of the total 
number of counts. In most cases this is much smaller than 
the symbols plotted in the figures. In a few of the low-count 
regions of the TXRF curves the uncertainty is somewhat 
larger and is indicated on those figures. The cusp near the 
grazing incident angle of 0.154° corresponds to the critical 
angle for reflection of the PS films; the sharp fall off at 0.41° 
is the critical angle for nickel. No difference was found be- 
tween the reflectivity data collected with the incident beam 
parallel or perpendicular to the rubbing direction, at least in 
the angular range studied. The angle-dependent total- 
reflection x-ray fluorescence results were also collected with 
the beam perpendicular to the rubbing direction in order to 
maximize the deviation between the local incident angles 
and the macroscopic incident angle. These fluorescence re- 
sults are presented in Fig. 3 together with the fluorescence 
data from the bare nickel surface. Again rubbing did not 
result in any systematic changes in the angle-dependent 
TXRF results. That is, all of the curves have essentially the 
same shape with only a very slight increase in fluorescence 
intensity below the critical angle for polystyrene. (The lateral 
shift in the curves is due to a slight sample misalignment 
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FIG. 5. Noncontact-mode atomic force microscope image of the phase-separated polystyrene/poly(vinyl methyl ether) blend film after 0.5 h annealing at 
150 °C. The isotropic roughness is typical for phase-separated thin-film blends. The scanned region is 10 /jxaX 10 fim with a vertical scale of 25.35 nm. 

incurred by removing the sample from the reflectometer to 
perform the rubbing. This will not affect the shape of the 
curves.) The dramatic increase of the nickel fluorescence in- 
tensity at 0.154° coincides with the critical angle for PS. 
Conversely, fluorescence intensity from the bare nickel sur- 
face exhibits a gradual increase with increasing grazing inci- 
dent angle. (Note that this bare nickel surface itself had a 
root-mean-square roughness of about 10 nm which is why its 
fluorescence intensity increases gradually and not abruptly.) 
Since the critical angle of nickel for copper Ka x rays is 
0.41°, then over the incident angles studied by TXRF, 0.1° to 
0.25°, the fluorescence intensity is expected to increase only 
very slightly due to increasing penetration of the evanescent 
wave into the nickel film below the nickel critical angle. A 
somewhat greater increase than expected is observed due to 
the change in the size of the incident beam footprint which 
decreases as the incident angle increases. In particular, the 
fluorescence detector window is only 2.5 mm square but at 
low incident angle, for example, 0.1°, the footprint of the 
incident beam 29 mm and decreases to 11 mm at 0.25°. 
Thus, the change in incident beam footprint leads to a 
gradual rise in the fluorescence signal. Neither the specular 
reflection nor angle-dependent TXRF data was corrected for 
this effect. 

The AFM results from the rubbed PS film with 500 cm 
rubbing distance is given in Fig. 4. The roughness is aniso- 

tropic since the rubbing was performed in one direction only. 
Line profile analysis of this surface in a direction perpen- 
dicular to rubbing yielded a root-mean-square (rms) rough- 
ness of 6.08 nm, a marked increase from 1.37 nm of the PS 
surface prior to rubbing. The average peak-to-peak distance 
was 170 nm and the average peak angle was 1.78°. For the 
unrubbed surface, the peak spacing was 80 nm with an av- 
erage peak angle of only 0.39°. This clearly demonstrates 
that rubbing leads to a noticeable increase in film roughness 
even though the specular reflectivity and the TXRF failed to 
discern the difference between the unrubbed and the rubbed 
surface. This discrepancy between the TXRF and AFM re- 
sults seems to indicate that AFM is more sensitive than 
TXRF in detecting this type of the roughness on a rubbed PS 
surface. That is, if the PS roughness consists of sharp 
grooves and hills, while the majority of the surface remains 
unaltered, the TXRF does not detect any significant changes. 
Conversely, for rough surfaces with gradual slope, TXRF 
should detect differences. To test this conjecture a surface 
with gradual type of roughness was examined by both AFM 
and TXRF. 

An atomic force microscope image of the PS/PVME sur- 
face after 0.5 h annealing at 150 °C is shown in Fig. 5. As 
expected, annealing resulted in a pronounced increase in the 
surface roughness. The roughness here is isotropic as ex- 
pected from random nucleation in a phase-separated thin 
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FIG. 6. Angle-dependent total-reflection x-ray fluorescence from the nickel 
buried layer for the phase-separated polystyrene/poly(vinyl methyl ether) 
blend films. For comparison, fluorescence from the bare nickel layer is also 
shown. Note the change in shape of the curves as a function of annealing 
time. The uncertainty is based on Poisson counting statistics and is only 
significant in the low-count region where it is shown for a few typical 

points. 

film.14'15 The results from line analysis indicate that the mis 
roughness increased from 3.39 to 6.43 nm. The average 
peak-to-peak distance was 290 nm with an average peak 
angle of 1.06°. These surface roughness parameters are not 
markedly different from the 500 cm rubbed PS surface ex- 
cept in the peak spacing: the rubbed surface has more tightly 
spaced roughness than the annealed PS/PVME. Further an- 
nealing to 1.5 h total time resulted in an increase of rough- 
ness to 22.9 nm. 

The TXRF results of the PS/PVME surfaces are given in 
Fig. 6 for the as-cast sample and after annealing times of 0.5 
and 1.5 h together with the data from the bare nickel surface 
as the fluorescence intensity reference. Annealing has a defi- 
nite effect on the TXRF intensity in an angular region below 
the critical angle of the polymer film. The fluorescence in- 
tensity increases with annealing time and is consistent with 
the AFM results. At higher angles of incidence, the fluores- 
cence intensity follows that of the bare nickel because the 
absorption of x rays by the thin polymer coating is negli- 
gible. 

It should be noted that the electron density of PVME and 
PS are about the same. Consequently, the multiple phase 
nature of these phase-separated thin films has no effect on 
the reflection of the x-ray beam. The phase-separated film 
acts as a single phase material with a rough surface topology. 
It should also be noted that the TXRF result of Fig. 3 from 
the rubbed PS series seems to be different from that of the 
PS/PVME film even in the unannealed condition shown in 
Fig. 6. A sharp rise of the fluorescence intensity occurs near 
the polymer critical angle for the rubbed PS films whereas a 
more rounded transition occurs in the unannealed PS/PVME 
sample. According to the AFM results, the roughness of the 
unrubbed PS was 1.37 nm while that for the unannealed 
PVME/PS film was 3.39 nm. The high initial roughness of 
the PS/PVME surface is likely a result of some minor phase 

separation occurring during the sample preparation stage. 
The above observations demonstrate the sensitivity of TXRF 
for detecting surface roughness of the type exemplified by 
the PS/PVME blend. Since the surface topology of phase- 
separated blends is controlled by the surface tension,1 it is 
reasonable to expect that the roughness is the type with 
smooth and gradual slopes. As to the nature of the surface 
roughness of rubbed PS, the fact that TXRF data from se- 
verely rubbed samples still exhibited a sharp transition near 
the polymer critical angle, almost identical to that of surface 
prior to rubbing, suggests a different type of roughness. One 
with sharp spikes and narrow and steep grooves is consistent 
with the TXRF and AFM results. 

These results also bear on the interpretation of grazing- 
incidence x-ray diffraction as applied to probe the surface 
chain orientation of rubbed polyimide.3 By comparing the 
diffraction patterns with the incident beam parallel and per- 
pendicular to the rubbing direction while keeping the inci- 
dent beam at a constant grazing angle below the polyimide 
critical angle, information regarding chain orientation was 
obtained. One concern of the above measuring technique is 
the penetration depth of the x rays at these two incident beam 
orientations. With the incident beam perpendicular to the 
rubbing direction, the local incident angle in many locations 
may exceed the experimental incident angle. If so, one ex- 
pects that the x-ray beam will penetrate to a greater depth 
than expected, hence the diffraction pattern originates from a 
deeper surface layer than that with an incident beam parallel 
to the rubbing direction. If this were true the diffraction re- 
sults would be ambiguous since the diffraction volume 
would be different in each case. Now this concern can be 
removed since the angle-dependent TXRF results indicated, 
at least for polystyrene films, that rubbing did not result in a 
surface topography that will significantly enhance the x-ray 
penetration through the films. 

IV. CONCLUSIONS 

Angle-dependent total-reflection x-ray fluorescence, in 
conjunction with atomic force microscopy, was used to study 
the surface roughness of polymer thin films deposited onto 
nickel-coated silicon wafers. Velour-rubbed polystyrene pro- 
duced a type of roughness characterized by sharp parallel 
ridges on an otherwise unadulterated surface which was de- 
tectable by AFM but was not readily apparent in the TXRF 
spectra. However, for phase-separated polystyrene/poly (vi- 
nyl methyl ether) thin films, the roughness of which con- 
sisted of continuously varying sinusoidal hills and valleys 
and for which the calculated AFM roughness was very simi- 
lar to that for the rubbed polystyrene, the TXRF results were 
very different. These results demonstrate how angle- 
dependent TXRF may be useful as a probe of thin film 
roughness and, for example, may be useful in measuring the 
ability of dielectric films to planarize underlying metal to- 
pography. 
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The emerging of a single dislocation at a surface creates a step with a height equal to the Burgers 
vector component normal to the surface. By coupling an atomic force microscope with a tensile 
tester, the fine slip line structure can be analyzed. This equipment is particularly suitable to follow 
the course of plastic flow from the emergence of the first few dislocations from bulk crystal to the 
stages of work hardening. The motivations, instrumentation and results on LiF single crystal are 
described.   © 1998 American Vacuum Society. [S0734-211X(98)09504-3] 

* 

I. INTRODUCTION 

Observation of the surfaces of materials after or during 
deformation has always been an important and interesting 
way to study plasticity. The discovery of slip lines on de- 
formed single crystals in the 1930s,1 is thus at the origin of 
plastic theories based on slip systems and the dislocation 
concept.2"4 Transmission electron microscopy (TEM) is used 
extensively to determine both dislocation Burgers vectors 
and slip planes. Nevertheless, surface observation is always 
used since it remains the simplest method to determine the 
active slip planes in a given material. 

Among the recent techniques to analyze the fine slip line 
structure one can note the kinetic observation method by 
optical microscope proposed by Neuhauser and 
co-workers5"7 and more recently the development of tensile 
testing inside a scanning electron microscope. ~ However, 
these techniques do not have sufficient resolution to follow 
the emergence of single dislocations characterized by forma- 
tion at the surface of low-height steps. 

This kind of experiment may be successfully carried out 
taking advantage of the atomic-scale resolution offered by 
the scanning probe microscopy.11"14 Moreover, it was clear 
that the development of an experimental system allowing in 
situ surface observations during deformation would be a real 
advantage for plastic deformation studies. Few attempts have 
thus been undertaken with bending measurements performed 
both in scanning tunneling microscopy and atomic force mi- 
croscopy (AFM).15'16 

In this article an apparatus is described which consists of 
a tensile tester coupled to an atomic force microscope. De- 
tails of stress/strain measurements are given obtained on LiF 
single crystals. 

II. EXPERIMENTAL APPARATUS 

The apparatus developed is shown in Fig. 1. The system 
operates in air at room temperature and is composed of a 
stand alone AFM (SAAFM) connected to a tensile tester. 

The choice of the compression test depends on the 
Schmid factor of the primary slip system which increases to 
the detriment of nonactivated systems,17 so that the compres- 

*No proof corrections received from author prior to publication. 
a)Electronic mail: Christophe.Coupeau@Imp.univ-poitiers.fr 

sion test is a stable configuration. Moreover, specific speci- 
mens with well-defined characteristics are not needed and 
this is of distinct interest. The specimen is deformed by two 
piezoelectric translators (PZT) in a symmetrical configura- 
tion (No. 5 in Fig. 1), which introduces minimal mechanical 
vibrations into the system and limits the sample shift under 
the scanning tip. Each translator is able to extend up to 60 
jttm in length by minimum increments of 6 nm and can sup- 
port 30 kN in force. 

Two linear slide bars (No. 11) have been installed to in- 
sure perfect alignment of the applied stress. This is deter- 
mined by a load cell (No. 4) included behind one of the two 
PZT at the extremity of the system. It is assumed there is no 
friction between the parts. All the parts of the device are held 
rigidly in an Invar tube (near zero thermal expansion coeffi- 
cient). This apparatus is supported by a pneumatic isolation 
system to reduce as much as possible transmission of exter- 
nal vibrations. A LAB VIEW program is used with an addi- 
tional computer to control the compression machine entirely. 

The expansion of a PZT is not proportional to the electric 
field strength. At a given voltage the expansion of the trans- 
lator depends on whether it has been operated previously at 
higher or lower voltage. Figure 2 shows the theoretical elon- 
gation (or applied ramp voltage) and the real expansion of 
the PZT. In a voltage/expansion graph this nonlinear behav- 
ior is characterized by a hysteresis curve. 

Furthermore, if the operating voltage on a PZT is 
changed, a slow drift can be observed after the actual expan- 
sion in the same direction. This drift is closely associated 
with the hysteresis behavior and is caused by a follow-up 
polarization of the ceramic. It is very small and decreases 
logarithmically in time so that a certain percentage of the 
path is moved every time cycle. The drift is about 1% of the 
distance traveled per time decade and is only noticeable in 
practice in the first few seconds after the positioning process. 

A piezotranslator, just like any other solid, is an elastic 
body with a given stiffness. If a force acts on it, then it will 
be compressed by a certain amount A.LR. In this case, the 
force acting on the translator is dependent on the path; the 
positioning element is pressed against a spring Cs, which is 
the sample one. The more rigid the constraint is, i.e., the 
greater the spring constant, the smaller the path covered by 
the PZT operating at maximum field strength (Fig. 3). A part 
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(1) Stand Alone AFM 
(2) End walls 
(4) Load cell 
(5) Fiezo-translators 
(6) Rough approach system 
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(7) Sample 
(8) Translation stage 
(9) Optical fibers 
(10) Micrometer screws 
(11) Linear slide bars 

FIG. 1. Experimental apparatus cross sections. 

of the expansion generated by the piezoeffect is lost in the 
compression due to the elasticity of the element. 

All these factors show that it is not possible to determine 
accurately the strain from the voltage applied on the transla- 
tors. 

Consequently, an additional system has been included 
(Nos. 9 and 10 in Fig. 1). This system consists of two groups 
of optical fibers bundled together. This allows the determi- 
nation of the movement of the sample edges at the contact 
surfaces with each piezotranslator. The working principle is 
based on the ratio intensity between the light emitted by one 
group of optical fibers and that reflected from the probe sur- 
face and received by the other fiber group [Fig. 4(a)]. The 
voltage-distance curve is presented in Fig. 4(b). Two linear 
parts are clearly observed, before and after the optical peak. 
In spite of a small displacement range, the first linear portion 
offers high-accuracy resolution. For this reason, two mirror 

parallel bars lying perpendicularly to the sample holder have 
been installed. 

A compression test has been carried out on a LiF sample. 
In Fig. 5 is reported the position evolution of each contact 
sample surface. Two domains are clearly distinguishable. 
The first one, zone A from t = 0 to 480 s, corresponds to the 
elastic deformation of the sample as can be seen on the 
stress-time curve presented in Fig. 6. The piezotranslators 
have difficulty compressing the sample because of its stiff- 
ness. The asymmetry observed during loading can be ex- 
plained by the fact that the translators are not identical and 
have, consequently, different internal characteristics. After 
the critical shear stress is reached (zone B from ? = 480 to t 
= 1050 s), the sample stiffness becomes negligible com- 
pared to the translators. All the expansion generated by the 
PZT is transmitted entirely to the specimen. The same be- 
havior is observed during the down-loading movement. 
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FIG. 2. Expansion-time curve of piezotranslator showing the hysteresis phe- 
nomenon. 

~U 

'///;;>////;// 

FIG. 3. Reduction of PZT expansion in the case of load of the piezo with an 
external spring. 
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FIG. 4. Displacement measurement system: (a) working principle and (b) 
voltage vs distance curve. 

It is concluded that the nonlinearity of the deformation 
rate depends on the specimen elastic or plastic deformation 
domain. A quasilinear deformation rate is observed beyond 
the critical shear stress and the apparatus permits the deter- 
mination at any time of both sample strain and applied stress 
with a high degree of resolution. The channel sampling is at 
50 kHz so that it provides a resolution of ±5 nm for the 
contact-surface displacement and ±10 or ±350 g for the 
force depending on the load cell used in the machine, respec- 
tively. The specimen dimensions are nominally 2.5X2.5 
X 5 mm3, which provides a minimum deformation rate of 
approximately 10~6 s_1. 

The SAAFM works in contact mode so that atoms on both 
the tip and sample repulse one another. Contrary to a classi- 
cal AFM, the SAAFM relies on an optical interference 
method to detect the deflection of the cantilever. The inter- 
ference system is mounted directly at the end of the piezo- 
tube so that adaptation of the deformation machine to the 
lower part of the microscope is possible. The usual motor- 
ized stage used to bring the sample into contact with the 
scanning tip has been replaced in the SAAFM by a manual 
adjustment system made up of three finely threaded screws 
whose rounded ends rest on the work surface (table or speci- 
men). The maximum observation scan size of this micro- 
scope is 18X 18 /um2 with a vertical displacement of 4.3 /mi. 
The resolution of the SAAFM is comparable to that of a 
standard AFM, i.e., atomic resolution for specific materials 
freshly cleaved and a lateral resolution between two experi- 
mental image points of approximately 2-3 nm due to con- 

—  360O~T 2000 

1800 - 

1600 - 

1400 - 

1200 - 

1000 - 

800 - 

600 - 

4001- 

200l- 

—-ftJ 

yS              1800 - 

/                     1600 - 

D 

!c /                 1200 - 

N.                  1000 

>v            800 - 

>*     600 - 

B 

\ 400 - 

2$)0 - 

, i i i i 1 i i i i ...|  <   '—I-.I-O^ 

A 

5 15 25 

Displacement (um) 

 ► 

-35 -25 -15 

FIG. 5. Evolution of left and right sample contact surface during deformation process. A and B represent the elastic and plastic deformation domains of the 
sample, respectively, and C and D represent the unload movement. 
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FIG. 6. Experimental load-time curve. 
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tamination phenomena and a fraction of angstroms verti- 
cally. However, manual engagement results in enhanced 
risks of tip breaking, difficult control of the tip-surface ap- 
plied force and mechanical instabilities problems. The 
SAAFM is held on an X- Y micrometer stage allowing trans- 
lation of the microscope above the sample surface (Nos. 7 
and 8 in Fig. 1). Microfabricated silicon nitride cantilever- 
sare used with a spring constant of about 0.1 N/m, an open- 
ing angle of 35° and a 10-15 nm curvature radius (Digital 
Instruments). 

During a compression test the scanning tip is always at 
the surface contact and the sample is scanned continuously, 
in spite of additional noise created by the movement of the 
sample under the microscope. Such an image, on which one 
scan line corresponds to one strain value assuming the defor- 
mation and scan rates are synchronous, is of great interest. 
However, to study plasticity and analyze the fine structure of 
slip lines the compression machine is stopped just prior to 
scanning the surface. An entire image corresponds to one 
specific strain value so that cinephotography can be under- 
taken. Slip line statistical analysis can be used to determine 
the relevant experimental parameters. 

III. EXPERIMENTAL RESULTS ON LIF 

LiF single crystals have been studied because of their low 
chemical reactivity and the possibility of obtaining smooth 
surfaces by cleavage techniques. Compression specimens 
were prepared by cutting, polishing and finally cleaving the 
material just prior to scanning the surface. The samples were 
cut with the compression axis at 0° from the cube axis [001] 
and observation faces parallel to the (100) planes [Fig. 7(a)]. 
The primary slip system in LiF is the {110}(110) with a 
Burgers vector of a/2[110], where a represents the lattice 
parameter. By calculating the Schmid factor one, therefore, 
expects slip lines to lie in the [010] direction at 90° from the 
compression axis and a step height of an emerging single 
dislocation equal to its surface perpendicular Burgers vector 
component, 

7T    a 
he=bL = b cos —= - = 0.201 nm. 

■42 

Because of the activation of two symmetrical slip planes, a 
structure of increasing and decreasing steps is expected [Fig. 
7(b)]. 

AFM images of the slip line pattern have been performed 
at room temperature and pressure. The images shown in the 
following are taken from top to bottom unfiltered in trace 
direction, but no significant effects have been noticed in re- 
lation to the scanning direction. The compression axis is at 
7°± 1° from the horizontal base of each image. 

In Fig. 8 is reported the experimental strain versus time 
curve. As discussed previously, one can see that the defor- 
mation rate is almost constant when the critical shear stress is 
reached and is approximately 2.47X 10~5 s_1 (dashed line). 

The AFM image shown in Fig. 9 represents the first stage 
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/ 
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/ /\ * 
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(a) 

Slip planes 
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FIG. 7. Sample configuration showing (a) crystallographic orientations and 
expected slip lines and (b) expected step structure and unit step height equal 
to the Burgers vector component perpendicular to the surface. 
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FIG. 8. Experimental deformation rate. 
The discontinuities (slight increases of 
strain) observed on the curve are the 
result of the slight drift of the piezoac- 
tuators after each stop of the deforma- 
tion device. 

of a plastic deformation process characterized by the emer- 
gence of the first few dislocations. The measured strain is 
0.17% and the scan size of the image is about 15 X 15 yum2 

with the grey scale bar extending a few nanometers. Rivers 
of cleavage steps are clearly distinguishable running from 
the upper left to the lower right corners. This pattern is the 
result of crack boundary intersections with Frank network 
dislocations. As expected, the surface exhibits slip lines run- 
ning in preferred crystallographic direction [010]. A higher 
resolution scan has been carried out. A profile plot obtained 
by averaging several consecutive sections perpendicular to 
the slip lines is represented in the top left corner of Fig. 9 
and shows that this slip line consists of two individual steps 

corresponding to the emergence of, respectively, six and two 
dislocations. This demonstrates the potential use of SAAFM 
to analyze fine slip line structures on a nanometer scale. 

Figure 10 shows both the experimental stress-strain curve 
and three-dimensional (3D) views of LiF surface evolution 
during deformation. The critical shear stress is about 10 
MPa. The irregularities observed on the curve are accounted 
for by both the drift of the piezotranslator as described pre- 
viously and the specimen stress relaxation due to the dislo- 
cation network reorganization. AFM image scan size is ap- 
proximately 16X16 Aim2 and the height extension is about a 
few tenths of a nanometer. The grey arrows are used to po- 
sition the slip line structures of each image from each to the 

FIG. 9. Appearance of first slip lines at 83.2° from the 
horizontal line, which corresponds to the crystallo- 
graphic direction [010]. Measured strain is 0.17%. 
Cross section of the fine slip line structure is observed 
in the top left of the image. 
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FIG. 10. Evolution of the LiF surface during deformation. Scan size of the each image is approximately 16X16 /xm2 with a grey bar fully extended of few 
tenths of a nanometer. Each 3D view image is linked to the compression curve. 

JVST B - Microelectronics and Nanometer Structures 



1970 Coupeau, Girard, and Grilhe: Plasticity study of deformed materials 
1970 

other. Furthermore, each image is linked to the compression 
curve (black arrows) so that the emergence of dislocations 
and the evolution of the slip line structure is observed in situ 
during deformation. 

IV. CONCLUSION 
An experimental apparatus is presented which consists of 

a special atomic force microscope connected to a microcom- 
pression machine. This apparatus is particularly suited to 
analyze slip line structures at a nanometer scale taking ad- 
vantage of the atomic resolution offered by this class of scan- 
ning probe microscopy and allows observation in situ of the 
evolution of material surfaces during deformation from the 
emergence of the first few dislocations from bulk crystal 
through the stage of work hardening to secondary slip system 
activation, so that cinemovies can be realized. 

The stress and strain of the sample are determined as a 
function of time with high-accuracy resolution. AFM images 
are linked to the compression curve, and hence, a statistical 
analysis of slip lines may be considered to compare the be- 
havior of various materials and to characterize plastic surface 
deformation. These experiments permit determination of rel- 
evant experimental parameters during deformation, such as 
the average number of dislocations per slip line or average 
terrace width. 

This method for characterizing plastic deformation in situ 
by using AFM provides information complementary to that 
obtained by transmission electronic microscopy. Indeed, 
TEM analysis is principally realized on single dislocations or 
isolated pileup and is very difficult to perform on work- 
hardened areas. AFM is particularly interesting for analyzing 
the fine structure of slip lines, i.e., the distance between the 

slip planes of dislocations relates precisely to work-hardened 
areas. Another factor is that TEM allows observations of 
dislocations remaining in the crystal whereas slip line analy- 
sis by AFM allows determination of dislocations which have 
emerged during the deformation process. 
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Secondary ion mass spectrometry and atomic force spectroscopy studies 
of surface roughening, erosion rate change and depth resolution in 
Si during 1 keV 60° Oj bombardment with oxygen flooding 
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Oxygen flooding during secondary ion mass spectrometry (SIMS) depth profiling is often used to 
achieve very short surface transients. However, for low-energy and obliquely incident O^ primary 
beams, oxygen flooding can be detrimental. In this work we have measured as a function of depth 
the erosion rates, surface topographies and depth resolution for B and Ge in Si bombarded by 1 keV 
60° O^ with and without oxygen flooding. Using B and Ge deltas we showed that the erosion rate 
under oxygen flooding was not constant. The effect was most pronounced at intermediate flooding 
pressures; at saturation pressures, a drop of 25%-30% was found within ~ 25 nm below the surface. 
Atomic force microscopy measurements revealed that the erosion rate change was related to the 
onset of surface roughening. Oxygen flooding influenced the depth resolution in terms of the decay 
length for B and Ge in different ways. With oxygen flooding, the Ge decay length was larger than 
without flooding due to oxide-enhanced segregation; while the B decay length was smaller, due to 
swelling of the sample. In terms of the delta peak width, best depth resolution was always obtained 
without flooding. This study showed that oxygen flooding impedes accurate ultrashallow SIMS 
depth profiling.   © 1998 American Vacuum Society. [S0734-211X(98)00404-1] 

I. INTRODUCTION 

Crucial for rapid progress in microelectronics is the de- 
velopment of complementary metal-oxide-semiconductor 
(CMOS) transistors with ultrashallow junctions.1 Within ten 
years junction depths as shallow as ~ 20 nm are expected to 
be in production. Shallow junctions require a good control 
and, thus, a good understanding of shallow doping of Si. 
This puts forward an increasingly stringent demand for ac- 
curate ultrashallow dopant analysis. Secondary ion mass 
spectrometry (SIMS) has proven to be the most powerful 
technique for dopant depth profile analysis, but quantifica- 
tion of dopant concentrations in the outermost several na- 
nometers is still not at all trivial.2 A major problem arises 
because a SIMS analysis exhibits a surface transient before 
achieving equilibrium in the sputtering process.3'4 The sur- 
face transient can be reduced to a few nanometers if a low- 
energy primary beam is being used, but a further reduction is 
hindered by the presence of the native oxide on Si wafer 
materials.5,6 Very low-energy (i.e., sub-keV) primary beams 
for SIMS became available only recently.6"9 

Oxygen flooding during SIMS analysis is a well estab- 
lished method for enhancing the positive secondary ion 
yields.10'11 It is also used in depth profiling to reduce the 
surface transient; ion yields reach equilibrium levels almost 
immediately.5 Moreover, a number of studies have shown 
that the depth resolution for B in Si bombarded by 3-8 keV 
O^ is better with oxygen flooding.12'13 However, a recent 
study by Wittmaack and Corcoran14 suggested that with oxy- 

a)Electronic mail: jiang@cerberus.dimes.tudelft.nl 

gen flooding, the erosion rate in Si for an oblique 2 keV O^ 
beam changes significantly after sputter removal of ~20-40 
nm. Jiang and Alkemade15 measured the change in erosion 
rate in Si for a 1 keV 60° O^ beam using a Si sample with 
ten equidistant SiGe delta layers. They demonstrated that the 
erosion rate change with oxygen flooding was related to the 
onset of surface roughening. This result seems to contradict 
the work by Eist et a/.,16'17 who did not observe roughness 
by AFM for high-energy O^ bombardment with saturated 
oxygen flooding. At intermediate flooding pressures, very 
rough surfaces developed.16'17 It can therefore not be ex- 
cluded that the roughness and the related change in erosion 
rate reported in Ref. 15 were caused by the presence of Ge. 
Regarding its wide-spread use, studies of the side effects of 
oxygen flooding on shallow depth profiling are of major im- 
portance. Especially for high depth resolution analysis at low 
primary beam energies, these studies are sparse, and hence, 
thorough investigations are urgently needed. 

In this work we study in detail the phenomena related to 
sputter profiling of Si by 1 keV 60° O^ with and without 
oxygen flooding. The erosion rate change, surface roughen- 
ing, and the depth resolution for B and Ge are being mea- 
sured. In order to clarify the alleged role of local changes in 
composition, we use different samples: two samples with 
multiple delta layers (Ge or B) and one that is homoge- 
neously doped with B. The multiple delta layers are used to 
establish an intrinsic depth scale for the ion beam sputter 
profiling and to measure the depth resolution. The topogra- 
phy of the crater bottoms is measured with atomic force mi- 
croscopy (AFM). 
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II. EXPERIMENT 

A 150 nm Si layer with four B delta layers was grown 
onto a 100 mm p-doped Si(100) wafer with molecular beam 
epitaxy (MBE) at 500 °C. We have chosen this temperature 
as a compromise between initial roughness of the surface and 
B diffusion. The areal density was ~ 1 X 1014 B atoms/cm2 

for each delta. The nominal depth of the first B delta was 6.0 
nm, while the nominal distance between the four deltas was 
15. nm. This sample is referred to as "Si(B<5)." A second 
sample — "Si(Ge<5)" — was a Si wafer with a 150 nm Si 
top layer having ten Si70Ge30 delta layers of 0.8 nm thickness 
(nominally), grown by atmospheric-pressure chemical vapor 
deposition (APCVD) at 700 °C. The nominal depths of the 
deltas were multiples of 13 nm. This sample was also used in 
a previous study.15 In addition, we have analyzed an unproc- 
essed Si wafer homogeneously doped with B at ~8 
X 1018/cm3; viz. the "Si(B)" sample. At the moment of the 
SIMS measurements, the Si(B<5), Si(Ge<5), and Si(B) samples 
had been kept in air for four days, five months and more than 
four years, respectively. 

SIMS measurements have been performed on a Vacuum 
Generators IX70S magnetic-sector microprobe.8 We bom- 
barded the samples with a 1 keV O^ beam of 50 nA at an 
incidence angle of 60° to the surface normal. The day-to-day 
reproducibility of the current measurement was ~ 5 % -10%. 
The drift of the beam current during a one-day's measure- 
ment was usually less than 5%. Incidence angles in our in- 
strument have been calibrated previously using the so-called 
trajectory-mapping method.18 In general, final crater depths 
ranged between 10 and 180 nm; in one measurement we 
profiled down to 1.0 /xm. For the oxygen flooding measure- 
ments, the crater size was 0.48X0.74 mm2; for the UHV 
measurements, the crater area was 31% larger. Previous 
work8 has shown that under these conditions (1 keV at 60° in 
our instrument) crater bottoms remain flat, at least for profil- 
ing of Si without flooding. The base pressure of the analysis 
chamber was lower than 5X 10~9 Pa. For the flooding ex- 
periments, an oxygen flux was directed onto the sample from 
a 1 mm diameter pipe, 6 mm from the sample surface. We 
have measured SIMS profiles for all three samples under 
UHV conditions (thus, without flooding), at an intermediate 
oxygen pressure of 2.0X 10~5 Pa, and at a saturation pres- 
sure of 1.3 X 10"4 Pa. (Saturation pressures are pressures for 
which secondary ion intensities of the matrix elements reach 
equilibrium almost at the start of the SIMS profiling.) Addi- 
tional measurements at incremental oxygen pressures — 
from UHV to 1.4X 10~4 Pa — have been done for the 
Si(Ge<5) sample. The pressures were measured with a gauge 
close to a pump, 40 cm from the wafer surface. We estimate 
the pressure near the sample to be almost one order of mag- 

Apparent depth (nm) 

50 100 

nitude higher. Secondary ion intensities of    B    or . 70, >Ge+, 
together with those of 30Si+, ^SiO*, and 57Si2 were re- 
corded from the central 6% of the rastered area. No attempt 
was made to ensure equal secondary ion transmission in all 
measurements. For each sample and flooding conditions, we 
produced craters of various depths. A Dektak profilometer 
was used to measure the crater depths. The final topography 

0,    dose (x10     ions/cm ) 

FIG. 1. SIMS profiles of secondary ions from the Si samples (a) with B 
deltas, Si(B(5); (b) with Ge deltas, Si(GeS); and (c) with homogeneous B, 
Si(B), analyzed with a 1 keV 60° Oj beam at UHV. 

of the crater bottoms was measured with a Nanoscope III 
AFM with silicon tips manufactured by Digital Instruments; 
the nominal radius of the tip was 5 nm. The scanned areas 
were either 2X2 /an2, lXl/^m2 or 500X500 nm2. The 
AFM was operated in the tapping mode. 

III. RESULTS 

A. SIMS profiles 

Figure 1 shows the depth profiles of the secondary ions 
for the samples Si(B<S), Si(Ge<5) and Si(B), measured under 
UHV. The apparent depth was established via the measured 
final crater depths, assuming a constant erosion rate. After a 
short surface transient (~6X 1015 ions/cm2), the intensities 
of 30Si+, 44SiO+, and 57s£ stabilized, although the Ge del- 
tas in Fig. 1(b) caused some variations. Note that the dips 
just after the surface peaks of 30Si+, 44SiO+, and 57s£ are 
different for the different samples. Obviously this was due to 
the differences in native oxide thickness: the one stored 
longer in air had a thicker oxide.19 The apparent depths (viz., 
peak maxima) of the B deltas are summarized in Table I. 
Their mutual distances are almost constant: 15.9 nm, 6% 
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TABLE I. Apparent depths of the Ge and B deltas in the Si wafers analyzed 
with 1 keV 60° and 50 nA O^ beams at UHV, at an intermediate flooding 
pressure (2X 10~5 Pa), and at a saturated flooding pressure (1.3X 10"4 Pa). 
The last row "i+l-i" indicates the mean apparent distance between Ge 
deltas 5 to 10. 

Apparent depth of delta (l im) 

Number of Intermediate Saturation 
delta layer UHV pressure pressure 

Sample Si(B<5) 
1 5.5 3.2 3.7 
2 21.4 12.0 17.3 
3 37.4 21.9 32.5 
4 53.3 38.0 48.3 

Sample Si(Ge<5) 
1 11.7 7.8 9.1 
2 23.6 15.5 21.3 
3 35.5 23.9 33.7 
4 47.5 35.3 46.3 
5 59.4 49.3 58.8 

i + l-i 12.0 14.0 12.9 

larger than nominal. The Si cap layer, however, appears to be 
0.5 nm thinner than nominal. For the Si(Ge<5) sample, the 
thickness of the cap layer is 11.7 nm; the distances between 
the Ge peaks are 11.9 ±0.1 nm. Close inspection of Fig. 1(a) 
reveals that the B leading slopes have two parts; first, a rise 
with a typical (exponential) rise length of 3.1 nm and then, 
just before the maximum intensity, a slightly faster rise. We 
attribute the slower rise to diffusion of B during the growth, 
the result of the relatively high growth temperature. Compa- 
rable samples that were grown at lower temperatures did not 
show the two-slope behavior,8 but had rougher surfaces (0.6 
nm standard deviation, as measured by AFM). They were, 
therefore, not useful for this study. The Ge profiles are better: 
the rise length of the first Ge peak is very short (0.3 nm) and 
there is no indication of segregation. Differences between the 
various peaks are marginal. 

At intermediate oxygen flooding — 10~6-10"5 Pa — the 
stability of the secondary ion intensities was lost. Figure 2 
shows the profiles at a flooding pressure of 2.0 X 10~5 Pa. 
The intensities of all ions changed markedly after a dose of 
~50X 1015 ions/cm2; most intensities rose, especially those 
of 44SiO+; only those of 57Si^~ dropped. Moreover, the delta 
peaks got broader, indicating a rapid loss of depth resolution. 
The outermost B and Ge deltas appear to be shallower now, 
see Table I. The apparent distances between the Ge deltas are 
~ 14 nm after the transition. We note that this value of 14 nm 
is partly fortuitous; it depended on the final crater depth. 
Additional measurements showed that the depth of the sig- 
nificant change in the secondary ion intensities was very sen- 
sitive to the current density and the oxygen pressure. There- 
fore, all measurements of Fig. 2 were completed in a single 
day and terminated after the same bombardment time. Al- 
though we got nearly identical profiles of 30Si+, ^SiO"1", and 
57S£ for the samples Si(Gei) and Si(B) [Figs. 2(b) and 
2(c)], the profiles for sample Si(B<5) were slightly different: 
the change in intensities occurred earlier. Measurement of 
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FIG. 2. SIMS profiles of secondary ions from the Si samples (a) Si(B<5>); (b) 
Si(Ge<5); and (c) Si(B) analyzed with a 1 keV 60° Oj beam at an interme- 
diate oxygen flooding pressure (2.0X 10~5 Pa). 

the beam current after the SIMS profiling of the sample 
Si(B<5) revealed that the beam current had incidentally 
dropped from 50 to 45 nA. The total erosion depth was 16% 
less. 

With saturation oxygen flooding — typically above 4 
X 10"5 Pa — the intensity of 30Si+ reached equilibrium very 
rapidly after the start of the measurement. Figure 3 shows the 
profiles for our samples at an oxygen flooding pressure of 
1.3X 10-4 Pa. Note that the intensities of 30Si+, 44SiO+, and 
57Si^~ in Figs. 3(a)-3(c) and nB+ in Fig. 3(c) were constant, 
almost from the start. However, there was a small drop of 
5-15% for 30Si+, 44SiO+, and 57Si^" after -120X1015 

ions/cm2. The apparent depths of the B deltas and the outer- 
most Ge deltas are also shown in Table I. These deltas ap- 
pear to be shifted towards the surface as compared to the 
UHV measurement, but the shifts are less than for the inter- 
mediate pressures. 

B. AFM images 

The change of the measured SIMS intensities suggests a 
significant alteration of the bombarded surface. To investi- 
gate the state of the surface after SIMS analysis with and 
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FIG. 3. SIMS profiles of secondary ions from the Si samples (a) Si(B<5); (b) 
Si(Ge<5); and (c) Si(B) analyzed with a 1 keV 60° Oj beam at a saturation 
oxygen flooding pressure (1.3X 10~4 Pa). 

without oxygen flooding, the crater bottoms were profiled 
with AFM. Figures 4, 5, and 6 show the surface topography 
of the crater bottoms of our samples bombarded under UHV 
and flooding conditions. The craters are those of the mea- 
surements of Figs. 1-3. Clearly, one sees that regular ripples 

have developed under all conditions. However, with oxygen 
flooding the surface acquired an additional, irregular type of 
roughness. The differences among the three types of samples 
are marginal. 

To understand the influence of oxygen pressure on surface 
roughening in more detail, crater bottoms were produced in 
the Si(Ge<5) sample at various pressures. Figure 7 shows the 
1 X 1 yttm2 AFM images of the ~ 160 nm deep crater bot- 
toms. With oxygen flooding at 1 X 1(T6 Pa, the topography 
was composed of irregular large bumps and hollows. With 
more flooding — 6 X 10"6 and 9 X 10"6 Pa — also thick and 
irregular ripples were observed. At an oxygen pressure of 2 
Xl(T5 Pa — i.e., the transition between the intermediate 
and saturation pressures — the ripples got thinner and more 
regular. At and above 3.6X 10"5 Pa, the topography was 
composed of very regular fine ripples and irregular, but rela- 
tively weak, large bumps and hollows. Interestingly, the to- 
pography is very similar to that obtained by Mayer et al. on 
Si02 bombarded by 1 keV 55° Xe+.20 Figure 8 shows the 
root-mean-square (rms) of the height variations and the typi- 
cal peak-to-valley height difference of the ripples as a func- 
tion of the oxygen pressure. At UHV and the intermediate 
pressures, the ratio of the peak-to-valley value to rms was 
— 2.5. At the saturation pressures, the ratio was 1.5. The 
amplitude of the ripples at saturation was comparable to that 
at UHV, but there was a distinct additional irregular rough- 
ness. The surface was smoothest at UHV; at the intermediate 
pressures, it was roughest. Above 4X 10~5 Pa, the roughness 
was independent of pressure, but still larger than at UHV. 
We note that the craters of Figs. 7(d) and 7(h) were also 
profiled with AFM in a previous study.15 The reported rms 
and peak-to-valley values were then -30% lower, probably 
due to the poor quality of the tip in that study. 

Often the surface roughness depends on the erosion 
depth.21'22 Figures 9-11. show the bottoms of craters at vari- 
ous depths. The Si(B) sample was bombarded at UHV, at an 
intermediate pressure (1.6X10"5 Pa), and at a saturation 
pressure (1.3X10-4 Pa), respectively. The depths of the 
deeper craters were measured with the profilometer, while 
for the craters shallower than 30 nm they were deduced from 

(a) Si(BS) (b) Si(Ge5) (c) Si(B) 

FIG. 4. 1 X 1 /^m2 AFM images of the crater bottoms after SIMS profiling at UHV (see Fig. 1). Beam entered from the right. 
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FIG. 5.1X1 fim2 AFM images of the crater bottoms after SIMS profiling at intermediate flooding (see Fig. 2). Beam entered from the right. 

the erosion time and the erosion rate. (The accurate determi- 
nation of the depths will be discussed in the next section.) 
The topography of the 27 nm deep UHV crater bottom did 
not differ markedly from that of the original surface. At a 
depth of 52 nm, ripples became visible; beyond 100 nm, the 
ripples were very clear [Fig. 9(e), see also Fig. 4]. At the 
intermediate pressure of 1.6X10"5 Pa, the development of 
the surface roughness was complex (Fig. 10). The ripples 
observed at the depth of 29 nm were very similar to the UHV 
ones beyond 100 nm (see, e.g., Fig. 4). At 56 nm, the topog- 
raphy was composed of many thin bars and small bumps. At 
70 nm, the bars were thicker and the bumps larger. The to- 
pography beyond 100 nm was mainly composed of thick, 
irregular ripples. Figure 11 shows the AFM images for a 
saturation pressure of 1.3X10"4 Pa. The regular and fine 
ripples appeared already at a depth of 9 nm. As the erosion 
proceeded, the magnitude of the ripples increased and the 
distance between adjacent ripples rose slightly from 19 nm 
[Fig. 11(b)] to 22 nm [Fig. 11(e)]. An irregular pattern be- 
came visible in the 24 nm deep crater [Fig. 11(b)]. The ir- 
regular bumps and hollows grew wider with increasing ero- 
sion depth. In Fig. 12 we summarize the roughness — viz., 
rms values — for the images of Figs. 9-11. One sees that at 
UHV conditions, the roughness rose only slightly with ero- 

sion depth. The initial rms was 0.15 nm; at 1 /im it was still 
only 0.9 nm. At the intermediate pressure, however, the rms 
values increased first rapidly to ~3.5 nm at 50 nm and then 
slower. For the saturation pressure, there was a rapid rise 
near 20 nm. Thereafter, it rose slowly to ~ 1 nm at 170 nm, 
about two times higher than under UHV conditions. 

IV. DISCUSSION 

The increasing demand for analysis of ultrashallow junc- 
tions in Si stimulates research on surface transients during 
SIMS profiling. Although the introduction of oxygen flood- 
ing seems beneficial — the surface transient in terms of the 
ion yields is very short — the erosion rate change within the 
initial tens of nanometers is indicative of a much longer 
transition.14 Understanding of the complex phenomena re- 
lated to oxygen flooding is therefore indispensable for proper 
analysis of ultrashallow profiles. In this section we discuss 
the measured change in erosion rate, the surface roughening 
and the depth resolution as functions of the oxygen flooding 
pressure and the erosion depth. First, however, we will show 
that these phenomena are intrinsic to Si and not related to the 
added doping elements. 

20.0 nM 

10.0 nM 

0.0 nM 

(a) Si(B8) (b) Si(Ge8) (c) Si(B) 

FIG. 6. 1 X 1 ^m2 AFM images of the crater bottoms after SIMS profiling at saturation flooding (see Fig. 3). Beam entered from the right. 
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FIG. 7. 1 X 1 ^ AFM images of ~ 160 nm deep crater bottoms of the sample Si«M, profiled at various oxygen flooding pressures. Beam entered from 

the right. 

A. Surface roughening of Si samples with various 
dopings 

In a previous study15 we have shown that the erosion rate 
change in the Si sample with the ten Ge delta layers 
[Si(Ge<5)] was related to the onset of surface roughening. It 
could, however, not be excluded that the roughening was 
induced by the presence of Ge. Local strain in a layer with a 
high Ge concentration might have initiated the roughness. In 
the present work we analyzed, besides the Si(Ge<5) sample, a 
plain Si wafer evenly doped with 8X1018 cm"3 B [Si(B)] 
and a Si wafer with four B deltas [Si(B<5)]. The measured 
SIMS profiles of 30Si+, 44SiO+, and 57Si^" were similar for 
all three samples at all selected flooding conditions (Figs. 
1-3). Only for the sample Si(B<5) at the intermediate flood- 
ing pressure (2X 105 Pa), the change of the secondary ion 
intensities occurred earlier, which was very likely the result 
of a lower primary beam current. We note that the 10% drop 
in the current induced a 16% drop in the average erosion 
rate. This nonlinear behavior is probably associated with the 
dynamic process of oxygen incorporation in the surface dur- 
ing ion beam bombardment with oxygen flooding. The 
AFM measurements of the crater bottom topographies (Figs. 
4-6) confirmed that the effect of oxygen flooding was the 
same for the three types of samples studied. And again, the 
Si(B<5) sample at the intermediate pressure (2X 1CT5 Pa) de- 
viated slightly: the ripples were thinner and the topography 
looked like that of a crater produced with the usual beam 
current of 50 nA but at a slightly higher oxygen pressure. 
Attributing the minor differences to small drifts in the ex- 
perimental conditions, we conclude that there is no effect of 
the dopants on surface roughening. This result is not surpris- 

ing because the highest Ge concentration after ion beam mix- 
ing was between 5% and 10%; for B it was less than 0.1%. 
Surface roughening during SIMS under oxygen flooding is, 
thus, an intrinsic property of silicon. 

B. Change in erosion rate 

Because of the varying erosion rate under oxygen flood- 
ing conditions, depth calibration in the outermost tens of 
nanometers is not trivial. In principle, the erosion rate varia- 

o 
10 10" 10"' 10"° 10"a 

Oxygen pressure (Pa) 

10" 10" 

FIG. 

peak 
7). 

8. Root-mean-square (rms) of the surface roughness and the typical 
-to-valley height of the ripples vs oxygen flooding pressure (data of Fig. 
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FIG. 9. 1 X 1 /im2 AFM images of the crater bottoms of various depths for the sample Si(B) eroded at UHV. 

(a) 29 nm 

(c) 70 nm 

(b) 56 nm 

(d) 109 nm 
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FIG. 10.  1X1 /W AFM images of the crater bottoms of various depths for the sample Si(B) eroded at an intermediate oxygen flooding pressure (1.6 
X 10~5 Pa). 
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2 A™ ;„,,„,. „f th. rr^tPr bottoms of various depths for the sample Si(B) eroded at a saturation oxygen flooding pressure (1.3X 10"4 Pa). Fio. 11. 1X1 fim1 AFM images of the crater 1 

tion can be measured by terminating the SIMS analysis after 
various Oj closes and measuring the crater depths with a 
profilometer. But the relative inaccuracy of shallow crater 
depth measurements is very large.24 Therefore, we used in 
this study the delta layers for an intrinsic depth calibration. 
Neglecting the small differential shifts,2'19 we regard the ap- 
parent depths of the deltas measured under UHV as the real 
depths. Indeed, the observed constancy of the sputter time 
between the peaks is reassuring. Assuming for the moment 
that with oxygen flooding, the shift of the measured Ge peak 
positions was induced only by the change in erosion rate, we 
calculated the erosion rate (nanometers per unit of dose) vs 
the real erosion depth for various oxygen pressures. The re- 
sult is shown in Fig. 13. It is evident that the erosion rate was 
not constant during depth profiling with oxygen flooding. For 
an oxygen pressure of 1 X 10"6 Pa, a drop of -10% oc- 
curred at the depth of around 80 nm. At 9X 10"6 Pa, the 
erosion rate dropped by nearly a factor of 2 between 30 and 
70 nm. For the saturation pressures, the erosion rate was 
about four times lower than at UHV and there was a drop of 
22% within 20 nm below the surface. The B data — i.e., the 
open circles in Fig. 13 — show the same trend: a 30% drop 
within the outermost 30 nm. We attribute the difference in 
the final erosion rate between the two samples to the inaccu- 
racy in the measurement of the primary beam current. Obvi- 
ously, if the depth were calibrated in the usual way, i.e., via 
a simple mean erosion rate (see the dotted lines in Fig. 13), it 
would have resulted in too shallow and too narrow profiles 
of the shallow layers. 

In the above determination of the depths of the deltas, we 
have discarded the differential shift at UHV.2 In a separate 
study,19 we have measured a shift towards the surface of 
-0.2 nm for a Ge delta and -0.5 nm for a B delta. Neglect 
of the UHV differential shift in the present work resulted in 
an underestimation of the erosion rate between the surface 
and the first delta under flooding conditions of -2% for Ge 

'/-r 

1.6x10      Pa 

1000 0 50 100        • 150 

Crater depth (nm) 

FIG. 12. Root-mean-square (rms) of the surface roughness vs crater depth 
for various flooding pressures. Data from Figs. 9-11, but data point at 1000 
nm from the sample Si(Ge). 
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FIG. 13. Erosion rate vs real erosion depth for various oxygen pressures. The 
right axis is the erosion rate in nm/min. for flooding conditions. The dotted 
lines indicate the corresponding average erosion rates (=final crater depth/ 
total erosion time). 

and —9% for B. Furthermore, also the chemically-induced 
relocation under flooding conditions has not been consid- 
ered. With saturation flooding, the surface was fully oxidized 
almost from the start. Since Ge segregates towards the oxide/ 
substrate interface,25 a larger chemically induced relocation 
is expected as compared to UHV. Thus, if we had taken this 
chemical effect for Ge under flooding properly into account, 
the drop in the erosion rate in the outermost ~ 20 nm would 
have been even larger than 22%. Boron atoms in Si, on the 
other hand, behave similar to the Si atoms.25 Thus, no chemi- 
cal effects are expected for B. Indeed, the B measurement 
showed a larger drop in erosion rate in the outermost 30 nm 
than Ge. 

C. Surface roughening 

Beam-induced surface roughness has been intensively 
studied (e.g., Refs. 22, 26-29). It is known that surface 
roughening depends on material properties and primary 
beam species, impact energy, and incidence angle. Gener- 
ally, surface roughness increases with erosion depth.21 More- 
over, it can be different for different ambients.16'17 Also the 
details of the topography (e.g., ripples, cones, or pits) can be 
quite different. 

Stevie et al.21 and Wittmaack28 showed that for Si wafers 
bombarded by 5.5-10.5 keV O^ under UHV conditions, 
ripples formed at erosion depths between 0.3 and 4.2 ^,m 
when the incidence angle was within the range of 32° to 58°. 
Outside that range no roughness developed.27 In contrast, 
ripples became already visible at an erosion depth of only 50 
nm for our 1 keV 60° O^ beam under UHV [Fig. 9(d)]. 
Apparently, surface roughening occurs much earlier for 
lower impact energies. A similar behavior was found by Cir- 
lin et al on AlGaAs/GaAs superlattices bombarded by 1.0- 
7.0 keV O2" beams at a fixed incidence angle of 40°.22 Al- 
though we observed surface roughening by the 1 keV 60° 
02 beam at a rather early stage, its subsequent development 

was slow (Fig. 12). The topography of a 1 /an deep crater 
bottom was similar to that of a 100 nm deep one; the rms 
height variations were only slightly (0.4 nm) larger. Further- 
more, we observed a small but gradual increase 
(~5%-10%) in the secondary ion intensities of SiO+ and 
Si+ in the outermost 200 nm. Between 200 nm and 1 /mm, 
the yield remained constant within 2%. In general, the inten- 
sity changes that accompany the onset of surface roughening 
are much larger.27'28 

Under flooding conditions, surface roughening depends 
on the oxygen pressure. Eist et al. observed that a Si surface 
bombarded by an 8 keV 37° O^ beam roughened quickly 
and heavily at intermediate flooding pressures;16'17 at a depth 
of 1 /im, the rms value was as large as ~ 150 nm. However, 
the authors did not observe roughness at a saturation flooding 
pressure. Studies by Zalm and Vriezema12 and Erickson and 
Brigham13 suggested that saturation flooding can suppress 
surface roughening as compared to UHV. In the present 
study at low impact energy, the surface roughened not only 
at the intermediate, but also — though less pronounced — at 
the saturation pressures (Fig. 7). The roughness at saturation 
was about two times larger than under UHV. Futhermore, the 
roughness under flooding developed initially very rapidly 
(Fig. 12); later on, i.e., beyond 40-50 nm, the topography of 
the surface changed only little. 

Interestingly, the topography at the saturation pressures 
was composed of very regular fine but long ripples super- 
posed on an irregular bumpy pattern [Figs. 6, 7(f)-7(h) and 
11]. The wavelength of the ripples — viz., the distance be- 
tween adjacent ripple maxima — was on average 23 nm and 
changed only slightly with the erosion depth (Fig. 11). For 
our UHV conditions, the wavelength was —45 nm. At higher 
beam energies much larger wavelengths (hundreds of na- 
nometers) were observed for Si and other semiconductor 
materials.16'30'31 Unfortunately, the formation of ripples dur- 
ing ion bombardment is not fully understood despite the nu- 
merous studies on this subject. 

In general, the onset of significant surface roughening 
causes a change in erosion rate.28 For our intermediate flood- 
ing pressures, this was clearly the case. Very likely, the onset 
of surface roughening at ~ 20 nm for saturated flooding (Fig. 
12) is also directly related to the change in the erosion rate at 
about the same depth (Fig. 13). Tian and Vandervorst sug- 
gested a different mechanism of erosion rate change under 
flooding conditions.32 The outermost surface layer was and 
remains Si02 from the beginning of sputtering under satura- 
tion flooding. Nevertheless, a thicker oxide layer needs to be 
built up in the sample, which leads to a gradual reduction in 
sputter rate. However, quantification of their model is as yet 
not possible. 

D. Depth resolution 

In general, the depth resolution of SIMS is influenced by 
atomic mixing, surface roughening, segregation, etc.33"36 

Oxygen flooding affects the depth resolution because it in- 
fluences surface roughening and induces additional chemical 
effects. Zalm and Vriezema12 showed that for P, Ga, and Sb 
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RG. 14. Ge peak width vs real erosion depth for various oxygen pressures        RG. 16. Peak width, FWHM, and decay length X, of Ge and B as functions 

[sample Si(Ge<S)]. 

deltas in Si bombarded by 1.5, 3, and 6 keV 02
+, oxygen 

flooding enlarged both the peak widths and the decay lengths 
as compared to UHV. The same holds for B deltas bom- 
barded by 1.5 keV O^"; only for B analyzed with 3 and 6 
keV Oj , the decay length was improved with flooding. Us- 
ing 3 and 8 keV Oj beams, also Erickson and Brigham 
found shorter decay lengths for B in Si with oxygen 
flooding.13 However, for our 1 keV 60° O^ beam, oxygen 
flooding always resulted in broader peaks of both B and Ge. 
Figures 14 and 15 show the measured real peak widths 
(FWHM) of the Ge and B deltas vs the real erosion depth for 
various oxygen pressures. At UHV, the peak widths re- 
mained nearly constant with increasing erosion depth. Al- 
though the surface roughness was already visible at a depth 
of 50 nm (Fig. 9), it had a negligible influence on the peak 
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FIG. 15. B peak width vs real erosion depth for various oxygen pressures 
[sample Si(B<5)]. 

of oxygen pressure. 

width. Indeed, the rms value of the roughness (Fig. 12) is too 
low (-0.4 nm) to expect any effect. For the intermediate 
pressures, it looks evident that solely the surface roughness 
determined the measured peak widths. For the saturation 
pressures, the Ge width increased first rapidly and then 
slower. At ~ 100 nm it was already 3 nm larger than under 
UHV. The B peak width, however, increased only slightly 
with the erosion depth. In the shallow range studied, it was 
only -0.5 nm larger than under UHV. In any case, the 
roughness (~ 1 nm rms) is too small to explain the measured 
B peak width of 4.4 nm (FWHM). 

Figure 16 shows the peak width (FWHM) and the decay 
length, X.,, for both B and Ge as a function of the oxygen 
pressure. The data were deduced from the deepest Ge delta 
(at 120 nm) and the deepest B delta (at 53 nm). The B and 
Ge peak widths increased with the oxygen pressure up to 
10"5 Pa and then decreased, roughly in agreement with the 
AFM results of Fig. 8. It is clear that at the intermediate 
pressures, the measured B and Ge peak widths were deter- 
mined by the surface roughness. But for UHV and the satu- 
ration pressures, other effects dominated. At UHV, the mea- 
sured peak widths — 3.9 nm for B and 2.8 nm for Ge — 
were mainly governed by beam-induced atomic mixing and 
the quality of the sample. Especially the relative high tem- 
perature during growth of the Si(B<5) sample caused some 
broadening by diffusion beforehand. At saturation, the B 
peak width was slightly larger (4.4 nm), but still ~ 1 nm 
smaller than that of Ge. Apparently, B suffered only a little 
from the surface roughening at saturation; Ge, on the other 
hand, suffered also from another factor, very likely segrega- 
tion. 

The decay length for Ge remained nearly unchanged 
when the oxygen pressure was increased from 1X10 to 
1.4X 10"4 Pa, but it was in general 0.8 nm larger than at 
UHV. The surface roughness had no apparent influence, in 
agreement with the data by Smirnov et al?1 In contrast, the 
decay length of B dropped continuously when the pressure 
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was increased. Since the topographies are the same, we con- 
clude that the opposite changes in their decay lengths with 
oxygen flooding are due to chemical effects. Note that under 
the saturated oxygen flooding, the surface was fully oxi- 
dized. Also for the intermediate pressures, where roughening 
was most pronounced, parts of the bombarded surface were 
very likely fully oxidized.16,17'30 Since Ge segregates towards 
the oxide/substrate interface,25 its sputter removal is hin- 
dered. This explains the observed larger Ge decay length 
under all flooding conditions. In contrast, B atoms in Si be- 
have similar to Si atoms.38 Under flooding conditions, the 
surface oxidation caused swelling of the sample, which re- 
sulted in the shorter decay length of B.39 

It might look surprising that the decay length of B under 
flooding conditions was small in spite of the rough surface. 
The effect of roughness on the exponential tail of a SIMS 
profile is, however, limited. It can be estimated by convolut- 
ing the exponential tail with a function that describes the 
roughness. It is easy to show mathematically that the expo- 
nential tail of the convoluted profile is shifted with respect to 
that of the original profile, but it has the same decay length.37 

Hence, a good decay length alone is not a sufficient indica- 
tion of a good depth resolution. 

V. SUMMARY AND CONCLUSIONS 

Oxygen flooding during low-energy (1 keV) and oblique 
(60°) O^ bombardment of Si induces surface roughening 
and erosion rate changes. These phenomena are investigated 
in this work using MBE and CVD grown Si with multiple B 
and Ge delta layers. The deepest delta is at 120 nm. The 
surface roughening and erosion rate change are not related to 
the presence of dopants. The effects are most pronounced at 
intermediate flooding pressures. At saturation pressures, a 
drop of 25%-30% in the erosion rate in the outermost —25 
nm occurs. We relate these drops to the onset of surface 
roughening, that we observed by atomic force microscopy. 
However, they may also be related to the gradual build-up of 
a thick oxide layer.32 Obviously, the erosion rate change 
complicates depth calibration. The common but simple pro- 
cedure, i.e., the use of a constant erosion rate, results under 
flooding conditions in too shallow and too narrow profiles 
for shallow dopants. Beam-induced roughness and chemical 
and physical effects related to oxygen incorporation in the 
surface layer under oxygen flooding influence the depth reso- 
lution for B and Ge in Si in different ways. At intermediate 
pressures, the large surface roughness determines the peak 
widths of B and Ge deltas. At saturation pressures, roughen- 
ing, atomic mixing and chemical effects determine the peak 
widths, while only the latter two are important at UHV. 
However, with oxygen flooding, the Ge decay length in- 
creases (probably due to oxide enhanced segregation) and the 
B decay length decreases (probably by swelling of the 
sample). It is evident from our detailed AFM and SIMS stud- 
ies with delta layers in Si that a good decay length alone 
does not guarantee good depth resolution. Regarding the still 
limited knowledge of surface roughening and the stringent 
demands for ultrashallow junctions in future generation 

CMOS devices, the depth resolution achievable with SIMS 
using low-energy primary beams with and without oxygen 
flooding should be investigated further. As long as more data 
for low-energy and oblique O^ beams are not available, we 
dissuade oxygen flooding for ultrashallow SIMS analysis. 
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A two-layer resist system consisting of 3 nm titanium and 65 nm polymethylmethacrylate (PMMA) 
has been developed to expand the potential of mechanical atomic force microscope nanolithography. 
Approximately 20 nm wide structures have been grooved in an ultrathin Ti film. The realized Ti 
patterns were transferred into the PMMA bottom layer by an reactive ion etching (RIE) process in 
oxygen. Finally, 30 nm wide and 45 nm deep grooves, and arrays of holes with a period of 55 nm, 
which are 20-30 nm in diameter and 45 nm in depth, have been fabricated in silicon by a second 
RIE step in a SF6+02 gas mixture.   © 7995 American Vacuum Society. [S0734-211X(98) 10004-5] 

I. INTRODUCTION 

The observation of quantum effects in mesoscopic sys- 
tems, such as conductance quantization1 or Coulomb 
blockade,2 requires structures on nanometer scale. The fab- 
rication of single electron transistors (SETs) working at el- 
evated temperatures3-7 is an especially major challenge, be- 
cause nanostructures far below 100 nm must be prepared. 
Various pattern definition techniques such as electron-beam 
lithography, x-ray lithography, scanning probe microscope 
(SPM) lithography and nanoimprint lithography are used to 
fabricate these nanostructures. Although 10 nm scale fabri- 
cation has been demonstrated with both e-beam lithography8 

and nanoimprint technique,9 it is well known that such meth- 
ods are still under development and have not reached matu- 
rity yet. In addition, both techniques are very expensive. 
SPM has provided a very suggestive and simple alternative 
for nanofabrication because of its potential to reach a reso- 
lution that may exceed the standard of other lithography pro- 
cesses. In this area of research a variety of techniques has 
been developed, including the local oxidation of silicon and 
metals,4'10'11 a super fine e-beam lithography using the tip of 
a scanning tunneling microscope (STM) as a low energy 
electron source,12-15 the direct movement of atoms and 
molecules16'17 as well as the direct mechanical modification 
of structures.18-21 

The proximal mechanical interaction and near field elec- 
trical interaction between the tips and samples require the 
use of ultrathin resists or resistless processes to obtain a high 
resolution in SPM lithography. As a resistless process the 
local oxidation of metals has shown to be most successful for 
the fabrication of metallic SETs based on titanium and 
niobium.4 Although very fine silicon oxide structures have 
been fabricated by SPM oxidation of silicon, it is very diffi- 
cult to transfer these structures into the underlying silicon 
because of the low resistance of such fine oxide structures to 
wet KOH etching and appropriate reactive ion etching 
(RIE).10'11 The main difficulty in SPM lithography is the in- 
herently low resistance of ultrathin resists to the following 
dry or wet etching process, which causes problems with the 
pattern transfer. In the last few years mechanical patterning 
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of materials has been done mostly by an atomic force micro- 
scope (AFM) followed by a pattern transfer into underlying 
bottom resist layers.18-20 The advantages of this technique 
are: (1) There is no dependence on the electrical and chemi- 
cal properties of the materials. (2) The lateral scale of the 
structures depends only on the geometry of the tip, so there 
is no proximity effect as in e-beam lithography. (3) It pro- 
vides the possibility to pattern various materials using a 
multilayer resist system and anisotropic etching processes. 
This technique has also been used to pattern III-V semicon- 
ductors directly.18'21 

In principle the mechanical AFM lithography is limited 
by several technical difficulties. First, the tip is nanometer 
sized at the very top only and does not have rectangular 
sidewalls. As a consequence the structures become inevita- 
bly large, if the tip moves deeply into the resist. Second, the 
cantilever can bear very small forces only. Therefore usually 
very thin (5-10 nm) and soft photoresists are used for the 
mechanical AFM lithography. The resist in the structured 
areas has to be removed completely by the cantilever in order 
to transfer the pattern precisely into the underlying layers. To 
ensure a complete removal of the resist in spite of a certain 
surface roughness, which is inevitably present, the tip must 
be forced into the resist to a depth exceeding the thickness of 
the resist. If the underlying layer is very hard, however, the 
tip suffers damage resulting in increased linewidths. In order 
to avoid such damage, thicker resists are sometimes used.20 

In such a case, however, the residual resist has to be removed 
from the bottom of the patterned grooves by an etching pro- 
cess, which in turn deteriorates the lithographic precision. 
Third, upheaping material along the edge of the patterned 
structures limits their minimum spacing. 

II. EXPERIMENT AND RESULTS 

In this article we report on a novel concept for the me- 
chanical AFM lithography: The small forces applicable to 
the cantilever allow the modification of either a soft 
material18-21 or of an extremely thiri film of a hard material. 
The latter is the focus of our work. With this idea in mind we 
prepared a bilayer resist system consisting of a 3 nm thick Ti 
top layer and a 65 nm polymethylmethacrylate (PMMA) bot- 
tom layer on silicon, as shown in Fig. 1. The ultrathin Ti 
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FIG. 2. AFM image after the patterning of the 3 nm Ti image layer. 

FIG.   1.  Process sequence of mechanical AFM lithography and pattern 

transfer. 

film, which is more resistive to RIE than most other materi- 
als, was structured with conventional Si cantilevers using a 
Multimode SPM of Digital Instruments with a Nanoscope 
Ilia controller in air ambient. Since the underlying PMMA 
bottom layer is very soft, the sharpness of the cantilevers was 
not affected. The difficulties caused by the mechanical hard- 
ness of the resist and the geometry of the cantilevers were 
overcome very well by applying only a small force yielding 
a small penetration depth. The structures in the Ti image 
layer were transferred into the underlying PMMA by an an- 
isotropic RIE process in oxygen and subsequently into the 
silicon substrate by an SF6+02 RIE process. The complete 
technological approach for this subtractive pattern transfer is 
illustrated in Fig. 1. 

First, gold marks were patterned on silicon substrates by 
optical lithography for a proper alignment of the AFM. The 
thickness of the gold marks was chosen to 30 nm to make 
sure that the cantilever is not damaged during the alignment 
procedure. In a second step, 65 nm PMMA was spun on the 
wafer and baked at a temperature of 165 °C for 35 min. 
Finally, a 3 nm Ti film was deposited by e-gun evaporation 
at room temperature. A deposition rate of 0.2 A per second 
was used to achieve smooth and continuous films. AFM in- 
vestigations of the Ti films confirm a good film quality with 
a root mean square roughness of 0.4 nm. 

In order to avoid lateral forces damaging the cantilever, 
the AFM was used in tapping mode with a conventional Si 
tip, which has a length of 125 /nm and an elastic constant of 
20-100 N/m. After the sample alignment the pattern field 
was scanned precisely as a reference. With respect to this 
reference the tip was pushed through the Ti film and slightly 
into the PMMA by applying a vertical force of several fiN. 
The speed of lithography was typically less than 200 nm per 
minute, which is much lower than in e-beam lithography. 
After modifying twenty grooves with a length of 1 /xm, no 

change in the shape of the cantilever was observed. Figure 2 
shows the AFM image of a sequence of lines whose distance 
was decreased from 200 to 50 nm in 50 nm steps, to find out 
the resolution. The picture was taken immediately after pat- 
terning the Ti film with the same cantilever in tapping mode. 
The material heaped up from patterning the last line covered 
partially the second last and disrupted it. As a consequence 
this damaged mask will be transferred into the underlying 
resist and finally into the substrate. 

After AFM patterning, the nanostructures primarily 
grooved in Ti were transferred into the PMMA. To obtain 
steep sidewalk an anisotropic oxygen RIE process was used. 
For structuring 65 nm PMMA etching for 60 s is sufficient, 
but an overetching for 30 s has been performed to ensure a 
complete removal of the PMMA in such narrow grooves. In 
a series of tests it has been confirmed that the 3 nm Ti mask 
sustains the exposure to the oxygen plasma and only half of 
the Ti mask is removed by the RIE process. With this Ti 
+PMMA bilayer mask the nanopatterns were subsequently 
transferred into Si by a second anisotropic RIE process using 
SF6+02 in a 85:15 mixture. Finally, the residual PMMA was 
removed in an isotropic high pressure oxygen plasma. In 
order to observe the exact influence of the individual pattern 
transfer processes, an AFM analysis was made after each 
step. Since the conventional cantilevers, which were used for 
structuring, are not fine enough to scan the grooves down to 
the bottom, sharpened e-beam deposited (EBD) tips supplied 
by Nanotools GmbH have been used alternatively to analyze 
the grooves. In Fig. 3(a) the AFM image of the completely 
structured Ti+PMMA bilayer mask is shown. The trenches 
are approximately 22 nm wide. Even with the sharpened tips 
the trenches appear differently in depth in the cross section 
profiles: The wider the trench, the higher the value measured 
for the depth. Because of these tip artifacts, the linewidth is 
measured at the position of 2/3 width and not, as usually 
done, at half height. In Fig. 3(b) the structures are shown 
after the second RIE (SF6+02) process, and the trenches 
have a width of approximately 24 nm. The comparison of 
Figs. 3(a) and 3(b) allows the conclusion, that after the 
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FIG. 3. AFM images of (a) structured PMMA and (b) structured Si before 
removing the residual PMMA. 

SF6+02 RIE process the residual PMMA has not suffered a 
significant mask shift. This proves the high anisotropy of our 
02 RIE process. Figure 4 shows the AFM image of the struc- 
tures in the Si substrate after the removal of the residual 
PMMA. The grooves are approximately 30 nm wide and 45 
nm deep. The comparison of Fig. 3(b) and Fig. 4 shows that 
the Si structures widened approximately 10 nm during the 
SF6+02 RIE. In order to characterize the grooves better, an 
inverted three-dimensional AFM image is shown in Fig. 5, 
and the structures are very uniform except for the second last 
one: The disruption of the Ti mask, caused by upheaped 
material, is exactly transferred also into the Si substrate. Fi- 
nally, to confirm the AFM images and linewidth measure- 
ments, a high resolution scanning electron microscope image 
of the structures was taken (Fig. 6). The comparison of Fig. 
6 and Fig. 4 reveals, that the AFM analyses are nearly free of 
tip artifacts. The minimal period for reproducible lines and 
spaces was found to be approximately 80 nm. 

With the same process described above, arrays of holes 
were structured in silicon. Figure 7 shows such a pattern. 
The period is 55 nm, the diameter is 20-40 nm and the depth 
is 45 nm. For better visibility, this image is inverted also, i.e., 
the holes appear as dots. 

FIG. 5. Three-dimensional AFM image of grooves in Si. For better visibility 
of the shape of the grooves, the AFM image was inverted, i.e., the grooves 
appear as wires. 

With the aim of patterning smaller structures, we have 
also tried to modify the resist with sharper non-standard can- 
tilevers, but it was not successful. The super sharp cantile- 
vers were either bent or worn, so that the results did not 
differ very much from those achieved with conventional tips. 

III. CONCLUSION 

Using a resist system consisting of 3 nm Ti and 65 nm 
PMMA a promising progress was brought to mechanical 
AFM lithography. Grooves of approximately 30 nm width 
and 45 nm depth, and array of holes with a period of 55 nm, 
diameters of 20-40 nm and a depth of 45 nm have been 
achieved in silicon. This technique may be used to pattern 
other materials on the same scale, if suitable mask materials 
with respect to the substrate are chosen and an appropriate 

31.560nm 

FIG. 4. AFM image of the grooves in the Si substrate. The width is approxi- 
mately 30 nm and the depth is 45 nm. 
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FIG. 6. High resolution SEM picture of the grooves in Si. 
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FIG. 7. Three-dimensional AFM image of an array of holes in Si with a 
period of 55 nm and a depth of 45 nm. The diameter of the holes is 20-40 
nm. For better visibility of the shape of the holes, the AFM image was 
inverted, i.e., the holes appear as dots. 

RIE process is applied. The application of this technique for 
the fabrication of metallic or semiconductor based SETs is 
under development. 
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We have investigated the focused-ion-beam (FIB) lithographic mechanism of Se75Ge25 resist 
exhibiting dual-type resist characteristics according to development methods. That is the Ga-FIB 
exposed Se75Ge25 films act as positive and negative type resists for wet-etching development using 
a solution of HN03:HC1:H20 (1:1:3) and dry development by CF4 reactive-ion etching (RIE), 
respectively. With increasing incident energy, both sensitivity S and contrast Y are enhanced in the 
case of wet development, while both are deteriorated in the case of dry development. Considering 
the deposited energy density and implanted ion-concentration distributions obtained by our Monte 
Carlo simulation, FIB lithography for wet development depends primarily on the deposited energy 
and for dry development is dominated by the implanted ions themselves. For a 580 Ä thick Se75Ge25 
resist exposed by 30 keV Ga+ FIB and developed by CF4 RIE for 5 s under the gas pressure of 200 
mTorr, S and Y are about 1.7X1015 ions/cm2 and 4.44, respectively. In this case the ion 
concentration exceeds approximately 3.7X 1020 ions/cm3, Ga-exposed region is estimated to have a 
resistance against CF4-reactive gas. A 0.125 pan line pattern, with very small proximity effect, has 
been successfully fabricated by RIE development after 40 keV FIB exposure with a diameter of 
0.120 pan.   © 1998 American Vacuum Society. [S0734-211X(98)02604-3] 

I. INTRODUCTION 

High resolution lithography is a key technique in the fab- 
rication of sub 0.1 yum-scale structures and devices.1'2 

Focused-ion-beam (FIB) has been developed for high- 
resolution lithography and utilized conventional organic 
polymers as resist materials. However, it is difficult to obtain 
a fine pattern using organic resists, because of inherent vola- 
tile solvents and water as well as the limited capabilities of 
contrast and thermal property.3 

We have recently reported4-6 the results of three- 
dimensional (3D) Monte Carlo (MC) simulation for Ga+ ion 
penetration in an amorphous germanium selenide thin film 
and pattern profiling of FIB lithography using the simplified 
exposure and development models, in which the minimum 
resist thickness Z^n is selected to minimize a substrate dam- 
age and absorb the ion beam sufficiently at the same time. 
Also, in previous papers,7 we presented the experimental re- 
sults containing ion-induced changes, exposure response 
characteristics, and development patterns of positive-type 
Se75Ge25 resist by relatively low-energy FIB exposure and 
wet etching development, and then concluded that the FIB 
lithography depended strongly on the energy density depos- 
ited by the collisions of energetic ions rather than the im- 
planted ions themselves. 

The constituents of Se75Ge25 resist react upon F-doped 
gases and form volatile compounds, such as SeF6 and GeF4. 
Nonvolatile compound GaF^ is formed in the surface of 
Ga+-exposed region and eventually this film acts as a nega- 
tive type resist. Therefore, FIB lithography mechanism by 
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CF4 dry-etching development could be expected to differ 
from that by wet development. 

In order to understand the FIB lithographic mechanism of 
Se75Ge25 resist exhibiting dual-type resist characteristics ac- 
cording to development methods, we investigate here the ex- 
posure response and patterning characteristics of the resist by 
CF4 dry-etching development, compare to those by wet- 
etching developments, and analyze using the modified 
Lindhard-Scharff-Schiott (LSS) theory8'9 and our MC 
simulation.5'6 

II. EXPERIMENT 

The use of thinner ion-beam resist leads to the fine pattern 
formation.10 It is necessary to select an optimum resist thick- 
ness to absorb the ion energy or the ion itself sufficiently and 
to minimize ion penetration into the substrate at the same 
time. 

In previous papers,5'7 we presented the minimum resist 
thickness Z^n and the ion range parameters as a function of 
incident energy using MC simulation, and then the ranges of 
Zmin were 546-590 Ä and 685-717 Ä for 30 and 40 keV 
Ga+-FIBs, respectively. Most stop ions were distributed 
relatively uniformly in the entire depth of the resist and a few 
ions per 104 only penetrated into the substrate. If the thick- 
ness of Se75Ge25 resist is much more than the Z^D and dry 
development is performed under isotropic etching condi- 
tions, the undercutting from the lower part of the resist ap- 
pears easily since the nonvolatile layer is formed within 
ZmiD , i.e., very shallow regions of the Se75Ge25 resist. There- 
fore, the Zmin condition is necessary for obtaining the mini- 
mum substrate damage and performing reactive-ion etching 
(RIE) development without undercutting—independently on 
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FIG  1   SEM cross sections of unexposed Se75Ga25 resist as a function of RIE-development time: (a) as-deposited, (b) 3 s, (c) 6 s, (d) 10 s, and (e) 12 s. 

Thickness of as-deposited thin film is about 1000 Ä. The RIE was carried out under the CF4 gas pressure of 200 mTorr and the if power of 200 W. 

the pressure of reactive gases—as well. In our study, the 
density of a-Se75Ge25 is 4.42 g/cm3, which corresponds to 
3.39X1022 molecules/cm3 of the atomic density. 

A Se75Ge25 bulk glass was prepared by a conventional 
melt quenching technique. The constituent elements Se and 
Ge weighed in the appropriate ratio were sealed in an evacu- 
ated quartz ampoule, which was then placed in a furnace and 
heated at 220, 650, and 1000 °C for 2, 2, and 24 h, respec- 
tively. The ampoule was constantly stirred during these pe- 
riods to achieve complete homogenization of the constituents 
in the melt and quenched in water. An amorphous Se75Ge25 
thin film was prepared, on p-type Si (100) kept at room 
temperature, by thermal evaporation of the bulk in vacuum 
~ 1 X 10~5 Torr. The deposition rate of films was about 5 
A/s. Films were deposited in four thickness types: less than 
the Zmjn, the Z^n and more thanthe Zmin to observe the 
thickness dependence, and a 1000 A thick selected to evalu- 
ate the etching rate R0 of unexposed resist. The thicknesses 
prepared for 30 and 40 keV-Z^n conditions were about 580 
and 700 A, respectively. 

Ga+ ion exposure was performed using the FIB machine 
(SMI-8100) at 30 and 40 keV incident energies and then the 
exposure dose was controlled by changing the exposing time. 
Note 30 and 40 keV FIB multiscanning with squares of di- 
mension 425 /AmXO.20 pm and exposing time of 5-50 s 
caused the dose range of 7.3X 1014-7.3X 1015 ions/cm2 for a 
beam current of 20 pA. Also, 40 keV FIB exposure was 
performed by a single-raster scanning with the beam diam- 
eter of 0.12 /urn. 

The development before and after the exposure of the 
resist was carried out using RIE, where the CF4 gas pressure 
and the radio frequency (rf) power were about 140-200 
mTorr and 200 W, respectively. The development time, 
rRIE, to develop completely the unexposed resist is deter- 
mined by ZIRQ , where Z is the fabricated resist thickness. 
Fabricated linewidth and remaining height after RIE devel- 
opment were measured using a profilometer and a scanning 
electron microscope (SEM) with which 40°-tilted litho- 
graphic images were observed. 

III. RESULTS AND DISCUSSION 

RIE-development characteristics of unexposed 1000 A 
thick Se75Ge25 resist are investigated in order to select the 

optimized development time, TmE, for various thicknesses 
and the SEM cross sections as a function of etching time are 
shown in Fig. 1, where relatively high CF4 gas pressure of 
200 mTorr is used. The resist is very sensitive to 
CF4-reactive gases and the entire thickness is completely 
etched off for a very short time. Also, the surface and the 
resist / substrate interface of as-deposited film seem to be 
very uniform and the surface of the resist developed for 6 s 
appears relatively rough. 

The selective etching characteristics of 1000 Ä thick 
Se75Ge25 resist exposed to Ga+ doses of 1.46X1015 and 
2.19X 1015 ions/cm2 at 30 keV, after CF4-RIE development, 
is shown in Fig. 2. 

The etching rate of unexposed area R0 and that of ex- 
posed area #— a dose of 1.46X 1015 ions/cm2 are approxi- 
mately 80.0 and 72.0 A/s, respectively. The R of Se75Ge25 

resist exposed to 2.19X 1015 ions/cm2 are separated into two 
cases; R = ~36J A/s for 0-3 s and R=~2.5 A/s up to 9 s. 
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FIG. 2. Etching characteristics of Se75Ga25 thin film unexposed and exposed 
to doses of 1.146 and 2.19X 1015 ions/cm2 at 30 keV and developed under 
the CF4 pressure of 200 mTorr. The etching rate of unexposed resist R0 is 
approximately 80.0 Ä/s. 
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That is, R of the resist exposed to a dose of 1.46X1015 

ions/cm2 is similar to R0 and is much larger than that ex- 
posed to 2.19X 1015 ions/cm2. This result means that a criti- 
cal dose lies between two doses. In the resist exposed to 
2.19X 1015 ions/cm2, particularly, though the undercutting in 
the lower part of the resist pattern is produced, we have not 
observed any more thickness reduction by etching—only 
~ 115 Ä thickness is dry etched for this dose, which can be 
well explained considering the concentration distribution of 
Ga ions penetrated into the Se75Ge25 resist. The implanted 
Ga concentration exceeds a critical level Nc in this shallow 
region, the implanted Ga ions themselves react with F-doped 
reactive gases and eventually a protection layer with suffi- 
cient nonvolatile compound GaE,. is formed. But in the case 
of a dose of 1.46X 1015 ions/cm2, R become very large be- 
cause the peak concentration dose not even reach the critical 
level. 

Figure 3(a) shows the implanted ion concentration distri- 
butions obtained by LSS theory and MC simulation for the 
combination of Se75Ge25 resist and 30 keV Ga+ ion beam 
and Fig. 3(b) is a three-dimensional ion distribution for a 
dose of 4.38 X 1015 ions/cm2, where the projected range Rp is 
about 190 and 210 Ä for MC and LSS results, respectively.7 

From Fig. 3(a), therefore, the ion concentration at depth 
of 115 Ä for a dose of 2.19X 1015 ions/cm2 is evaluated as 
the Nc for CF4 RIE development, which is approximately 
3.7X1020 ions/cm3. 

Generally, etching under relatively high CF4 gas pressure 
leads to isotropic resist profiles with the undercutting. We in 
fact have observed that the undercutting was produced under 
the gas pressure of 140 mTorr in the case of a 1000 Ä thick 
Se75Ge25 exposed to 2.19X 1015 ions/cm2. For the ZMn thick 
resist, however, this undercutting is not observed for CF4 gas 
pressure of 140-200 mTorr. 

The three-dimensional MC-simulated profiles to be fabri- 
cated after CF4 RIE development for the Se75Ge25 resist ex- 
posed to a dose of 4.38 X 1015 ions/cm2 are shown in Fig. 4, 
in which the three 30 keV FIBs with 0.1 /jm space, 0.2 fim 
diam and 1.2 fira. scan length,6 and the development recipes 
in Fig. 1 are utilized. The resist thickness and the develop- 
ment time are 2^ = 580) Ä and TjaE( = ZnJR0 = 7.25 s), 
respectively. 

The simulated step height and linewidth are 520 Ä and 
0.205 /mm, respectively. Because the lateral spreading is 
about 250 Ä for both left and right directions, the proximity 
effect under the above-mentioned conditions can be ignored 
completely. 

Figure 5 shows SEM photographs of lithographic patterns 
fabricated in 580 Ä thick Se75Ge25 resists, where exposure 
was performed by 30 keV Ga+ FIB with a multiscan beam 
diameter of 0.20 /urn and RIE development was carried out 
for 5 s under the CF4 gas pressure of 200 mTorr and the rf 
power of 200 W. 

The pattern is formed initially at the dose range of about 
0.73-1.46X 1015 ions/cm2 and a linewidth corresponding to 
the beam diameter is obtained at the range of 219-2.92 
X 1015 ions/cm2. While the linewidth increases with increas- 
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FIG. 3. (a) Two-dimensional ion-concentration distributions as a function of 
dose and (b) three-dimensional 4.38 X 1015 ions/cm2 obtained by MC simu- 
lation for the combination of Se75Ge25 resist and 30 keV Ga+ ion beam. A 
solid line of (a) presents a symmetrical Gaussian-profiling obtained by LSS- 
based calculation. 

ing ion dose for the most resists—Si3N4,
3 W03,

11 PMMA,12 

etc., this resist maintains almost constant linewidth for a dose 
above 2.19X1015 ions/cm2. The pattern of Fig. 5(e) is in 
good agreement with the MC result of Fig. 4, although de- 
velopment time is different from each other. 

Figure 6 shows typical exposure response curve of Z^ 
thick Se75Ge25 resist exposed to 30 Ga+ FIB. As seen from 
this curve, sensitivity S, i.e., the threshold ion dose required 
to correspond to a 50% remaining thickness and the imaging 
contrast y, i.e., the slope around the threshold dose, are about 
1.7X 1015 ions/cm2 and 4.44, respectively. In the case of 40 
keV, we have obtained S and y of 2. IX 1015 ions/cm2 and 
4.0, respectively. 
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Se75Ge25 

FIG. 4. Three-dimensional MC-simulated patterns of Zmin thick Se75Ge25 

resist exposed by Ga+-Gaussian FIB and developed by CF4 RIE for 
TR1E(FIB exposure conditions: dose=4.38X1015 ions/cm2, incident energy 
=30 keV, diameter=0.2 /tm, spacing=0.1, /im, scan length=1.2 /im). 

As the incident energy increases from 30 to 40 keV, both 
5 and y are deteriorated. As is remarked in Figs. 2 and 3, this 
reason is because FIB lithography accompanied by CF4 RIE 
development depends strongly on the implanted ions them- 
selves rather than the energy density deposited by the colli- 
sions of energetic ions. If the deposited energy density is a 
predominant factor in the exposure characteristics, like a pre- 
vious paper about wet-etching development,7 the S should be 
enhanced with increasing incident energy. Especially, the re- 
duction of can be easily understood from the increase of 
range straggling A.Rp with increasing incident energy. 

Therefore, that Se75Ge25 resist exhibits dual-type resist 
characteristics — a negative type for dry development and a 
positive type for wet development — is due to the difference 
of FIB lithographic mechanism. 

Figure 7 shows a SEM photograph of the pattern fabri- 
cated in Zmin(700 Ä) thick Se75Ge25 resist obtained from 40 
keV-FIB exposure (4.3X 1015 ions/cm2) with a single raster- 
scanning diameter of 0.120 /mm and RIE development for 5 s 
under the gas pressure of 200 mTorr. The fabricated line- 
width is estimated to be about 0.125; fabricated height was 
about 370 Ä. A rough surface beside the development line is 
due to employing insufficient development time (~5 s) for 

l    O, S 10 

Ga+-ION DOSE [10ls ions/cm2] 

FIG. 6. Exposure response curve of Zmi„-thick Se75Ge25 resist for 30 keV 
Ga+ FIB exposure and CF4 RIE-development for 5 s, where normalized 

remaining thickness means pattern height/(#0*5). 

which approximately 300 A thick Se75Ge25 remains in this 
unexposed area [see Fig. 1(c)]. It can be eliminated if suffi- 
cient development time (-10 s in this case) is employed. 

IV. CONCLUSION 
The FIB lithographic mechanism of Se75Ge25 resist exhib- 

iting dual-type resist characteristics according to develop- 
ment methods has been investigated. The Ga-FIB exposed 
Se75Ge25 films act as positive and negative-type resists for 
wet-etching development, using a solution of HN03: 
HC1:H20 (1:1:3) and dry development by CF4 RIE, respec- 
tively. With increasing incident energy, both sensitivity S 
and contrast Y are deteriorated in the case of dry develop- 
ment. Through MC simulation and experiment procedure, 

Exposing Time 20 30 40 

5.84 

50 

7.30 

FIG 5 40°-tilted SEM image profiles of lithographic patterns fabricated in 580 Ä thick Se75Ge25 resists. FIB exposure conditions are an, incident energy of 
30 keV, a multiscan-beam diameter of 0.20 /im, scan length of 425 /im, and beam current of 20 pA. and RIE development conditions are the_ CF,, gas pressure 
of 200 mTorr, the if power of 200 W, and development time of 5 s which etches off about 400 A thick unexposed-resist region. Linewidths of (a), (c), (e), 
and g) are 0.050, 0.20, 0.205, and 0.205, respectively. Step height of (e) is evaluated to be about 340 Ä. 
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FIG. 7. SEM photographs of the pattern fabricated in 700 Ä thick Se75Ge25 

resists. FIB exposure is performed by an incident energy of 40 keV with a 
single raster scanning of a diameter 0.120 ßm and RIE development is 
performed for 5 s under the gas pressure of 200 mTorr. 

FIB lithography for wet development depends primarily on 
the deposited energy and for dry development is dominated 
by the implanted ions themselves. For the Z„^ thick 
Se75Ge25 resists exposed by 30 keV Ga+-FIB and developed 
by CF4 RIE under the gas pressure of 200 mTorr, S and Y 
are about 1.7X 1015 ions/cm2 and 4.44, respectively. In this 
case the ion concentration exceeds approximately 3.7X 1020 

ions/cm3 — the critical ion concentration — Ga-exposed re- 
gion is estimated to have a resistance against CF4-reactive 
gas. A 0.125 fim line pattern, with very small proximity 
effect, is successfully fabricated by RIE development after 
40 keV FIB exposure with a diameter of 0.120 ^m. Since the 
resolution of this lithography is a little larger than the beam 
diameter and lateral spreading is very small, high-contrast 
patterns of the sub-0.1 fjtm can be obtained easily from the 
reduction of FIB diameter and the control of dose and thick- 
ness. Though Se75Ge25 inorganic resist has several advan- 
tages such as physical stability, compatibility with in situ 
process, high contrast, and great ion-stopping power to pro- 

tect a substrate from ion-induced damage, its sensitivity is 
1-2 orders lower than that of conventional polymer resist. 
Therefore, this problem should be solved, especially in order 
to employ it as the resist of ion-projection lithography. To 
obtain the sensitivity of ~ 1014 ions/cm2, a study on FIB 
lithography characteristics using about 80°-columnar struc- 
tural Se-Ge resist is now in progress. 
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During the process of synchrotron radiation lithography, blurring occurs largely because the mask 
and patterns are distorted under transient thermal loads. An analysis model of blurring has been 
proposed in this article. Irradiated energy is calculated by summing the moving x-ray power incident 
to a wafer. The blur is caused mainly by two sources: displacement of the pattern and pattern width 
change. A transient analysis has been made. In a sample calculation, the distortion of a printed 
pattern after the process was 1.2 nm while the maximum in-plane distortion during the process was 
3.5 nm and width change -3.5 nm for a 1 Hz scanning frequency. Comparison between distortions 
without considering blurring effect and distortions considering blurring effect was offered. The 
effect of scanning frequency on printed pattern distortion and width change was also presented. 
© 1998 American Vacuum Society. [S0734-211X(98)03504-5] 

I. INTRODUCTION 

The distortion of a membrane in an x-ray lithography is 
increasingly important as the integration density becomes 
higher. The membrane distorts during fabrication processes 
such as cooling or etching. It can also be distorted while it is 
under use. Fixturing, gravity, heating, and thermal damage 
by an x-ray exposure cause the mask to be distorted. Distor- 
tions by gravity and fixturing were a topic of intensive study 
especially by using computer simulation. 

Since the width of synchrotron radiation is too small to 
expose the entire membrane at one time, the beam is scanned 
on the mask. The x-ray scanning causes the membrane to be 
distorted dynamically, and thus the distortions depend on the 
position of the beam. They were studied by using a quasi- 
static model,1'2 or a dynamic model3'4 considering only the 
irradiated energy. In this article, blurring due to transient 
thermal distortions with a resist sensitivity is simulated and 
the resulting printed pattern distortion on a wafer obtained. 

II. MODELING AND A CASE CALCULATION 

The mask model used in this study consists of a 2 /mi 
thick Si3N4 membrane, a Si wafer, and a supporting Pyrex 
ring. The wafer is 625 pan thick and the window size 40 
mmX40 mm. There is a device wafer under the mask. En- 
ergy intensity from the synchrotron is assumed to have a 
Gaussian distribution along the scanning direction and a uni- 
form distribution along the direction perpendicular to it, as 
shown in Fig. 1. Part of the incident x-ray energy is absorbed 
by the membrane and absorbers, a small portion of the en- 
ergy is reflected by the membrane, and the remaining portion 
passes through it reaching the wafer. Energy absorbed by the 
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membrane varies according to time and position of the scan- 
ning beam. The moving beam causes the membrane to be 
dynamically distorted. 

The x-ray power absorbed by the membrane is emitted by 
radiation and converted at the outer surface. A thermal con- 
duction occurs through the mask membrane and the proxim- 
ity gap is filled with helium. Previous studies show that the 
thermal energy transferred by the natural convection is neg- 
ligibly small when the proximity gap is smaller than about 
100 fim.2A Therefore it was neglected in the present study. 
The analysis in our study has been made by the commercial 
code ANSYS® and the method to calculate temperature distri- 
bution and thermal distortion is similar to those in the study. 
A two-dimensional model including x-ray mask, proximity 
gap, resist, device wafer, and holder was used for thermal 
analysis. A three-dimensional model of membrane was used 
to calculate thermal distortion. We used about 2000 two- 
dimensional plane elements for thermal analysis. A model of 
60X60 four-node linear three-dimensional shell elements 
were used for structural analysis of the membrane. 

The dynamic deformation of a membrane will bring in a 
dynamic pattern distortion. Figure 2 explains the proposed 
model of pattern blur by dynamic thermal membrane distor- 
tions. A pattern will move to the right when an incident x-ray 
power is on the left side, and the pattern will be printed at 
this position. When the peak point of the power is right on 
the pattern, the pattern will be printed directly below. When 
the power source moves further to the right, the pattern will 
move leftwards. The printed image on the wafer due to the 
distortion is therefore widened or blurred over some area. 
Figure 2 is for the case of a static thermal analysis. If we 
consider transient effects, the printed pattern will be distorted 
even when the power source is right above the pattern, caus- 
ing blur. In this case, the blurred image will not show sym- 
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FIG. 1. Schematic of x-ray mask exposure. 

metry. In general, a pattern width is about 250 nm or below, 
and distortion is less than a few tens of nanometers. The 
drawing in the figure is exaggerated to explain the blurring 
effects. 

Energy passing through the membrane is not always used 
for printing on the wafer. Figure 3 shows a model of the 

Power input 

Scanning direction 

Printed image 

FIG. 3. Model of irradiated energy on a wafer. 

irradiated energy that can go to printing. The dashed line is 
resist sensitivity, which is a threshold for creation of a 
printed pattern. The part which absorbs more energy than 
this amount is assumed used for printing and the rest is not. 
The amount of absorbed energy, its profile, and resist sensi- 
tivity are important factors which determine the amount of 
blur. 

The blurring effect consists of two factors: a shift of the 
center line of a printed line image on a device wafer and a 
width change of the line image. The maximum shift during 
one scanning cycle will be denoted by IPDß. Another quan- 
tity of interest for the computational purpose is IPD denoting 
the maximum displacement of an absorber on the membrane 
during a scanning cycle. The width change is the difference 
in width between an absorber on a membrane and a printed 
image on a device wafer. IPDß, IPD, and a width change are 
illustrated in Fig. 4. When the temperature gradient is large, 
the absorber displacement will become large. If the energy 
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TABLE I. Base conditions of exposure system parameters. 

1994 

Maximum x-ray power intensity 150 mJ/cm2 

Gaussian standard deviation 2.5 cm 

Proximity gap 40 fjm 

Scanning frequency 1 Hz 

Pattern coverage 50% 

irradiated on the device wafer is higher, the lines of the 

printed pattern will be thicker. 

III. RESULTS AND DISCUSSIONS 

In this study, the scanning frequency is taken as 1 Hz and 
the pattern coverage, that is, the ratio of the absorber area to 
the whole mask area is 50%. The maximum x-ray power 
intensity assumed is 150 mW/cm2 and the Gaussian standard 
deviation of the beam 2.5 mm. A proximity gap of 40 ^m is 
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FIG. 5. Power and temperature distribution depending on the beam location. 

J. Vac. Sei. Technol. B, Vol. 16, No. 4, Jul/Aug 1998 

5 1 

X-ray 
scanning 

■ A 
■B 

4 
A 

2 5^ i 

E 
2 

> 4 
0 

_2 

31 

-4 
-6.0x10"1 0.0 -3.0x10' 

X ( nm) X (nm) 

FIG. 6. History of pattern displacements. 

assumed and filled with He gas. Table I shows the base con- 
ditions of exposure system parameters. The beam is assumed 
scanning along the y direction. In this case the maximum 
displacement occurs along the middle line in the y direction. 
In the following, the distortions along this middle line are 
described. The amount of absorber translation (IPD) is com- 
pared with the IPDB during the first scanning period. 

A. Temperature rise 

Figure 5 shows an x-ray power source and corresponding 
temperature rise of a membrane with respect to time. The 
base temperature is 25 °C. The scanning direction is from 
left to right with a frequency of 1 Hz. The maximum tem- 
perature rise is about 0.3 °C near the peak point of power 
intensity. In this transient thermal analysis case, the tempera- 
ture profile is seen slightly lagging behind the power profile. 

Both of the profiles of the power and temperature are 
similar in shape to each other. The severe temperature gra- 
dient in this profile makes the membrane and the patterns on 
it be distorted. In the first exposure of x-ray, the membrane 
temperature is uniform at 25 °C. After one pass of scanning, 
due to heat accumulation, the temperature profile is chang- 
ing. The strength of x-ray power source, scanning frequency, 
absorption coefficient of membrane, and pattern coverage are 
found to be important factors which determine the tempera- 

ture field. 

B. Trajectory of a pattern 

As a typical case, we consider the behaviors of two points 
A and B in a membrane to study the trajectory of a pattern. 
For purpose of description, the origin of the coordinate is 
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TABLE II. IPDÄ and width changes (nm). 

Displacement       Displacement 
of the left edge   of the right edge        IPDB Width change 

(<*L) (dR) \(dL+dR)l2\        dR-dL 

Point A 
Point B 

0.62 
1.91 

-2.79 
-1.56 

1.09 
0.18 

-3.41 
-3.47 
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FIG. 7. Irradiated energy on a wafer during a scanning cycle, (a) Point A, (b) 
point B, (c) point C. 

assumed to be at the initial location of each point as in Fig. 6. 
Point A is the center point of the pattern which is positioned 
at the center of the membrane. When scanning begins, point 
A moves upwards rapidly from the center from 0 to 1 in the 
figure. As the power comes to the upper end (position 3 in 
the scanning), the point moves down slowly and passes 
through the center almost at.the same time as the power 
source passes through the center. Even when the beam 
reaches position 4, point A is still displaced at a downward 

location. As the power comes down further, it moves up- 
wards, passing through the center again. As it can be seen 
from the figure, movement in the x direction is negligible. 
Since point A and point B are at the center horizontally, we 
can expect movements in the x direction would be almost 
zero. 

The history of movements for point B is almost the same. 
But since point B is located below the center, it remains in 
the lower part longer than point A. In addition, the displace- 
ment of point B is less when the power source is located 
above point B than below B. 

C. Irradiated energy 

Figure 7 shows irradiated energy on a device wafer. The 
scanning direction taken is again along the y direction. Pat- 
tern width is about 250 nm or less. Irradiated energy depends 
on the position of the membrane and the power intensity. It 
is assumed that there is a threshold to get a print image. 
Maximum movements of the pattern and width change at 
three different locations are shown. Almost all parts of the 
pattern reach the same maximum level of energy intensity 
with a value of 17 mJ/cm2. At points A and B, the printed 
image linewidth is less than the original pattern linewidth, 
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which shows the width change is about -3.5 nm. As shown 
in Fig. 7(c), since the irradiated energy at location C near the 
bottom edge is below the resist sensitivity, no pattern is 
printed. If the scanning started further below the bottom end, 
a print image would occur for the pattern at point C. IPDB 

and width change are determined by the shift from the ex- 
pected locations of the left edge and right edge of the printed 
pattern image. The numerical results from the present model 
case are summarized in Table II. This shows a width reduc- 
tion of about 3.5 nm and a shift of about 1 nm. 

D. Blur analysis 

Figure 8 illustrates two kinds of pattern distortions de- 
fined previously, IPD and IPDß. Both of them show sym- 

1996 

metric shape, and IPD is three times lager than IPDB which 
should be considered in practical use. Because irradiated en- 
ergy in the bottom and top part of the membrane are not 
sufficient to print pattern, there are no IPDB in these regions. 

Figure 9 shows width changes in the v direction and they 
are about -3.5 nm at the center of the membrane. Since 
distortions near the edges are smaller than those in the cen- 
ter, the patterns near the edges shrunk less. Because the 
width changes in the x direction is one order smaller than in 
the y direction, it was not considered. 

A parametric study on the IPDß and the width change has 
been made next by changing scanning frequency and x-ray 
dose. IPD and IPD^ are found not to depend much on the 
scanning frequency, as shown in Fig. 10(a). This agrees with 
a previous study.4 But the width change is greatly influenced 
by the scanning frequency. For the base conditions which 
were used in this study, the width change was -3.5 nm. And 
the linewidth change becomes zero at 0.62 Hz. It can be 
concluded that we can make width change to be almost zero 
by adjusting the scanning frequency. Figure 10(b) shows the 
influence of x-ray dose on distortions and width changes for 
the base conditions. They are increased almost linearly with 
x-ray dose. When the x-ray dose is low, no image is printed. 
The frequency at which there is no linewidth change can be 
changed by adjusting x-ray dose, as shown in Fig. 10(c). The 
estimated frequency for three cases are 0.41, 0.62, and 0.75 
Hz, respectively, as shown in the figure. It is seen that the 
influence of the scanning frequency on IPD decreases as the 
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frequency gets higher. The IPD, as shown in Fig. 10(d), be- 
comes less, the higher the frequency is. 

IV. CONCLUSIONS 

In this article, blurring effects due to thermal distortion 
for a synchrotron radiation lithography were studied exten- 
sively. When we study thermal pattern distortions of an x-ray 
mask, it is necessary to consider blur because patterns are 
distorted dynamically. Movements of pattern.were studied 
and irradiated energy on a device wafer were calculated con- 
sidering important factors. Blurring studied has two compo- 
nents: shift and width change of the printed line image. They 
come from the distortion and displacement of the pattern on 
the membrane, and irradiation change of the moving x-ray. 
For the data we used, the displacement of the absorber pat- 
tern was 1.2 nm at the center and width change of the printed 
line image was about -3.5 nm. Distortions considering blur- 

1997 

ring effect were compared with distortions without consider- 
ing it. Maximum IPD was about three times greater than 
IPDfi. It has been shown in this study that the linewidth 
change is inversely proportional to scanning frequency. By 
adjusting the frequency and x-ray dose, the width change of 
an image can be zero or minimized. 
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The evolution of integrated circuits into the ultralarge scale integrated regime takes today's 0.35 /an 
circuit design rules to even smaller values of 0.18 /an and beyond. As a consequence, photoresist 
masks are becoming thinner and even more prone to erosion by etching. For this work an /-line 
novolak resist was used. Etch rates for various process conditions using in situ ellipsometry were 
obtained Also the fluorocarbon surface layer, present on top of the photoresist during steady state 
etching was examined with x-ray photoelectron spectroscopy. The investigated pressure range was 
6 to 20 mTorr and the inductive power range was 300 to 1400 W. It was found that there are two 
distinct regimes of etching behavior. At inductive powers below 600 W the etching is energy flux 
limited, at higher inductive powers the etching is ion energy limited. © 1998 American Vacuum 
Society] [S0734-211X(98)07104-2] 

I. INTRODUCTION 

As integrated circuit feature sizes continue to shrink, the 
lithography requirements become much more demanding. A 
consequence of this is photoresists that are thinner and inher- 
ently less resistant to erosion by the etching processes. Si- 
multaneously, the selectivity (of Si02 to photoresist) needs 
to increase owing to novel structures designs, approaching 
10:1 in some instances. To be able to design an etching pro- 
cess and improve the etching resistivity of resist materials 
that will meet this requirement, it is important to understand 
the mechanisms which control the resist erosion, in particular 
in low pressure, high density plasmas. The etching of this 
amorphous organic compound is at this point not well under- 
stood. Therefore a detailed study of the etching behavior and 
post plasma surface analysis in dependence on inductive 
power, pressure, biasing power and self biasing was carried 
out. 

II. EXPERIMENT 

For this work, an inductively coupled plasma tool (ICP) 
was used similar to the apparatus described by Keller et al.1 

A planar induction coil, supplied with 0-2000 W rf power at 
13.56 MHz, generates the plasma through a 16 mm thick 
quartz window. The wafer is mounted on an electrostatic 
chuck which is cooled to a temperature of 10 °C. A pressure 
of 5 Torr of helium is applied to the back of the wafer in 
order to achieve a good thermal contact. The distance be- 
tween wafer and induction coil is 7 cm. For the present ex- 
periments, we used CHF3 plasmas generated using 300 to 
1400 W inductive power in the pressure range of 6 to 20 
mTorr at a constant gas flow of 40 seem. Independent rf 
biasing power was applied to the electrostatic chuck at 3.4 
MHz. This rf bias power determines the self bias voltage 

which is present over the sheath region above the wafer and 
which largely determines the ion energy. The ion energy is 
the charge of the ion multiplied by the potential difference 
between plasma and wafer, which is the plasma potential 
[around 20 V (Ref. 2)] plus the self bias voltage. The relation 
between the rf bias power and the corresponding self bias 
voltage for certain plasma conditions has been established 
with two different methods. The first of these is by direct 
measurement of the wafer potential with a voltage probe at- 
tached to the wafer surface described by Rueger et al; the 
second by measuring the ion current density above the wafer 
with a Langmuir probe. 

Assuming that all the power of the rf biasing is going into 
the acceleration of the ions in the sheath region towards the 
wafer, the self bias voltage can be expressed by 

VAr= 

''Electronic mail: oehrlein@cnsibm.albany.edu 

dc   ICD*A' 

where Vdc is the self bias voltage, P the rf bias power, ICD 
the ion current density and A the area of the wafer. The 
calculated self bias voltages using the ion current densities 
agree well with the direct measurements of the self bias volt- 
ages using a wafer probe. Figure 1 shows the ion current 
densities for the plasma conditions used for the experiments 
presented in this article. 

The Wine novolak resist material was supplied by 
SEMATECH. Before each resist etching experiment the pro- 
cess chamber was cleaned with an oxygen plasma. The etch 
rates were obtained using in situ ellipsometry. In some ex- 
periments the resist etching was performed for at least 1 min, 
the process was then stopped for x-ray photoelectron spec- 
troscopy (XPS) analysis. The process was stopped by first 
switching off the inductive power and within approximately 
0.5 s the rf bias power. Then the samples of size 2.5X2.5 cm 

1998     J. Vac. Sei. Technol. B 16(4), Jul/Aug 1998       0734-211X/98/16(4)/1998/8/$15.00       ©1998 American Vacuum Society     1998 
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FIG. 1. Ion current density vs inductive power for the pressures 6, 10, 15 and 
20 mTorr in CHF3 at a flow rate of 40 seem. 

were transferred to the XPS analysis chamber. The scanned 
energy regions for XPS analysis were C(ls), F(2s), F(ls) 
and 0(1,?) under 15° and 90° with respect to the surface. 
The pressure in the XPS analysis chamber was (9 ±2) 
X 10"9 mbar. It was observed that a delay of the XPS ex- 
periments of less than an hour would lead to a significant 
change in the results. Therefore, all these experiments were 
performed carefully in a consistent manner. 

III. RESULTS AND DISCUSSION 

A. Resist etch rates 

An important observation is the time dependent behavior 
of the photoresist etch rate, and is shown in Fig. 2. All con- 
trollable parameters for this experiment were kept constant, 
except the rf bias power as indicated in the figure. The ar- 
rows indicate the time when the rf bias power was changed 
to a new value. The etch rate drops initially over a time 
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FIG. 3. Etch rate at 6 mTorr for 400, 600 and 1400 W inductive powers (a) 
vs rf bias power and (b) vs self bias voltage. 

interval of about 500 s. After this the etch rate is stable. The 
change in resist etch rate with time can be explained by a 
change of the chamber wall conditions and the correspond- 
ing change in plasma chemistry4 and/or an alteration of the 
resist material by the plasma radiation or chemistry. The du- 
ration of the following experiments was such that the time 
dependent change of the etch rate is negligible. 

To get an overview of the etch rate behavior, we started 
out varying the rf bias power while keeping the other param- 
eters constant. We did this at a pressure of 6 mTorr for 
inductive powers of 400, 600 and 1400 W and at 20 mTorr 
using 400, 1000 and 1400 W. The flow rate in these experi- 
ments was 40 seem. The results are shown in Figs. 3(a) and 
3(b) and Figs. 4(a) and 4(b), where the rf bias power has also 
been converted into self bias voltage. 

An interesting observation here is in the etch rate behav- 
ior with respect to the self bias voltage. At 6 mTorr pressure 
we see that the etch rates for 600 and 1400 W are the same at 
the same self bias voltage whereas the etch rate at 400 W is 
lower. At 20 mTorr we can see a similar behavior, but for 
different values of inductive powers. Here we get coinciding 
etch rate curves for 1000 and 1400 W inductive power, but at 
600 W the etch rate is much lower. 

A comparison of the etch rate at pressures of 6 and 20 
mTorr is shown in Figs. 5(a) to 5(d). Again the etch rate is 
plotted versus rf bias power as well as self bias voltage. In 
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Fig. 5(a) where the data are plotted versus rf bias power, we 
see that for 600 W the etch rates of both pressures are very 
close, especially for bias powers well in the etching regime. 
When plotted versus self bias voltage [Fig. 5(c)] the etch 
rates at higher self bias voltages are quite different, but at the 
transition from deposition to etching both curves coincide. 
The etching at both pressures starts at the same self bias 
voltage. 

This observation seems to indicate that for 600 W induc- 
tive power, the onset of the etching is determined by the self 
bias voltage and therefore a well defined ion energy. For 
higher values of the self bias voltage, the total energy flux 
seems to be a limiting factor of the etch rate so that we 
measure the same etch rate for both pressures at the same rf 
bias power. Figure 5(b) shows that at 1400 W the rf bias 
power does not seem to limit the etch rate, but the onset of 
etching is still determined by the self bias voltage [see Fig. 

5(d)]. 
Since the etch rate at a fixed self bias voltage above a 

certain inductive power seems to be independent of the in- 
ductive power [Figs. 3(b) and 4(b)], we measured the etch 
rate at a constant self bias voltage, varying the inductive 
power. In Fig. 6 we see the results for two different self bias 
voltages, 50 and 80 V at three different pressures 6, 15 and 
20 mTorr. It can be seen that the etch rate levels out for 
higher ion currents. Even a change in pressure does not 
change significantly the etch rate at higher ion currents for 
the two given voltages. At lower ion currents the lower pres- 
sure yields a higher etch rate. 
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B. Correlation between resist and fluorocarbon 
etching 

A correlation between the resist etch rate and the etch rate 
of a passively deposited fluorocarbon layer was observed in 
the following experiments. Initially, a fluorocarbon film was 
deposited without applying an rf bias power. After a suffi- 
ciently large CF^ layer was grown, the rf bias power was 
applied, and the CR,. etch rate was measured followed by the 
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FIG. 7. (a) Etch rate of resist and CF^ at 1400 W and 6 mTorr vs rf bias 
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resist etch rate. 
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FIG. 8. Thickness of the CF,. top steady state etching layer at 6 mTorr and 
three different inductive powers 400, 600 and 1400 W (a) vs rf bias power, 
(b) vs self bias voltage. 

resist etch rate, once the fluorocarbon film was removed. 
This experiment was repeated for each rf bias power inves- 
tigated. The obtained results for 1400 W inductive power 
and 6 mTorr pressure are shown in Figs. 7(a) and 7(b). We 
observe that the etch rates of the passively deposited CF^ and 
the etch rates of the resist are proportional to each other. 

C. X-ray photoelectron spectroscopy surface analysis 

XPS analysis of the resist surface during etching was per- 
formed in order to study properties of the CF^. steady state 
etching layer on top of the resist as a function of various 
etching conditions. Unfortunately, the resist itself contains 
carbon, so that the total carbon signal is the sum of the sig- 
nals coming from the CF,. and from the underlying resist. 
The CFj layer is too thin to neglect the contribution from the 
resist. Since the resist does not contain fluorine, we know the 
origin of the C-F,. bond signals and we can use these to 
make statements about the composition of the CFX layer. 

The resist also contains oxygen which we can use to de- 
termine the thickness of the CF^ layer by comparing the 
intensities emitted under 15° and 90° with respect to the 
surface using the method outlined by Briggs and Seah.5 Fig- 
ures 8(a) and 8(b) show the thickness of the CF^ layer at 6 
mTorr for 400, 600 and 1400 W inductive power with re- 
spect to rf bias power and self bias voltage. We see that the 
thickness decreases with self bias voltage as well as with 
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FIG. 9. Thickness of the CF, top steady state etching layer at 6 mTorr and 
two different inductive powers 400 and 1400 W (a) vs if bias power and (b) 
vs self bias voltage. 

inductive power. Therefore we get the thinnest film at the 
highest self bias voltage and the highest inductive power. 
Figures 9(a) and 9(b) show thicknesses obtained at 20 mTorr 
at 600 and 1400 W inductive power. Here we see the same 
trend. It is interesting to notice that here the thickness seems 
to be determined by the rf bias power and therefore by the 
total energy flux, as shown in Fig. 9(a), independently of the 
inductive power. Also in Fig. 8(a) for the curves of 400 and 
600 W inductive power the if bias power seems to be the 
determining factor of the thickness. 

In Figs. 10(a) to 10(d) a comparison of thicknesses of CF^ 
layers processed under the two pressures 6 and 20 mTorr is 
shown. For 600 W, we see that at the lower pressure we find 
lower thicknesses, whether plotted versus rf bias power [Fig. 
10(a)] or self bias voltage [Fig. 10(c)]. For the rf bias powers 
above 60 W, the film thicknesses for both pressures appear to 
be very close [Fig. 10(a)]. At the high inductive power 1400 
W the behavior is reversed. Here we get the higher thick- 
nesses for the lower pressure 6 mTorr. How does this chang- 
ing behavior of the CFX film thicknesses as a function of 
inductive power, correlate to the etch rates at these condi- 
tions? The corresponding etch rate graphs were already 
shown in Fig. 5. When we compare each etch rate graph with 
the corresponding thickness graph, we find at 600 W induc- 
tive power when plotted versus rf bias power: (1) A thinner 
film is seen at 6 mTorr [Fig. 10(a)] at the onset of etching at 
around 30 W [Fig. 5(a)]. However, the etch rate is lower. (2) 
At higher rf bias powers, the etch rates are almost identical 
and also the CF^ thicknesses at both pressures are very close. 
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FIG. 10. Thickness of the CF, top steady state etching layers for 6 and 20 mTorr (a) at 600 W vs rf bias power, (b) at 1400 W vs rf bias power, (c) at 600 
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FIG. 11. Carbon spectra of resist samples processed at 1400 W inductive 
power, 6 mTorr pressure at rf bias powers of (a) 100 W and (b) 250 W. The 
spectra were obtained at an angle of 15° with respect to the surface. 

This means that for higher rf bias powers, we get the same 
etch rate and the same film thickness at the same rf bias 
power. As we discussed earlier, the etching in this regime 
appears to be energy flux limited. Our data can be interpreted 
in that the energy flux limitation is correlated with the thick- 
ness of the CF,. top layer which needs to be removed to 
enable more effective etching of the resist. This is also con- 
sistent with the results shown in the two curves at 1400 W 
versus rf bias power [Figs. 5(b) and 10(b)]. We find here that 
the higher CF., film thickness at 6 mTorr corresponds to a 
lower etch rate which is the expected behavior. 

By plotting the data versus self bias voltage, Figs. 5(c) 
and 10(c) are obtained. Here thinner film corresponds to a 
higher etch rate for 1400 W as well as for 600 W. As men- 
tioned earlier the thickness difference between 6 and 20 
mTorr at 600 W is reversed for 1400 W. At 600 W and 6 
mTorr the CF^ film is thinner than the one at higher pressure 
and at 1400 W the opposite is the case. This corresponds to 
the same change of the etch rate difference when going from 
600 to 100 W. At 600 W and 6 mTorr the etch rate is higher 
than for 20 mTorr and at 1400 W the opposite is the case. 
This indicates that there is an important correlation between 
the formation of the steady state etching CF^. film, and the 
etch rate. 

Figure 11 shows some typical carbon Is spectra for two 
different bias powers processed at 1400 W inductive power 
and 6 mTorr pressure. By fitting these spectra with a combi- 

0.60 

0.45 

0.40 

0.60 

0.55 

6 mTorr 

A— 400 W 
*— 600 W 
*—1400 W 

0.60 

0.55 

0.50 

0.45 

—1 1 1 r- 

(b) 

20 mTorr 
—□— 600 W 
—o—1400 W 

0.40"—'—■—'—- 
50        100       150       200      250 40        80       120      160      200      240 

O    0.50 

o 

0.45 

-«—i—'—r- 

(C) 

RF Bias Power (W) 

6 mTorr 

-A--400W 
-*•- 600 W 
••••■•• 1400 W 

0.60 

0.55 

0.50- 

0.45 

RF Bias Power (W) 

0.40'—■—'—■—'—■—'—■—'—■—'—■—'—■—i—I 0.40 
20     40     60     80    100   120   140   160 50 

Self Bias Voltage (V) 

•(d) 

■ y 
—O 0 

 a 

/ .—^-0"^"^ 

:/ /    20 mTorr 

y /          — a— 600 W 
—o—1400W 

i                        i —■— >     ■      i.i. 

100       150       200       250 

Self Bias Voltage (V) 
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FIG. 13. Fluorine over argon intensity vs (a) inductive power and (b) ion 
current density at the pressures 10 and 20 mTorr. 

nation of Gaussian curves, the relative ratios of the corre- 
sponding bonds can be determined. The carbon spectrum 
contains four peaks according to the four types of bonds that 
are possible in a pure CE, layer, the C-C, C-F, C-F2 and 
the C-F3 bonds. As already mentioned earlier we can only 
make use of the C-Fx bonds, since the resist contributes to 
the other signals with its C-C bonds. In addition, C-H 
bonds that exist in the resist contribute to the C-C peak since 
their binding energies are practically undistinguishable. All 
the C-Fx peaks must come from the CF* layer since the 
resist does not contain fluorine. Using the peaks arising from 
a carbon atom with at least one fluorine bond, the relative 
occurrence of C-F bonds among all the C-F^ bonds were 
calculated. This was done with the carbon Is signals ob- 
tained at a detector angle of 15° with respect to the sample 
surface. The results are shown in Figs. 12(a) to 12(d). Again 
we can compare the results plotted against rf bias power with 
the plots where the results are shown versus self bias voltage. 
By doing so we find that the ratio of C-F bonds is a function 
that is more directly connected with the self bias voltage than 
the rf bias power. We see that with increasing self bias volt- 
age the CF^. film contains a higher amount of C-F bonds. 
This is to be expected since a higher ion energy introduces a 
higher damage to the surface, and the ions will on average 
experience a greater fragmentation.6 By increasing the induc- 
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FIG. 14. Schematic picture of the two different etching regimes, (a) In the 
energy flux limited regime a thick CF^ layer is present, (b) In the ion energy 
limited regime the amount of ion fragmentation and the penetration depth of 
the ions is important. 

tive power at the same self bias voltage, the amount of C-F 
bonds can be further increased. This behavior is common for 
both pressures 6 and 20 mTorr. 

A higher relative amount of C-F bonds means that the 
film becomes less fluorinated and therefore harder to etch, 
since fluorine is the important etch precursor. Since our goal 
is to minimize the erosion of photoresist a less fluorinated 
C-F.,. layer is desirable. We also want to maximize the thick- 
ness of the CFX layer since this ultimately controls the etch 
rate of the underlying resist and a thicker film is a better 
protection against erosion. As can be seen from the graph the 
least fluorinated film [highest C-F bond ratio, Figs. 12(c) 
and 12(d)] is achieved at the highest self bias voltage with 
the highest inductive power. Unfortunately, this process di- 
rection also leads to the thinnest films [Figs. 8(b) and 9(b)]. 
This indicates that ion bombardment energy control alone 
may be insufficient to control resist erosion. 

IV. ETCHING MODEL 

From the etching behavior we can distinguish two re- 
gimes of etching. At low inductive powers the etch rate is 
energy flux limited and the rf bias power is the limiting 
factor [Fig. 5(a)]. At high inductive powers above a "critical 
ion flux," the etching is independent of the inductive power 
at fixed self bias voltage and determined by this self bias 
voltage [Figs. 3(b) and 4(b)] and the neutral density as dis- 
cussed below. Since with increasing inductive power at fixed 
self bias voltage the ion current density and therefore the 
total energy flux to the wafer surface increases, it is clear that 
in this regime it is not the energy that controls the etching 
process. However, an increase in self bias voltage and there- 
fore the maximum ion energy does increase the etch rate, so 
we conclude that the greater ion fragmentation6 upon impact, 
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and the greater penetration depth of the ions, at higher ion 
energies are responsible for the increase in etch rate. 

The independence of the etch rate from the ion current 
density can be explained when taking the atomic fluorine 
density in the plasma into consideration. Fluorine is an im- 
portant etch precursor and the etch rate should always de- 
pend on the atomic fluorine density to which the surface is 
exposed. We observed small fluorocarbon layer thicknesses 
on the resist (<1 nm), which decrease with increasing induc- 
tive power and increasing self bias voltage. For high induc- 
tive power and self bias voltage, these films are not present. 
Therefore, above the critical ion flux, the fluorine density to 
which the resist surface is exposed, is equal to the fluorine 
density in the gas phase. Argon actinometry was performed 
to investigate the fluorine densities present during the etch 
process. Figure 13 shows the F/Ar ratios from optical emis- 
sion spectra versus inductive power and ion current density. 
The fluorine density saturates as the inductive power in- 
creases above roughly 1000 W. In the case of CHF3, hydro- 
gen scavenging of fluorine can prevent a linear increase of 
the fluorine density with inductive power. This behavior of 
the fluorine density is similar to the observed etch rates of 
the resist shown in Fig. 6. 

It is concluded that the etch mechanism for ion fluxes 
above the critical ion flux is an ion enhanced neutral etching 
and depends on the atomic fluorine density. Observation of 
the etch rate being independent from the ion current density 
(inductive power), is only possible when at the same time the 
atomic fluorine density is also independent of the ion current 
density (inductive power). Figure 14 shows a schematic pic- 
ture of the processes in the two different regimes. 

V. CONCLUSIONS 

To find an optimum process one has to keep in mind that 
a high selectivity must be achieved. Therefore while mini- 
mizing the resist erosion, the etch rate of the Si02 has to 
remain high. When considering conditions under which the 
resist erosion can be minimized the etching behavior of the 

Si02 has to be taken into account and cannot be treated 
separately. It can be very helpful to use the presented etching 
model and the correlations found between etch rate, rf bias 
power, self bias voltage, CF^ film thickness, etc. in such 
considerations when comparing them to the corresponding 
behavior of other materials. For instance, the Si02 etch rate 
is directly proportional to the ion current and proportional to 
the square root of the ion energy.7 This different dependence 
can be used to maximize the Si02/resist etch rate ratio. 

This study reveals some insights into the behavior of a 
number of properties that are related to the erosion of pho- 
toresist. There still remain many unanswered questions that 
need to be addressed for a good understanding of the com- 
plex mechanisms and factors that determine resist loss. How 
does temperature change the resist behavior during etching? 
Does the plasma radiation alter the photoresist? How is the 
etching of CF,. related to the etching of resist? What are the 
detailed mechanistic roles of neutrals and ions in the etching 
of resist? These questions will be addressed in future work. 
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In the literature, the phenomenon of barrier height lowering in tunneling experiments is mainly 
assigned to the presence of contaminants at the interface. In this article we present the results of 
barrier height measurements made between a Ptlr tip and various types of gold surfaces Vacuum 
deposited and galvanic gold samples are investigated, as received, after ultraviolet (UV)/ozone 
treatment and covered with a fluid used to lubricate electrical contacts. It is found that the value of 
the barrier height depends both on the gold deposition process and on the treatment. Results of 
surface analyses performed on the nonlubricated samples are also reported. They show that the 
galvanic gold is more contaminated by carbon than the vapor deposited gold. The effects of the 
ultraviolet (UV)/ozone treatment are then described. It is observed that for nonlubricated surfaces, 
the higher the oxygen content, the higher the mean barrier height, and that, for each kind of gold 
the lubricated surface exhibits the largest barrier height. All these various results are discussed with 
reference to the results of the surface analyses and to articles found in the literature. © 1998 
American Vacuum Society. [S0734-211X(98)03204-1] 

I. INTRODUCTION 

The phenomenon of barrier height lowering in scanning 
tunneling microscopy has been investigated many times in 
the past years.1"7 It has been observed only when surfaces 
are contaminated, but paradoxically the role of the contami- 
nants in the lowering mechanism is not yet well understood. 
From a very different point of view, it is recognized that the 
electrical and tribological behaviors of low level electrical 
contacts (i.e., contacts without Joule heating or arcing) are 
improved when liquid lubricants are used to protect their 
metallic surfaces.8^16 It has been experimentally demon- 
strated that lubricants reduce the wear of metallic coatings 
(gold, in particular) and that they can also protect these me- 
tallic surfaces from corrosive atmospheres. However, to our 
knowledge, no study concerning the electrical role of lubri- 
cants in electrical contacts can be found in the literature. 
When we started this work, we intended to study tunnel junc- 
tions involving gold surfaces and a lubricant used for elec- 
trical contacts. Indeed, the surfaces of the electrical contacts 
for high performances applications, are covered by a final 
layer of galvanic gold. The parameter we considered was the 
apparent barrier height: we compared the results for lubri- 
cated and nonlubricated junctions and observed that the val- 
ues found with the lubricant were significantly higher than 
those found without it. Since it is known that galvanic gold is 
not pure, we carried out for comparison experiments on va- 
por deposited gold. Finally, we used in some circumstances 
the UV/ozone process to clean the two types of gold sur- 
faces. We also observed an effect on the barrier height values 
after this kind of treatment. Surface analyses were per- 
formed, on the different nonlubricated gold surfaces, in order 
to look for the origin of the observed differences of barrier 

"'Electronic mail: boyer@lgep.supelec.fr 

heights. The purpose of this article is to present the results of 
our electrical and physico-chemical investigations and to 
propose a qualitative explanation for the observed differ- 
ences in the values of barrier heights. 

II. SAMPLE PREPARATION AND EXPERIMENTS 

A. Sample preparation 

Two kinds of gold samples have been used in the present 
study. First, samples with coatings similar to those used for 
the electrical contacts were used, i.e., a brass substrate cov- 
ered with a galvanic sulfamate, 3-yum-thick, nickel plating, 
and with a 1.2-yum-fhick galvanic gold terminal coating. Sec- 
ond, electron gun vapor deposited gold films, 1000 A thick, 
on glass substrates were prepared. These samples were used 
as a reference for pure gold. 

In order to test the effect of cleaning by the UV/ozone 
(UVO) process, samples of the two kinds were placed in the 
drawer of a Might™ UVO cleaner for 20 min. 

The lubrication of both kinds of gold samples was per- 
formed by the dipping and withdrawal method. A solution of 
Y1800 FOMBLIN® PerFluoroAlkylEther (PFAE) at 1% in 
freon 113 was used to deposit the PFAE lubricant layer. The 
structure of the molecule is as follows: 

CF3-[(0-CF-CF2)M-(0-CF2)iV]-0-CF3 

CF3 

with M/N^30. The immersion time was 20 min and the 
withdrawal speed 5 mm/s. This gave homogeneous thin 
films. 

2006 J. Vac. Sei. Technol. B 16(4), Jul/Aug 1998       0734-211X/98/16(4)/2006/7/$15.00       ©1998 American Vacuum Society     2006 
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FIG. 1. Example of a plot of the measured current vs the tip surface sepa- 
ration. The origin is arbitrary. 
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FIG. 2. Values of the apparent barrier height for various gold surfaces. 

B. Tunneling measurements and apparent barrier 
height determination 

Tunneling measurements were carried out in room atmo- 
sphere with a Nanoscope® III (Digital Instruments) setup in 
the scanning tunneling microscope (STM) Tip View™ con- 
figuration. Probes were commercial Ptlr 80/20 "NanoTips" 
resulting from cutting a 0.01-in-diam wire. For each gold 
sample, the microscope was first operated in the constant 
current image mode. The main parameters of the system 
(current setpoint, bias, feedback gains) were optimized to 
obtain satisfactory images for decreasing scan sizes from 5 
/ton to 100 nm. Then the microscope was switched to the 
spectroscopic I{z) mode in order to measure the change in 
the tunneling current as a function of the tip to sample sepa- 
ration at fixed given (x,y) locations on the sample. It is 
classically accepted that, when the ln(7) versus z curve ex- 
hibits a substantial linear portion, / is of tunneling type and 
the apparent barrier height <t>, in eV, can be determined by 
calculating the expression5 

0=0.952 
d ln(/) 

dz (1) 

in the linear part of the curve, plotted with z in Ä. Each I(z) 
acquisition cycle on the Nanoscope is composed of two 
phases during which the bias voltage is held constant. During 
the first phase the feedback is activated to establish the set- 
point current previously chosen. Then the second phase con- 
sists in ramping z away from the surface and acquiring the 
current values at a specified number of points. About 20 to 
30 curves of such type were recorded on each sample. All 
current data were converted from the coded integers of 
Nanoscope files into ASCII files of real nAmps values and 
displayed with the Origin™ software in the ln(7) vs z form. 
We show in Fig. 1 a typical example of such a curve ob- 
tained with the lubricated galvanic gold sample. Finally, for 
each curve, data were clipped so that only the linear part 
remained and the desired slope d ln(I)/dz was extracted by 
running the automatic linear fit function of the software. 
Then <f> values were calculated from expression (1). 

C. Surface analysis method 

X-ray photoemission spectroscopy (XPS) measurements 
were performed using a RIBER MAC2™ Auger/XPS sys- 
tem. The samples were excited with the Mg Ka nonmono- 
chromated a radiation (1253.6 eV). Measurements were re- 
corded at a constant electronic resolution of 0.5 eV which 
gave a full width at midheight of 1.37 eV for the copper 
2/? 3/2 peak. Calibration procedures were performed before 
any daily acquisition giving the Au 4/7/2 peak at 84.03 eV. 
Atomic fractions of the analyzed surfaces were calculated 
with sensitivity coefficients based on the ionization cross 
section, the mean free paths, and the analyzer characteristics. 

III. RESULTS 

A. Barrier heights 

In Fig. 2 are plotted the cumulative measurements show- 
ing the barrier height distributions for the six types of gold 
plated coupons. From these data, we have calculated the 
mean values and the standard deviations reported in Table I. 
Two facts may be outlined about these results. First, what- 
ever the state of the surface, i.e., without treatment, UVO 
treated or lubricated, the values for evaporated gold are all 
lower than those for galvanic gold, exception made for some 
values relative to the lubricated samples. Second, for each 
type of gold, the mean apparent barrier heights 4>mean appear 
in the same order, i.e., 

TABLE I. Values, in eV, of the mean barrier heights $mean and of the mean 
standard deviations a for the six gold surfaces studied. ED: evaporation 
deposited, Gal.: galvanic, AR: as-received, UVO: 20 min. UV/ozone treated, 
Lub.: lubricated. 

ED AR    ED UVO    ED Lub.    Gal. AR    Gal. UVO    Gal. Lub. 

0.31 

0.08 
0.44 
0.16 

0.66 
0.34 

0.77 
0.15 

0.97 

0.29 

1.44 

0.36 
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FIG. 3. XPS spectra showing the oxygen, carbon, and gold core levels of 
evapored gold surfaces: (a) as-deposited and (b) after 20 min UVO. 

<Dmean(without treatment)<0)mean(UVO) 

<5>mean(lubricated). 

This result will be discussed later. 

B. Surface analysis 

The surfaces of deposited and UVO treated evaporated 
and galvanic gold samples have been analyzed. Those of the 
lubricated samples have not been analyzed because the lubri- 
cant film is too thick. Only carbon, oxygen, and fluorine 
from the lubricant are detected on such surfaces.17 We will 
begin with the results from the evaporated gold samples, 
since they are the easiest to understand. 

TABLE II. Surface composition in % of the evaporated and galvanic gold 
layers, as-received and after 20 min UVO treatment. The O peak is decom- 
posed into contamination type and into O • -Au type oxygen and is given in 
% of the total oxygen content. 

Au        Conta. O-Au 

ED        AR 39.5 

UVO 25.2 

Gal.       AR 68.4 

47.7 

60.3 
51 

55 

12.8 

14.5 
49 

45 

6 
13.0 18.6 

94 
UVO 25.6       6.4       28.0 40.0 

52 48 

92  90  88  86  84  82  80  78 
Binding Energy (eV) 

FIG. 4. XPS spectra of the Au 4/ peaks of the evaporated surface showing 
the experimental and the fitted spectra. 

1. Evaporated gold as received and after 20 min UVO 

Figure 3 shows the core levels of oxygen, carbon, and 
gold for the as-received (a) and the 20 min UVO (b) evapo- 
rated samples. No great modifications are recorded: both fig- 
ures display relatively small amounts of carbon (39.5% be- 
fore, 25.2% after UVO) and oxygen (12.8% before, 14.5% 
after UVO) as shown in Table II. Figure 4 shows the Au 4/ 
doublet of the UVO treated surface. It displays the experi- 
mental curve and a peak reconstruction with Lorentzian/ 
Gaussian components, as well as a tail to account for the 
asymmetry of the metallic peak. Gold oxide peaks have been 
shown in various work18"22 at higher binding energies than 
metallic gold. Here no peak corresponding to oxide can be 
observed. This is in agreement with Vig23 and Worley24 who 
also do not report any oxidation of gold after short UVO 
exposure. Figure 5 compares the oxygen Is peaks of the 
as-received evaporated gold and the UVO one. Both peaks 
have similar areas and comprise several unresolved compo- 
nents. The recompositions, after peak fitting, are summarized 
in Table III. The as-received sample oxygen shows three 
components: one low energy one at 530.19 eV (49% of the 
total Is peak) and two higher binding energies ones at 
531.36 eV (37%) and 533.23 eV (14%). The O Is of the 

540 535 530 525 
Binding Energy (eV) 

520 

FIG. 5. XPS spectra of the oxygen Is core level for as received and UVO 
evaporated gold surfaces. 
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TABLE III. Decomposition of the O Is core level of the evaporated gold 
as-received and after 20 min UVO treatment: binding energies (eV) and % 
of the whole peak. 

AR UVO 

530.19 
531.36 
533.23 

49% 
37% 

530.07 
531.18 
532.43 
533.84 

45% 
28% 
17% 

UVO treated sample shows the same low binding energy 
component at 530.07 eV (45%) as well as three other ones at 
531.18 (28%), 532.43 (17%), and 533.84 eV (10%). In Table 
II we assign the low energy component to oxygen chemi- 
sorbed on gold (O ■ -Au) and the higher energy ones to an 
overlayer of contamination involving C and H. Krozer 
et al. report a similar low binding energy oxygen compo- 
nent which is not associated to any Au 4/ gold oxide peak 
and which they assign to a form of chemisorbed oxygen. It is 
interesting to note that the carbon energy of the as evapo- 
rated sample is 284.6 eV as expected for contamination, 
while that of the UVO gold is 283.9 eV thus indicating that 
some carbon also has reacted with the metal. 

The UVO (20 min) treatment on evaporated gold layers is 
seen to have two important effects: to diminish the quantity 
of carbon on the surface, though this quantity was already 
small before the treatment (39.5% before and 25.2% after), 
and to shift its binding energy towards lower values. No 
indication for the presence of metallic oxide is recorded; 
nonetheless a low binding energy component of the O Is 
core level can be attributed to chemisorbed species. 

2. Galvanic gold as received and after 20 min UVO 

Figures 6(a) and 6(b) show the oxygen, carbon, sulfur, 
and gold core levels for galvanic gold samples as-received 
and after 20 min UVO treatment. Table II summarizes the 
surface compositions. Several features can be observed: 

(1) as-received surfaces have a large contamination involv- 
ing C and O: gold only represents 13.0% of the analyzed 
surface; 

(2) after the UVO there is far less carbon (from 68.4% to 
25.6%) but more oxygen (from 18.6% to 40.0%) and 
some sulfur (6.4%). 

Figure 7 shows that, after the UVO treatment, the energy 
of the global O Is peak is shifted to lower binding energies. 
This is further investigated by a peak fitting process of the 
O Is level which allows us to recompose the unresolved 
peaks with elementary components. The results are summa- 
rized in Table IV. Oxygen on the galvanic gold surface is 
mainly due to C and H type contamination: the component at 
low binding energy represents only 6% of the total peak. On 
the other hand, after UVO, the low binding energies peaks at 
529.71 and 530.72 eV represent 48% of the total quantity of 
oxygen. As in the case of the evaporated gold, the Au 4/ 
doublet represented Fig. 8, together with the peak fit, does 
not indicate the presence of an oxide. 
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FIG. 6. XPS spectra showing the oxygen, carbon, sulfur, and gold core 
levels of galvanic gold surfaces: (a) as-received and (b) after 20 min UVO. 

UVO (20 min) on galvanic gold removes most of the 
carbonaceous contamination. The global quantity of oxygen 
is seen to be increased by the treatment. Moreover, phys- 
isorbed oxygen seems to be replaced by some chemisorbed 
oxygen, which is not associated to a metallic oxide. Some 
sulfur is also detected probably due to the removal of the 
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FIG. 7. XPS spectra of the oxygen Is core level for as received and UVO 
galvanic gold surfaces. 
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TABLE IV. Decomposition of the O Is core level of the galvanic gold as- 
received and after 20 min UVO treatment: binding energies (eV) and % of 

the whole peak. 

of Ptlr-Au interfaces 2010 

AR UVO 

530.17 6% 529.71 12% 

531.41 36% 530.72 36% 

532.30 41% 531.50 31% 

533.40 17% 532.40 
533.84 

16% 
5% 

large carbon contamination allowing a better analysis of the 
gold surface (the galvanic bath contains sulfur). 

C. Synthesis of the experimental results 

The main results from the two techniques can be synthe- 
sized as follows: 

(1) galvanic gold, even after the UVO exposure, is more 
contaminated than the evaporated gold; 

(2) UVO drastically increases the quantity of chemisorbed 
oxygen on the galvanic gold surface; 

(3) the mean barrier height values vary with the total quan- 
tity of oxygen on the surface: the more oxygen on the 
surface, the higher the value of the mean barrier height 
(see Tables I and II); 

(4) surfaces with the PFAE lubricant films have the larger 
values of the mean barrier height with the larger scatter 
as well. 

Additional atomic force microscopy (AFM) investigations 
of the topography of the surfaces, before and after UVO, not 
reported here, have shown little differences. After UVO, the 
images are better defined, due to the removal of the contami- 
nant, but no change in the general aspect of the morphology 
is observed. 

IV. DISCUSSION 

As other authors, we observe that the measured barrier 
heights are lowered with respect to the expected values for 
similar systems carefully cleaned and working in UHV 

92      90      88      86      84      82      80      78 
Binding Energy (eV) 

FIG. 8. XPS spectra of the Au 4/ peaks of the galvanic surface showing the 
experimental and fitted spectra. 

(these expected values are about 5 eV). The majority of au- 
thors assign the barrier height lowering to surface contami- 
nation. However, the way by which surface contaminants 
lower the barrier height is still an open question. 

An attempt to explain this effect by the fact that the stiff- 
ness k of the tip-sample system is not infinite, was presented 
by Meepagala and Real.5 In other words, they assume that 
when a repulsive force A F—mediated by the contaminant— 
between tip and sample exists, the increase of the tip-sample 
distance is AFIk. In such conditions, these authors show that 
the apparent mean barrier height <&a is related to the mean 

barrier height Ö in Eq. (1) by 

yj¥a=J$[l + (l/k)(dF/dz)l (2) 

where F is the force between the tip and the sample. When 
this force is repulsive, dF/dz is generally negative, and 
therefore, the apparent barrier height that is measured by the 
STM is lower than the true barrier height. In order to test this 
model, the authors perform an experiment on a home made 
STM/AFM. Their conclusion is that their explanation does 
not hold and that the tip-sample force gradient does not play 
a significant role in the lowering of the apparent barrier 
heights in STM measurements on gold in air. 

Another interesting contribution to the problem is an ar- 
ticle by Salmeron et al.25 concerning the viscoelastic and 
electrical properties of self-assembled monolayers (SAMs) 
of alkanethiolates on gold. The authors present the results of 
an experiment in which a vibrating Pt-Rh cantilever is made 
to approach the SAM, with a bias voltage of 0.1 V applied 
between the tip and the gold substrate. The results indicate 
that the current increases very rapidly when the tip touches 
the methyl end groups of the thiolate molecules. To under- 
stand this mechanism, the authors present the results of the- 
oretical calculations concerning electron transport between a 
gold tip and a gold surface with a straight chain 
-S-(CH2)„-CH3 perpendicular to it, the tip being separated 
from or touching the methyl end group. Their conclusion is 
that the presence of the organic molecule greatly increases 
the tunneling probability by about half an order of magnitude 
per C atom. 

Concerning the nature of the contaminant layer of evapo- 
rated gold, the results presented by Tonck et al4 must also 
be mentioned. Their study concerns the electrical and me- 
chanical interaction between two very close macroscopic 
gold plated electrodes, one a sphere and the other a plane, 
studied in dry air. Their I(z) and V(I) curves attest to a 
tunneling transfer mechanism. By using expression (1), they 
find 5>= 1.32 eV. By analyzing the electrical and mechanical 
results, they conclude that, although the experiments are car- 
ried out in dry air, a meniscus exists between the electrodes, 
and that this meniscus comprises water and hydrocarbons, 
but not pure water. This conclusion is drawn, among others, 
from a measure (not cited in the article) of the pull-off force 

Fp-0 = 4TryR (3) 
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which appears at the mechanical separation of the contact. In 
Eq. (3), y is the surface tension of the liquid and R the radius 
of the sphere. 

In their article,6 Song et al. find that the mean barrier 
height for Pt-Au systems in air is 0.76 eV. Thus, for the 
same material (vacuum deposited gold) for the plane, and 
metals with large work functions (Au, Pt, and Ptlr) for the 
other electrode, Tonck et al, Song et al, and the authors of 
the present article find, in the same conditions (air), rather 
different values for the tunnel barrier height; namely: 1.32, 
0.76, and 0.31 eV, respectively. Our opinion on this point is 
that the composition and concentration of contaminants lying 
on the gold surfaces are probably dependent upon the 
vacuum deposition system as well as upon the composition 
of the laboratory atmosphere. Hence, the comparison of bar- 
rier heights is pertinent only for samples prepared in a given 
laboratory, with the same vacuum system. 

UVO has been shown to be a very effective way of clean- 
ing surfaces23,26 and is now largely used before thin film 
deposition. The mechanism of contaminant removal is attrib- 
uted to the constant formation and destruction of ozone dur- 
ing which processes atomic oxygen is formed as an interme- 
diate product. Hydrocarbons absorb the 253.7 nm radiation 
and are eliminated as gaseous products. Organic molecules 
can also react with atomic oxygen to give volatile species. 
Atomic oxygen is a strong oxidizing agent and several inves- 
tigations have reported gold oxidation when the exposure 
times were long enough.21'22 

In all the studies, gold surfaces are reported to be hydro- 
philic after exposure to UVO. 21,22,26 Comparing all the stud- 
ies on surface contaminants, contact angles measurements 
and UVO cleaning can be confusing because of the multitude 
of experimental conditions involving exposure to the atmo- 
sphere contamination at various stages. It must be remem- 
bered that UVO cleaning of a surface makes it very active 
and that recontamination will occur when it is exposed to the 
atmosphere. The hydrophilic character of the UVO treated 
samples is usually correlated with the polar character of the 
surface oxygen (surface oxide or surface chemisorbed oxy- 
gen). 

Our experiments are carried out in the laboratory air. Thus 
the surfaces of the nonlubricated samples are probably cov- 
ered by two types of foreign compounds: interface (solid?) 
ones and liquid ones. Since surface analyses are performed 
under UHV, it is probable that only the elements constituting 
the interface (solid) foreign compounds are analyzed (Table 
II elements and hydrogen), most of the water or liquid hy- 
drocarbons being pumped away and remaining just as mono- 
layers. Considering at first the interface (solid) compounds, 
and in particular their oxygen concentrations, we observe, as 
previously mentioned, that the values for the nonlubricated 
samples appear in the same order as the mean barrier heights 
(see Tables I and II). In other words, the higher the oxygen 
content of the interface compound, the higher the value for 
the mean barrier height. 

The nature of the liquid foreign compounds on the nonlu- 
bricated as received samples, can be assigned from the re- 

sults presented in Refs. 4 and 22 to a mixture of water and 
hydrocarbons, the latter being in a larger proportion than the 
former. During the UVO treatment, the 184.9 nm wavelength 
transforms the ambient oxygen into both ozone (03) and 
atomic oxygen. Finally the largest wavelength (253.7 nm) 
interacts with ozone to give molecular and atomic oxygen. 
Most hydrocarbons will also absorb this UV radiation and 
volatile products are formed. The surface is thus cleaned 
from organic contaminants and the metal can be exposed to 
atomic oxygen which can chemisorb on the surface. Accord- 
ing to many authors, the resulting surface is hydrophilic 
which implies that the liquid overlayer, after UVO, probably 
contains much more water than hydrocarbons. 

The presence of the lubricant on the surface is seen to 
cause a significant increase of the barrier height values, par- 
ticularly for the galvanic gold samples. In the latter case, 
some values for <E> approach or exceed 2 eV, a very large 
value for measurements carried out in air. At this point, it is 
worth noting that the lubricant molecules contain fluorine 
and oxygen which are the most electronegative atoms of the 
Mendelei'ev's table, whatever the chosen scale of electrone- 
gativity. 

Considering nowjhe six types of surfaces, one observes 
that the values for 5> are less scattered for the as-received 
samples than for the UVO treated or lubricated ones. This 
means that the treated or lubricated surfaces are more hetero- 
geneous. In particular, there are overlaps, for the values of 
<E>, for the unlubricated and lubricated surfaces. This may 
indicate that the lubricant does not cover all the surface. 
Hence, we can suppose that for surfaces well covered by the 
lubricant, the values for <3>mean would be higher than those 
presented in Table I. Thus, the main result of our experimen- 
tal study is that the higher the content of the overlayer of the 
gold surface in electronegative elements is—here oxygen 
and fluorine—the higher the apparent barrier height is. 

V. CONCLUSION 

Though we have gained a good qualitative understanding 
of what occurs on a physico-chemical level, further work 
would be required for a quantitative explanation for the bar- 
rier height lowering. For this, we need to know (1) the to- 
pograpy of the active parts of the electrodes, (2) the exact 
nature and position of the chemical species (oxides, atoms, 
and molecules) between the electrodes, and (3) the manner in 
which the active interface deforms when the tip approaches 
the sample. Only in such conditions would it be possible to 
consider modeling the problem and deriving the theoretical 
I(z) law. In our case, for the nonlubricated samples, one can 
only speculate about the nature of the interfacial fluid in 
which the tip approaches the sample. For non-UVO treated 
samples it may comprise hydrocarbon and water. For UVO 
treated samples, it may comprise mainly water, because the 
surface has become hydrophilic, and because water is pro- 
duced very near the surface by the UVO treatment. For the 
lubricated samples, the results presented in Fig. 2 attest that 
the nature of the interface fluid has changed, a fact which 
was not evident a priori. Indeed, in tunneling current mea- 

JVST B - Microelectronics and Nanometer Structures 



2012 Boyer, Noel, and Houze: Apparent tunnel barrier heights of Ptlr-Au interfaces 2012 

surements, the tip sample distance is very low, 5-10 A, and 
the observed increase of the barrier height is due to a re- 
placement, in a large proportion, of the fluid present on the 
surface by the lubricant. This means that the lubrication pro- 
cess used here is efficient. 

In addition, we have pointed out that, in the same condi- 
tions, different values of the barrier height are observed by 
different authors. Our opinion is that, whatever the gold 
deposition process, the comparison of barrier heights is per- 
tinent only for samples prepared in a given laboratory, with 
the same process. 

From a semiquantitative point of view, two kinds of ef- 
fects may be involved in the barrier height lowering process. 
First, as mentioned by Joachim and Sautet,27 through-bond 
tunneling can occur along the hydrocarbon chains which are 
mainly present on the surfaces of our nontreated samples. 
This may result in most of the barrier height lowering ob- 
served with these samples. Second, electrostatic charge ef- 
fects may also be involved. Indeed the fact that we find low 
binding energy oxygen atoms indicates that some oxygen 
atoms are negatively charged. This could explain why for 
UVO treated samples the barrier height lowering is less pro- 
nounced, since the presence of negative charges, within the 
barrier, reduces the tunneling transfer probability. 
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The structure and electrical properties of chemical vapor deposited W (CVD-W) films on various 
physical vapor deposited or metalorganic chemical vapor deposited TiN films have been 
investigated. The growth orientations of the TiN adhesion layers were controlled by deposition 
method and film thickness. The growth orientations of CVD-W films were found to depend strongly 
on the microstructures of TiN. The grain sizes and electrical resistivity of CVD-W were found to 
increase and decrease, respectively, with the grain sizes of underlying TiN layers. © 1998 
American Vacuum Society. [S0734-211X(98)09704-2] 

I. INTRODUCTION 

As device dimensions scale down into the submicron re- 
gime, the development of new materials and processing tech- 
nologies such as contact diffusion barrier, adhesion layer, 
and high aspect ratio via hole filling in multilevel metalliza- 
tions is highly desired. Chemical vapor deposited tungsten 
(CVD-W) has been widely used in the very large scale inte- 
grated circuits (VLSI) multilevel metallization process be- 
cause of its excellent electromigration resistance, good step 
coverage on high aspect ratio contact holes and vias as com- 
pared with other refractory metals. However, in order to im- 
prove the adhesion properties between W and Si02, a metal 
glue layer is required.1"3 

Titanium nitride (TiN) has been known to be a very useful 
diffusion barrier layer and antireflecting layer for aluminum 
interconnect metallization in the VLSI manufacturing 
process.2"8 TiN also meets the requirement for improving the 
adhesion properties between CVD-W and the Si02 insulating 
layer because it shows good adhesion to Si02 and the ther- 
mal stability temperature of the TiN/Si02 system is rela- 
tively high (>1000°C). The W/TiN structure has been 
shown to be a stable low-resistance interconnection.3 In or- 
der to improve the step coverage of conventional physical 
vapor deposited TiN (PVD-TiN) for submicron contacts fill- 
ing, a variety of deposition methods, such as collimated 
physical vapor deposited and chemical vapor deposited TiN 
have been developed.4'9"12 It is known that the crystal orien- 
tation of the TiN films is determined by the deposition 
method and film thickness. The microstructures and electri- 
cal properties of the subsequently deposited CVD-W could 
be influenced by the initial growth of the TiN adhesion layer. 
In this article, we report the results of an investigation on the 
microstructures and electrical properties of CVD-W films on 

"'Electronic mail: ljchen@mse:nthu.edu.tw 

TiN adhesion layers with different preferred growth orienta- 
tions. 

II. EXPERIMENTAL PROCEDURES 

Single crystal, 3-5 Ü cm, 8 in. in diameter, phosphorus 
doped (001) oriented silicon wafers were used in this work. 
The wafers were first chemically cleaned by a conventional 
wet cleaning process (Pre-Metal Etching) before loading into 
a deposition chamber. Four sets of TiN samples deposited by 
conventional physical vapor deposition, collimated PVD, 
metalorganic chemical vapor deposition (MOCVD), and 
MOCVD with in situ plasma treatment were prepared. 

A reactive dc magnetron sputtering system (AMT plasma 
system, model PVD HP-5500) was used to prepare the TiN 
films. A high-purity Ti target (99.995%) with a high basal 
plane ratio of texture was employed during sputtering. The 
base pressure of the chamber before deposition was kept be- 
low 1X10-8 Torr. During the sputtering process, a mixture 
of nitrogen (purity 99.99%) and argon (purity 99.999%) was 
fed into the vacuum chamber controlled by separate mass 
flow controllers. The sputtering power was kept at 8 kW and 
the total sputtering pressure for a mixture of N2 and Ar gases 
was less than 1X 10"3 Torr during sputtering. The thick- 
nesses of the TiN films were selected to be 10, 50, and 100 
nm. For the preparation of collimated PVD TiN samples, the 
PVD system as mentioned earlier with a honeycomb colli- 
mator was used. The aspect ratio of the honeycomb collima- 
tor is 1.5:1. The cell size is 5/8 in. In order to increase the 
deposition rate in the collimated sputtering process, the sput- 
tering power was increased to about three times of that in the 
conventional PVD process. The substrate temperature of 
samples deposited by PVD and collimated PVD during film 
growth was maintained at room temperature. The x values of 
TiN,., determined by x-ray fluorescence analysis, of various 
PVD and collimated PVD samples were kept between 1.08- 
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TABLE I. Deposition conditions of TiN adhesion layers. 

Base pressure     Pressure during 
(Torr) deposition (Torr) 

Conventional PVD 
CoIIimated PVD 
MOCVD TiN 
MOCVD TiN with 
plasma treatment 

1X10"8 

1X10"8 

1X10"6 

1X10"6 

1X10 
1X1(T; 

0.5-1 
0.5-1 

-3 

Gases used Power (kW) 

Deposition 
temperature (°C) 

N2+Ar 
TDMAT+He 
TDMAT+He 

(NH3+H2 

plasma treatment) 

22 
room temperature 
room temperature 

400-450 
400-450 

1.10. The resistivity of the PVD and collimated PVD depos- 
ited TiN was about 90 fiCl cm. 

For the as-deposited MOCVD TiN films, the metalorganic 
precursor, tetrakis(dimethylamido)-titanium (TDMAT), was 
introduced into the AMT Centura system with He carrier 
gas. The deposition pressure was in the range of 0.5-1 Torr, 
and the deposition temperature was at 400-450 °C. An in 
situ plasma treatment with a mixture of NH3 and H2 gases 
was carried out for every 25-nm-thick TiN deposition for the 
plasma treated MOCVD TiN samples. Table I lists the depo- 
sition conditions for various samples. Auger electron spec- 
troscopy (AES) concentration-depth profile analysis was 
used to analyze the atomic concentrations in the films. The 
resistivities of as-deposited MOCVD TiN and plasma treated 
MOCVD TiN films were about 200 and 120 yiifl cm, respec- 
tively. 

After the TiN films were prepared, 200-nm-thick CVD-W 
films were deposited. The CVD-W films were grown by the 
reduction of WF6 and SiH4 + H2 at pressures of 1-1.5 Torr. 
The deposition temperature of CVD-W was in the range of 
400-450 °C. 

A high-power thin-film x-ray diffractometer with a wide- 
angle goniometer utilizing the parallel beam method was 
used to characterize the diffraction peaks of TiN thin films. 
The microstructures of TiN thin films were examined by 
both plan-view and cross-sectional transmission electron mi- 
croscopy (TEM). The orientation relationships between TiN 
and (001)Si substrates were determined by analysis of the 
transmission electron diffraction patterns. The cross- 
sectional TEM images were taken along the [110] zone axis 
of the single-crystal Si substrate. A JEOL JEM-2010 TEM 

.(lll)TiN 

operating at 200 kV and a JSM-3620F scanning electron 
microscope (SEM) were used for TEM and SEM examina- 
tions, respectively. Four point probe was used to determine 
the sheet resistance of the thin films. 

III. RESULTS AND DISCUSSION 

A. Growth orientation of TiN adhesion layer 

The evolution of preferred crystal orientation from (100) 
to (111) was observed for PVD TiN with increasing film 
thickness. Figure 1 shows the x-ray diffraction (XRD) spec- 
tra of PVD TiN films with different thicknesses. For thin TiN 
films (< 30 nm), the surface energy was known to be a domi- 
nant factor in determining the crystal orientation. Since the 
(100) plane has the lowest surface energy,13 preferred (100) 
growth in thinner films could be achieved. However, as the 
film thickness was increased, the preferential growth of (111) 
TiN was found to occur with film thickness exceeding 30 
nm. A (100)/(111) TiN two-layer structure was observed to 
grow sequentially in a 100-nm-thick PVD sample as deter- 
mined by TEM diffraction analysis. An example is shown in 
Fig. 2. Since (lll)TiN possesses the lowest strain energy, 
the transition from (100) to (111) growth orientation in 
thicker films could be explained as the relaxation or reduc- 
tion of strain energy with increasing film thickness. The 
conversion from (100) to (lll)TiN preferred growth orien- 
tation was, therefore, attributed to the increase in strain en- 
ergy with TiN film thickness. 

Film deposition methods were also shown to influence 
significantly the microstructures of TiN films. Microstruc- 
tural analysis was conducted for various 100-nm-thick TiN 
films deposited by conventional PVD, collimated PVD and 
MOCVD with the in situ plasma treatment. XRD spectra 

FIG. 1. XRD spectra of PVD TiN films with thicknesses of (a) 10 nm, (b) 50 
nm, and (c) 100 nm. 

|Si>   *-rf>-_^_-    | 

FIG. 2. Cross-sectional TEM micrograph of a 100-nm-thick PVD TiN film. 
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TABLE III. Stess measured for conventional and collimated PVD deposited 
TiN films. 

35 40        45 
26 

50 

FIG. 3. XRD spectra of TiN films deposited by (a) conventional PVD, (b) 
collimated PVD, and (c) MOCVD with plasma treatment. 

confirmed the preferential growth of (lll)TiN in PVD 
samples as shown in Fig. 3. For the samples deposited by 
collimated PVD, the preferred growth orientation was (100) 
and did not change with the film thickness. Comparing the 
collimated PVD deposited TiN films with the conventional 
PVD deposited samples, the TiN grain sizes were relatively 
large in the collimated PVD deposited samples as seen in 
Table II. It is thought that the high-power process of colli- 
mated PVD provides TiN molecules with higher kinetic en- 
ergy during film growth and leads to a structure with large 
grains which, in turn, impedes the change of preferred 
growth orientation with film thickness. Table III lists the 
stress data measured for conventional and collimated PVD 
deposited TiN. In Table II, it is seen that the stress value of 
collimated PVD deposited TiN is higher than the conven- 
tional PVD deposited samples as the film thickness reaches 
60 nm. The result suggested that the impedance to the 
change of preferred orientation from (100) to (lll)TiN by 
the formation of large grains in collimated PVD deposited 
samples led to significantly higher stress than that in conven- 
tional PVD deposited samples. 

In the MOCVD process, high carbon contamination was 
found in the as-deposited MOCVD TiN films. The crystal 
structure of as-deposited MOCVD TiN films was amor- 
phous. Carbon contamination in the MOCVD deposited TiN 
films was found to increase the resistivity of TiN films. The 
in situ plasma treatment was previously used to eliminate 
carbon contamination.4 In the present study, carbon contami- 

Film thickness (nm) 60 40 

Stress of conventional PVD -6.49X 109 - 6.71 X 109 

deposited TiN (dyn/cm2) 

Stress of collimated PVD -1.09X1010 -6.72X1010 

deposited TiN (dyn/cm2) 

nation was indeed reduced significantly by the in situ plasma 
treatment. Figures 4(a) and 4(b) show AES depth profiles of 
as-deposited and plasma treated MOCVD TiN samples, re- 
spectively. Preferred growth of (100)TiN film was found in 
the plasma treated MOCVD TiN film as shown in Fig. 3. The 
result indicated that the surface energy is the dominant factor 
in the growth of TiN films. It is thought that the intermittent 
plasma treatment either relieves the accumulation of strain 
energy or creates a favorable surface condition to facilitate 
the preferred (100)TiN film growth. Figures 5(a)-5(d) show 
the cross-sectional TEM micrographs of 100-nm-thick TiN 
samples deposited by different methods. 

B. Properties of CVD-W on TiN films deposited by 
different methods 

The growth of CVD-W was found to depend strongly on 
the microstructures of the TiN underlayer. Figure 6 shows 
the XRD spectra of CVD-W on various TiN films. (110)W 
textured films were observed to grow on either the (111) or 
amorphous TiN underlayer, which were prepared by conven- 
tional PVD and MOCVD processes, respectively. In con- 
trast, (100)W textured films were formed on (100) oriented 
TiN layers, which were subjected to either collimated high- 
power PVD or CVD with in situ plasma treatments. The 
electrical resistivity of the W overlayer is correlated to the 
grain size as will be discussed in a later section. Results of 
structural and electrical characterizations of the CVD-W 
overgrowth on TiN adhesion layers are summarized in Table 
II. 

In order to understand the nucleation and growth mecha- 
nisms of the CVD-W layer, the interface structure and lattice 
mismatch of these heterostuctural metal systems are taken 
into consideration. Owing to the small lattice mismatch 

TABLE II. Microstructural and electrical properties of CVD-W films on TiN adhesion layers deposited by 
different methods. 

CVD-W/PVD 
TiN 

CVD-W/PVD TiN 
(collimated) 

CVD-W/MOCVD 
TiN 

CVD-W/MOCVD TiN 
(plasma treated) 

Preferential growth 
orientation of TiN 

(lll)TiN (100)TiN Amorphous (100)TiN 

Average grain size 
of TiN (nm) 
Preferential growth 
orientation of W 

10-15 

(110)W 

30-40 

(100)W (110)W 

15-20 

(100)W 

Average grain size 
ofW(nm) 
Resistivity (fiQ, cm) 

75 

10.8 

150 

7.8 

25 

14.5 

75 

11.2 
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FIG. 4.  AES depth profiles of (a) as-deposited MOCVD TiN and (b) 
MOCVD TiN with in situ plasma treatment. 

(-0.5%) between (100)W and (100)TiN, the orientation re- 
lationships: (100)Wll(100)TiN and [011]WII[011]TiN were 
realized in CVD-W on collimated PVD and plasma treated 
MOCVD TiN samples. The atomic arrangements of the crys- 
tal lattice of bcc (100)W and fee (lOO)TiN are shown in Figs. 
7(a) and 7(b), respectively. Figures 8(a) and 8(b) show the 
cross-sectional TEM (XTEM) micrographs of samples with 
[011]WII[011]TiN and (100)WII(100)TiN. The (110) textured 
W films are formed on MOCVD deposited amorphous TiN 
since (110)W is the most densely packed plane of bcc W 

(d) 
(II0)W 
__7^— 

(200)W 

 IL 
(110)W 

(c) A 
(200)W 

(b) 

,a) (MI)TiN J (110)W 

-i- 
30 40 50 

20 

60 

FIG. 6. XRD spectra of the metal layer systems with (a) W/conventional 
PVD TiN, (b) W/collimated PVD TiN, (c) W/as-deposited MOCVD TiN, 
and (d) W/MOCVD TiN with in situ plasma treatment. 

structure and is expected to possess the lowest interface en- 
ergy. Energetically, (lll)W is expected to grow on (lll)TiN 
with a flat surface owing to the small lattice mismatch 
(-0.5%). However, preferred [111] TiN growth was rela- 
tively rough and led to the growth of the most densely 
packed (110)W films on essentially randomly oriented TiN 
surfaces although it is textured. The average roughness, 
taken as the distance between the local maximum and mini- 
mum, was measured to be about 8 and 4 nm, respectively, 
from XTEM images for conventional and collimated PVD 
deposited 100-nm-thick TiN films. 

The grain growth of CVD-W was affected by the inter- 
face structures of W and TiN, which would result in different 
electrical performance. The grain sizes of CVD-W were 
found to increase with the grain sizes of the underlying TiN 
layers. Plan-view SEM micrographs revealed that the aver- 
age grain sizes are the largest and smallest on TiN samples 
deposited by collimated PVD and MOCVD without plasma 
treatment, respectively, as seen in Table II. Examples are 
shown in Figs. 9(a) and 9(b). The amorphous TiN layer pre- 

PVD MOCVD 

collimated PVD MOCVD with plasma treatment 

FIG. 5. Cross-sectional TEM images of (a) con- 
ventional PVD TiN, (b) collimated PVD TiN, (c) 
as-deposited MOCVD TiN, and (d) MOCVD TiN 
with in situ plasma treatment. 
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FIG. 7. Schematic diagrams of atomic arrangement in crystal lattices of (a) 
bcc (100)W and (b) fee (100)TiN. 

pared by MOCVD without plasma treatment apparently pro- 
vides favorable nucleation sites for W grains. The impinge- 
ment of more densely nucleated W grains eventually 
impedes the grain growth. Four point probe measurement 

FIG. 9. Plan-view SEM micrographs of (a) (110)W/(lll)TiN deposited by 
conventional PVD and (b) (100)W/(100)TiN deposited by collimated PVD. 

showed that the resistivities of the CVD-W grown on differ- 
ent TiN films decrease with the grain sizes of the underlying 
layers. Since the mean-free path of single-crystal W is about 
40 nm, the effect is attributed to the longer mean-free path of 
electrons and less grain boundary interference in the large 
grain structures.14 

FIG. 8. Cross-sectional TEM micrographs showing the interface structures 
of (a) CVD-W/(lll)TiN deposited by conventional PVD and (b) CVD-W/ 
(lOO)TiN deposited by MOCVD with in situ plasma treatment. 

IV. SUMMARY AND CONCLUSIONS 

The microstructures and electrical properties of CVD-W 
films grown on TiN adhesion layers deposited by different 
methods have been investigated. The growth orientations of 
the TiN adhesion layers were controlled by deposition 
method and film thickness. Preferred growth orientation of 
conventional PVD deposited TiN thin films was found to 
vary with the film thickness. For thin-film samples (10-50 
nm), preferred [100] TiN growth is attributed to the posses- 
sion of the lowest surface energy among all crystal planes. 
As the film thickness was increased, the strain energy be- 
comes the dominant factor and leads to preferred [111] TiN 
growth. 

For the collimated PVD deposited TiN, only the [100]TiN 
preferred growth was found. The high-power process during 
collimated PVD deposition is thought to result in the large 
grain TiN structure, which in turn, impedes the change of 
preferred orientation. 

For the as-deposited MOCVD TiN film, the crystal struc- 
ture was found to be amorphous because of the high carbon 
contamination in the sample. The carbon contamination was 
reduced by intermittent in situ plasma treatment. The pre- 
ferred growth orientation of the plasma treated MOCVD TiN 
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film was [100]TiN, which is attributed to the relief of stress 
during the plasma treatment and the surface energy factor is 
dominating the film growth. 

The growth orientations of CVD-W films were found to 
depend strongly on the microstructures of TiN. For CVD-W 
on (111) orientated TiN (deposited by conventional PVD) 
and amorphous TiN (deposited by MOCVD without in situ 
plasma treatment), the preferred growth orientation of W is 
(110)W. The most densely packed plane of bcc W structure, 
(110)W, is of the lowest interface energy on these TiN sub- 
strates. In contrast, the preferred orientation (100)W was 
found in the samples of CVD-W on (lOO)TiN deposited by 
collimated PVD or CVD with plasma treatment processes. 
The small lattice mismatch between [110]W and [110]TiN 
apparently played a dominant role in the growth of (100)W 
on the (100)TiN substrate. 

The grain sizes and electrical resistivity of CVD-W were 
found to increase and decrease, respectively, with the grain 
sizes of the underlying TiN layers. The electrical resistivity 
of W films was found to be the lowest in films deposited by 
high-power collimated sputtering. The correlation between 
electrical resistivity and grain size can be understood since 
the mean-free path of electrons in W films is about 40 nm. 
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Sputtered TiN was studied as a diffusion barrier in Cu/TiN/Ti/Si and Cu/TiN/Ti/Si02/Si multilayer 
structures using various characterization methods, and their sensitivities for detecting breakdown of 
the barrier were compared. It was confirmed by scanning electron microscopy and Auger electron 
spectroscopy that breakdown of the TiN barrier occurred through out-diffusion of Si in addition to 
in-diffusion of Cu. Breakdown temperatures varied by more than 100 CC depending on 
characterization methods, and capacitance-voltage (C-V) measurement was most sensitive for 
detecting the failure of the TiN barrier. The effects of rapid thermal annealing (RTA) on barrier 
properties of TiN were investigated, and it was found by C-V measurement that the TiN(400 nm) 
RTA treated at 700 °C in a NH3 ambient was stable up to 590 °C for 2 h, while the reference TiN 
(400 nm) was stable up to 450 °C for 2 h. © 1998 American Vacuum Society. 
[S0734-211X(98)13204-3] 

I. INTRODUCTION 

Cu is an attractive material for interconnection metalliza- 
tion in ultralarge scale integrated (ULSI) devices due to its 
low resistivity (1.67 fiCl cm for bulk), high reliability against 
electromigration (EM), and to the feasibility of chemical va- 
por deposition using organometallic precursors.1'2 However, 
there are still many critical issues which remain to be re- 
solved for its use in semiconductor metallization. For ex- 
ample, a thin diffusion barrier preventing Cu diffusion is 
needed because Cu is known as a fatal impurity in the semi- 
conductor fabrication process. Cu is known to have high dif- 
fusivity in silicon and silicon oxide, and when it is dissolved 
into silicon crystals at interstitial sites, it becomes a deep 
level dopant3'4 or forms neutral B-Cu complexes in the case 
of boron doped silicon.5'6 These deep levels can act as 
generation-recombination centers, which decrease carrier 
lifetime. The formation of B-Cu complexes decreases active 
concentration of boron in silicon. 

TiN is presently one of the most widely used barrier ma- 
terials in Cu metallization, as well as in aluminum-based 
metallization.7-11 Reported failure temperatures of TiN 
against Cu diffusion differ among researchers; for example, 
400-800 °C for furnace annealing,10-14 and 900 °C for rapid 
thermal annealing (RTA).7 The difference in failure tempera- 
tures is caused by various film microstructures and charac- 
terization methods. 

In the present study, the diffusion barrier properties of 
TiN in multilayer structures encountered in real devices— 
Cu/TiN/Ti/Si in the case of Cu contact to the Si substrate, 
and Cu/TiN/Ti/Si02/Si in the case of the field outside of the 

"'Electronic mail: seungyun@cais.kaist.ac.kr 

contact hole15 —were comparatively analyzed using various 
characterization methods, and the sensitivities of these meth- 
ods were compared. On the basis of these results, we inves- 
tigated the effect of RTA temperature and ambient on the 
barrier properties of TiN. 

II. EXPERIMENT 

Phosphorus-doped «-type silicon (100) wafers and boron- 
doped p-type silicon (100) wafers were used as substrates. 
For samples with a Cu/TiN/Ti/Si02/Si structure, 100 nm 
thick Si02 layers were formed on Si wafers using the thermal 
oxidation method at 900 °C before TiN/Ti deposition. Ti 
films 20 nm thick were deposited in Ar with total pressure of 
3 mTorr and rf power of 3 kW. TiN films were made by 
reactively sputtering Ti in an ambient of an Ar and N2 mix- 
ture with total pressure of 3.3 mTorr and rf power of 6.5 kW. 
The temperature of the substrate was maintained at 400 °C 
for both Ti and TiN deposition. The variation in TiN density 
was achieved by adjusting the gas ratio of Ar and N2. Gas 
ratios of Ar:N2 were 25:60 for the reference TiN, 25:45 for 
the Ti-rich TiN, and 25:90 for the N-rich TiN. The thickness 
of TiN was controlled within 40 ±3 nm. The density of TiN 
was calculated from the film thickness and planar density of 
TiN obtained by Rutherford backscattering spectrometry 
(RBS). For the investigation of the effect of RTA oh the 
barrier properties of the reference TiN, samples with TiN/ 
Ti/Si and TiN/Ti/Si02/Si structures were annealed for 1 min 
in a tungsten-halogen lamp heated RTA system. The RTA 
ambients were NH3, N2, and H2, respectively, and the RTA 
temperature varied from 500 to 700 °C. Finally, Cu films 300 
nm thick were deposited by chemical vapor deposition 
(CVD) using copper(I) hexafluoroacetylacetonate trimeth- 
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FIG. 1. Schematics of MOS structure for C-V measurements. 

ylvinylsilane, Cu(hfac)(tmvs). The substrate temperature and 
total pressure for the Cu deposition were 180 °C and 0.5 
Torr, respectively. Details of the CVD system and the depo- 
sition procedure have been reported elsewhere.16 After Cu 
deposition, annealing was performed at 1 atm in a resistance 
heated tube furnace with a flow of H2(10%)/Ar for 2 h. The 
annealing temperature varied from 425 to 700 °C, with an 
interval of 25 °C. 

Various characterization methods were employed to in- 
vestigate the barrier characteristics of TiN: scanning electron 
microscopy (SEM) observation, sheet resistance measure- 
ment, depth profiling by Auger electron spectroscopy (AES), 
and capacitance-voltage (C-V) measurement. For C-V 
measurement, an Al/Si02/Si capacitor structure was created 
by depositing Al after etching Cu and TiN/Ti layers as 
shown in Fig. I. C-V measurement was performed by an 
HP4192A LF impedance analyzer, where the input voltage 
frequency was fixed at 10 kHz with a sweeping rate of 0.2 
V/s. 

III. RESULTS AND DISCUSSION 

RBS spectra of TiN films deposited by sputtering with 
various flow rates of N2 gas were obtained as shown in Fig. 
2. The Ti:N ratios were measured 1:1.02 for the reference 
TiN (N2:60 seem); 1:0.98 for the Ti-rich TiN (N2:45 seem); 
and 1:1.04 for the N-rich TiN (N2:90 seem). Formation of 
the TiN phase was confirmed by x-ray photoelectron spec- 
troscopy (XPS) as shown in Fig. 3, where the binding energy 
shift of the Ti(2p) core levels of the three TiN films could 
be seen. Considering that there is a difference in TiN com- 
position of 6% between Ti-rich TiN and N-rich TiN, and a 
difference in density of 14%, it seems that the effects of 
density outweigh the effects of composition. Park et al. 
reported that the high density of TiN is of primary impor- 
tance in achieving good diffusion barrier performance be- 
tween Cu and Si. Other properties of various TiN films were 
also measured as listed in Table I. 

Figure 4 shows SEM photographs of the Cu surfaces of 
the Cu/TiN/Ti/Si multilayer structures after annealing at 
various temperatures. No shape changes were observed when 
Ti-rich TiN was annealed up to 525 °C, as shown in Figs. 
4(a), 4(b), and 4(c). At annealing temperatures higher than 
550 °C, pinholes began to appear on the Cu surface, and its 
surface morphology became rough, as shown in Fig. 4(d). As 
shown in Figs. 4(f) and 4(j), respectively, at 500 °C pinholes 
began to appear in the reference and N-rich TiN. Further 
temperature increases caused an increase in the number and 
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FIG. 2. RBS spectra of TiN films deposited by sputtering with varying N2 

gas flow rate (seem) at 25 seem Ar flow. 

the size of pinholes, and the surface became much rougher as 
shown in Figs. 4(g)-4(h) and Figs. 4(k)-4(l). 

The failure spot on the Cu surface after annealing at 
500 °C was examined as shown in Fig. 5(a), and AES spectra 
were obtained from positions A and B [Figs. 5(b) and 5(c)]. 
While the spectrum obtained from point A indicated the ex- 
istence of Cu, that from B showed Si and O, indicating that 
Si diffused out to the Cu surface at point B. AES depth 
profilings were performed at points A and B as shown in Fig. 
6. The diffusion of Cu at the Ti/Si interface was not observed 
in the AES depth profile of point A. However, a large 
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FIG. 3. XPS spectra of TiN films deposited by sputtering with varying N2 

gas flow rate (seem) at 25 seem Ar flow. 
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TABLE I. Properties of TiN film with various Ti:N ratios. 

Ti-rich Reference 

Ar:N2 ratio during 
sputtering 
Thickness 
Density 
Sheet resistance 

25:45 

41.8±1.0nm 
4.94 g/cm3 

16.61 Ü/D 

25:60 

40.4+0.8 nm 
4.47 g/cm3 

17.12 n/D 

N-rich 

25:90 

38.6±0.8 nm 
4.24 g/cm3 

18.49 ft/G 
Stoichiometry of TiN       Ti:N=l:0.98       Ti:N' = l:1.02       Ti:N=l:1.04 

amount of Cu trace was found at position B. From these 
results, it can be concluded that the breakdown of the TiN 
barrier occurs through out-diffusion of Si, as well as in- 
diffusion of Cu. According to Chamberlain,18 Cu diffuses 
primarily through the grain boundary in TiN. Upon anneal- 
ing, pinholes began to appear on a small portion of the Cu 
surface, their size ranging from 2 to 50 /*m as shown in Figs. 

4(f) and 5(a). Considering that 40 nm thick TiN had a grain 
size of less than 40 nm, it is thought that the diffusion of Cu 
proceeds mainly along weak regions in the grain boundary. 

AES analyses of the Cu surfaces were performed to detect 
the breakdown of the TiN barrier. The Si peak was observed 
on the Cu surface of the Ti-rich TiN when it was annealed at 
525 °C. However, reference and N-rich TiN showed the Si 
peak when annealed at 500 and 475 °C, respectively. 

Sheet resistance was also measured to detect TiN barrier 
breakdown. As annealing temperature increased sheet resis- 
tance gradually decreased due to the reduction of crystal de- 
fects and grain growth in the Cu film, but resistance abruptly 
increased at some annealing temperatures because of the sil- 
icidation of Cu with the out-diffused Si and the decrease in 
Cu volume. While Cu diffusion through the Ti-rich TiN 
layer was observed at an annealing temperature of 550 °C 
through SEM characterization, and at 525 °C through AES 

FIG. 4. SEM photographs of the surfaces of multilayer structures (Cu/TiN/ 
Ti/Si): the gas ratio of Ar:N2 was 25:45 for sputtering (Ti-rich TiN), after 
annealing at (a) 475 °C, (b) 500 °C, (c) 525 °C, (d) 550 °C, the gas ratio of 
Ar:N2 was 25:60 for sputtering (reference TiN), after annealing at (e) 
475 °C, (f) 500 °C, (g) 525 °C, (h) 550 °C, the gas ratio of Ar:N2 was 
25:90 for sputtering (N-rich TiN), after annealing at (i) 475 °C, (j) 500 °C, 
(k) 525 °C, and (1) 550 °C. 
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FIG. 5. Cu/reference TiN/Ti/Si structure was annealed at 500 "C. (a) SEM 
photograph of the "white spot" on the surface of the Cu film; AES spectra 
obtained from (b) point A and from (c) point B in the SEM photograph. 

characterization, sheet resistance increased after annealing at 
temperatures between 575 and 600 °C. For the reference TiN 
and the N-rich TiN, sheet resistance increases were observed 
at 525 and 500 °C, respectively. 

Figure 7 shows the C-V plot obtained from the metal- 
oxide-semiconductor MOS capacitor of Al/Si02/ 
p-type Si/Al, which was made from a structure of 
Cu/TiN/Ti/Si02//?-type Si annealed at various temperatures. 
Using p-type Si wafers, we observed a decrease in inversion 
capacitance with annealing temperature and obtained a 
straight line dissimilar to a typical C-V plot at 800 °C. As 
previously mentioned, the formation of B-Cu complexes 
caused by diffused Cu results in a decrease in active boron 
concentration.5,6 Since capacitance across the surface deple- 
tion region is proportional to V active concentration,19 inver- 
sion capacitance decreases with decreasing active concentra- 
tion (Fig. 7). Leakage current measured at 800 °C was more 
than two orders larger than those measured at other anneal- 
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FIG. 6. AES depth profiles obtained from (a) point A and from (b) point B 
in Fig. 5(a). 

ing temperatures, so it is thought that the oxide does not 
work as an insulator at 800 °C. While the C-V plots are 
identical regardless of measuring frequency in the case of 
/j-type Si wafers, C-V characteristics varied with measuring 
frequency in the case of «-type Si wafers (Fig. 8). The dif- 
ference in C-V characteristics may be caused by the differ- 
ence in doping concentrations and minority-carrier lifetime 
between boron-doped and phosphorus-doped Si wafers. It is 
well known that Cu in Si produces a deep donor level of 0.49 
eV above the valence band. According to the Shockley- 
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FIG.   7.   C-V  plots   obtained   from  MOS   capacitor  of  Cu/reference 
TiN/Ti/Si02/p-type Si structure. 
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FIG.   8.   C-V  plots  obtained  from  MOS   capacitor  of Cu/reference 
TiN/Ti/Si02/n-type Si structure. 

Hall-Read model,20'21 these generation-recombination cen- 
ters near intrinsic levels can lower carrier lifetime in such a 
way that inversion capacitance increases up to oxide capaci- 
tance, similar to the low frequency sweeping characteristics 
of the C- V plot.4 Therefore C-V measurement can be used 
as a sensitive and preferable testing method to detect the 
breakdown of the Cu diffusion barrier, even though forma- 
tion of the MOS structure is required for a test. Figure 9 
shows the C-V plot obtained from the MOS capacitor of 
Al/Si02/«-type Si/Al. As annealing temperature increases, 
inversion capacitance also increases, due to the diffused Cu 
which serves as a generation-recombination center. When 
Ti-rich TiN was annealed, Cu diffusion into the Si substrate 
was detected at 500 °C as shown in Fig. 9(a). In the case of 
reference TiN and N-rich TiN, inversion capacitance began 
to increase at 475 and 450 °C, respectively. 

Breakdown temperatures of the three different TiNs were 
measured by various methods, as shown in Fig. 10. The cri- 
teria for each measurement were determined as follows: in 
SEM observation, the temperature at which the pinholes ap- 
peared; in AES analysis, the temperature at which Si peaks 
were observed on the sample surface or where Cu peaks 
were observed in the Si substrate; in sheet resistance mea- 
surement, the temperature at which sheet resistance began to 
increase; in C-V measurement, the temperature at which 
inversion capacitance began to increase. It is consistent that 
breakdown temperature increases with the increasing density 
of TiN, irrespective of detection method. It can also be seen 
that C-V measurement detects the lowest breakdown tem- 
perature among the tests. AES analysis shows lower break- 
down temperatures than SEM observations, which is more 
sensitive than sheet resistance measurement. Previously, 
many authors reported different breakdown temperatures for 
TiN barriers;7'10-14 however, as shown in Fig. 10, breakdown 
temperatures can vary by more than 100 °C, depending on 
the testing methods used. 

The breakdown temperature of the RTA-treated TiN was 
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FIG. 9. C-V plots obtained from MOS capacitor of Cu/TiN/Ti/Si02/«-type 
Si structure: (a) Ti-rich TiN; (b) reference TiN; and (c) N-rich TiN. 

measured using the previously mentioned characterization 
methods, and it was confirmed again that C-V measurement 
was the most sensitive method. As shown in Fig. 11, the 
breakdown of TiN RTA treated at 500 °C in H2/Ar ambient 
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Cu/TiN/Ti/Si02/n-type Si structure: (a) TiN RTA treated at 500 °C in 
H2 /Ar ambient and (b) TiN RTA treated at 700 °C in NH3 ambient. 

occurred at 500 °C, while the TiN RTA treated at 700 °C in 
NH3 ambient failed at 620 °C. NH3 RTA improved the bar- 
rier property of TiN most, followed by N2 RTA. Moreover, 
the barrier property improved with increasing RTA tempera- 
ture, as shown in Fig. 12. It seems that nitrogen densities 
TiN films by migrating to porous regions and that hydrogen 
reduces Ti02 which is involved in TiN films, and so deterio- 
rates the barrier property. Since NH3 readily decomposes 
into N2 and H2 at temperatures over 500 °C, the TiN RTA 
treated in NH3 ambient shows the highest failure tempera- 
ture. We observed the formation of Ti suicide—a barrier 
against Cu and Si diffusion—at an RTA temperature higher 
than 600 °C by x-ray diffraction (XRD); thus it appears that 
improvement of the barrier property of TiN with RTA tem- 
perature was caused by Ti silicide formation. 

IV. CONCLUSION 

TiN films with various densities were studied as Cu dif- 
fusion barriers using various characterization methods, 
which showed that the denser TiN film was stable up to the 
higher failure temperature. Among the characterization 
methods, C- V measurement best detected failure of the TiN 
barrier. C- V characteristics after failure of the TiN barrier 
varied according to whether p-type. or n-type Si wafers were 
used as a substrate. A decrease in inversion capacitance was 
observed in the case of p-type Si wafers; on the other hand, 
the opposite result was obtained with n-type Si wafers. The 
failure temperature of the TiN RTA treated at 700 °C in NH3 

ambient increased by more than 140°C according to C-V" 
measurement. 
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Thermal stability of selective chemical vapor deposited tungsten contact 
and effects of in situ N2 plasma treatment 
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This work investigates the thermal stability of AVW/p + -n junction diodes, in which the W contact 
was filled using selective chemical vapor deposition to a thickness of about 450 nm and served as 
diffusion barrier between the Al and the Si substrate. The effects of in situ N2 plasma treatment on 
the barrier effectiveness were also investigated. The Al/W(450nm)//? + -ra junction diodes can 
sustain a 30 min furnace annealing up to 575 °C. With an in situ N2 plasma treatment on the W 
surface caused a thin layer of WN^ to form on the W surface, and the nitrified layer of WN./W 
acting as barrier between the Al and the Si substrate effectively suppressed WA112 formation at 
elevated temperatures, resulting in a significant barrier improvement. N2 plasma treatment at 100 W 
for 300 s enabled the AlAVNJC/W(450nm)/^+-n junction diodes to sustain thermal annealing at 
temperatures up to 625 °C without degradation of electrical characteristics. © 1998 American 
Vacuum Society. [S0734-211X(98)00304-7] 

I. INTRODUCTION 

Because Si is highly soluble in Al alloy and exhibits high 
diffusivity along Al grain boundaries, Al/Si contacts tend to 
fail due to Si dissolving in Al and Al spiking into Si 
substrates.1,2 The Al-Si alloy also becomes supersaturated 
during cooling cycles and excess Si precipitates at the Al/Si 
interface, resulting in degradation of contact characteristics. 
Therefore, the introduction of a barrier layer between the Al 
metallization and the Si substrate is of fundamental impor- 
tance in preventing junction spiking and avoiding contact 
degradation.2 

Tungsten has been considered as a good contact barrier 
for protecting shallow junctions from aluminum spiking and 
achieving low contact resistance.3-8 Tungsten nitride is also 
an effective diffusion barrier between Si and contact metals 
because it is chemically more stable than pure tungsten, and 
has a greater capacity for suppressing interdiffusion between 
Al and Si.9-15 Generally, tungsten nitride is deposited by 
reactively sputtering a pure W target in Ar-N2 mixed 
ambient.9'10 It has been reported that reactively sputtered 
tungsten nitride far surpassed pure W metal as a diffusion 
barrier between Al and Si substrates.9 However, it is difficult 
to deposit tungsten nitride with excellent barrier properties 
into contact holes of submicron dimension using sputtering 
techniques because of potential step coverage problems. In 
this respect, selective chemical vapor deposition of tungsten 
(selective CVD-W) is a most attractive technique for filling 
deep submicron contact holes in ultralarge scale integrated 
(ULSI) interconnect applications.8 

It has been reported that a selective 73-nm-thick CVD-W 
film acted as an effective diffusion barrier between Al and Si 

a)Electronic mail: mcchen@cc.nctu.edu.tw 
b)Present address: National Nano Device Laboratory, 1001 Ta Hsueh Rd., 

Hsinchu, Taiwan. 
c)Present address:  Department of Submicron Technology Development, 

ERSO/ITRI, Hsinchu, Taiwan. 

substrate at 450 °C for 30 min; however, it failed at 520 °C.6 

It has also been reported that no discernible reaction took 
place at an Al/W interface at temperatures up to 500 °C with 
a W film deposited using CVD; however, reaction occurred 
at an Al/W interface with sputtered W even at 450 °C and a 
WA112 compound formed.4 Moreover, it was found that N2 

plasma treatment of a CVD-W surface before Al deposition 
prevents Al-W alloy formation and suppresses the increase 
of sheet resistance for the Al/W structure.15 Although these 
studies have provided much valuable information for the ap- 
plication of thin CVD-W films (less than 100 nm) as diffu- 
sion barriers, nevertheless, little study has been made of the 
thermal stability of thicker CVD-W film.8 

Generally, W plugs used in industry are 450 nm or more 
in thickness.16 In this study, 100 and 450-nm-thick CVD-W 
films were selectively deposited to fill contact holes and 
acted as diffusion barriers between Al and Si substrates. The 
film resistivities of the selective CVD-W were found to be 
about 10 fj£l cm. This technique offers the advantage of pro- 
ducing a fully self-aligning contacts and barrier-formation 
processes. In addition, the resultant structures also possess 
more planar surfaces for subsequent metallization process- 
ing. To study the effects of N2 plasma treatment, an in situ 
N2 plasma treatment was performed on tungsten surfaces 
prior to Al metallization. After the treatment, thin WNX lay- 
ers formed on the surfaces of the W layers, which efficiently 
suppressed diffusion between W and Al during post- 
metallization thermal annealing. The results of this study 
might be useful in producing selective CVD-W-filled plugs 
for ULSI interconnection applications. 

II. EXPERIMENT 

To evaluate the barrier effectiveness of a selective 
CVD-W layer, various samples of Al/barrier/p + -n junction 
diodes were prepared. The starting material was n type, 
<100)-oriented Si wafers with 4-7 O cm nominal resistivity. 
After RCA standard cleaning, the wafers were thermally oxi- 
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FIG. 2. SEM micrographs showing an overfilled 0.5 pm contact hole using 
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FIG. 1. Schematic cross sections of four differently metallized p+-n junc- 
tion diodes (a) h\lp + -n, (b) Al/W(100 nm)lp+-n, (c) Al/W(450nm)/ 
p + -n, and (d) Al/WN^/W(450 nm)lp+-n. 

dized to grow a 500 nm oxide layer. Diffusion areas with 
sizes of 500X500 and 1000X 1000 fxm2 were defined on the 
oxide-covered wafers using conventional photolithographic 
techniques. The p + -n junctions 300 nm deep were formed 
using BF^ implantation at 30 keV to 3 X 1015 cm"2 followed 
by furnace annealing at 900 °C for 30 min in N2 ambient. 

After junction formation, the wafers were split into four 
groups for the preparation using various metallization struc- 
tures: AVp + -n, Al/W(100nm)/p + -«, Al/W(450nm)//? + -n, 
and Al/WNx/W(450nm)/£> + -n. For the AlAV(lOOnm)/ 
p+-n and Al/W(450nm)//?+-« diodes, the contact holes 
were selectively deposited with CVD-W layers of 100 and 
450 nm, respectively, followed by Al metallization. For the 
Al/WNA:/W(450nm)//? + -n diodes, an in situ N2 plasma 
treatment was performed on the selectively deposited 
CVD-W layers of 450 nm thickness before the Al metalliza- 
tion; thus, thin WN, layers formed on the W surfaces. The 
schematic cross sections of these differently metallized p + -n 
junction diodes are shown in Fig. 1. The contact holes in the 
Al/W(450nm)//? + -n and AlAVN^/W(450nm)/p + -n di- 
odes, were almost fully filled by selective CVD-W; this pro- 
vided nearly planar surfaces for subsequent metallization 
processing. 

Prior to selective CVD-W deposition, the wafers were 
dipped in dilute HF (50:1) for 30 s, followed by a rinse in 
deionized water for 3 min and a spin dry. The wafers were 
then loaded into a load-locked cold wall W-CVD system 
(ULVAC ERA-1000S) within 5 min and transferred to the 
deposition chamber without exposure to the atmosphere. The 
ERA-1000S is a fully automatic single wafer CVD system 
equipped with a cluster of multichambers, including a load/ 

unload, buffer and two deposition chambers. This system 
employs a robot unit in the buffer chamber for wafer transfer 
in vacuum. The aluminum-alloy reactor was watercooled and 
was kept at a high vacuum base pressure by a turbopump. 
The base pressure of the CVD chamber was 1 X 10"6 Torr. 
In this study, W films were chemically vapor deposited using 
the SiH4 reduction of WF6 process under the following con- 
ditions: substrate temperature 300 °C, total gas pressure 100 
mTorr, WF6 flow rate 40 seem, SiH4 flow rate 10 seem, and 
H2 carrier gas flow rate 1000 seem. After selective CVD-W 
deposition, one group of wafers was further treated with in 
situ N2 plasma without breaking the vacuum under the fol- 
lowing conditions: N2 flow rate 80 seem, total gas pressure 
30 mTorr, treatment time 300 s, and plasma generation 
power ranging from 50 to 200 W. Finally, Al metallization 
was applied to all samples. 

To investigate thermal stability of the differently metal- 
lized junction diodes, samples were thermally annealed in an 
N2 flow furnace for 30 min at temperatures ranging from 350 
to 650 °C. Electrical characteristics were measured using an 
HP-4145B semiconductor parameter analyzer. Unpatterned 
samples with various W/Si, Al/W/Si, and A1AVNX/W/Si 
structures were also prepared for material analysis. Sheet re- 
sistance of the multilayer structures was measured using a 
four-point probe. X-ray diffraction (XRD) analysis was used 
for phase identification. Auger electron spectroscopy (AES) 
was used to observe WNX formation following the N2 plasma 
treatment. Scanning electron microscopy (SEM) was used to 
observe surface morphology as well as cross-sectional mi- 
crostructure, and secondary ion mass spectroscopy (SIMS) 
was used for elemental depth profile measurement. 

III. RESULTS AND DISCUSSION 

A. Selective CVD-W and N2 plasma treatment 

Figure 2 shows overfilled 0.5 fim contact holes resulting 
from using a selective CVD-W technique. Excellent selectiv- 
ity, good uniformity, and low resistivity W (about 10 
yttJQcm) were obtained with a WF6/SiH4 flow rate of 
40/10 seem. Thus, this WF6/SiH4 flow rate was used to de- 
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FIG. 3. Percentage change of sheet resistance vs N2 plasma power in W(450 

nm)/Si samples. 

posit tungsten during barrier study in this work. Details of 
the CVD-W selectivity study were reported elsewhere17 and 
are not discussed further in this article. 

Post-deposition N2 plasma treatment resulted in a sheet 
resistance change in the W/Si samples. Figure 3 shows the 
percentage change of sheet resistance versus N2 plasma 
power for a W(450 nm)/Si sample. The sheet resistance in- 
creased slightly with increasing plasma power, presumably 
due to formation of thin WIST,, layers on W surfaces, and the 
thicknesses of WN* layers increased with N2 plasma power. 
The measured AES depth profiles, as shown in Fig. 4, pro- 
vide evidence for these presumptions. With N2 plasma treat- 
ment at 100 W, a thin WN^ layer about 2 nm thick was 
formed on the W surfaces [Fig. 4(b)], while WK, layer thick- 
nesses were about 5 nm in the samples treated with N2 
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FIG. 5. Percentage change in sheet resistance plotted against annealing tem- 
perature for the W/Si sample as well as the Al/W/Si samples with and 

without N2 plasma treatment on the W surface. 

plasma at 200 W [Fig. 4(c)]. Since metal nitride generally 
has a higher resistivity than corresponding pure metal, the 
presence of a thin WNX layer on the W surface obviously 
resulted in a slight increase in sheet resistance in the W/Si 
samples. 

B. Sheet resistance measurement and XRD analysis 

Sheet resistance measurement and XRD analysis were 
used to evaluate the barrier capability of the W films. Figure 
5 shows the percentage change in sheet resistance plotted 
against annealing temperature for the W/Si, Al/W/Si, and 
Al/WN^/W/Si samples. The Al/W/Si samples whose W bar- 
riers did not receive N2 plasma treatment showed increases 
in sheet resistance after annealing at 550 °C. With N2 plasma 
treatment on the W surface, sheet resistance for the 
Al/WN^/W/Si samples remained constant up to at least 
575 °C. Although the WK, layer was very thin, it showed an 
excellent barrier ability to suppress the reaction between Al 
and W, resulting in improved thermal stability for the 
Al/WN^/W/Si structure. 

The increase in sheet resistance for the Al/W/Si structure 
reflects the consumption of conductive aluminum due to 
WA112 formation, as confirmed by the x-ray diffraction pat- 
tern shown in Fig. 6. The WA112 compound appeared for the 
Al/W/Si sample annealed at 550 °C [Fig. 6(b)]. After anneal- 
ing at 600 °C, phase signal intensity of the WA112 increased 
and a part of it was converted into WA15 phase,18 W5Si3 and 
WSi2 signals both appeared as well [Fig. 6(c)]. Moreover, 
the Al signal disappeared while the a-W signal remained, 
implying that the 500 nm Al layer had been completely con- 
verted into WA1J2 and WA15 but the 450 nm W layer was 
only partially consumed. The presence of W5Si3 and WSi2 

signals indicates that reactions took place at the W/Si inter- 
face during the 600 °C annealing. 

The results of XRD analysis of Al/WN^/W/Si samples 
treated with N2 plasma at 200 W are illustrated in Fig. 7. No 
compound phase of W-Al or W-Si was observed after 
samples were annealed at temperatures up to 600 °C [Fig. 
7(b)], which confirms the integrity of the multilayer struc- 
ture. Apparently, N2 plasma treatment has the effect of in- 
creasing the thermal stability of the Al/barrier/Si structure. 
After annealing at 650 °C, W(Si, Al)2 and WSi2 signals ap- 
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peared and the Al signal remained, while no WAl12-related 
signals were observed [Fig. 7(c)], The W/Si samples without 
Al overlayers were also investigated for comparison. The 
increase in sheet resistance for the W/Si structure after an- 
nealing at temperatures above 700 °C (Fig. 5) presumably 
resulted from the consumption of conductive tungsten due to 
the formation of WSi2, as confirmed by the XRD analysis 
results shown in Fig. 8. In fact, the XRD spectra show that 
weak WSi2-phase signals began appearing at 650 °C, indicat- 
ing reaction between W and the Si substrate. The 
WSi2-signal intensity increased with increasing annealing 
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plasma at 200 W. 
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temperature, but the a-W signal remained even after anneal- 
ing at 750 °C. This indicates that the 450 nm W layer was 
only partially consumed after annealing at 750 °C. By com- 
paring the XRD spectra of W/Si samples (Fig. 8) with those 
of Al/W/Si and Al/WN^/W/Si samples (Figs. 6 and 7), we 
found that the formation of WA112 or W(Si, Al)2 promoted 
the formation of WSi2 for the Al/W/Si structure. Similar re- 
sults have been reported in which the presence of an Al 
overlayer in the Al/W/Si structure led to a reduction in ther- 
mal stability of the underlying W/Si interface.5 Comparative 
thermal stability results for the various layered structures are 
given in Table I. 

C. Electrical measurements 

Barrier capability of the self-aligned selective CVD-W 
layers was investigated by evaluating the thermal stability of 
the AVW/p + -n junction diodes using electrical measure- 
ments. Figure 9 illustrates the distributions of reverse bias 
leakage current density measured at -5 V for the AUp + -n, 
Al/W(100 nm)/p + -n, and Al/W(450 nm)/p+-n junction di- 
odes annealed at various temperatures; the diodes had a dif- 
fusion area of 500X 500 or 1000X 1000 fim2, and at least 30 
diodes were measured in each case. Electrical characteristics 
of the AVp+-n diodes deteriorated after annealing at 400 °C 
[Fig. 9(a)], while the Al/W(100nm)//?+-n diodes remained 
stable    up    to    500 °C    [Fig.    9(b)].    Moreover,    the 
Al/W(450nm)//j + -n diodes were able to retain their integ- 
rity up to 575 °C [Fig. 9(c)], It is clear that the thermal sta- 
bility of the Al/W/p + -n diodes can be improved further by 
using a thicker W film. Reaction of Al and W at elevated 
temperatures leads to the formation of WA112, and the barrier 
capability of a thin W film will be determined by the W 
consumption. For the Al/W(450nm)//?+-n diodes, partial 
consumption of the thicker W layer due to the WA112 forma- 
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TABLE I. Comparative result^of^n^stability for various layered structures. 

2030 

Annealing 
temperature 

500 °C 

550 °C 

575 °C 

600 °C 

650 °C 

W/Si Al/W/Si 

X" 
X 

X 

X 

WSi, 

X 
WA112 

WAli2> WA15 

WA112, WA15, W(Al,Si)2, 

WSi2, W5Si3 

WA15, W(Al,Si)2, WSi2 

a"X" indicates no observation of compound phase. 

AlAVN^/W/Si 

(N2 plasma 100 W) 

Al/WlVW/Si 

(N2 plasma 200 W) 

X 

X 

X 
WSi2, W(Al,Si)2 

WSi2, W(Al,Si)2 

X 
X 

X 

X 

WSi2, W(Al,Si)2 

tion did not deteriorate the integrity of W/Si interface; thus 
the diodes were stable even after annealing at 575 C. 

For comparison, junction diodes with W(450nm)/ 
„+-n structures, but without Al overlayers were also fabri- 
cated for thermal stability study. Figure 10 shows that the 
W(450nm)//?+-n diodes retained their integrity up to 
700 °C and showed only slight degradation after annealing at 
750 °C This implies that degradation of the Al/ 
W(450 nm)/p+-n diodes can be attributed to the presence of 

the Al overlayer. , 
The barrier capability of CVD-W layer can be effectively 

improved by in situ N2 plasma treatment prior to Al metal- 
lization Figure 11 shows the statistical distributions of re- 
verse bias leakage current density for the variously annealed 
Al/WNt/W(450nm)/p + -n junction diodes, in which the 
WN layer on the W surface was formed by N2 plasma treat- 
ment   About half of the diodes whose W barriers were 
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treated with N2 plasma at 50 W survived thermal annealing 
at 600 °C, retaining a leakage current density of less than 
100 nA/cm2, as shown in Fig. 11(a); by contrast, none of the 
Al/W(450nm)//?+-n diodes survived the same thermal an- 
nealing at 600 °C [Fig. 9(c)]. Because the thickness of the 
WN layer increased with increasing N2 plasma power (Fig. 
4) further improvement of barrier capability can be obtained 
by increasing the N2 plasma power. With N2 plasma treat- 
ment at 100 W, the AlAVN,/W(450nm)/p+-n diodes were 
able to retain their integrity up to 625 °C, as shown in Fig 
11(b). Increasing the N2 plasma power to 200 W Ad no 
improve the thermal stability of the Al/WN, /W(450 nm)/ 
Al/WN /W(450nm)/p + -« diodes, as shown in Fig. 11(c). 
Thermal  stability  temperatures  for  Al/WN,/W(450 nm)/ 
p + -n diodes as high as 650 °C were not achieved in this 
study, presumably because of closeness to the Al melting 
point of 660 °C, and the formation of WSi2 at the W/Si in- 
terface (Fig 7). Based on these experimental results, we con- 
clude that selective CVD-W layers with post-deposition in 
situ N2 plasma treatment form effective diffusion barrier be- 

tween Al and Si substrate. 

D. SEM observation 
Scanning electron microscopy (SEM) was used to inves- 

tigate the surface and cross-sectional morphologies of the 
Al/barrier//> + -« junction diodes. Figure 12 shows SEM mi- 
crographs of the Al/W(450 nm)//-n junction diodes before 
and after thermal annealing. The as-deposited samples have 
rough Al surfaces because of the rough surfaces of the 
CVD-W underlayers [Fig. 12(a)]. Both the surface morpho - 
ogy and the W/Si interface remained unchanged after anneal- 
ing at 500 °C [Fig. 12(b)]. After annealing at 600 °C, pre- 
cipitates were found at the W/Si interface and protrusions 
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FIG 9 Histograms showing the distributions of reverse bias leakage current 

density measured at -5 V for (a) A\p + -n. (b) Al/W(100 nm)/p + -n, and (c) 
Al/W(450nm)/p + -n junction diodes annealed at various temperatures. 
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FIG. 13. Top-view (left) and cross-sectional view (right) SEM micrographs 
for (a) 600 °C annealed Al/WN,/W(450 nm)/p + -n diodes whose W barrier 
was treated with N2 plasma at 50 W, (b) 600 °C annealed 
Al/WNx/W(450nm)/p + -n diodes whose W barrier was treated with N2 

plasma at 100 W, and (c) 650 °C annealed A1/WN^/W(450 nm)lp + -n di- 
odes whose W barrier was treated with N2 plasma at 100 W. 
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FIG. 12. Top-view (left) and cross-sectional view (right) SEM micrographs 
for the Al/W(450 nm)/p+-n junction diodes (a) as-deposited, (b) annealed 
at 500 °C, and (c) annealed at 600 °C. 

were observed on the surface, presumably due to WA112 for- 
mation [Fig. 12(c)]. Assuming total conversion of the 500- 
nm-fhick Al film into the WA112, only about 40 nm of W- 
layer thickness was consumed and the remaining 410 nm 
should be able to function as a barrier layer. However, non- 
uniform formation of WA1J2 might lead to a highly localized 
thinning of the W layer; thus, either Al atoms or WA112 

compound can be very close to the W/Si interface. As a 
result, close proximity of Al atoms to the Si substrate can 
easily induce reaction between Al and Si during thermal an- 
nealing at 600 °C. Moreover, it is possible that the formation 
of WSi2 and WA112 introduces microcracks that cannot be 
observed by SEM but might provide fast diffusion paths for 
Al atoms to react with the Si substrate. 

Figure 13 shows top-view and cross-sectional SEM mi- 
crographs of the thermally annealed A1/WNX /W(450 nm)/ 
p + -n junction diodes. Instead of protrusions on the surface 
and large precipitates at the W/Si interfaces for the 600 °C 
annealed Al/W(450nm)//?+-« samples [Fig. 12(c)], surface 
cracks and small precipitates at the W/Si interface were 
found on the 50 W plasma-treated Al/WR, /W(450 nm)/ 
p + -n diodes after annealing at 600 °C, as shown in Fig. 
13(a). Figure 13(b) shows the 600 °C annealed Al/WR,/ 
W(450nm)/p + -n samples whose barriers were treated with 
N2 plasma at 100 W; compared with the as-deposited 
Al/W(450 nm)/p + -w shown in Fig. 12(a), no obvious differ- 
ence is observable with respect to surface morphology and 
W/Si interface smoothness. The thin WNX layer that formed 
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TABLE II. Comparative thermal stability results for p + -n junction diodes with different W-barrier layers as 
determined using various characterization techniques. 

Barrier/metallization structures 
of p+-n junction diodes Leakage current SEM SIMS 

Al/W(100nm)/p+-M 500 °C 500 °C 

Al/W(450nm)/p + -n 575 °C 575 °C <600°C 

Al/WN, /W(450 nm)/p + -n 625 °C 625 °C >600°C 

(N2 plasma at 100 W) 
Al/WN, /W(450 nm)/p + -n 625 °C 625 °C >600°C 

(N2 plasma at 200 W) 
W(450nm)/p+-n 700 °C WSi2 formed at 700 °C 

—■  

on the W surface due to the N2 plasma treatment, was able to 
suppress the WA112 compound formation and kept the W/Si 
interface unchanged up to 600 °C. After annealing at 650 °C, 
all of the diodes failed, presumably due to the low melting 
point of Al (660 °C). Compound [WA112, and WA15, and 
W(Si, Al)2] formation along with tungsten silicidation dete- 
riorated the ALWN^/W(450nm)/p+-n diodes completely, 
as shown in Fig. 13(c). Comparative thermal stability results 
for the p + -n junction diodes with different W-barrier layers 
determined using various characterization techniques are 
given in Table II. 

E. SIMS analysis 

SIMS depth profiles were used to examine elemental dis- 
tributions in the multilayer structures. Figure 14 shows the 
SIMS depth profiles for the Al/W(450 nm)/Si and 
A\fWHx /W(450 nm)/Si samples before and after thermal an- 
nealing at 600 °C. Without N2 plasma treatment, the interdif- 
fusion of Al, W, and Si led to severe deterioration of the 
Al/W (450 nm)/Si structure after 600 °C annealing, as shown 
in Fig. 14(b). The A1AVNX/W(450 nm)/Si samples whose W 
barriers were treated with N2 plasma at 200 W, had W and Si 
profiles that remained almost unchanged, while Al diffused 

only slightly into W layers, as shown in Fig. 14(d). This 
indicates that the thermal stability of the Al/W barrier/j? + -n 
diodes can be significantly improved using N2 plasma treat- 
ment on the W surfaces. 

IV. SUMMARY 

The effect of in situ N2 plasma treatment on the thermal 
stability of selective CVD-W contacted p + -n junction di- 
odes with Al metallization was systematically investigated. 
Without N2 plasma treatment, the Al/W(100nm)/p + -ra and 
Al/W(450nm)//? + -n junction diodes were able to sustain a 
30 min furnace annealing up to 500 and 575 °C, respectively. 
With in situ N2 plasma treatment on W surfaces at a power 
of 100 W, the Al/WN^/W(450nm)/p + -« junction diodes 
were able to sustain thermal annealing up to 625 °C without 
degradation of their electrical characteristics. Reaction be- 
tween Al and CVD-W at elevated temperatures resulted in 
formation of WA112, WA15, and W(Si, Al)2, leading to ac- 
celeration of the reaction between W and Si substrates. The 
N2 plasma treatment resulted in formation of a thin WNX 

layer on the W surface, and the Al/WM,/W/Si structure ef- 
fectively suppressed W-Al compound formation, leading to 
improvement of thermal stability. 

0       0.4     0.8      1.2     1.6 

0       0.4     0.8     1.2     1.« 0       0.4     0.8      1.2     1.6 

Depth (^im) 

FIG. 14. SIMS depth profiles for Al/W(450 nm)/Si (a) as-deposited and (b) 
600 °C annealed, and for Al/WN, /W(450 nm)/Si (c) as-deposited and (d) 
600 °C annealed. 
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Effects of sintering on Au/Ti/GaAs Schottky barrier submicron metal- 
semiconductor field-effect transistors characteristics 
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Swabi, Pakistan 
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This investigation reports on the effects of sintering (25 °C up to 450 «C) on AuATi/GaAs Schottky 
barrier submicron metal-semiconductor field-effect transistors with an interfaced layer. In short 
channel devices the presence of an interfacial layer at the metal-semiconductor junction is 
inevitable. This reduces the transconductance and gives rise to the nonideal /- V characteristics. The 
adverse effects of the interfacial layer can be reduced significantly by sintering the finished devices 
at 350 °C in H2/N2 ambient for 30 s. This enhances the Schottky response of the device and an 
improvement up to 40% in the device extrinsic transconductance has been achieved.   © 1998 
American Vacuum Society. [S0734-211X(98)02304-X] 

I. INTRODUCTION 

In GaAs field-effect transistors (FETs) the Schottky junc- 
tion plays a key role in the performance of the device. The 
height of the Schottky barrier is very sensitive to the surface 
condition of the semiconductor. An ideal Schottky barrier on 
GaAs or any other compound semiconductor is an epitaxially 
deposited film.1 This type of Schottky contact generally 
eliminates the presence of interface states at the junction. In 
a practical FET fabrication process however, especially when 
a gate recess step is involved, interfacial layer growth is 
inevitable. 

The presence of an interfacial layer at a Schottky barrier 
contributes to nonideality in the /- V characteristics, because 
the interface states give rise to parallel processes of current 
flow via capture and emission of electrons passing through 
the barrier.2 The trapping of charge in the interface states 
reduces the barrier height, and is a common cause of the soft 
reverse characteristics of a Schottky contact.3,4 The interfa- 
cial layer has been assumed to be of atomic dimensions, such 
that it is transparent to electrons but can support a potential 
across it.5 This gives rise to a voltage-dependent resistance at 
the interface. A finite portion of the gate potential is masked 
at the interface due to this resistance and the net potential 
that will alter the depletion underneath the gate is smaller 
than the applied voltage.5"7 This reduces the gain and in- 
creases the threshold voltage of the devices. • 

The importance of charge exchange with interface states 
on the microwave behavior of the device can be understood 
since it is a process which operates on a scale of time which 
is long compared with a microwave signal period. For in- 
stance, the characteristic time for emptying of an interface 
state may be around 1 ms,2 whereas at 10 GHz the signal 
period is 100 ps. In contrast, the mechanism of electron 
transport over the barrier is extremely fast, involving time 
scales of the order of the dielectric relaxation time in an 
«-type GaAs semiconductor (typically <1   ps). 

This article describes an annealing process by which the 

"'Electronic mail: mansoor@giki.sdnpk.undp.org 

adverse effects of interface states can be offset significantly 
and, hence, improved device performance can be achieved. 

II. DEVICE DESCRIPTION 

The complete device fabrication sequence is given 
elsewhere.8 In brief, GaAs epilayers were grown by molecu- 
lar beam epitaxy on Cr doped semi-insulating substrates. The 
layer structure of the wafer, as shown in Fig. 1, from bottom 
to top, consisted of a 50 nm thick undoped GaAs layer, a 
50X20 nm thick GaAs and AlGaAs superlattice, an AlGaAs 
buffer layer, 1.5 pm GaAs smoothing layer, and finally a 
0.2 /xm Si doped GaAs channel layer (5X1017 cm 3). A 
mesa was defined by an optical lithographic process. Ohmic 
contact delineation was accomplished by electron beam li- 
thography. For Ohmic metallization AuGeNi 200 nm was 
applied in a proportion that represents an alloy Au:Ge:Ni 
88:12:5 by weight.9 A 100 nm thick layer of Au was then 
evaporated on the Ohmic metal to improve the contact resis- 
tance and surface morphology.10 The Ohmic metallization 
layers (AuGeNi/Au) were evaporated at a base pressure of 
1X 10~6 Torr in a single sequence without breaking the 
vacuum. The contacts were alloyed by rapid electron beam 
annealing at the beam power density of 3 W cm 2 for 3 s. 
Gate lithography was carried out with a high resolution elec- 
tron beam lithography system operated at 60 kV, with probe 
size less than 300 Ä. The nominal gate length, Lg of the 
FETs was 0.23 pm. 

The recess was etched in a H2S04:H20:H202 5 : 200 : 1 
solution. The sample was then put into the oxide strip solu- 
tion, i.e., diluted HC1, to dissolve the oxide layer before the 
Schottky metal evaporation. Immediately afterwards it was 
transferred into the evaporator for gate metal evaporation. 
The gate metallization, Ti/Au 30/200 nm, was then evapo- 
rated at a base pressure of 1X 10~6 Torr, and the extra metal 
was lifted off in acetone. 

III. RESULTS AND DISCUSSION 

Uncertainty in the removal of native oxide and regrowth 
of an oxide layer before deposition of the Schottky metal 
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FIG. 1. Layer structure of the wafer used for GaAs MESFETs fabrication. 

could generate nonuniformity at the metal-semiconductor in- 
terface. To study this nonuniformity, four devices were se- 
lected from each of four different chips. These devices have 
the same L„ value, but with different surface states as as- 
sessed by their gate leakage current. ' ' The difference in 
their surface state densities could be associated with the non- 
uniform cleaning of submicron gate trenches before the 
Schottky metal evaporation.13-16 Chips were sintered in 
stages, up to 450 °C in H2/N2 ambient for 30 s. The devices 
were first electrically characterized on a dc probe station and 
then sintered at 200 °C, and measured again. The tempera- 
ture was increased in steps of 50 °C, and measurements were 
performed after each heat treatment. 

Sintering the Au/Ti/GaAs Schottky barrier at some el- 
evated temperature can change the interface quality and, 
hence, the device performance. Wu and Yang17 have studied 
the effective metal screening and Schottky barrier formation 
in metal GaAs structure by preparing Ti/Pt/GaAs and Pt/Ti/ 
GaAs Schottky diodes in ultrahigh vacuum. After the first 
layer of evaporation Ti or Pt, they heated the samples in situ 
to 300 °C for 1 min; this increased the barrier height for 
Ti/GaAs Schottky barrier by 60 mV, whereas no change has 
been reported for Pt/GaAs Schottky barriers, which suggests 
that in the case of Ti/GaAs Schottky junctions there could be 
a finite density of interface states, whereas for Pt/GaAs the 
density of these states may be so small, or missing all to- 
gether, that their impact on the electrical characterization of 
the device is virtually undetectable. 

The change in metal-semiconductor FET (MESFET) 
Schottky barrier interface could be realized by comparing the 
/- V characteristics measured before and after the sintering. 
Figure 2 shows the output characteristics of a MESFET mea- 
sured at room temperature, after sintering the chip at various 
temperatures. Examination of the figure shows that at 0 V 
gate voltage, the values of drain current (7dss) are almost the 
same up to 350 °C, and start decreasing slightly at 400 °C. 
A 1.0 V positive bias at the gate allows more current to flow 

■   1 2 3 4 

Drain-to-Source Voltage (V) 

FIG.  2.   Output characteristics of a 0.23 /im gate length Au/Ti/GaAs 
Schottky barrier MESFET after 30 s heat treatment at various temperatures. 

through the active channel, especially between 300 and 
400 °C sintering temperatures, compared with the unsintered 
characteristic. This indicates that for sintered devices a 
greater magnitude of applied potential is used to alter the 
depletion underneath the Schottky barrier gate and the mask- 
ing of gate potential by the oxide layer is reduced.3'6'7 This 
implies that the interface quality has improved after sinter- 
ing. 

A convenient way of assessing the change in device be- 
havior is by plotting the extrinsic transconductance (g'm) of 
the device as shown in Fig. 3. The solid curve, which repre- 
sents the device performance prior to any heat treatment, is 
the reference curve. Sintering at 200 °C causes almost no 
change in the device performance but it starts improving 
with higher temperature heat treatment. The figure shows 

-3 -2 -1 

Gate-to-Source Voltage (V) 

FIG. 3. Extrinsic transconductance vs sintering temperature of a 0.23 /im 
gate length Au/Ti/GaAs Schottky barrier MESFET. 
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FIG. 4. Improvement in the extrinsic transconductance of four Au/Ti/GaAs 
Schottky barrier MESFETs by sintering at various temperatures. 

that the g'm of the device is improved by increasing the sin- 
tering temperature and it has highest g'm relative to untreated 
characteristic after 350 °C sintering. Sintering at 400 °C re- 
duces the device g'm. 

The variations in ^J, as a function of sintering tempera- 
tures of four different devices are plotted in Fig. 4. The fig- 
ure shows a consistent improvement in all the four devices 
under consideration. These four devices have different 
surface-state densities, which decrease with increasing val- 
ues of g'm (Fig. 4). Examination of the figure shows that the 
improvement in the device g'm depends on the quality of the 
device. A low value of g' of an unsintered device could be 
associated with a high density of interface states. ' ' 

The applied gate voltage of a Schottky barrier with an 
interfacial layer can be expressed as Vg = V,+ VD, ' where 
Vi is the voltage drop across the interfacial layer and VD 

represents the voltage drop across the depletion layer. The 
net potential that will change the depletion layer is \Vg\ 
- V;. This indicates that the transconductance of the device 
will compress. A high compression in the g'm value may then 
be associated with a high density of interface states. In Fig. 4 
transistor 1 which has high gain and the lowest density of 
surface states shows only 7% improvement in its g'm at 
350 °C, whereas transistor 3 which has the highest density of 
surface states shows 40 improvement at the same sintering 
temperature. 

The decrease in g'm at high sintering temperatures (i.e., 
450 °C) may be due to the high value of the gate leakage 
current, Ig. Figure 5 shows the increase in Ig as a function of 
sintering temperature. The increased value of Ig may indicate 
that the barrier height has been reduced due to interdiffusion. 
Interdiffusion is a function of the nature of interfacial oxide 
layer. As we can realize the barrier lowering by the change in 
Ig, therefore the degradation in the device performance will 
be severe if the magnitude of Ig is high after the sintering. 
By examining Figs. 4 and 5 one can see that after sintering 
the devices which have lower Ig values at 450 °C show high 
improvement in their g'm. These devices, presumably, have 
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FIG. 5. Gate leakage current vs sintering temperature of four Au/Ti/GaAs 
Schottky barrier submicron GaAs MESFETs. 

thicker interfacial layers, which indicates that the presence of 
oxides at the interface reduces the interdiffusion of Ti/GaAs 
contact. Although the presence of interfacial layer causes a 
reduction in the device g'm, this experiment shows that we 
can offset the detrimental effects of this layer considerably 
by sintering the chip at a suitable temperature. 

We can, therefore, conclude that sintering the GaAs 
MESFETs having Ti/GaAs Schottky barriers at 350 °C im- 
proves the device performance significantly. The level of im- 
provement depends on the density of interface states. For 
high interface-state densities devices the observed improve- 
ment is also high. 

IV. SUMMARY 

In submicron GaAs MESFETs the presence of an interfa- 
cial layer at the Schottky barrier junction causes the perfor- 
mance of the device to deteriorate. The degradation in the 
device performance will be severe if the density of interface 
states is high. The growth of an interfacial layer in FET 
fabrication process is inevitable, especially when the value of 
Lg is very small (submicron device). The Schottky 7- V mea- 
surements showed that there are serious adverse effects on 
the Schottky junction due to the presence of an interfacial 
layer, which can be offset significantly by sintering the chip 
at 350 °C for 30 s. 
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Next generation rf amplifiers, in particular the inductive output amplifiers (IOAs), will require 
electron sources characterized by high current density, high brightness, low ermttance, and the 
ability to be emission gated. The strong interaction between the beam and the resonant or 
synchronous electromagnetic field may enable compact, highly efficient, and moderate gain X-band 
power booster amplifiers. An analysis of amplifier demands on generic emitter candidates is 
provided Of the emitter candidates available, two (namely, field emitter arrays and wide-band-gap 
semiconductors) are amenable to an analysis predicated on a simple model of field emission from 
hyperbolas and ellipsoids. The simple model is used to investigate two problems of critical concern: 
for field emitter arrays (FEAs), we will investigate the conditions under which important space 
charge effects exist, and from the model predict optimum FEA performance characteristics for rf 
IOAs- for wide-band-gap materials, the simple model identifies parameters which limit the 
maximum electron transport across a metal-semiconductor interface, thereby limiting current flow. 

[S0734-211X(98)06904-2] 

I. INTRODUCTION 

The need for higher frequency and power, greater effi- 
ciency, and smaller size of next generation rf amplifiers place 
stringent demands on the performance and characteristics of 
electron sources. Present rf amplifiers require more than a 
10:1 beam area convergence ratio. Given the present capa- 
bilities of thermionic emitters and the needs of future rf am- 
plifiers incorporating traveling wave tubes (TWTs), large di- 
ameter electron beams and sophisticated electron gun 
designs are required. Advanced amplifier designs require 
smaller electron beam diameters in order to achieve higher 
power and frequency. Reducing the diameter of the (low 
current density) beam at the emitter to that required for the 
TWT beam tunnel requires a highly convergent magnetic 
field; relaxing the beam convergence required would reduce 
the complexity of the magnetic field profile and relax the 
machining tolerances required to avoid beam scalloping. 
Shortening the circuit would reduce the size of the magnet 
needed with consequent reduction in the weight and volume 
of the amplifier, and, in some cases, the power consumption. 
Uniformity of emission over the surface area of the emitter is 
therefore critical: a laminar and uniform beam results in the 
best beam transport for the least magnetic field and reduces 
losses to the tube walls. Likewise, reduced emittance elec- 
tron beams are also critical. Emittance is caused by nonuni- 
form emission and thermal velocities at the source, as well as 
nonaxisymmetric current density. In addition to the losses in 
amplifier performance incurred by poor emittance beams, 
further demerits include discrepancies in tube performance 
as compared to its modeled performance, as (due to the com- 
plexity of the modeling effort) uniform beams are typically 
presumed in the simulations.1 

The relationship between several of the amplifier require- 

a|EIectronic mail: kevin.jensen@nri.navy.mil 

ments and the demands thereby entailed of the emitters are 
listed in Table I. Our attention is restricted to TWTs, a 
broadband device whose circuit structure is a helix rather 
than a resonant cavity (Klystrode),2 and which is utilized in 
the vacuum power booster component of the microwave 
power module (MPM).3 In addition to the requirements of 
future amplifiers, the next generation MPM may incorporate 
emission gating of the electron beam to boost efficiency and 
further reduce the size of the helix circuit, which will place 
further austere demands on advanced emitters. " 

Several emitter candidates vie for consideration, but two 
in particular are under consideration: Field emitter arrays 
(FEAs) promise exceptionally high current densities 
(>2000 A/cm2), but improvements are needed in emission 
uniformity and robustness in the tube environment; wide- 
band-gap (WBG) materials show potential for high current 
density at low applied field, but the emission mechanisms 
and ultimate capabilities are poorly understood and not suf- 
ficiently quantified. A characterization of the theoretical per- 
formance of these candidates is desirable. In both cases, the 
predicted performance (power, efficiency, gain, length) of an 
amplifier is fundamentally tied to the performance character- 
istics of the emitter, in particular to the Fowler-Nordheim 
slope (SFN) of the current-voltage relationship. For FEAs, 
the experimental Bm, as well as AFN, can be tainted by 
effects related to the high current density (space charge). For 
WBGs, the current through the metal-WBG tunneling barrier 
(the "Schottky barrier") limits the total current through the 
structure. A simple analytical model of emission current 
from hyperbolic and elliptical cones provides a theoretical 
tool capable of qualitatively analyzing both issues, albeit that 
the simplicity of the models precludes a quantitative 
treatment—it is widely appreciated that the complexity of 
emission from FEAs and into WBG materials obviates a lit- 
eral interpretation of the models we provide. As justification 
for proceeding with geometrical models, we note that such 
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TABLE I. Amplifier demands on next generation emitters. 

Requirement on source 

Smaller electron beam/ 
higher current density 

High transconductance 
electron source 

Beam prebunching 

Reduced beam interception 
by gate and grid 

Reduced emittance 

Resistance to sputtering 

Microcathode 

Benefit 

Lowers beam convergence ratio, relaxes machining tolerances, 
gives better beam focusing 

Increases gain, reduces drive power 

Increases efficiency, reduces TWT helix length 

Increased robustness of emitter and longer lifetime 

Laminar and uniform beam give best beam transport for 
least magnetic field, losses to the walls reduced, better 

focusing, power output increases 

Increased robustness of emitter and longer lifetime 

Reduced cathode-gate transit time, high-frequency operation 

models are the basis for much of the simulation work for 
using finite boundary and finite element approaches. For 
FEAs, the existence of migrating nanoprotrusions, and for 
WBG materials, the nonlinear Schottky barrier (which man- 
dates a full quantum mechanical description using an effec- 
tive potential including electron correlation and exchange ef- 
fects), makes definitive statements based on abstract models 
rather perilous. Nevertheless, we argue that the reduction of 
a complex problem to simple-model components is war- 
ranted and has adequate pretext. Our goal here is to validate 
qualitative and simple models, and indicate where their 
weaker components can be augmented with more compre- 
hensive treatments. 

Attention shall be restricted to emitter candidates which 
show potential for providing levels of performance de- 
manded by particular rf amplifier devices. We shall briefly 
discuss the requirements of an emission gated TWT 
(Twystrode) on the emitter candidate in terms of compact- 
ness, efficiency, and gain, and provide a simple and conser- 
vative analytical model for predicting required emitter char- 
acteristics. Analytical formulas for calculating total current 
from rotationally symmetric geometrical surfaces shall be 
given. From the model we will estimate whether an experi- 
mental arrangement for characterizing FEAs may be affected 
by space charge effects for ring cathodes appropriate for a 
next generation vacuum power booster. Further, we will pro- 
vide a simple estimate of the limiting current through a 
metal-semiconductor interface based on barrier height, dop- 
ing density, and interface roughness, and ascertain what 
combination of parameters will theoretically result in emitter 
characteristics suitable for a next generation VPB. 

II. AMPLIFIER PERFORMANCE AND CATHODE 
REQUIREMENTS 

The principles of Twystrode operation have been exten- 
sively discussed and shall only be hi-lighted here. In a TWT, 
a continuous electron beam is bunched by its interaction with 
the slow wave supported by the helix in a process referred to 
as "velocity modulation" of the electron beam. For the last 
portion of its flight, the kinetic energy of a bunch is then 

extracted from the beam and converted to rf power. In con- 
trast, "density modulation" occurs by modulating the ex- 
traction voltage so that the beam is bunched at the emitter 
itself, eliminating that portion of the helix which is employed 
to prebunch the beam. In addition to a reduction in size, 
density modulation also largely eliminates the undesirable 
velocity spread, enabling a more radical taper on the helix 
and therefore a greater conversion of beam power to rf 
power. 

The efficiency of the Twystrode amplifier has been found 
to depend strongly on the ratio between the peak and average 
current. If the gate voltage is sinusoidally varied, i.e., if 
^gate— ypk- VA 1 ~~ cos(wr)] and the relationship between 
the gate voltage and the emitted current follows a Fowler- 
Nordheim relationship, i.e., I(V)=AFNV2 expi-B^/V), 
then it may be shown that the ratio may be well approxi- 
mated by 

-^=e-%{z) 
I Pk 

+ [(2z+l)h(z)-2zl0(z)]ze- (gFN+W 
(JßFN+2Vpk)2 ' 

V, 
Pk 

(1) 
2 + 

"FN 

vj' 

where I„(z) is a Bessel Function of order n. Equation (1) 
may be used to deduce the voltage amplitude Vrf from the 
current ratio, from which the drive power may be estimated. 

The evaluation of the output power is a nontrivial affair 
and is best accomplished using sophisticated computer mod- 
els of the beam-wave interaction present in the TWT.9'10 

Nevertheless, an analytical estimate may be obtained by in- 
tegrating the electron equations of motion, which govern the 
evolution of the electron velocity v, the electric field E, and 
the electron phase <j> as a function of the axial coordinate z 
[not to be confused with the z of Eq. (1)]; they are given by11 
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FIG. 1. Simulation of gain and efficiency as a function of average current 
and average to peak current ratio for an FEA-based TWT (Twystrode). 
Circuit and array parameters correspond to Table II. The small circle in the 
lower right-hand corner represents the amplifier target of 35% efficiency and 

15 dB gain. 

d _ e 

dz mvph(z) 
E(z)cos{(p(z) + d), 

d {   0) v(z) (2) 
fph(z) 

d Z(z)co)2 

dz v0vph(z) 2 

where v0 is the initial velocity of the electron, / is the cur- 
rent, (o is the frequency; the phase velocity uph and the im- 

1   f «• 
—       dwt I(u)t)v(z)cos(<p(z) + 0), 

pedance Z are dependent on the helix geometry and quadratic 
taper. A Runge-Kutta solution of Eq. (2) is obtained by 
using a 24-point Gaussian Quadrature scheme to evaluate the 
integral. The resulting simulation, CASSANDRA, though 
pessimistic by comparison to more thorough numerical simu- 
lations, is fast and provides estimates of the drive power and 
optimum length. By "pessimistic," it is meant that the beam 
current is typically more taxing on an emitter candidate for a 
given gain and efficiency than would be obtained from ad- 
vanced codes because the output power is underestimated by 
comparison to more comprehensive ID codes; neverthe- 
less, CASSANDRA gives qualitatively correct behavior, and 
is therefore utilized to infer required emitter characteristics 
given particular amplifier specifications here. A more com- 
plete description of the code and its methodology shall be 
given elsewhere.13 A typical calculation is shown in Fig. 1, 
in which a desired gain and efficiency for a Twystrode 
(Table II) is used to extrapolate the required average current 
and current ratio demanded of the emitter. 

Analytical estimates of current from rotationally symmet- 
ric hyperbolic and elliptical geometries, and issues associ- 
ated with area and field enhancement factors, have been in- 
vestigated by several authors.14-18 We shall sketch the 
methodology employed previously.19'20 If the conducting 
surfaces are parallel to an axis of an orthogonal coordinate 
system in which Laplace's equation is separable, then the 
solution of the potential boundary value problem is straight- 
forward, as is finding the field along the conducting 
surfaces.21 For a differential surface element du,, the differ- 
ential current element dl is related to the current density 
Jm{F)^aiaF2 exp(-fofn/F)22 by d/=7FN[F(ft)]rfXl. In 
the coordinate system defined by z = a cosh(a) cos(/3) and 

TABLE II. Twystrode input parameters for "CASSANDRA." 

Symbol Definition Value 

Amplifier specifications 

V Electronic efficiency 35% 

Gain Gain 15 dB 

P« Output power 82 W 

Emitter characteristics 

■AFN 
Fowler-Nordheim intercept 3.4 A/V2 

Fowler-Nordheim slope 321 V 

*ave'*pk 

Peak current 338 mA 

Current ratio 0.28 

Circuit parameter 
0) Frequency 10 GHz 

<0Q Resonant frequency 10 GHz 

Band width 30% of cü0 

Anode voltage 2.5    kV 

z0 Initial circuit impedance 2.5 ft 

«0 
Circuit resistance 1.4 ft 

Ring parameters 

d„ Tip-to-tip distance 0.50 fim 

dH 
L 

Oxide thickness 0.30 /um 

Ring outer diameter 610 /xm 

W Ring width 30 /um 
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p = a sinh(a) sin(/3), surfaces of constant a define rotation- 
ally symmetric hyperbolic structures (to be used to model 
FEAs) and surfaces of constant ß likewise define rotationally 
symmetric ellipsoidal structures (to be used for the WBG 
simulations). If the field at the apex of each structure is de- 
fined as Ftip, then for each geometry, the field along the. 
surface of the emitter is 

F(a>ßo)\hyperbola- ^tip 

f(«0'/3)|ellipse=:ftiP 

sin/30 

Vsin2 yß0 + sinh2 a 

sinh a0 sin ß 
(3) 

Vsin2 /3+sinh2 a0 

where ß0 is the cone angle of the hyperbola, and coth a0 

= R is the ratio of the major to the minor axis of the ellip- 
soid. Expressions for Ftip depend on the emitter under con- 
sideration. The current from a single emitter is then given by 

Aip —-^FN(^tip) I 
tip 

[bfn(F(x)~Flip)\^ 
XeXP'       FtipF(X)      )2^dl^> (4) 

where x = a or ß depending on whether a hyperbolic or el- 
liptical emitter is being considered. We have used du, 
= 2irp dl, where the differential length is given by [1 
+ (dpz)2]mdxp dx. The integral is typically referred to as 
the "area factor" and is tip-field dependent. Because of the 
rapidity with which the exponential vanishes in Eq. (4), the 
log of the integrand may be Taylor expanded about x = 0 to 
first order, the upper limit may be approximated by (oo) and 
Eq. (4) integrated, thereby providing an analytical estimate 
to tip current. 

For simulations reported herein, Eq. (4) invokes the 
Fowler-Nordheim representation of the current density / as 
a function of applied field. In standard boundary element and 
finite element simulations of field emitter arrays, this repre- 
sents common practice. For the WBG studies investigated 
here, the applicability of such an approach is far less clear- 
cut, and requires some justification. By virtue of its inherent 
complexity, the description of electron transport from metal 
into semiconductor under reverse bias (emitter) conditions is 
impeded by the difficulty in correctly accounting for a 
myriad of effects, from interface roughness, tunneling, and 
statistical effects due to the fermionic nature of the electrons 
which affects the effective potential from which the tunnel- 
ing current is calculated. Further, because of the reliance on 
reverse biasing across the Schottky barrier, an optimal WBG 
emitter seeks to magnify the "roughness" of the metal- 
semiconductor interface, making the generalization of any 
coherent one-dimensional theory to the actual three- 
dimensional interface non-trivial at best; for forward biasing 
(electron transport from WBG to the metal), where the inter- 
face is desired to be much smoother, one-dimensional theo- 
ries have greater reign. Finally, in the presence of current 
flow, the barrier at the metal-semiconductor contact changes 
by comparison to the static case.23 Recourse to a Fowler- 

Nordheim equation (even with the modifications we propose 
below), in light of these difficulties, represents a remarkably 
simplistic approach to an inordinately complex problem; the 
motivation for proceeding therefore requires discussion. 

Qualitatively, tunneling through the metal-semiconductor 
barrier governs the behavior of the current-voltage relation- 
ships into a WBG material.24 A fundamentally superior esti- 
mation of current density is necessitated by explicitly includ- 
ing electron exchange and correlation potentials25 into the 
effective potential used in the one-dimensional Schröd- 
inger's equation, from which the tunneling current from the 
metal into the conduction band may be calculated.26^28 Em- 
barking on such a full-blown quantum mechanical treatment 
is not our aim, however. Our intention is to investigate the 
utility of an interface roughness model, for which a qualita- 
tive description of the tunneling current is adequate: the re- 
duction of a complex problem to simple-model components 
to be validated, and subsequently augmented with succes- 
sively better approximations, is warranted. A qualitative 
model which is amenable to future refinement ("bottom-up" 
approach) rather than a complete theory for which the ellip- 
soidal model is an asymptotic particular case ("top-down" 
approach), is indicative of our desire to identify those factors 
which most affect total current and their relative impact, and 
represents a pragmatic approach to the problem of finding 
the distribution of electrons injected into the conduction 
band of the WBG, as needed for electron transport simula- 
tions (e.g., Monte Carlo) to ascertain emitted current. 

III. FEA CHARACTERIZATION AND SPACE 
CHARGE 

A. Analytical model of a field emitter 

To a good approximation, the field at the apex for a gated 
structure may be shown to be 

tlp    \\n{kajas) 
- tan2 ßc 

V„, 
(5) 

where ag is the gate radius, as is the tip radius, k is the field 
factor determined from boundary element simulations29 (al- 
though an analytical form has been developed; see Ref. 13) 
and ßc is the cone angle. 

A distribution in the BFN and AFN parameters may be 
accounted for. Departing from previous work,20 which con- 
sidered only a linear distribution in Bm, the present treat- 
ment considers the sources of that distribution in tip radius 
(as) and incorporates its effect on BFN and AFN explicitly, 
which is a fundamentally superior approach. For simplicity, 
assume that no variations in the work function occur. As- 
sume a linear distribution in the value of tip radii exits such 
that a(s) = as(l + s), where O^s^As. Then we have 

* array 
N, tips 

Ä7 
[As 

J. '*' [F(s,VSate)]ds, (6) 

where /tip is as given in Eq. (4). A linear distribution in tip 
radii is not equivalent to a linear distribution in BPN values. 
Further, such a linear distribution may not be the most plau- 
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sible one, but, as observed in the investigation of various 
distributions (e.g., Gaussian, Top Hat, double delta) in Bm, 
equivalent behaviors result. It is therefore expedient to 
choose that distribution which transparently reveals the 
length scale of the sharpest of the nanoprotrusions. The ra- 
dius of curvature should not be too much smaller than the 
scale of the nanoprotrusions presumed to give rise to the 
current; consequently, a lower bound of approximately 30 A 
occurs. A linear distribution transparently incorporates such 
a lower bound whereas, say, a Gaussian distribution would 

not. 
By noting that /tip rapidly decreases with increasing tip 

radius, and performing a Legendre least-squares fit, we may 
cast    /array    in    the    Fowler-Nordheim    form    AFNV 
Xexp(-BFN/V), where (in atomic units30) 

,3 

AFU=2ir(as cos ßc) Nüpsafn\ -~r exp 2 + 
3x1 

X 
eb°As-l 

b0As (7a) 

BvN— — + 
ß* 

S2 + 2x2
0 

XQ 

where 8=Vrf/Vpk(Vpk-2Vl{) and x0=(Vpk-Vd)/Vpk(Vpk 

-2Vrf), and afn and bfn are Fowler-Nordheim terms. While 
Eq. (7a) superficially resembles its analog in Ref. 20, there 
are pronounced differences which are implicit in the last 
term of AFN. The distribution factor b0 is a complicated 
function of tip field, field enhancement factor, cone angle, 
and bfn, rather than an adjustable parameter. Under the as- 
sumption that ßg sin(/3cHl, it is approximately equal to 

-tan2 ßc)
2 

bo = 2+\3 
■*0^fn (ß,as 

Trß„as 
--1 (7b) 

B. Tip radius 

The value of the tip radius may be inferred by comparing 
Eq. (7a) to the slope of experimental data cast in a Fowler- 
Nordheim-like form. Typical values range between 40 and 
100 Ä, which appears to be in stark contrast to scanning 
electron microscope photographs and reported values (but 
not always31). However, emitter tips have undulations, grain 
boundaries, and nanoprotrusions which are expected to be on 
the order of 40-100 Ä; in fact, Purcell et al.?2 and sepa- 
rately, Charbonnier33 have argued that field emission from 
nanoprotrusions, whose radii of curvature are comparable to 
values claimed above, exist on a field emitter, and further, 
that these nanoprotrusions migrate along the emitter shank 
towards the emitter tip, that several nanoprotrusions contrib- 
ute to /up, and finally, that emission directed toward the gate 
may initiate circumstances which lead to the formation of an 
arc. A smooth emitter without surface protrusions with a 
work function of clean molybdenum is presupposed by the 
hyperbolic tip model; high resolution electron micrographs 
of molybdenum tips belie this, as typical emitters have larger 
tip radii but show surface undulations, and emitted current 

shows noisy behavior compatible with the migrating nano- 
protrusion model. Consequently, a hyperbolic emitter with 
tip radius as should be taken as a heuristic, albeit useful, 
model, and "tip radius" should be considered shorthand for 
the effective, not actual, tip radius. 

C. Space charge 

Two sources of space charge effects exist which may af- 
fect the characterization of the emitter20; we shall simply 
summarize them here. In the first, space charge effects will 
spoil a Fowler-Nordheim characterization of an array if the 
anode field is insufficient to draw the emitted current away, 
causing current to be reflected back to the gate: the anode 
current is then limited by Child's law.34 A Fowler- 
Nordheim plot of the anode current versus the gate voltage 
will then exhibit negative curvature at large gate voltages. 
This regime occurs when the total emitted current from a tip 
exceeds 7child (where 7child is appropriately modified from its 
one-dimensional form to accommodate beam spreading) and 
a virtual cathode forms above the gate which reflects charge 
back to the gate. The second effect is due to the depression 
of the tip field due to the presence of emitted charge. The 
gate current is calculated from /gate=Aip~^chiid (^gate is ■ zero 
if the right-hand side is negative). Near the space charge 
limited region, the sheets of charge present between cathode 
and anode will cause a greater number electrons emitted with 
an axial velocity to be deflected back to the gate, and so the 
gate current should rise though this effect is absent in the 
simple model. 

That these effects will negatively impact the Fowler- 
Nordheim parameterization of the FEA can be inferred, as a 
simple linear fit would underestimate Bm and AFN, even 
providing different estimates of these parameters for differ- 
ent anode potentials, though it is known that anode field does 
not significantly contribute in the extraction of current from 
an FEA. In other words, a simple Fowler-Nordheim param- 
eterization of an emitter will depend on the anode voltage 
used, even though the anode voltage does not significantly 
contribute to the magnitude of the field at the emitter tip. 
Rather, the anode voltage is used to draw away the emitted 
current; if it is insufficient, then the onset of space charge 
effects will affect a least-squares fit used to give the FN 
parameters, and the gate current will rise. A rise in gate 
current to high values is known to be correlated with the 
onset of processes such as the release of adsorbates which 
can contribute to arc formation, thereby destroying the array. 
Identifying the space charge regime is therefore critical. 

D. Characterization of an IOA-compatible FEA 

A study of the experimental data examined in Ref. 19 
indicates that, for example, estimates of Bm and AFN can be 
off by as much as 16% in the former and a factor of 9 in the 
latter when space charge effects are present. The significant 
differences in fitting parameters produce large differences in 
estimates of transconductance. The turnover at high voltages, 
typical of space charge effects, affect the Fowler-Nordheim 
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FIG. 2. (a) Current vs gate potential for anode voltages of 100 and 300 V for 
an FEA adequate for the rf amplifier characteristics corresponding to the 
circle in Fig. 1, and parameters given in Tables II and III. In the one- 
dimensional model used, gate current is nonzero only when the emitted 
current exceeds the space charge limit as given in Ref. 20. (b) Transit time 
from gate to anode and tip field at emitter apex for the array of (a). Transit 
time shifts from a space-charge free behavior to a space charge limited 
behavior at a gate voltage of approximately 30 V, corresponding to the onset 
of a plateau for the anode current in (a). Tip field suppression, due to the 
presence of charge between the anode and the gate, becomes significant at 
high currents. 

parameters, thereby affecting estimates of the array's trans- 
conductance, a crucial parameter in judging the array's rf 
compatibility. 

In Fig. 2(a), the effects of space charge on the character- 
ization of an FEA-VPB compatible array for the parameters 
listed in Tables II and III are shown, in which the total (tip) 
current is equal to the sum of the gate current and the anode 
current. For IOA operation, the FEA must produce /pk at a 

TABLE III. FEA input parameters for space charge simulation. 

Symbol Definition 

4> 

ßc 
k 
v„ 

D 

Work function 
Tip radius 
Gate radius 
Cone angle 
Field factor 

Modulation amplitude 
Peak voltage 

Unit cell capacitance 
Anode-gate separation 

Number of emitters 
Distribution of radii 

Value/range 

3.2 eV 
36 Ä 

0.15 fJLTCL 

15° 
6 

6V 
34 V 

500/im 
TT[L2-(L-W)2]/dl 

0.2 

gate voltage of Vpk= Vg. For the values of anode voltage and 
anode to gate separation used, the anode field will be insuf- 
ficient to draw the emitted current away, i.e., the gate current 
will rise. Consequently, the characterization will be nega- 
tively affected. The second source of space charge effects, 
namely, tip field suppression (denoted by SF), is seen in Fig. 
2(b) to not contribute significantly for the anode potentials 
chosen, and for currents needed for TWT operation, is not 
expected to. 

For the parameters chosen, an anode field on the order of 
1.4 kV/cm near the array is required to prevent the return of 
electrons to the gate at an emission current of 400 mA. 
Lower fields will not prevent the formation of a virtual cath- 
ode above the array which would serve to deflect electrons to 
the gate. Such an analysis is in qualitative agreement with 
the findings of Imura et al, who investigated the relation of 
anode potential to space charge effects in the operation of an 
FEA-based TWT.35 Even if the value of 7child is overesti- 
mated due to an overestimation of the "beam spread 
factor,"20 the design value for the anode field of 14 kV/cm, 
as used in the proposed emission gated Twystrode,6 is com- 
fortably beyond the minimum field identified above. 

IV. CURRENT THROUGH A 
SEMICONDUCTOR-METAL INTERFACE 

A. Background 

WBG materials are being explored as possible candidates 
for advanced emitter structures for vacuum electronic de- 
vices, but the emission mechanisms and ultimate capabilities 
are poorly understood. Once electrons have been transported 
across the metal/semiconductor barrier, the bulk transport 
properties and surface properties of the wide-band-gap ma- 
terial determine the quality of the electron emission that can 
be achieved.  Several wide-band-gap materials  (diamond, 
A1N, and BN) have been shown to have a low or negative 
electron affinity that results in a small or negligible energy 
barrier at the surface/vacuum interface; electron emission 
into vacuum is anticipated to be more easily accomplished at 
such surfaces. While wide-band-gap materials possess many 
desirable properties, their capabilities as electron emitter de- 
vices must be well characterized to understand the emission 
process and thereby optimize the emitted beam. The appro- 
priate surface conditions must be determined for producing 
strong, stable emission into vacuum, and a low or negative 
electron affinity surface must be identified that is stable and 
robust in the operating environment. The surface morphol- 
ogy and compositional uniformity must be characterized in 
order to examine the factors that determine the emission uni- 
formity, and the scattering and recombination processes must 
be understood that affect the energy distribution of the trans- 
ported electrons and the overall transport efficiency to the 
surface. Finally, the conduction path through the emitter 
structure must be identified since a material with nonuniform 
composition or various defects may result in electron trans- 
port paths that are not present in uniform, homogeneous ma- 
terial. The methodology for theoretically understanding elec- 
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tron transport through the WBG material, e.g., by Monte 
Carlo simulations36'37 is well developed. In contrast, the un- 
derstanding of electron injection mechanisms within the 
cathode structure to provide sufficient electron current to the 
emitter surface is less understood, and requires a theoretical 
foundation beyond the one-dimensional models typically in- 

voked. 
We have examined the secondary emission properties ol 

single-crystal and chemical vapor deposition (CVD) dia- 
mond samples. Some surfaces of diamond are found to pro- 
duce extremely high secondary yields, where yield is defined 
as the ratio of the total emitted electron current to the inci- 
dent electron current. However, high secondary emission 
yields are only observed from diamond surfaces observed to 
have a low or negative electron affinity. It is clear that a low 
or negative electron affinity is critical to the emission of 
these low-energy electrons, and in fact, the electron yield 
decreases rapidly as the electron affinity increases from 
negative to positive. It also appears that the transport of the 
low-energy secondary electrons is very efficient in the dia- 
mond samples since the measured emission yields are not 
significantly affected as the electron transport distance is in- 
creased. While the energy distribution of the secondary elec- 
trons is centered near the bottom of the conduction band, the 
electron-hole recombination time in the diamond is long 
enough to permit the transport of these electrons to the sur- 
face, at least for the range of transport distances we are con- 
cerned with here. Consequently, we shall treat electron mo- 
tion within the WBG material as essentially ballistic, assume 
that the conduction band is aligned with Emc (i.e., no surface 
barrier), and concentrate our efforts on analyzing electron 
tunneling into the conduction band of the semiconductor 
from a metal. 

B. Potential model 

If the interface between a metal and a wide-band-gap (n- 
doped) semiconductor is visualized as an array of protrusions 
existing in a field generated by the depletion region, as sug- 
gested by Geiss et a/.,38 and exploited by Lerner et al.,39 then 
the simple FEA theory mentioned previously may be used to 
estimate electron transport into the wide-band-gap material. 
Here, however, instead of modeling the protrusions as hyper- 
bolic emitters, it is more convenient to model them as ellip- 
soids in the presence of a background electric field. The lim- 
iting case of the potential for a sphere in a background field 
is a standard problem in electrodynamics, solvable using a 
Legendre polynomial expansion40; the use of an ellipsoid is a 
generalization of that problem using the oblate spherical co- 
ordinate system. 

We shall assume the simplest model of the interface, 
shown in Fig. 3, to calculate the transport of electrons 
through the contact barrier; as argued previously, we may 
assume that the transport of electrons through the semicon- 
ductor is ballistic, and further, that any surface barrier at the 
vacuum interface has a negligible impact on the current col- 
lected by the anode (a low- or negative-electron-affinity ap- 
proximation). The background electric field in the ellipsoidal 

n 

|—     F» 

L-   D    . 
£rJ:.   ' $?>iyfe~^~- 

;   -,--r: -   - 
Metal Semiconductor Vacuum 

FIG 3 Schematic one-dimensional potential model of the metal- 
semiconductor-vacuum system, indicating barrier height </>, depletion width 

Ws, and bias A. 

model of surface roughness, as shown in Fig. 4, is then given 
by the fields which exist near the metal-semiconductor inter- 
face, and is due to the existence of the depletion region. The 
problem superficially resembles a field emission problem, 
except that the potential profile near the contact barrier, 
rather than being linear as for field emission, is approxi- 

mately quadratic. 
Under the assumption that the electron density in the 

depletion region vanishes, and is equal to the doping density 
outside the depletion region, Poisson's equation is readily 
solved; defining 

W '=V^ 
(<£+A) 

•x^TrhcN D 

allows us to conveniently express the potential V(x) as 
v 2 

y(x) = M-A + (<£+A)(l- — 

(8) 

(9) 

For x>Ws, we assume that V(x) = A, which we shall ap- 
proximate by A = VaT/D, where T is the thickness of the 
sample, and D is the surface to anode separation, as in Fig. 3. 
The background field that the ellipsoids experience is then 
F0=-dx V(x = 0) = 2(cf)+A)/Ws. In this formulation, the 

FIG. 4. Idealized model of metal-semiconductor interface roughness. Com- 
pared to the width of the ellipsoids, R controls ellipsoid height, and \ con- 
trols the spacing of the ellipsoids on a square grid. 
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problem superficially resembles field emission into the 
vacuum, and therefore, the analysis behind the Fowler- 
Nordheim equation may be brought to bear. 

2m 

(14) 

C. Field enhancement and area factor 

Proceeding as for the hyperbolic emitter, the potential in 
the vicinity of the boss is 

V(a,ß)=-F0RW cos(ß) V     Qilv\ 

Vo    Qdvoll 
(10) 

where (a,ß) are the spheroidal coordinates, W is the radius 
of the minor axis of the ellipse, Q\{x) = \x ln[(x-l)/ 
(x+l)]-l is a Legendre polynomial, ?7=cosh(a), and rj0 

= R/,l(R2-l). Taking the gradient of Eq. (10) and evaluat- 
ing it at the apex of the ellipsoidal boss gives 

tip Uo-Döi(%)' (11) 

Unlike the analogous case for FEAs, Ftip does not vanish as 
the anode potential vanishes, due to the behavior of the po- 
tential in the depletion region. This will have consequences 
for the Fowler-Nordheim representation of the current- 
voltage relationship, in particular, the low voltage region, an 
issue to which we shall return. Solving for the area factor 
gives 

frarea5* ^R< 
2TTF tip 

^tip+^fn' 
(12) 

where, analogous to the field emitter case,19 the area factor 
depends upon the applied field, though for field emitters, the 
area factor is, to leading order, proportional to Füp, rather 
than V-Ftip, as here. 

D. Current from an area 

A complication which exists for the analysis is that the 
tunneling barriers may be small (i.e., <f) may be small). Con- 
sequently, we shall use the linearized WKB approximation to 
the current density41 

JLWKB(F) = aiaF2e-b<°IF 
CfnTT/ßj 

sm(cfnTr/ßT) 

x(i-[c#+i]rw), 
(13) 

:fn=^ ^2m<f>t0, 

where ßT= l/kBT is the inverse temperature and m = the ef- 
fective mass of the electron within the semiconductor; for 
small barrier heights, the cfn terms cannot be ignored, as is 
typically done for FEAs. A further complication is intro- 
duced by the quadratic nature of the potential. An analysis of 
the derivation which leads to the Fowler-Nordheim equation 
for /FN shows that it is sufficient to augment the WKB trans- 
mission coefficient via rWKB(£')«»exp[-c0-c1(/u.-£')] 
=>exp[-co-0o-(c1 + 01)(/i-.E')], where 

1     i2/i    (Xmax    x0)   > 
ft   V0 

where xmax=W,{l-v[A/(<£+A)]} occurs where V(xmax)-E 
=0, and x0 occurs where the sum of V(x) and the image 
charge contribution are maximized. In essence, a component 
to the integral in the WKB approximation has been added to 
account for the greater width of a quadratic barrier as op- 
posed to a linear one. Consequently, the current from an 
array of elliptical hemispheres is given by 7WBG 

^CVNtipsbarea^LWKBC^tip)' where Cw accounts for the modi- 
fications to the transmission coefficient and is equal to 

Cv 
tip<-fn 

3Ö1F0+2FtipCfn 
(15) 

E. Simulation of current-voltage characteristics 

By examining the parametric dependence of 7WBG> we 
may draw several conclusions about how the current through 
the metal-semiconductor barrier may be increased: (i) Re- 
ducing the work function lowers the barrier height; (ii) 
roughening the surface (increasing R) increases the field en- 
hancement factor, hence Ftip; (iii) increasing the doping den- 
sity shortens the barrier width; (iv) reducing the dielectric 
constant makes the image charge lowering of the barrier 
more pronounced and reduces the barrier width. These ob- 
servations are borne out in simulations and displayed in Fig. 
5 for the parameters listed in Table IV. 

The choices in parametric values endeavor to replicate the 
literature: The work function of 4.0 eV is analogous to Geis 
et al. and Pupeter et al.42 Variation in the work function 
down to 2 eV follows Choi et al.43 and Lerner et al. Tem- 
perature is room temperature. The ellipsoidal separation to 
width ratio A. is an adjustable parameter and was inferred 
from the grit size and surface roughness arguments of Geis 
et al. (Lerner et al. assumes a much lower work function of 
1.9 eV, and therefore interprets X to be 800, reflecting the 
extreme dependence of current on barrier height). The elec- 
tron effective mass ratio of 0.2 follows Choi et al. and Gi- 
vargizov et al.44 The dielectric constant of 10.5 was chosen 
high to allow for more general WBG materials, and repre- 
sents a departure from diamond-like parameters, for which it 
is 5.5. Choosing the doping density in the 1018 cm-3 regime 
is common. The ellipsoidal height to width ratio of 1.25 is an 
adjustable parameter, though we constrained ourselves to 
hemisphere-like parameters. The ellipsoidal width of 60 Ä is 
near Geis et al. (100 Ä) and Lerner et al. (82 Ä). Sample 
thickness was chosen at 25 /jxt\, reflective of our experimen- 
tal work, but not significantly different than the 10 /xm maxi- 
mum value utilized by Cutler et al.45 Anode spacing fol- 
lowed Kang et al. Area was chosen as 1 mm2, a display pixel 
size, and similar to the value used by Zhu et al.46 In the 
simulations, "baseline" was taken to mean representative 
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FIG. 5. (a) Total current through a 1 mm2 sample for baseline parameters 
with work function (height of Shottky Barrier) variation; current increases 
as the barrier height drops, (b) Variations in the doping density; current 
increases as the barrier width decreases, as per Eq. (8). (c) Variations in the 
dielectric constant; current increases as the barrier width decreases, as per 
Eq. (8). (d) Variations in the ellipsoidal height; current increases as the tip 
field increases, as per Eq. (11). 

points (similar to the literature) around which we may vary 
our parameters for particular cases, not a particular case it- 
self. 

A current of 1.8 mA is obtained from a 1 mm2 area, 
corresponding to a current density of 180 A/cm2 for an an- 
ode at approximately 53 V and 100 /zm away from the sur- 
face. A Fowler-Nordheim fit gives AFN«33 /mA/V2, and 
ßFN~246 V. Small changes in <f>, R, ND, and Ks can cumu- 
latively have a large effect on increasing the current. Conse- 
quently, scaling the parameters to a micron-sized gated struc- 
ture suggests that WBG emitters may be appropriate 
candidates for next generation IOAs. 

TABLE IV. Baseline WBG parameters. 

Symbol Definition Value/range 

/ Barrier height 4.0 

kBT Temperature 0.0259 eV 

I Ellipsoid separation to 
width ratio 

2 

r Electron effective mass to 0.2 
rest mass ratio (m*/m0) 

Ks Dielectric constant 10.5 

ND Doping density 2X1018 #/cm3 

R Ellipsoid height to width 1.25 

W Ellipsoid width radius 60 Ä 

T Sample thickness 25 fim 

D Anode-surface separation lOO^m 

Area Emitter area 1 mm2 

1000/V [V] 

FIG. 6. Behavior of Fowler-Nordheim representation of/anodl!( Vanode) due to 
the nonvanishing of F0 as Vanode vanishes. In the low-V regime, current 
becomes approximately linear with respect to voltage. 

A novel and interesting consequence of the behavior of 
F0, namely, that it does not vanish as the anode potential 
vanishes, couples with the behavior of cfn to produce an 
interesting artifact in a Fowler-Nordheim plot of current 
versus voltage, namely, the tail associated with the low volt- 
age region of the Fowler-Nordheim plot. At small anode 
potentials, the current becomes approximately linear with re- 
spect to the anode potential, causing a deviation from the 
linear relationship of ln(V/V2) vs 1/V. For diamond-like pa- 
rameters at a high (n-type) doping density, the results are 
shown in Fig. 6. The parameters for this simulation, where 
different from Table IV, are D = 2000yu,m, \ = 3.4, T 
= 0.5 Aim, W=80A, £, = 7.0, 0 = 5.5 eV, and ND = 5 
X1019 #/cm3. This behavior resembles similar behavior 
found by Kang et aÜ1 though it is important to bear in mind 
that Kang's study was for p-type diamond, for which the 
transport of electrons through and the potential within the 
diamond is significantly different than the rc-type model as- 
sumed here. It is suggested that the origin of the tail in the 
low voltage regime is due to the nature of the potential bar- 
rier between the metal and semiconductor (i.e., the field at 
the barrier does not vanish as the anode voltage vanishes), 
rather than the behavior of the bulk semiconductor potential 
(for which the differences between p- and n-type behavior 
are pronounced), and to the extent that p- and «-type barriers 
at the semiconductor-metal interface are analogous, their 
effect on tunneling current share certain analogous features. 
The existence of a surface barrier at the vacuum interface 
would cause the upward climb to cease at sufficiently low 
anode voltages. 

V. CONCLUSION 

The requirements placed on advanced cathodes by next 
generation inductive output amplifier designs was explored 
using a simple model of an emission-gated TWT. The per- 
formance levels targeted by that analysis (particularly the 
Fowler-Nordheim characterizations) were translated into 
material and geometry requirements of two electron emitter 
candidates, FEAs and WBGs, using an analytical model of 
the emission from a field emitter tip and from interface 
roughness, respectively. The analytical models of the emit- 
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ters were applied to two problems. First, the analytical theory 
of a unit cell field emitter was used to calculate tip field and 
array current, and was applied to show how the onset of 
curvature at high gate voltages affects I(V) data for FEAs 
needed in an IOA. Unit cell effects can also contribute to tip 
field suppression in addition to that contributed by charge 
between the gate and anode. For IOA requirement levels, it 
was shown that unless care is taken to insure that the extrac- 
tion field is adequate, the Fowler-Nordheim characterization 
of field emitters (in terms of AFN and £FN) will be in error, 
and further, that knowledge of the anode voltage needed for 
FEA characterization is important in order to avoid failure 
events associated with significant gate current. Second, be- 
cause electron transport through the bulk of a wide-band-gap 
layer is sufficiently ballistic that current limitation from these 
structures may be due to transport across the metal wide- 
band-gap material interface, a simple model, based on gen- 
eralizations of the FEA model, was used to calculate total 
current across such a surface. The parametric dependence of 
the tunneling current on various material and geometric pa- 
rameters was analyzed to highlight non-Fowler-Nordheim- 
like behavior in the current-voltage relationships, and to 
show what typical material and geometric parameters are re- 
quired to achieve IOA performance levels. 
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A study of field emission from nitrogen doped tetrahedral amorphous carbon (ta-C:N) films 
prepared by the filtered cathodic vacuum arc (FCVA) deposition technique is reported. Field 
emission from ta-C:N films deposited on Si substrates was investigated in a diode configuration at 
room temperature and base pressure of 2.0X 10"6 Torr. The J-E curves shift significantly towards 
the low potential side with increasing nitrogen concentration. The lowest field at which field 
emission was obtained was 10 V fj,m~\ A current density of 0.1 mA mm"2 (assuming the entire 
film surface is emitting) at 50 V /im"1 was obtained from these films. Electronic parameters, i.e., 
the band gap energy and activation energy were measured in order to construct an energy band 
diagram for the heterojunction structure, and the field emission mechanism is proposed based on this 
structure.   © 1998 American Vacuum Society. [S0734-211X(98)00904-4] 

I. INTRODUCTION 

The filtered cathodic vacuum arc FCVA deposition tech- 
nique was reported to be an efficient method of producing 
high quality, microparticle free ta-C at room temperature.1 It 
has been shown using electron energy-loss spectroscopy 
(EELS) that as much as 87% of the carbon atoms in the ta-C 
films produced by the FCVA deposition technique form an 
amorphous tetrahedral (sp3) structure.1 The ta-C is p-type 
semiconducting material and has a band gap around 2.6 eV. 
These electronic properties were reported to be adjustable by 
incorporation of nitrogen during deposition.2 Thus, ta-C:N 
films could be useful for electronic applications, in our case, 
field emission cathodes. The objective of this article is to 
describe the field emission properties of ta-C:N prepared by 
the FCVA deposition technique and to point out the effect of 
nitrogen flow rate on the emission properties by using a par- 
allel plane diode configuration. The electrical properties such 
as band gap energy and activation energy were measured to 
construct a band structure diagram for the thin film and the 
emission mechanism is discussed. 

II. EXPERIMENTAL DETAILS 

The FCVA deposition technique has been discussed 
elsewhere.1 Ionized nitrogen gas was introduced into the 
deposition chamber through a secondary ion beam source 
independent of the FCVA source. The base pressure was 
varied between 1.0X10"5 and 2.0 X 10~4 Torr which de- 
pended on the nitrogen flow rate which was monitored using 
a mass flow controller. The impinging C and N ion energies 
were fixed at 100 and 180 eV, respectively. The ta-C:N sur- 
face morphology was inspected using an atomic force micro- 
scope (AFM) in the tapping mode using a Dimension 3000 
Scanning Probe Microscope by Digital Instruments. The op- 
tical band gap (Taue band gap) is determined by s2(E) 
= const[(E-Eg)

2/E2].3 e2 is the complex part of the dielec- 

"Electronic mail: pal 870668 ©ntu.edu.sg 

trie constant and determined by a Jobin Yvon UVISEL phase 
modulated spectral ellipsometer. E is the photon energy, Eg 

is the Taue band gap proposed by Taue.3 The film structure 
model used for the simulation in the spectroscopic ellipsom- 
eter is based on a four-layer model developed by Shi et al.4 

The electrical measurements were obtained by sputtering 100 
nm thick titanium metal contacts to form gap cells (5 mm 
X0.5 mm interelectrode) to the film deposited on quartz. The 
conductivity was measured using a Keithley 617 electrom- 
eter. To determine the activation energy of the film, the con- 
ductivity measurements were taken over the temperature 
range from 300 to 500 K. Samples of different nitrogen con- 
centrations deposited on (100) p-type Si substrates with a 
resistivity of —0.01 O cm were measured. 

III. EXPERIMENTAL RESULTS 

A. Some properties on ta-C:N films 

The AFM surface morphology of Fig. 1 indicates that the 
surface of the ta-C:N films deposited on Si is very smooth 
and exhibits a root mean square (rms) surface roughness of 
about 0.3 nm, over an area of 1X1 yum2. Few macropar- 
ticles and surface defects were observed under an optical 
microscope (50X). The results show that the roughness in- 
creases from 0.2 to 0.4 nm with increasing nitrogen flow rate 
from 2 to 10 seem. 

Figure 2(a) shows that the optical band gap decreases 
from 2.4 to 1.1 eV with increasing nitrogen flow rate from 2 
to 10 seem. The activation energy decreases from 1.08 to 
0.07 eV when the nitrogen flow rate increases from 2 to 10 
seem [Fig. 2(b)]. These results show that the incorporation of 
nitrogen during deposition significantly shifts the Fermi level 
towards the conduction band. 

B. Field emission measurement 

Figure 3 shows the /- V curves from the samples of dif- 
ferent nitrogen concentrations. For all measurements plotted 
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FIG. 1. AFM picture for nitrogen doped ta-C. 
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FIG. 3. J-E curves for ta-C:N deposited on p ++-Si with various nitrogen 
flow rates. 

in Fig. 3, no damage was observed on the sample surfaces 
under an optical microscope (50X). The highest onset field 
(~30 V /um~l) was measured from weakly doped ta-C (2 
seem nitrogen flow rate). The lowest turn-on voltage (~10 
V yam"1) was obtained from the ta-C film with the highest 
nitrogen concentration (10 seem nitrogen flow rate). Re- 
peated emission current measurements exhibited current den- 
sities within 0.1 mAmm"2 of each other for all of the 
samples. 

However, at some spots (mostly on the samples with low 
nitrogen flow rate), no emission current was observed as the 
voltage was increased. Then, at critical electric fields (nor- 
mally around 55-60 V/mi"1), the current abruptly in- 
creased and was accompanied by an electric discharge, and 
subsequent ramping of the voltage yielded a much lower 
turn-on field. Similar results were reported by Talin and 
co-workers5 for samples deposited by the laser ablation tech- 
nique. After emission, examination of the film surface With a 
scanning electron microscope (SEM) shows crater formation. 
In some cases, protrusions were observed within the crater, 
which was due to melting of the cathode surface. The pro- 
trusions greatly modify the surface morphology and serve as 
field enhancement sites, which reduce the subsequent onset 

field. 

IV. DISCUSSION 

A. Energy band diagram construction 

When two anisotype semiconductors with different band 
gaps are brought into contact, a heterojunction is formed. 
The interface states of ta-C:N and Si have been ignored to a 
first approximation. The electron affinity of Si is taken to be 
4 eV.6 The band gap and activation energy of heavily doped 
p-type Si are taken to be 1.12 and 0.1 eV,6 respectively. The 
doping concentration for p-type Si is in the range of 
1018_1019 cm"3. The band gap energy and activation en- 
ergy were determined from Fig. 2 for ta-C:N films grown at 
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FIG. 4. Energy band diagram without the interfacial states for ta-C:N/p ++-Si 
heterojunction at (a) no applied field (b) an applied field between Si back 
contact and metal. 

10 seem nitrogen flow rate, the most heavily N doped ta-C, 
(n+-ta-C), and the values are 1.0 and 0.07 eV, respectively. 
The electron affinity of n+-ta-C is taken to be 2.5 eV.7 The 
depletion region was calculated using a dielectric constant of 
5-6 (determined from spectroscopic ellipsometer), built-in 
potential of 0.8 eV and assuming an ionized donor density of 
the order of 1016-1017 cm"3. A depletion region of a few 
tenths of nm is calculated based on the above parameters, 
and the band diagram is shown in Fig. 4. 

B. Field emission mechanism 

Related to the band diagram, under bias conditions, the 
fully depleted ta-C:N layer can be the origin of emission 
where the electrons that have accumulate at the Si near the 
space charge region enter into the conduction band of the 

ta-C:N. The consequence of this model is that the true cath- 
ode is the p + +-Si and the ta-C:N acts as a space charge 
region with a lower electron affinity to enhance electron 
emission. The proposed mechanism has been put forth by a 
number of workers. Bayliss and Latham8 proposed that the 
injection of electrons into the conduction band of a dielectric 
occur by tunneling from the metal. Amaratunga and Silva9 

suggested this mechanism for a Si cathode deposited with 
DLC. With the semiconductor, the major difference is the 
ability to control the amount of band bending by varying the 
donor concentration and the width of the space charge re- 
gion. 

The lowest onset field from heavily doped ta-C:N depos- 
ited on p++-Si (onset field of 10 V fim"1) can be explained 
in terms of the band bending structure. The band bending is 
maximum at the /? + +-Si/«+-ta-C heterojunction structure, as 
shown in Fig. 4(b). The consequence of this structure is that 
the probability for tunneling electrons to enter the conduc- 
tion band of the ta-C:N film increases. 

V. CONCLUSION 

The results imply that ta-C:N films are successful in pro- 
ducing the field emission with the sufficient current density 
of 0.1 niAmm-2. The heavily doped heterojunction gives 
the lowest onset field and stable field emission current. 
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The authors investigated field emission characteristics of nitrogen-doped diamond films, which were 
grown using microwave plasma-enhanced chemical vapor deposition. Nitrogen-doped films showed 
low turn-on voltages below 2 V/yum. Secondary ion mass spectroscopy was used to compare 
nitrogen concentrations in the films. Morphologies, Raman spectra, the resistivities, and surface 
roughness of the films were changed as the nitrogen concentrations varied. The field emission 
properties of heavily nitrogen doped diamond films were related to the film resistivity, surface 
morphologies and Raman characteristics. © 1998 American Vacuum Society. 
[S0734-211X(98)04004-9] 

I. INTRODUCTION 

Diamond is a promising material for various electronic 
and mechanical applications. Among the potential applica- 
tions of diamond films such as high temperature devices, 
power devices, radiation detectors, surface acoustic wave de- 
vices, optical windows, hard coatings, etc., a recent study on 
field emission is highlighted. The superiority of diamond for 
field emitters is based on low turn-on voltages, ease of fab- 
rication, and inertness to sputtering. 

Several mechanisms have been suggested to explain the 
excellent field emission characteristics of diamond films: 
negative electron affinity (NEA), graphitic carbon formation, 
impurity incorporation, and surface morphologies.1"9 None- 
theless, field emission mechanisms of diamond films still re- 
main to be understood. Field emission processes are such 
that electrons are injected into a film from an electrode, are 
then transferred to the film surface, and finally overcome a 
work function, escaping from the surface. An ohmic contact 
is to be maintained at the interface between the film and a 
substrate for an efficient supply of electrons. These electrons 
move through the film with sufficient conductivity which can 
be imparted with impurity incorporation and defect forma- 
tion such as nondiamond carbon phases and crystalline de- 
fects. In addition, diamond films contain crystals with sharp 
corners or edges which could enhance electron emission. 
As mentioned above, many experimental factors have effects 
on the field emission characteristics of diamond films, which 
can be controlled during film growth. These factors should 
be considered collectively at the same time rather than sepa- 
rately for tailoring for the optimal field emission. Different 
from most studies published to date which have examined 

these factors individually, however, this paper compared sev- 
eral experimental factors collectively to characterize their ef- 
fects on field emission of diamond films, including surface 
roughness, resistivities, Raman spectra, and nitrogen concen- 
trations. The transconductivities of chemical vapor deposited 
(CVD) diamond film increased with nitrogen incorporation, 
and the threshold voltage of field emission correlated with 
this. As the transconductivity increased, the threshold volt- 
age decreased. This enhanced transconductivity seems to 
originate from nondiamond carbons which formed during 
film growth. However, surface roughness was not a critical 
factor for CVD diamond field emission. 

II. EXPERIMENT 

A low-power microwave plasma-enhanced chemical va- 
por deposition (MPECVD) system (ASTeX 1.5 kW) was 
used to deposit diamond films on (lOO)-oriented silicon wa- 
fers. Si wafers with low resistivities below 0.005 O cm were 
selected to enhance electron mobility through the substrates 
during field emission measurements. Prior to deposition, the 
substrates were agitated with 0.5 /mm diamond powders in 
ethanol for 3 h, rinsed with pure acetone, ethanol, and de- 

TABLE I. Deposition conditions of diamond films. 

N2/CH4/H2 Temperature Temperature 

Sample no. (seem) (°C)a (°C)b 

1 0.0/ 6 /194 790 410 

2 0.0/ 12 /188 790 410 

3 1.5/6/192   . 1070 900 

4 3.0/ 6 A91 1070 900 

5 6.0/6/188 1070 900 

"'Electronic mail: ithan@saitgw.sait.samsung.co.kr 

"Temperature read by pyrometer. 
bTemperature read by thermocouple. 
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FIG. 1. Schematic of a field emission measurement system. 

ionized water, and then blown with nitrogen gas. The sub- 
strate, loaded on a Mo holder, was heated with a rf heater. 
Following the evacuation of a reaction chamber up to 1CT2 

Torr using a mechanical pump, H2 plasma pretreatment was 
carried out to clean the Si substrate with 800 W at 25 Torr 
for 5 min. The deposition conditions of diamond films are 
shown in Table I. Deposition temperatures were set to pro- 
duce diamond films with high qualities under given condi- 
tions. Microwave power for deposition was maintained at 
1000 W. Deposition for 18 h resulted in films as thick as 4 
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FIG. 2. Carbon and nitrogen concentrations of diamond films grown with a 
mixture gas of methane (3%) and nitrogen, measured by SIMS: (a) carbon 
depth profile, (b) nitrogen depth profile. Units are not absolute values. 
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FIG. 3. Raman spectra of CVD diamond films grown with a mixture gas of 
methane (3%) and nitrogen: (a) N2/CH4=0, (b) N2/CH4 = 0.25, (c) 
N2/CH4 = 0.5, and (d) N2/CH4= 1.0. 

/im. Substrate temperatures during diamond deposition were 
monitored by optical pyrometry and by a thermocouple lo- 
cated just below the Mo substrate holder. 

Diamond films were investigated using micro-Raman 
spectroscopy (Renishaw 3000) with a 514.5 nm wavelength 
laser, secondary ion mass spectroscopy (SIMS; FISON), and 
atomic force microscopy (AFM; PSI LS). Electrical 
transconductivities were measured for diamond films with 
Ti/Au electrodes of 100 /am diam and backcontacts of 
heavily N-doped Si substrates. 

Field emission measurements were carried out under 
vacuum of 10~7-10~8 Torr, as given in Fig. 1. An anode of 
indium tin oxide glass was biased with voltages between 0 
and 5000 V using a dc power supply (Stanford Research 
Systems, P5350). The anode was connected to a Keythley 
2000 multimeter to measure emission currents. All electron- 
ics were controlled with a computer interfaced through an 
IEEE 488.2 GPIB card. Voltages were ramped at 20 V/min. 
Currents were sampled ten times for every reading voltage, 
producing average values. Spacing between the sample and 
the anode was maintained as 150 /mm with cover glasses. 

III. RESULTS AND DISCUSSION 

Figure 2 shows SIMS data for diamond films grown at 
different N2 concentrations in the reaction gas mixture. 
While carbon concentrations in the films were maintained 
almost at the same level, nitrogen concentrations increased 
as more N2 was added to the reaction gas mixtures. Nitrogen 
was, however, detected only near the surface regions, leading 
to the conclusion that it was concentrated within surface re- 
gions as deep as a few nanometers regardless of the nitrogen 
concentration. Based on the fact that the carbon concentra- 
tions revealed relatively small differences with depth, it ap- 
pears that the variation of nitrogen concentrations with depth 
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(a) (b) 

(d) 

(e) 

FIG. 4. AFM images of diamond films: (a) 
N2/CH4 = 0, CH4=3%, (b) N2/CH4 = 0, 
CH4 = 5%, (c) N2/CH4 = 0.25, CH4 = 3%, 
(d) N2/CH4=0.5, CH4 = 3%, and (e) 
N2/CH4= 1.0, CH4 = 3%. Surface roughness 
was 1740±230, 2170±502, 580±70, 1070 
±400, and 2210+210 Ä for (a), (b), (c), (d), 
and (e), respectively. 

apparently reflected real changes of nitrogen content of the 
films. This result seems to be similar to those of Li doping 
experiments reported by Nesladek et al.n They reported that 
in situ doped Li concentrations rapidly decreased from the 
surface at a high temperature. Since the deposition tempera- 
tures in this experiment were above 1000 °C, it is thought 
that the doping proceeded through a similar mechanism. Al- 
though nitrogen is incorporated into diamond films by intro- 
ducing a nitrogen gas into the plasma during deposition, it is 
worth intensively studying how to achieve uniform doping 
concentrations of nitrogen in the depth direction of films. 

The Raman spectra of diamond films are given in Fig. 3. 

The spectra are composed of two distinct peaks around 1332 
and 1580 cm"1, which are characteristic of diamond and 
graphitic carbon, respectively, in CVD-deposited diamond 
films. The film grown with the 3% methane concentration 
showed a full width at half maximum (FWHM) of 7.5 cm"l 

for the 1332 cm"! peak and an IdIIg ratio (the intensity ratio 
of the diamond peak to the graphitic carbon peak) of 1.46. 
As the methane concentration increased to 5%, on the other 
hand, the FWHM and the IdIIg ratio became 11.3 cm"1 and 
1.0, respectively. With the variation of nitrogen concentra- 
tion, the Raman spectra changed consistently like the SIMS 
data. For the N2/CH4 ratios of 0, 0.25, 0.5, 1.0 at 3% CH4, 
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FIG. 5. I-V curves of field emission and their FN plots for diamond films: (a) N2/CH4=0, (b) N2/CH4=0.25, (c) N2/CH4 = 0.5, (d) N2/CH4= 1.0. A methane 
concentration of the reaction gas mixture of all films was 3%. Insets represent FN plots of field emission. 

the FWHM of the 1332 era" peaks were measured to be 
7.5, 55.5, 126.9, and 187.0 cm-1, and the Id/Ig ratios were 
1.46, 0.93, 0.78, and 0.82, respectively. It is implied that the 
crystalline qualities of diamond films deteriorated with in- 
creasing amounts of nitrogen gas, as already reported by 
other studies.12'13 

Figure 4 presents AFM images of as-grown diamond 
films. For a methane concentration of 3%, crystalline facets 
were observed to be preferentially (100) oriented. With in- 
creasing methane concentration or nitrogen concentration, 
crystalline facets disappeared, resulting in round-shaped 
growth features. The morphological changes seem to agree 
with the result of the Raman spectra that the crystalline 
qualities of films deteriorated at higher nitrogen concentra- 
tions. Surface roughness was averaged for five different mea- 
surements with the 80X80 /mm2 scans using AFM. The 
films grown at methane concentrations of 3% and 5% 
showed a surface roughness of 1740±230 and 2170+502 Ä, 
respectively. As the N2/CH4 ratios at 3% CH4 increased to 
0.25, 0.5, and 1.0, the surface roughness became 580±70, 
1070±400, and 2210±210 Ä, respectively. The higher the 
nitrogen concentrations were, the rougher the film surfaces 
were. 

Transconductivities   of   diamond   films   deposited   on 

heavily doped n-type Si substrates were measured with a 
MIM (metal-insulator-metal) capacitor structure. The Si sub- 
strate was used as a backcontact, and a 0.1-mm-wide, circu- 
lar Ti/Au electrode was made on CVD diamond films using 
dc sputtering. Transconductivities were calculated with ap- 
plied 10 V dc and saturated currents. Calculated resistivities 
were 6280, 3458, 1725, and 1909 Ü cm for N2/CH4 ratios of 
0, 0.25, 0.5, and 1.0 at the 3% methane concentration, re- 
spectively. 

Field emission characteristics were measured for the 3% 
CH4 films with varying N2/CH4 ratios which revealed differ- 
ent diamond qualities, N concentrations, roughness, and re- 
sistivities. Figure 5 presents I-V curves and their Fowler- 
Nordheim (FN) plots. While electron emission did not occur 
for nitrogen-free films except for a few arcings, all nitrogen 
incorporated films showed I-V behaviors typical of field 
emission. Their threshold voltages of electron emission (Vth) 
were 7.5, 1.8, and 4.6 V//u,m for the films with N2/CH4 ratios 
of 0.25, 0.5, and 1.0, respectively, at 3% CH4. Vth was ob- 
tained at the point where the current density was 4X 10"8 

A/cm2. The good linearity of the FN plots indicated that 
electrons were emitted through a field emission mechanism. 
To understand the effect of nitrogen content on field emis- 
sion characteristics, the threshold voltages were compared 
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FIG. 6. Variations of threshold voltages, FWHM, Id/Ig , surface roughness, 
and resistivities of diamond films with the N2/CH4 ratios: in (a), squares, 
circles, and triangles represent FWHM, ldllg , and threshold voltages (Vlh), 
and in (b), squares, circles, and triangles represent threshold voltages (Vth), 
surface roughness, and resistivities. 

with FWHM and Id/Ig in the Raman spectra, surface rough- 
ness and resistivities, as shown in Fig. 6. Threshold voltages 
drastically decreased as the diamond qualities deteriorated 
(FWHM and Id/Ig) and with the resistivities of the films 
reduced. On the other hand, a relationship could not be es- 
tablished between the threshold voltages and the surface 
roughness. Although the film with no nitrogen addition had a 
very rough surface with sharp edges, it did not show any 
electron emission up to 20 W/fim. This result indicates that 
surface morphology is not crucial for the field emission of 
diamond films when the anode-cathode distance is much 
bigger than the surface roughness. Conclusively, film quali- 
ties and resistivities seem to play a crucial role in determin- 
ing the field emission characteristics. However, film qualities 
and resistivities are considered to be correlated with each 
other rather than to be separated in their effects on the field 
emission characteristics. It is thought, therefore, that higher 

nitrogen concentrations resulted in the deterioration of film 
qualities due to increasing amounts of graphitic carbon, 
which led to the lower resistivities of the films. It seems that 
there is an optimal N2/CH4 ratio for field emission of dia- 
mond films. In this experiment, this optimal ratio appears to 
be 0.5 at 3% CH4. 

IV. CONCLUSION 
We investigated the effect of nitrogen concentrations on 

field emission characteristics of MPECVD diamond films. 
Raman spectra revealed the deterioration of film qualities as 
the nitrogen concentrations in the reaction gas mixture in- 
creased, resulting in the lower resistivities of the films. Field 
emission measurements indicated that threshold voltages ap- 
parently became lower as nitrogen concentration increased, 
while films without nitrogen did not show electron emission. 
Field emission characteristics were compared with surface 
roughness, crystalline qualities, and transconductivities of 
diamond films. Whereas there is not an apparent relationship 
between field emission and surface roughness when the an- 
ode and cathode distance is sufficiently larger than the sur- 
face roughness, the threshold voltages of field emission de- 
creased with lower crystalline qualities and resistivities of 
diamond films. It is considered, therefore, that the addition of 
nitrogen to the reaction gas mixture led to the formation of 
nondiamond carbon and consequently to higher conductivi- 
ties of diamond films, enhancing field emission characteris- 
tics. It seems that the optimal N2/CH4 ratio of the reaction 
gas mixture at 3% CH4 for the field emission of diamond 
films is 0.5. 

'R. B. Jackman, B. Baral, C. R. Kingsley, and J. S. Foord, Diamond Relat. 
Mater. 5, 378 (1996). 

2D. Hong and M. Aslam, J. Vac. Sei. Technol. B 13, 427 (1995). 
3M. W. Geis, J. C. Twichell, N. N. Efremow, K. Krohn, and T. M. Lyszc- 
zarz, Appl. Phys. Lett. 68, 2294 (1996). 

4K. Okano, S. Koizumi, S. R. P. Siva, and G. A. J. Amaratunga, Nature 
(London) 381, 140 (1996). 

5W. Zhu, G. P. Kochanski, S. Jin, and L. Seibles, J. Appl. Phys. 78, 2707 
(1995). 

6P. K. Baumann and R. J. Nemanich, Diamond Relat. Mater. 4, 802 
(1995). 

7M. W. Geis, J. C. Twichell, J. Macaulay, and K. Okano, Appl. Phys. Lett. 
67, 1328 (1993). 

8R. J. Nemanich, P. K. Baumann, M. C. Benjamin, S. W. King, J. van der 
■Weide, and R. F. Davis, Diamond Relat. Mater. 5, 790 (1996). 
9J. Robertson, Diamond Relat. Mater. 5, 797 (1996). 

10K.-R. Lee, K. Y. Eun, S. Lee, and D.-R. Jeon, Thin Solid Films 290-291, 
171 (1996). 

"M.   Nesladek,   K.   Meykens,   L.   M.   Stals,   C.   Quaeyhaegens,   M. 
D'lieslaeger, T. D. Wu, M. Vanecek, and J. Rosa, Diamond Relat. Mater. 
5, 1006 (1996). 

12H. Spicka, M. Grisser, H. Hutter, M. Grasserbauer, S. Bohr, R. Haubner, 
and B. Lux, Diamond Relat. Mater. 5, 383 (1996). 

,3E. Rohrer, C. F. O. Graeff, R. Janssen, C. E. Nebel, and M. Stutzman, 
Phys. Rev. B 54, 7874 (1996). 

J. Vac. Sei. Technol. B, Vol. 16, No. 4, Jul/Aug 1998 
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We have been working for several years on field emission measurements from transition metal 
carbides. These studies have covered emission primarily from HfC and ZrC in the form of solid 
carbide emitters, thin film carbide overcoatings on single tip field emitters, and film coatings on field 
emitter arrays (FEAs). These carbide materials have work functions approximately 1 eV lower than 
Mo or Si, making them attractive candidates for low voltage microelectronic field emitter arrays. 
Uses for arrays or single emitters of these carbides include video displays, microwave applications, 
high current or small spot electron sources, and cold cathodes for operation in poor vacuums. Since 
Mo is one common FEA emitter material, we used it for an emitter substrate in this study. Our aim 
is to determine improvements in I(V) characteristics, emission stability, capability of emission at 
high currents and in poor vacuum or tube conditions, and the ability to withstand exposure to 
atmospheric pressure without degradation. Individually, fabricated Mo field emitters were dosed via 
plasma vapor deposition from a high-purity ZrCx source. The deposited film used for high currents 
were generally not heated but tested as deposited by field emission microscopy examination and 
determination of 7(V) characteristics. The results of these experiments indicate that work function 
reductions of the order of 1 eV can be achieved along with the ability to emit at higher current 
levels. Stable high current emission has also been obtained in the 0.5 mA range with ZrC films on 
Mo. This represents a tenfold increase in the obtainable emission levels compared to emission from 
a clean Mo substrate. These data are also compared to field emission data from bulk ZrC emitters. 
Some observations of high current emission in //Torr vacuum levels are also presented. The 
mechanisms for these improvements are discussed along with the possible role of stoichiometry. 
© 1998 American Vacuum Society. [S0734-211X(98)03904-3] 

I. INTRODUCTION 

High current density field emission from single crystal 
ZrC and HfC cathodes has been documented.1"3 Work func- 
tions of these carbides are approximately 1 eV lower than 
Mo or Si which is attractive for field emitter array (FEA) 
applications. Beam confinement and enhanced stability has 
been observed from bulk carbide cathodes and from film 
coated cathodes.4"8 For array applications, it is necessary to 
fabricate many identical field emitters. This can be done 
through the deposition of bulk carbide cones or through a 
carbide film overcoating on an existing array of Mo or Si 
emitters, areas we are currently investigating. The challenge 
in either approach is in achieving the desired properties (sta- 
bility and low work function) in the deposited layer. We 
report here on experiments with the deposition of ZrC onto 
individual prefabricated Mo emitters and on /(V) character- 
ization of the resulting cathodes in ultrahigh vacuum (UHV) 
as well as in typical tube pressures. We also contrast data 
from ZrC films on Mo with field emission directly from 
single, bulk ZrC emitters in similar environments. 

These carbides are unique in several respects. Along with 
their relatively low work functions, they have some of the 
highest melting points of any material. These properties 
seem to translate into robust field emitters, capable of with- 
standing high fields and/or high temperatures without field 
build-up or atom migration due to surface tension. Another 

Electronic mail: billm@Iinfield.edu 

unique aspect is their stoichiometry or carbon atom-to-metal 
atom ratio. While this family of transition metal carbides has 
a NaCl-type cubic crystal structure, they exist over a large 
range of stoichiometries. As we have seen and report here, 
high stoichiometry (near C/Zr=1.0) seems to yield increased 
resistance to surface contamination. 

II. EXPERIMENT 

An e-beam heated, high-purity ZrC evaporation source 
was used to deposit the film layer. The ZrC target used for 
plasma vapor deposition (PVD) was crystalline material pre- 
pared by arc float zone refinement.9'10 These same materials 
were used for making the bulk carbide emitters also used in 
this study. Stoichiometries were checked by chemical analy- 
sis done in another laboratory. Most of the work reported 
here on bulk carbide emitters and evaporative targets was 
from substoichiometric ZrCx (with x=*0.92), although a few 
bulk emitters were examined with lower stoichiometry (i.e., 
x~0.84). We are currently working with bulk cathodes and 
evaporative source material which is approximately stoichio- 
metric (i.e., x«l). In this study, we also used Auger spec- 
troscopy to ensure bulk and film purity and determine mini- 
mum film thickness. This calibration of film thickness was 
done by keeping the deposition parameters fixed and varying 
the deposition time. When the low energy Auger signal of 
the substrate fell below 1%, we assumed the coverage was 
equal to approximately three monolayers. These results were 
used as a guide for later ZrC deposition onto various planar 
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FIG. 1. Emission patterns from clean Mo and ZrC 
coated Mo field emitter. The Mo emitter has a (110) 
crystallographic orientation. Note the high emission ar- 
eas on the (100) planes after ZrC deposition. 

and field emitter substrates. For ZrC coatings on Mo field 
emitter tips, we assumed a thickness of ~5 nm based on the 
Auger study. After coating, we cannot see any tip geometry 
change, at least through scanning electron microscopy 
(SEM) analysis. 

To summarize the data collection and emitter dosing pro- 
cess, we first configured a UHV system with a ZrC evapora- 
tive source, a field emitter holder, and a phosphor screen to 
view emission and obtain the necessary /(V) data. The single 
emitters used in this study were individually fabricated via 
electrochemical etching of centerless ground single crystal 
rods of ZrC or polycrystalline drawn Mo wire. Generally, 
drawn Mo wire has a natural (110) orientation. The Mo emit- 
ters were etched in a phosphoric acid solution while those of 
ZrC were etched in a 10% perchloric/90% acetic acid solu- 
tion. 

Each single emitter was thermally cleaned, tested, and 
/(V) data compiled. Cleaning was accomplished by heating 
up to 1900 and 2100 K for Mo and ZrC, respectively. Field 
emission microscopy (FEM) was used to verify the crystal 
orientation and condition of the emitter apex. The cleaning 
temperature for Mo was chosen so the emitters could be 
cleaned without being blunted too much due to the effects of 
surface tension. It is interesting to note that we have never 
detected similar surface tension blunting in any solid carbide 

field emitter. After a clean Mo tip was obtained and 7(V) 
data taken, ZrC film deposition followed immediately. Usu- 
ally, the deposited ZrC film was several (5-20) monolayers 
thick. The film was either used as is or subjected to a variety 
of heating treatments. After deposition or treatment, FEM 
was used to examine the tip and 7(V) data were obtained. 

For the high current experiments, currents were generally 
increased in 20 /JA steps. 7( V) and 7(0 data were taken over 
typical times of 10-20 min. Both the short term noise and 
any current drop with time were noted. This process was 
usually continued until emitter failure. However, some emit- 
ters were held at 100 or 500 fiA levels for additional time to 
better measure stability. 

The tube pressure or poor vacuum experiments were 
made in a similar manner. Pressures were increased at de- 
cade intervals and currents increased to 100 fiA levels before 
taking 7(V) and 7(0 data. When pressures reached 
10~6-10~5 Torr levels, emitting currents were increased in 
50 fiA intervals until failure. 

III. RESULTS AND DISCUSSION 

Many emitters, both bulk, single crystal ZrC tips and ZrC 
films on Mo tips, were prepared in this study and have been 
tested. The deposited film cathodes were subjected to heat 

(a) (b) (c) 

FIG. 2. I(V) data from a crystalline Mo, single field emitter. The two curves are for clean and after deposition of ZrC. 
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TABLE I. Results of ZrC and HfC film deposition on single emitters. 
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FIG. 3. Fowler-Nordheim curves from a single molybdenum field emitter. 
The two curves are for the same Mo emitter, clean and after deposition of a 
ZrC film, respectively. 

treatments, each of which was followed by FEM examina- 
tion and determination of /(V) characteristics. It was found 
that 500-700 °C was adequate to achieve stable emission 
and a smooth, symmetrical FEM pattern. 

Typical emission patterns obtained from a clean, single 
Mo emitter and after deposition of ZrC onto that same Mo 
emitter is shown in Fig. 1. Due to the nature of the wire used 
for the Mo emitters, we get a clean (HO)-oriented pattern. 
After coating with ZrC the emission pattern changes with 
emission confined mainly to the (111) and (100) crystallo- 
graphic planes of the underlying Mo substrate. For ZrC coat- 
ing on Mo, significant decreases in operating voltage neces- 
sary to achieve a given emission current were observed. 
Figure 2 typifies I(V) data from film-coated emitters. This 
marked lowering of the turn-on voltage is naturally accom- 
panied by an increase in dl/dV or slope at turn-on. Similar 
results have been obtained with HfC as well on emitter sub- 
strates of both Mo and W, and additionally, we have previ- 
ously demonstrated similar results on FEAs. 

Base pressures during the UHV electron emission mea- 
surements were generally in the 10"10 Torr range. Fowler- 
Nordheim data were taken for each emitter, and the F-N 
slopes were calculated, as is shown in Fig. 3 for ZrC on Mo. 
By taking the ratio of ZrC film F-N slope to clean Mo F-N 
slope then taking this value to the 2/3 power, we arrive at the 
work function ratio. These data are summarized in Table I 
where the lowered work function assumes a constant ß or tip 
shape. This method was used for all the data shown in Table 
I, with literature values assumed for the clean metal surfaces. 

Figure 4 shows high current F-N data from the same 
emitter as shown in Fig. 3, overlaid on the data of Fig. 3. The 
dramatic change in slope of the F-N curve at high current 
(450 /ubA) is evident. This shift apparently is a result of both 
a lower value of the exponential factor in the F-N equation 
and a change in the F-N intercept as indicated by the analy- 
sis below. 

In order to understand what is changing in the improved 
emission characteristics of ZrC coated Mo emitters, relative 
to clean Mo emitters, we use an analytical technique where 

Voltage 
Film type reduction Work Work Work 

and at same function ratio function function 
substrate current from F-N clean (eV) 

4.52 

with film (eV) 

ZrC/W 38% 0.78 3.54 
ZrC/Mo 56% 0.64 4.60 2.95 
ZrC/Si 27% 0.87 4.82 4.19 
ZrC/Mo FEA 44% 0.77 4.60 3.58 
ZrC/Si FEA -23% -0.65 4.82 -3.15 

HfC/W 60% 0.65 4.52 2.94 
HfC/Mo 53% 0.65 4.60 2.99 
HfC/Mo FEA 34% 0.88 4.60 4.05 

the method and functional relationships have been discussed 
in detail elsewhere.11'12 This method compares the slope and 
intercept values from F-N data superimposed on non- 
orthogonal families of curves which represent constant work 
function values and constant tip radius values, respectively. 
The F-N intercept depends strongly on both the field en- 
hancement factor, ß, and the emitting area of the tip. For 
smooth emitters, both of these parameters are related to the 
tip radius. However, emitters with rough surfaces, protru- 
sions, etc., may have field enhancement factors which de- 
pend both on the gross emitter radius and on the local radii 
of curvature of protrusions. Furthermore, the effective emit- 
ting area represent only the sharpest protrusions (with the 
highest local fields) and not correspond at all to the gross 
emitter shape. Therefore, this slope-intercept analysis tech- 
nique has meaning only for smooth emitters. 

Figure 5 shows emission data plotted in this form. It ap- 
pears that deposition of ZrC onto Mo, for coating thick- 
nesses we have used in this study, initially results in a large 
reduction of work function with a corresponding large in- 
crease in tip radius. However, emission from the deposited 
film was measured without heating in this case. Thus, the 
surface had a rough geometry, probably with protrusions, 
producing an emission ' 'pattern'' of only a few bright spots, 
as observed in the FEM. Therefore, it is not possible to de- 

•    clean Mo 
-26 

\              ♦   ZrC on Mo 

.*-«, -28 \ 
> \    y =  -5.571* - 13.242 
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•\y = -8.995X - 15.430                         \ 

2.5 3.( 

10 4/v 
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FIG. 4. Fowler-Nordheim curves from Mo emitter shown in Fig. 3 but with 
an additional curve from /(V) data taken at high currents up to 450 yuA. 
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* ZrC on Mo 

&    ZrC/Mo @ high I 

= -5.S71X- 13.242 

FIG. 5. Plotting Fowler-Nordheim slopes vs intercepts generates families of 
curves for constant </>, dashed lines, and constant ß, solid lines. (The dashed 
lines of constant work function are lower to the right and the solid lines for 
constant ß are lower to the left.) Superimposed on this are data from a 
smooth Mo emitter before and just after deposition of a ZrC thin film 
(without heating the substrate), and while operating at high current levels 
(450 /iA) all shown as solid circles. (The absolute values of cf> and ß are not 
as relevant as the indicated trends.) Note, comparing the clean Mo point to 
the point operating at high currents indicate a work function lowering and a 
virtually unchanged tip radius. 

-18 -17 -16 -15 -14 

F-N intercept 
-13 

FIG. 6. Emission patterns from clean ZrC092 field emitter and the same 
emitter running at high currents (170 /iA) and in poor vacuum conditions 
(10~6 Torr air). The ZrC0.92 emitter has a (100) crystallographic orientation. 

The third picture is from clean ZrC!. 

termine what has changed in this case. In Fig. 5, we have 
also plotted the data point corresponding to the high current 
emission shown in Fig. 4. From the general uniformity of the 
(very bright) FEM pattern observed for this high current situ- 
ation, we infer that the emitting surface has been smoothed, 
probably by a combination of local emission heating of pro- 
trusions, field migration, and possibly localized field desorp- 
tion. Therefore, we believe it is appropriate to apply the 
slope-intercept analysis technique to compare this coated, 
high current data point with the clean surface data point. 
From its position on the graph it seems that the work func- 
tion has decreased without an appreciable change in tip ra- 
dius or ß factor from the clean Mo values. 

Figure 6 shows emission patterns from solid ZrC emitters. 
The clean pattern is from an emitter with a (100) crystallo- 
graphic orientation and is typical of carbides with stoichiom- 

etries somewhat less than 1. The four arms of emission ex- 
tend from the (100) center toward the (110) planes with 
emission coming from the (210) and (310) areas. At high 
current and in poor vacuum, the emission pattern becomes 
unidentifiable due to the heavy ion bombardment. Even with 
such adverse conditions the emitter functions and in this 
case, when the pressure was again reduced and the tip heated 
to clean, the same I(V) characteristics were obtained as be- 
fore the operation at high current and pressure. The final 
photo in Fig. 6 shows a pattern obtained from a stoichio- 
metric ZrC emitter. The orientation appears to be approxi- 
mately (111). This surface-wide emission pattern has not 
been seen with substoichiometric emitters. Work is continu- 
ing with this type of emitter material. 

We have investigated high current emission from a num- 
ber of carbide emitters, both ZrC films on Mo emitters 

TABLE II. High current field emission from individual emitters of Mo and ZrC film-coated Mo emitters. 
Assumptions: ^constant (4.6 eV for Mo and 3.6 eV for ZrC) ß=2/[r ln(4D/r)], D = 3 cm, a = (^r )/2, 
where a is the emitting area, D is the tip to screen distance, and r is the tip radius.  

Vacuum Current Voltage Calculated r Calculated J 

Tip number condition" (M) (kV) (nm) (A/cm2) 

Mo- 1 UHV 45 6.2 190 7.96X 104 

Mo-2 UHV 145 7.6 192 2.51X105 

ZrC092/Mo-l UHV 550 5.5 257 5.31X105 

ZrC092/Mo-2 UHV 150 2.9 105 8.66X 105 

ZrC092/Mo-3    ' UHV 60 3.9 166 1.39X105 

ZrC092/Mo-4 UHV 650 6.8 272 5.59X105 

ZrC092/Mo-5 UHV 95 2.1 73 1.15X106 

ZrC092/Mo-6 UHV 400 5.3 208 5.91 X105 

ZrC092/Mo-7 UHV 100 4.83 208 1.47X105 

ZrC092/Mo-8 UHV 100 2.4 85.7 8.67X 105 

ZrC.,/Mo-9 2X10"9 850 19 987 5.56X 104 

ZrC„,/Mo-10 5X10"7 Ton air 100 2.5 90.3 7.81 X105 

"UHV is better than 1 X 10 9 Torr. 
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TABLE III. High current field emission from individual ZrC emitters. Assumptions: 0=constant (3.6 eV for 
ZrC). ß=2/[r ln(4D/r)], D=3 cm, a = (7rr2)/2, where a is the emitting area, D is the tip to screen distance, and 
r is the tip radius. 

Vacuum Current Voltage Calculated Calculated J 
Tip number condition" (M) (kV) r (nm) (A/cm2) 

ZrQ).92" 1 UHV 250 4.55 178 5.01 X105 

ZrCo.92-2 UHV 580 6.1 240 6.40X 105 

Zr*--0.92"3 4X10"5 Torr Ar 175 6.2 272 1.50X 105 

ZrC092-4 4X10"6 Torr air 130 6.4 290 9.82X 104 

ZrCo.92-5 3X10"5 Torr air 300    . 8.9 411 1.13X105 

ZrCo.84-6 2X 10~9 Ton- 1290 6.5 242 1.39X106 

ZrC ,-7 ax 1(T9 Torr 220 8.4 392 9.07 X104 

Zra,r8 UHV 4000 6.7 224 5.09X 106 

ZrC„,-9 UHV 1500 8.8 353 7.49X 10s 

aUHV is better than 1 X 10"9 Torr. 

(Table II) and individual solid ZrC emitters (Table III). Cur- 
rents from several hundred /nA to a few mA from individual 
emitters have been observed in several cases. We have yet to 
run these tips for long periods of time and to conduct a 
quantitative study of emission noise. The time of tip opera- 
tion represented in these two tables is generally 10-20 min 
at each of the current levels. As can be seen from these 
tables, a marked improvement is attainable with ZrC films on 
Mo over those of uncoated Mo. Note that, while most of the 
measurements were made under ultrahigh vacuum condi- 
tions, a few measurements were made under controlled pres- 
sures of gases, including Ar and air. These results and their 
interpretations are discussed later in this article. 

IV. CONCLUSIONS 

The increased emission at lower turn-on voltages is 
brought about by a work function lowering and not by a 
change in tip radius, or ß factor, for the case of ZrC on Mo. 
This is demonstrated by viewing the plot of the Fowler- 
Nordheim slope versus intercept. It is not possible to deter- 
mine accurate tip parameters from Fowler-Nordheim data 
due to multiple unknowns. However, we have observed that 
a plot such as is shown in Fig. 5 often suggests which of the 
variables is responsible for emission changes. From this in- 
formation, we can go back to the Fowler-Nordheim slope 
data and find that the ratio of the slope while coated and 
running at high current to the slope of the clean Mo is 0.62. 
Taking this value to the power 2/3 we calculate a work func- 
tion ratio of 0.72, assuming a clean work function of 4.6 eV 
for the molybdenum substrate, we obtain a coated work 
function value of 3.3 eV. This conclusion relies on the as- 
sumption that ß has the same functional dependence on tip 
radius, that is, that the tip shape is congruent in all cases. 

Our studies also suggest improvement in emission stabil- 
ity which we are currently investigating. Both the level of 
noise, so far measured qualitatively, and decrease in total 
emission current with time are significantly reduced in emis- 
sion from ZrC,. when x« 1 compared with x«*0.92, and the 
extreme case where x«0.84. Furthermore, the structure of 
the FEM pattern for x*= 1 appears much more like a normal 

metal FEM pattern than do those observed for x<\. We be- 
lieve that all these pieces of evidence suggest a more stable 
surface, more resistant to residual gas adsorption, for ZrC2 

than for substoichiometric ZrC. 
Emission of high currents, of the order of 1 mA from 

individual emitters, is an interesting phenomenon. We do not 
yet understand the nature of changes at the emitting surface 
under these emission conditions, although ZrQ seems to be 
very stable relative to substoichiometric material. It seems 
likely that significant heating of the emitting region is occur- 
ring, an effect that is especially plausible for solid carbide 
emitters because of the relatively low thermal conductivity 
of the material. 

Electron emission in controlled gas atmospheres is an area 
of study that has many practical applications. We supposed 
that ZrC would operate well under these conditions, because 
of its high sputtering resistance and relative chemical inert- 
ness, at least compared with pure metals. Our preliminary 
results seem to support this idea. The recent findings with 
ZrCj, discussed above, would seem to imply that the best 
results would be obtained with this stoichiometric material. 

This work, at high currents (around 1 mA) and in poor 
vacuum (in the 10~7 to 10~5 range), could be valuable in 
several practical areas. Uses might include e-beam lithogra- 
phy, accelerator sources, FEAs for video imaging, micro- 
wave devices, small ion thruster neutralizing beams, and 
other applications where high current density source are de- 
sired. 
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The energy distribution of electrons emitted from a ZrO/W electron source with a radius of 
curvature of 0.9 /mi was determined for extraction voltages ranging from 3000 to 6000 V and 
emitter temperatures from 1200 to 1900 K. Full width at half maximum values of the energy spectra 
between 0.3 and 0.8 eV were found. The experimental data are analyzed according to the extended 
Schottky model for electron emission, yielding the electric field at the emitter surface. The tunneling 
probabilities are evaluated numerically by integrating the one-dimensional Schrödinger equation, 
and analytically by employing the commonly used Wentzel-Kramers-Brillouin approximation. 
Both approaches give good agreement with the experimental data, except for small differences 
probably due to Coulomb interactions (Boersch effect). The same analysis is also applied to the 
experimental results for a Schottky emitter with a radius of curvature of 0.3 /mm, taken from 
literature.   © 1998 American Vacuum Society. [S0734-211X(98)13104-9] 

I. INTRODUCTION 

The ZrO/W electron emitter,1"3 a tungsten (lOO)-surface 
covered with ZrO has become increasingly popular as elec- 
tron source for high-performance electron beam instruments, 
like electron microscopes and electron beam pattern genera- 
tors. The emitter is often referred to as "Schottky emitter," 
due to its use of the Schottky effect for electron emission. 
The Schottky emitter delivers a stable emission current com- 
parable with thermionic electron sources,4 and a brightness 
approaching field emitters.5 The third important parameter 
for an electron source, the spread in energy of the emitted 
particles, has only been studied by a few groups in the case 
of the ZrO/W emitter.3'6"8 

Accurate values for the energy spread of the Schottky 
emitter have become more necessary due to the rising impor- 
tance of low-voltage scanning electron microscopy. The 
chromatic aberration of the objective lens has now become 
the resolution limiting factor,9 so the energy spread of the 
electron source should be as low as possible while retaining 
a sufficiently high brightness. 

The lack of recent data was recognized by other groups 
too, and recently the energy spectra of a 0.3 /mi radius of 
curvature Schottky emitter were published.10'11 In these ar- 
ticles the experimental data were compared with the field- 
assisted thermionic emission model, also known as Schottky 
model. However, for increasing field strengths, the Schottky 
model is only approximately valid, as electron tunneling 

a,Also at Department of Applied Physics, Delft University of Technology, 
Delft, The Netherlands; electronic mail: fransenm@naflab.research. 
philips.com 

through the potential barrier between the emitter and vacuum 
cannot be neglected anymore. In the present article we use a 
model in which the tunnel effect is included, the extended 
Schottky model?'12 We compare our experimental results on 
the energy distribution of a 0.9 /tm radius of curvature 
Schottky emitter with the extended Schottky model. Due to 
the approximations in the derivation of this model, it also 
breaks down as the field increases. With a simple modifica- 
tion, energy spectra for fields above the extended Schottky 
limit can be described analytically. We use this method for 
the spectra published in Ref. 11. The extended Schottky 
model for electron emission makes use of the Wentzel- 
Kramers-Brillouin (WKB) approximation to the Schrö- 
dinger equation and estimates the potential barrier at the in- 
terface between the emitter and vacuum with a parabolic 
function. We will check the validity of these arguments by 
integrating the general equation for electron emission nu- 
merically and discuss the differences encountered between 
the analytical models and the numerical calculation. 

II. MEASURING ENERGY SPECTRA 

The energy spectra in this article were obtained using a 
commercially available Schottky emitter13 placed in front of 
a slightly modified hemispherical analyzer.14 The whole 
setup is operated in an ultrahigh vacuum system. During ex- 
periments, the pressure in the vacuum chamber was 5 
X10"8 Pa. The experimental system was mounted on air 
cushions to overcome the effect of mechanical vibrations. A 
schematic view of the setup is shown in Fig. 1. 

The emitter is mounted in a compact module that can be 
shifted and rotated in front of the analyzer. Between module 
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1 '     '       '    fluorescent screen 

emitter module 

FIG. 1. Experimental setup: a Schotty emitter with hemispherical electron 
energy analyzer. The laser is used for alignment purposes. 

and analyzer, a fluorescent screen with a hole in it is 
mounted for ease of alignment. The module is drawn sche- 
matically in Fig. 2. The emitter is spotwelded on a filament 
and can be heated resistively with a current supply. The heat- 
ing current in the experiments ranged from 1.9 to 2.3 A, 
corresponding to emitter temperatures between 1200 and 
1900 K, as determined by an optical pyrometer. Due to the 
asymmetric location of the current source, the potential of 
the emitter tip will change slightly with varying heating cur- 

fluorescent screen 

1 

FIG. 2. Emitter module. 

rent. The emitter is surrounded by three electrodes: the sup- 
pressor, the extractor and the lens electrode. These electrodes 
are controlled with power supplies that float on the beam 
potential Vbeam, -400 V in all experiments. During the ex- 
periments the suppressor was kept at a constant voltage of 
-500 V with respect to the emitter. The extractor voltage 
varied between 3000 and 6000 V, referred to the emitter. The 
upper value of the extraction voltage was set by the range of 
the high voltage supplies we used. The lens electrode is 
meant for keeping the illumination area on the fluorescent 
screen constant when changing the extraction voltage. In this 
setup, the extraction field on the emitter can be varied while 
the beam potential and thus the energy window of the ana- 
lyzer remains constant. The emission current leaving the 
module (the beam current) is determined by measuring the 
voltage drop over a resistor R at the grounded side of the 
beam potential power supply. As a result of this, the poten- 
tial of the module changes slightly when the emission current 
changes. In the experimental results presented in this article 
this effect is corrected. 

As energy-dispersive element, a commercially available 
hemispherical electron energy analyzer14 was chosen. The 
resolution was improved considerably by decreasing the ap- 
erture size at the entrance and exit side of the half-spheres of 
the analyzer. For the experiments in this article aperture sizes 
of 0.1 and 0.03 mm were used. The pass energy of the elec- 
trons in the deflector was 9 eV. A channeltron is used to 
count the electrons that pass the second deflector aperture. In 
order to limit the current entering the analyzer, a set of probe 
hole apertures is placed between the fluorescent screen and 
the entrance lens of the analyzer. A typical probe hole aper- 
ture size in the experiments was 0.4 mm. 

We checked the resolution of the analyzer by investigat- 
ing field emission energy spectra from a tungsten (111}- 
oriented electron emitter taken at 77 K. As suggested by 
Young and Kuyatt15 the sharp falling edge of the energy 
distribution at the Fermi level is a sensitive indicator of ana- 
lyzer performance. With approximately the same beam pa- 
rameters as used for the ZrO/W emitter, an analyzer resolu- 
tion of 0.06 eV is estimated, limited by the stability of the 
control electronics. 

By computer control of the electron gun module and ana- 
lyzer voltages, we collected energy spectra at seven extrac- 
tion voltages and nine temperatures. We will not show all 
spectra individually, but show some examples and discuss 
the general trends. 

III. REVIEW OF SCHOTTKY EMISSION THEORY 

In this section we will review the theory of electron emis- 
sion and the approximations made to derive expressions in 
closed form for the total energy spread and the emission 
current density. We will follow the approach outlined by 
Hawkes and Kasper,16 resulting in equations as listed in Ap- 
pendix I of Ref. 3. 

The emission of electrons from a metal is a function of 
the temperature and the applied field. In order to find an 
expression for the energy spread, the effects of temperature 
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FIG. 3. Schematic diagram of the interface between a metal and vacuum. In 
the left part of the diagram the Fermi-Dirac electron energy distribution 
inside the metal at 1800 K is drawn. The right part of the drawing displays 
the interface itself. The effective potential barrier according to Eq. (10) is 
drawn for electric fields of 0.6 V/nm and 1.2 V/nm with solid lines. The 
work function lowering AW is indicated. The parameters Zi and z2 are 
integration limits for the calculation of the transmission coefficient D(U„) 
(17). The parabolic approximation (19) to the actual potential function is 
displayed with a dashed line. 

and field are considered separately. The distribution of elec- 
tron energies E in a metal is a function of the temperature T. 
The well-known Fermi-Dirac distribution function describes 
this: 

f(E,T)-- 
1 

(1) l+cxp[(E-0/kBT]- 

The constant kB is Boltzmann's constant, £ is the Fermi 
level. We neglect the temperature dependence of the Fermi 
level and use £'=EF+ V0, in which V0 determines the origin 
of the energy scale. The possibility of choosing V0 freely 
will be used to ease subsequent calculations. The Fermi- 
Dirac distribution f(E,T) is drawn on the left-hand side of 
Fig. 3 for 0 K with a dashed line and for 1800 K with a solid 
line. In this graph, the origin of the energy scale is chosen at 
the Fermi level EF. 

Electrons are kept inside the metal because of a potential 
difference V(r) with the surrounding domains. The chance 
for an electron to overcome this potential barrier and enter 
the vacuum domain is described by a transmission coeffi- 
cient D, being the ratio between the electron intensity after 
passing the potential barrier and the incident intensity. It is a 
function of the normal component Un of the total energy E. 
The shape and height of the potential barrier, and thus the 
transmission coefficient, are functions of the applied field. 

Analogous to Hawkes and Kasper,16 the electric current 
density distribution d3j(r) is expressed as 

d3j(r)- 
2e 

mh 
pf(E,T)D(p,r)d3p, (2) 

in which p is the electron impulse vector, e and m are the 
electron charge and mass, respectively, and h is Planck's 
constant. 

For ease of calculation, the curving of the surface of the 
emitter is neglected and considered as plane, hence we can 
drop the r dependence in Eq. (2). A coordinate system is 
defined, such that the interface is in the xy plane at z = 0. 
The electric potential V(r) is now a function of z only, and 
the normal and transverse components of the energy Un and 
Ut are conserved. In order to find expressions for the total 
energy distribution, we have to transfer to polar coordinates. 
The momenta are expressed in polar coordinates: 

px= yj2m[E-V(z)] sin 9 cos (j>, 

.py=\l2m[E-V(z)] sin 6 sin <f>, 

pz=^2m[E-V(z)] cos 6. 

(3) 

With these equations, we can calculate the volume element 
in momentum space at each plane z as: 

d3p=p2dp dQ, = myJ2m[E-V(z)] sin 6 dE d6 d<f>. 
(4) 

The total energy distribution can now be calculated by inte- 
gration of Eq. (2) over all emission angles (0<^<27r, 0 
<0<7T72), once the transmission coefficient is found. Sev- 
eral approximations to the transmission coefficient exist, de- 
pending on the strength of the applied field. We will discuss 
each approximation separately and start with the case in 
which the field is negligible. 

For thermionic electron emission, the weak field that is 
applied to draw electrons from the surface of the metal can 
be completely neglected. Without this field, the potential bar- 
rier V(z) between metal and vacuum can be approximated 
by a step function, with a step height W: the work function 
(2.8 eV for a ZrO/W emitter). The step height is indicated in 
Fig. 3 by a dash-dotted line at 2.8 eV. Only electrons at 
energy levels higher than the work function W can leave the 
metal directly. The origin of the energy scale is chosen at the 
top of the potential barrier. V(z) becomes 

V(z) = 
-(EF+W)        for z<0, 

0    for z3=0. 

The transmission factor D(Un) is given by 

0    for Un<0, 
D(Un) = 

1    for f/„3=0. 

(5) 

(6) 

The current density d jz is now 

,      ep cos 6 2 
d3jz = —~ -f(E,T)D(Un)d

3P m       ^ 
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Arne           I     E+W\ ...,.,, 
■■ E exp r^-lsin 0 cos 6 dE dB dtp, 

h> k,J 

(7) 

in which f(E,T), describing the energy distribution of elec- 
trons in the metal, is simplified by omitting the unit term in 
the denominator of Eq. (1). This approximation is allowed, 
because the only energies of interest are located around the 
top of the potential barrier, far away from the Fermi level. 
After writing the transmission coefficient in terms of 6 and E 
using Eq. (3), the total energy distribution for thermionic 

emission dj0 can be calculated: 

djo 
Air me 

,3 
-E exp 

E+W\ 
\dE, (8) 

and a subsequent integration over all energies (0<£<°°) 

yields the emission current density: 

Jo~- „(Mf exp[-— ], (9) 

the Richardson-Dushman equation for thermionic emission. 
The thermionic energy distribution is plotted in Fig. 4(a). It 
has a sharp leading edge starting at the top of the potential 
barrier W and a falling edge determined by the Fermi-Dirac 
distribution function f(E,T). 

If the field is increased, its influence on the effective work 
function cannot be neglected anymore. In order to calculate 
the potential distribution V(z) it is necessary to include the 
potential of image charges in the model. This yields a poten- 
tial function made out of three components: the work func- 
tion W, the effect of the electric field F and the image charge 

potential: 

V(z) = 
0    for z<0, 

W-eFz-e2n6ire0z    for z>0, 
(10) 

with €0 the permittivity of free space. In Fig. 3, this equation 
is plotted for two fields: 0.6 V/nm and 1.2 V/nm. It can be 
seen that the effective barrier height is lowered as the field 
increases. The top of the potential barrier is located at 

z,„=\le/16Tre0F 

and 

Vm=V(zm) = W- AW= W- Ve3F/4i7e0. 

(ID 

(12) 

The origin of the energy scale for the calculation of the total 
energy distribution is again chosen at the top of the barrier. 
The transmission coefficient is given by 

D{U„) = 
0 for E<-(EF+Vm), 

1 for    E>-(EF+VJ. 
(13) 

The calculation of the total energy distribution and the emis- 
sion current density is completely analogous to the thermi- 
onic emission case considered earlier: 

parabolic-barrier 
approximation 

extended Schottky emission 

c) 

Schottky emission 

b) 

thermionic emission 

-2-101234 
Energy relative to Fermi level (eV) 

FIG. 4. Different electron emission models and the corresponding energy 
spectra for several values for the electric field, as mentioned in the text. The 
work function in these calculations is 2.8 eV, the emitter temperature is 

1800 K. 

djs 
Airme 

ftJ 
-E exp 

E+Vn 

kRT 
dE. (14) 

If we choose the origin of the energy distribution (14) at the 
Fermi level EF, it can be seen that the energy distribution 
will shift towards lower energies for increasing F. In Fig. 
4(b) this effect is plotted for five fields ranging from 0.25 to 

1.25 V/nm. 
The total emission current is given by 

47rme 
Js=- 

h5 
-(kBTf expi 

W-AW 

kRT 

AW 

(15) 

The enhancement of the emission current with respect to the 
thermionic case due to the lowering of the potential barrier is 
known as the Schottky effect. Plotting ln(/) as a function of 
VF should result in a straight line: the Schottky plot. The 
Schottky model is generally used for the description of 
ZrO/W electron emission. However, it does not describe the 
contribution of electron tunneling to the energy spectrum for 

increasing electric fields. 
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IV. EMISSION THEORY FOR INCREASING FIELDS 

A better description of ZrO/W electron emission can be 
found by incorporating the effect of electron tunneling 
through the potential barrier in the transmission coefficient 
of the Schottky model. The transmission coefficient can now 
be found by solving the Schrödinger equation for the poten- 
tial barrier given by Eq. (10). In order to do so, we adopt two 
approaches. 

In the first one, we simply integrate the one-dimensional 
Schrödinger equation numerically. We choose the starting 
condition of the numerical integration such that the wave 
function for large positive z can be written as ^(z) 
= aoat exp(ikoutz). For negative z the calculated wave func- 
tion can be decomposed as ^{z) = ain exp(ikinz) + bin 

Xexp(-ikinz). The transmission coefficient follows as 

D{Un)=-f (16) 

The advantage of this approach is that no approximations are 
made. A drawback is that it gives no closed expression for 
the total energy distribution and the emission current density. 
As far as we know, a numerical evaluation of D(Un) as in 
Eq. (16) has not yet been done. 

In the second approach, which is commonly used, the 
transmission coefficient is evaluated according to the WKB 
approximation as 

D(Un) = 
1 

l+exp(G)' 

with G the Gamov exponent: 

G(Un)= jrjZ2^2m(V(z)-Un) dz. 

(17) 

(18) 

The limits z\ and z2 of the integral correspond to the inter- 
section of Un with V(z), as indicated in Fig. 3. 

The Gamov exponent can be integrated analytically. The 
resulting expression however, contains elliptic integrals 
which is not convenient for subsequent integrations. Because 
most electrons will tunnel near the top of the barrier, it is 
sufficient to use an approximation that is only valid in this 
region. The barrier function (10) is Taylor-approximated 
with a second-order polynomial:12 

Va(z)~Vm- 
l6Tve0z„ 

-{Z-Zm)2 (19) 

This parabolic function is drawn in Fig. 3 with a dashed line. 
With this approximation, Eq. (18) can be written in closed, 
form, yielding: 

G(U„) = 
(vm-un) 

with 

TT^m 
--(4Tre0eF3)m=ClF 3/4 

(20) 

(21) 

As stated by Hawkes and Kasper16 the resulting transmission 
coefficient may also be used above the top of the potential 
barrier, although Eq. (18) does not hold there. 

With the choice of the origin of the energy scale at the top 
of the potential barrier, the current density d3j can be inte- 
grated over all emission angles, yielding the total energy 
distribution in the parabolic-barrier approximation djPBA: 

dj 
Airme 

PBA" 
h3     l+exp((E+W-AW)/kBT) 

Xln 1 +exp| — dE. (22) 

The total energy distribution in the extended Schottky model 
djES is found after omission of the unit term in the denomi- 
nator of the Fermi-Dirac distribution function. This simpli- 
fication is necessary in order to find an expression for the 
emission current density in closed form. Integration of djES 

from £= -oo to oo, using a tabulated integral,17 yields: 

4Trme W-AW\    irq irq .    . . . . t w I rr J—•   ' '      1 UM II  M 

h3 \        kBT    I sin irq     sin irq 

(23) 

with q= K/kBT=clF
3/4/kBT. For low fields q approaches 

zero and the current density calculated with the extended 
Schottky model reduces to the Schottky model. As the field 
increases and/or the temperature decreases q will rise and the 
current density is increased due to the contribution of the 
tunneling effect. When q approaches unity Eq. (23) breaks 
down, due to the omission of the unit term in the denomina- 
tor of the Fermi-Dirac distribution function f(E,T). The 
energy distribution calculated with the extended Schottky 
model is shown in Fig. 4(c) for the same fields as the 
Schottky model. For increasing fields, the slope of the lead- 
ing edge of the spectrum decreases, due to the additional 
contribution of electrons tunneling through the potential bar- 
rier. 

If we use f(E,T) in its exact form (22), energy spectra 
can be calculated for larger q values. Energy spectra calcu- 
lated with the parabolic-barrier approximation are plotted in 
Fig. 4(d) for fields ranging from 0.25 to 4 V/nm with an 
increment of 0.25 V/nm. It can be seen in Fig. 4(d) that the 
width of the energy distribution increases considerably and 
decreases again as the field rises. The spectrum shifts to- 
wards the Fermi level and stays close to the Fermi level once 
a certain value for the field is reached. With the parabolic- 
barrier approximation we can describe the gap between the 
regions of validity of the extended Schottky model and the 
thermal-field emission model3 at least qualitatively. 

The thermal-field regime is an extension to the cold field 
emission theory for non-zero temperatures (see, e.g., Ref. 
16). A comparison of the last plot of Fig. 4(d) with the en- 
ergy distribution in the thermal-field regime [Fig. 4(e)] for 
the same field of 4 V/nm using Eq. (44.31) of Ref. 16 shows 
that the parabolic-barrier approximation has a reasonable 
similarity with the spectra in the thermal-field regime, at 
least for low work function electron emitters. 
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FIG. 5. Experimental results taken at 1780 K (thick solid line) and fitted spectra using Eq. (22) (dashed line), with the unit term in the denominator of the 
Fermi-Dirac electron energy distribution function omitted, and the numerical model (thin solid line). In (a) the spectra are plotted on a linear y scale, and 
normalized to their maximum value. In (b) the same normalized spectra are plotted on a logarithmic scale, with arbitrary vertical offsets. 

V. DISCUSSION OF EXPERIMENTAL RESULTS 

We will discuss the applicability of the extended Schottky 
model for ZrO/W electron emission by comparing experi- 
mental spectra with Eq. (22). We will investigate the influ- 
ence of the omission of the unit term in the denominator of 
the Fermi-Dirac distribution term in Eq. (22) and use the 
spectra obtained by the numerical method as well. 

Before doing so we have to find a value for the electric 
field at the surface of the emitter. The linear relation between 
the extraction voltage Vext and the electric field at the surface 
of the emitter F is expressed as F=ßVeKt, in which the 
factor ß is a complicated function of several geometrical and 
electrical parameters. It is known in literature that the electric 
field changes over the surface of the emitter due to the facet 
at the end of the tip, causing a ring-shaped emission 
pattern.18 This effect can be estimated by a numerical calcu- 
lation of the potential distribution in the emitter module, and 
especially the varying electric field at the tip, but instead of 
this we will assume that ß is constant by taking a small angle 
from the middle part of the emission pattern that can be 
observed on the fluorescent screen in front of the energy 
analyzer. With this constant ß value, we fit calculated energy 

distributions to experimental spectra taken at different tem- 
peratures and extraction voltages. We obtained energy spec- 
tra for nine different temperatures, ranging from 1200 to 
1900 K, and for seven extraction voltages between 3000 and 
6000 V. We fitted all 63 spectra using two fit parameters. 
The factor ß is assumed to stay constant, in other words: we 
do not expect a significant change in emitter geometry during 
the experiment. For each emitter temperature a different off- 
set was necessary to account for the shift in voltage induced 
by the asymmetric location of the heating supply of the emit- 
ter, and the beam potential itself. For the extended Schottky 
model the best fit was found for ß= 1.9X 105 m"'. With the 
numerical model a somewhat higher value of 2.2 X 105 m"1 

accompanied with a slightly different offset was necessary 
for a good fit. The difference between the two models is 
caused by the fact that the WKB transmission coefficient is 
overestimated below the top of the potential barrier in the 
extended Schottky model, as compared to the transmission 
coefficient found directly by numerical integration. 

As an example of the quality of our fits we show Fig. 5(a), 
where the spectra are plotted on a linear scale and Fig. 5(b) 
with plots on a logarithmic scale. The temperature of 1780 K 
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FIG. 6. Same as Fig. 5, but now taken at 1907 K. Note the symmetrical broadening of the experimental spectra with respect to the calculated distributions 
occurring already at medium extraction voltages. 

is close to the optimum operating temperature of the 
Schottky emitter (1800 K). It is clear from the graphs that the 
fit of the simulations to the experimental data is good, espe- 
cially at low extraction voltages. At higher voltages how- 
ever, the experimental energy distribution is broadened with 
respect to the simulated spectrum. We suspect that electron- 
electron interactions (Boersch effect) come into play at high 
emission current densities. Similar spectra taken at 1907 K 
with the same range of extraction voltages (Fig. 6) support 
this: the broadening of the experimental spectra with respect 
to the calculations becomes evident at medium extraction 
voltages already. 

For increasing q, i.e., for low temperatures and high 
fields, the accuracy of the extended Schottky model for elec- 
tron emission should decrease. In Fig. 7 we show energy 
spectra obtained at 1210 K. It can be seen that the fit of the 
extended Schottky model is reasonable, even with # = 0.85. 
A closer inspection of the logarithmically plotted spectra 
[Fig. 7(b)] reveals that the extended Schottky model deviates 
from the experimental results at the highest extraction volt- 
ages. For higher fields it is necessary to use the parabolic- 
barrier approximation. 

In Fig. 8 the full width at half maximum (FWHM) energy 

spread of each experimental spectrum is plotted as a function 
of the emission current density, calculated with the extended 
Schottky model, Eq. (23). The solid lines in Fig. 8 represent 
FWHM values for the same conditions as in the experiment, 
as calculated with the total energy distribution in the ex- 
tended Schottky model djES. At low current densities, the 
experimental FWHM values correspond reasonably to the 
calculated energy spreads. For current densities exceeding 
7ES=108 A/m2 the experimental spread deviates from the 
calculated FWHM values considerably, which we assume to 
be due to the Boersch effect. 

Let us estimate the magnitude of the Boersch effect in our 
electron-optical system, in order to see whether this is a vi- 
able assumption. For this we use Kruit and lansen's theory1 

for the Boersch effect. A quick calculation of the regions in 
our system shows that a significant energy broadening due to 
the Boersch effect only occurs in the region between tip and 
extractor. We model the source as a crossover followed by a 
drift space in which the beam diverges. We thus assume that 
the electrons gain their full kinetic energy directly after leav- 
ing the source. In order to use the analytical approximations 
for the energy broadening due to the Boersch effect in a 

JVST B - Microelectronics and Nanometer Structures 



2070        Fransen ef a/.: Evaluation of the extended Schottky model 2070 

T=1210K 
ß      =2.2 105 

ßnum= 1.9 105 

Experimental results 
Numerical calculation 

m —    extended Schottky 
model 

391 392 393 394 
Kinetic energy (eV) 

395 
i— 1 r 

391 392 393 394 
Kinetic energy (eV) 

395 

(a) (b) 

FIG. 7. Same as Fig. 5, but now taken at 1210 K. Even for high q values the fit of the extended Schottky model to the experimental spectra is reasonable. 

narrow crossover given by Kruit and Jansen, we need to 
know the current from the emitter facet If, the half-opening 
angle of the beam a and the radius of the crossover rc. We 
calculate the facet current If from the current leaving the 
emitter module (see Fig. 2), using the additional assumption 
that the half-opening angle a of the beam emitted from the 
central facet is 7°.7 The radius of the crossover rc can be 
found from the emitting area If/jEs ■ 

We estimate the contribution of the additional energy 
broadening in our experimental spectra by subtracting qua- 
dratically the energy spread calculated with Eq. (22) from 
the experimental energy spread. For the three spectra from 
Fig. 6 taken at 6000, 5500, and 5000 V, we find experimental 
broadenings of 0.44, 0.44, and 0.41 eV, respectively. The 
theoretical values, derived from Kruit and Jansen's theory, 
are 0.3, 0.2, and 0.2 eV. Hence, we consider it likely that the 

10" 10' 
Emission current density (A/m2) 

10" 

FIG. 8. FWHM values of the experimental energy distribu- 
tions as a function of the emission current density, calculated 
with Eq. (23) using /3=1.9X105 m-1. The solid lines are 
calculated FWHM values using Eq. (22). 
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FIG. 9. Experimental energy spectra taken from Fig. 3 of Ref. 11. Energy 
spectra, calculated with Eq. (22) in its exact form, and the numerical model, 
are fitted to the experimental spectra. A slightly better fit can be obtained by 
small individual variations of the ß values for each spectrum. 

additional broadening in our experimental spectra is due to 
the Boersch effect. 

VI. COMPARISON WITH OTHER WORK 

Recently published energy spectra of a Schottky emitter 
with a radius of curvature of 0.3 yiun11 show large FWHM 
values accompanied by a strong change in the shape of the 
spectra for increasing fields. In Fig. 9 we show experimental 
energy spectra, taken from Fig. 3 of Ref. 11, at an emitter 
temperature of 1800 K. We fitted the parabolic-barrier ap- 
proximation and the numerical model to these experimental 
spectra, using ß and an offset to the graphs accounting for 
the beam potential as the only fit parameters. In this case, it 
was necessary to use Eq. (22) in its exact form. For the 
parabolic-barrier approximation, the best fit was found for 
/3=8.2X105 m-1, and for the numerical model /?=9.7 
X 105 m_1 yielded the best results. By fitting each spectrum 
with an individual ß, the fit becomes slightly better, the nec- 
essary variation in ß being below 10 %. 

At the lowest fields in Fig. 9 the fit of both models is in 
good agreement with the experimental results. At the highest 
extraction voltages in Fig. 9 the accuracy of the parabolic- 
barrier approximation decreases, as expected, when com- 
pared to the full numerical calculation. 

For increasing fields, a symmetrical broadening of the ex- 
perimental energy distribution with respect to the numerical 
model occurs. We did not succeed in explaining this effect 

with a different choice for ß. The broadening may be due to 
the Boersch effect. Again, we can use the Kruit and Jansen 
equations19 to determine the magnitude of the Boersch ef- 
fect, by modeling the source as a crossover followed by a 
diverging beam. We calculate the current emitted by the 
facet If from the angular current density given in Ref. 11, 
assuming the same half-angle of 4° accepted by the extractor 
as used in our own experiments. Furthermore, the half-angle 
of the beam emitted from the tip apex is again taken as 7°. 
The radius rc of the crossover is estimated from the emitting 
area ////PBA ■ The current density J'PBA is calculated by nu- 
merical integration of Eq. (22). We estimate additional en- 
ergy broadenings due to the Boersch effect for the upper 
three spectra from Fig. 9 (taken at 2500, 2400, and 2300 V) 
of 0.70, 0.55, and 0.45 eV. By subtracting quadratically the 
FWHM energy spread calculated with the parabolic-barrier 
approximation (22) from the experimental spectra we find 
additional broadenings of 0.4, 0.3, and 0.3 eV. This indicates 
that also in these spectra the additional energy broadening is 
due to the Boersch effect, as stated by the authors. 

VII. CONCLUSIONS 

We have shown experimental energy distributions, ob- 
tained from a Schottky emitter with a radius of curvature of 
0.9 fim, for emitter temperatures ranging from 1200 to 1900 
K and extraction voltages between 3000 and 6000 V. The 
experimental results can be explained adequately with the 
extended Schottky model, as verified by fitting total energy 
distributions, calculated with this model, to the experimental 
results. The difference between the extended Schottky model 
and a numerical evaluation of the general equation for elec- 
tron emission is small. In the numerical model a 10% higher 
extraction field has to be chosen in order to obtain a good fit. 
The reason for this is that the parabolic approximation to the 
actual potential barrier overestimates the tunnel probability 
for an electron. 

For field strengths exceeding the range of validity of the 
extended Schottky model, energy spectra can be calculated 
by using the "parabolic-barrier approximation." In this 
model the Fermi-Dirac distribution function is used in its 
exact form. With the parabolic-barrier approximation the en- 
ergy spectra published by Kim et al.u for a Schottky emitter 
with a radius of curvature of 0.3 /um can be explained quali- 
tatively. The numerical calculations fit slightly better to the 
-experimental energy spectra. Again the best fit is found for a 
somewhat larger electric field strength. 

At high emission current densities, the experimental en- 
ergy distributions from both emitters are broadened with re- 
spect to the calculated spectra. We have shown that it is 
likely that this broadening is caused by the Boersch effect. 
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Band structure studies in porous silicon provide useful information about the operative phenomenon 
responsible for its room temperature photoluminescence. We have measured the average surface 
work function, using a retarding field diode method in ultrahigh vacuum conditions, for porous 
silicon having different crystalline columnar dimensions. The average crystallite size was 
determined by grazing angle x-ray diffraction measurements; whereas the band gap was estimated 
from the photoluminescence measurements. Based on these results, different empirical band 
structural models are reviewed. Photoconductivity measurements in porous silicon also insinuate 
that the electrical resistivity of the surface of porous silicon is manipulated by the silicon complexes 
present on the surface. It has been concluded that, in addition to the quantum confinement, the 
surface molecular species dominantly control the behavior of photoluminescence and average 
surface work function of porous silicon. © 1998 American Vacuum Society. 
[S0734-211X(98)03404-0] 

I. INTRODUCTION 

On account of the visible light emission at room 
temperature,1-4 an extensive research work has been carried 
out in the silicon nanostructures; namely, porous silicon 
(PS). Integration of optical components with silicon technol- 
ogy is the possible technological outcome of this research. In 
order to use this material more effectively in commercial 
optoelectronics; study of its fundamental electronic proper- 
ties is a prerequisite. 

In depth analysis has proved that the preparation param- 
eters of PS affect the physical and optical properties to a 
large extent.5"7 There are reports5 about the blueshift in the 
photoluminescence (PL) peak position with the reducing 
crystallite size which is obtained by increasing formation 
current densities. Lehmann et al.s have proposed a band 
structure modification, associated with the blueshift, with in- 
creasing formation current densities. To explain this, they 
propose a mechanism in which holes are necessary for the 
electrochemical dissolution and they are depleted from the 
rest of the material where the pores are formed. This causes 
a reduction in the hole concentration, thereby, leading to the 
shift in the Fermi level position. However, PS is usually 
named as n type or p type according to the type of wafer of 
which it is formed. A direct experimental measurement is, 
hitherto, not carried out for determining the electronic behav- 
ior of the surface, but as to understand the band structure at 
the surface. Moreover, there is no report about the evidence 
of the movement of the Fermi level with varying crystallite 
size. Xue et al.9 have shown from the quantum mechanical 
treatment to the PS that the chemical potential plays an im- 
portant role in the quantum confined state. Second, in spite 
of the consistent efforts in theoretical and experimental re- 
search, the question whether the PL in PS is related to quan- 
tum confinement in the Si crystallites or to surface states or 
to various silicon compounds is still debatable.10"12 

"'Electronic mail: svb@physics.unipune.ernet.in 

Following these considerations we have carried out a 
comprehensive measurement of the average surface work 
function of PS layer prepared with different anodic current 
densities by making use of retarding field diode method. 
Based on these results, we have proposed the restructured 
band model for the surface and interface of PS. 

Grazing angle x-ray diffraction studies have helped in 
confining the structural measurements over the porous layer 
of silicon as well as facilitating the grain size determination. 
Measurements of dark conductivity and photoconductivity 
have further assisted in assuring the nature of porous layer. 
Results obtained with work function measurements, along 
with those obtained with x-ray diffraction (XRD) and photo- 
conductivity studies indicate that quite a prominent role is 
played by the surface chemical species in controlling the 
properties of PS. 

II. EXPERIMENT 

Porous silicon was prepared by anodic etching of p -type, 
285 fim thick, Si(l 11) wafers with resistivity of 7-12 Ü, cm. 
Ohmic contacts were established on one of the surfaces of 10 
mmX 10 mm square pieces of the wafer. Synthesis of PS was 
performed in a solution containing HF (48%) and ethanol (in 
1:1 proportion); with anodic current densities ranging be- 
tween 5 and 100 mA/cm2 for 20-30 min. Graphite was used 
as the cathode. The resulting PS samples were of reddish 
brown appearance. 

The PL studies were performed on Perkin-Elmer lumi- 
nescence spectrometer, LS-50 B, with xenon discharge lamp 
as a source. The excitation wavelength was 300 nm. All the 
PL measurements were carried out at room temperature. The 
work function measurements were performed by retarding 
field technique (modified diode method), using a low energy 
electron beam collimated by an axial magnetic field. The low 
energy electron gun was similar to that described by Klauser 
and Bas.13 Work function measurements using this method 
has been published in our earlier communications for variety 
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FIG. 1. Schematic diagram of the work function measurement setup. Retard- 
ing potential is applied on the sample. 

of samples.14 This method provides consistent results and is 
applicable for metals, semiconductors, and insulators. 

The diode method, in principle, consists of a filament (the 
electron source) and the sample (the target). The target cur- 
rent of a diode operated in either the retarding field or space 
charge limited mode can be expressed as 

/,=/(*,- vt), 
where /, is the target current, V, is the retarding potential, / 
is a monotonic function and 4>, is the target work function. 
The relationship between the target current and target volt- 
age is given by13 

It=ATj exp[(V,-<l>t)e/kTfl 

where A is a constant and Tf is the filament temperature. 
The In /, plotted as a function of the retarding potential V, 

exhibits a straight line. Such plots for samples varying in <f> 
will therefore be parallel to each other. At points on any two 
curves equidistant from V, axis, we have 

1,1=1,2 

and correspondingly for the two samples, 

Vti-^ti = Vt2-(f>t2 

and 

If <f>t] relates to the known reference sample, cf>t2 for the 
unknown sample can be calculated. 

A schematic diagram of the experimental arrangement is 
shown in Fig. 1. The beam energy was kept at 10 eV with a 
typical beam current of the order of 10"10 A , measured on 
the target, when no retarding voltage was applied. The accu- 
racy in measuring the work function was determined to be 
±0.01 eV. The measurements were carried out in an ion 
pumped ultrahigh vacuum system at pressure less than 5 
X 10"9 Torr. Polycrystalline gold (0=4.9 eV) was used as a 
reference sample. Fourier transform infrared spectra (FTIR) 
were taken in transmittance mode using NICOLET - 60 SXB 
model FTIR spectrometer, with 2 cm"' resolution, by aver- 
aging over 500 scans. The /- V characteristics were recorded 
by establishing planer ohmic contacts on the surface of PS 
using two-probe method and subsequently photoconductivity 
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FIG. 2. Photoluminescence spectra for the PS samples prepared at various 
anodic current densities, (a) 10 mA/cm-2, (b) 25 mA/cm~2, (c) 40 
mA/cm-2, (d) 60 mA/cm"2, (e) 100 mA/cm-2. 

was measured by illuminating the surface with a 500 W sun- 
gun. Grazing angle x-ray diffraction (XRD) measurements 
were carried out using Rigaku (Rotalex RV 200B) at a graz- 
ing angle of 0.5°. 

III. RESULTS AND DISCUSSION 

Samples of PS were prepared at different current densi- 
ties, varying between 5 and 100 mA/cm2. They showed 
broad room temperature PL, centered in the red region, when 
excited by xenon arc discharge lamp with an excitation 
wavelength of 300 nm (Fig. 2). A blueshift in the PL peak 
position, along with an increasing anodic current density, 
was observed in the PL peak position; as can be inferred 
from Fig. 2. It is observed that the blueshift is smaller for 
higher current densities as also the variation in crystallite 
size which is evidenced by x-ray diffraction results. 

Structural investigation was carried out using grazing 
angle x-ray diffraction studies for glancing angle of 0.5°; 
which corresponds to a depth of 1.243 /xm from the surface 
in silicon. The inset of Fig. 3 is a typical XRD pattern for PS, 
prepared at an anodic current density of 25 mA/cm , which 
shows a prominent peak at 20«* 28°; representing the (111) 
plane in silicon. The average grain size (crystallite size or the 
average column diameter) was determined using the Scherrer 

' formula.15 The crystallite size deduced from these measure- 
ments showed a variation from 11.38 to 4.8 nm, as the cur- 
rent density was varied from 5 to 100 mA/cm2 (Fig. 3). It 
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FIG. 3. Variation of average crystallite sizes deduced from grazing angle 
x-ray diffraction pattern with anodic current density. Inset shows a typical 
x-ray diffraction spectrum of PS recorded at a glancing angle of 0.5° which 
exhibits peak at 20<=28° correlating to (111) planes. 

can be clearly seen from the plot that reduction in the aver- 
age crystallite size with the anodization current density is not 
a linear phenomenon. The rate of reduction of the average 
crystallite size has slowed down at higher current densities. 
This could be explained as a consequence of a diffusion lim- 
ited process involved in the formation of PS using electro- 
chemical etching.16 The decrease in the average crystallite 
size also indicates an increase in porosity of the layer as is 
evident in previous reports by Yon et al.ll who have esti- 
mated the porosity by gravimetric measurements. 

Relative values of the surface work function for the 
samples of PS, prepared with different current densities, 
were estimated by retarding field diode measurements in ul- 
trahigh vacuum conditions. Relative assessment of this pa- 
rameter is emphasized because PS is not a pure single crystal 
with a unique band gap and there is a size distribution of 
nanocrystallites. Moreover, this material is constituted of 
more than one phase, i.e., microcrystalline and amorphous 
silicon. The electron beam diameter is approximately 1 mm. 
This would cover around 104 crystallites which is large 
enough for one to safely assume that the value of surface 
work function so obtained from our experiment is fairly an 
average value for the surface. The variation in the sample 
current with the retarding field for porous silicon samples, 
prepared with different anodic current densities, was used to 
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FIG. 4. Variation of work function with anodic current density determined 
from retarding field measurements. Inset shows the variation of In /, with 
the retarding voltage for (a) Gold (reference sample) and some PS samples 
prepared at anodic current densities, (b) 10 mA/cm2, (c) 40 mA/cm2, (d) 50 
mA/cm2, (e) 100 mA/cm2. 

measure the values of work function <j>. Inset of Fig. 4 shows 
a plot of In It as a function of retarding potential Vt for few 
samples of porous silicon, plotted along with that for gold 
chosen as a reference. The calculated values of work func- 
tion are plotted as a function of the anodic current density in 
Fig. 4. 

The effects are discussed in view of the existing models in 
literature with porous silicon. The variation in the work func- 
tion <fi can be thought to arise from three different reasons. 

(1) Anodic etching of crystalline silicon during the prepa- 
ration of PS involves hole dissolution. On account of this, 
the remaining material becomes less p type, causing the 
Fermi level to move towards the midgap. The value of the 
average work function should then show a decrease as shown 
in Fig. 5(a). 

(2) As a consequence of quantum confinement of the elec- 
tronic wave function, the band structure should get modified 
and consequently the band gap will increase. This is reflected 
as a blueshift in the peak position of the PL. Subsequently, 
the work function would show an increase as shown in Fig. 
5(b). 

(3) The crystalline silicon structure in the columnar mor- 
phology, in most probable cases, is covered by a complex 
silicon derivative containing Si-FL,,0-Si-H, and Si-Ox 

kinds of bonds. This would change the surface band structure 
and a totally new value of the work function may appear at 
the surface which may be different than the bulk. The work 
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FIG. 5. (a) Schematic of the proposed band diagram for the interface of PS 
with crystalline silicon as a result of hole dissolution, (b) Schematic of the 
proposed band diagram for the interface of PS with crystalline silicon as a 
result of quantum confinement, (c) Schematic of proposed band diagram for 
PS as a result of hole dissolution, quantum confinement, and presence of 
surface species. 
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FIG. 6. Plot of differential work function and change in the PL peak energy 
with anodic current density for PS. 

ment, the results should be in close agreement with the varia- 
tion of blueshift in PL. However, Fig. 6 shows that the rate 
of change of the work function, with the anodic current, is 
larger as compared to that of the PL peak energy derived 
from the PL measurements. In fact, actual PL peak energies 
will be lower than the band gap values by the exciton bind- 
ing and localization energies.18 On the other hand, if the hole 
dissolution effects are accounted, (f> should have shown a 
decrease. The observed variation in (f> therefore seems to be 
dominated by the molecular species having different chemi- 
cal structure than that of the bulk, in addition to the first two 
effects, as shown in Fig. 5(c). Figure 5(c) therefore depicts 
the proposed band structure of the surface of PS derived 
from the observed results. 

Presence of different silicon complexes is also supported 
by the infrared measurements. Table I presents the data ob- 
tained from the FTIR spectrum of PS which confirms the 
presence of Si-H, O-Si-H, and Si-O-Si complexes.19 In 
fact we have shown in our previous publication that presence 
of O-Si-H kinds of bonds on the surface of PS is favorable 
for improving the luminescence efficiency and its stability. 

It is worth citing here the references where in simple 
quantum confinement model alone has not been able to fit 
into the observed results. Kanemitsu et al.21 have compared 
the size dependent luminescence peak energy in surface oxi- 
dized Si nanocrystals with the theoretically derived band gap 
energy. The observed blueshift is negligible in comparison to 
the theoretical variation. Andersen and Veje22 have con- 

function would alter, either due to the different electron af- 
finity of the surface layer, or due to the presence of a dipolar 
space charge layer at the surface which causes the bands to 
bend. Figure 5(c) shows the combined effect of the above 
three assumptions. 

Each of these effects would certainly be affected by the 
anodic current density, since the pore density and the column 
dimension of nanocrystallite is decided by the current den- 
sity. If the variation in cf> is solely due to quantum confine- 

TABLE I. Data obtained from FTIR spectrum of PS. 

Wave number (cm ') 

460 
640 
835 
870 

1010-1160 
2100 

3420-3580 

Assigned bonds 

Si-O-Si bend 
Si-H bend 

Si-H2 wagging 
Si-H2 scissors 

Si-O-Si stretch 
Si-H stretch 
O-H stretch 
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FIG. 7. Variation of dark conductivity of PS samples prepared with different 
anodic current densities. 

eluded that the observed luminescence from their PS 
samples, prepared at various current densities, is of molecu- 
lar nature. 

Additional information about the surface layer was 
supplemented by the electrical resistivity and photoconduc- 
tivity measurements which was carried out by recording the 
planer /- V characteristics. Proper precautions were taken to 
ensure that the contacts were perfectly ohmic in nature and 
not rectifying, since in analyzing the photocurrent mecha- 
nisms in any semiconducting structure, it is important to dis- 
tinguish between the contact (including depletion layer) and 
volume effects, for example, diffusive transport. More so, 
especially in PS, this is of crucial importance because the 
nature and extent of contact is unknown. Ohmic contacts 
were therefore confirmed by varying the geometrical param- 
eters like separation between the electrodes as well as by 
varying the contact area. Moreover, the steady state condi- 
tions were ensured for eliminating the diffusion behavior. 
The surface resistivity was seen to increase as seen in Fig. 7, 
for the PS samples prepared by variation of anodic current 
from 5 to 100 mA/cm2. The photoconductivity remained ap- 
proximately identical in all the PS samples prepared with 
different current densities. The behavior of photoconductiv- 
ity was also identical to that obtained with a virgin crystal- 
line Si sample. The gain in photocurrent, defined by 
Ipc/Idc, is seen to increase with the increasing anodic cur- 
rent density, i.e. (decreasing crystallite size). This means that 

the photosensitivity increases with the decreasing crystallite 
dimensions. This effect is correlated to the decrease in the 
dark current alone, which is quite obvious, since the planer 
surface resistivity of porous silicon is mainly governed by 
the surface layer covering the crystallite columns of silicon. 
As has already been inferred from our work function mea- 
surements, the surface layer consists of complex silicon de- 
rivatives. The surface resistivity of this film ought to be high 
compared to the crystalline silicon, but lower than hydroge- 
nated amorphous silicon a-Si:H.23 Thus we may conclude 
that the surface layer is "intermediate" in properties and 
structure between a crystalline system and an a-Si:H like 
system. Similar conclusions have also been drawn by Burst- 
ein et al.24 from their surface photovoltage spectroscopy. 
The constant photocurrent can be explained on the basis of 
the absorption coefficient of PS. It has been reported25 that 
the absorption coefficient of PS is very small (~ 103 cm"' at 
500 nm), on account of which even at 500 nm, the penetra- 
tion depth of light is over 10 ^tm. The average thickness of 
the layer of PS was measured using the scanning electron 
microscopic imaging and was found to be 5-10 /urn. If we 
assume the nature of PS to be consisting of filamentary type 
of arrays, the thickness of the porous layer and therefore the 
columnar length was observed to be less affected by the cur- 
rent density. Consequently, the photoconductivity observed 
in PS is mainly a contribution from the crystalline bulk 
which remains unaffected. 

IV. CONCLUSION 

Summarizing, we find that the increase in the work func- 
tion with the decreasing crystallite size is much larger com- 
pared to what is expected if the blueshift in the band gap or 
the extent of hole dissolution is accounted. In conclusion, we 
have found that the surface electrical and electronic proper- 
ties of PS are largely governed by the complex molecular 
structure which covers the nanocolumnar arrays and pore 
walls. Our previous observations,19 in regards to the en- 
hanced PL in ion-irradiated porous silicon, had also revealed 
that the molecular complexes consisting of O-Si-H, 
Si-O-Si, and Si-H kind of species are important in control- 
ling the PL behavior of PS. 
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In order to monitor the end-point current during electrochemical etching, an analog to digital 
converter circuit aided by a personal computer has been setup. At the moment the lower part of the 
needle drops off during the etching process, a maximum current change across the reference resistor 
is detected by the PC interface card and the applied voltage is then cut off within a few milliseconds. 
Using these circuits to control the etching time, our experiment has been able to fabricate an 
ultra-sharp tip of -200 Ä radius with a higher reproduction rate and reliability than the conventional 
method.   © 1998 American Vacuum Society. [S0734-211X(98)07004-8] 

Many ways to fabricate ultra-sharp tips of various mate- 
rials for field emission have been devised such as electro- 
chemical etching,1 ion milling,2 chemical etching,3 and cath- 
ode sputtering.4 These techniques, however, can be used only 
for the preparation procedure, and an auxiliary step is needed 
to obtain an ultra-sharp tip and optimum aspect ratio near the 
apex region, both of which are controlled by microzone 
electropolishing.5 Recently, it has been reported that the oxi- 
dation process6 can be used to shape a tip radius accurately. 
In this brief communication, the fabrication of an ultra-sharp 
tip for the preparation of a field emission electron source has 
been studied as a one-step procedure. The etching power 
supply is computer-controlled together with the analog to 
digital converter (ADC) in the interface card. The etching 
current is monitored during the etching process, and the end- 
point etching time is determined by cutting off the power 
supply when the change of current across the reference re- 
sistor has a maximum value, which occurs at the moment the 
lower part of the needle drops off. This technique is prima- 
rily intended to control both the tip shape structure and the 
apex radius with good accuracy and reproducibility. Charac- 
teristics of tips prepared with this technique were evaluated 
by field ion microscopy of the tip geometric structure, 
current-voltage (/- V) characteristics, emission stability, 
and Fowler-Nordheim (FN)7 plots from field emitted elec- 
tron currents. We set up the electrochemical etching system 
so that the etching voltage can be automatically cutoff by a 
computer system when the lower part of the needle is etched 
to drop off. Figure 1 is a schematic diagram of etching cir- 
cuit. The power supply unit is controlled by the computer to 
provide a stable and accurate voltage. In this circuit, we can 
measure the etching voltage applied to the tip electrode with 
0.5 mV resolution and 0.1 ms period from two channels of 
the ADC. Figure 1 schematically depicts a tungsten electrode 
of 0.15 mm diameter and ring-type counterelectrode, which 
is made of 1 mm diameter copper wire with a ring diameter 
of 10 mm. After applying voltage to the tungsten electrode 
which is dipped 3 mm into electrolyte, we can see the etch- 
ing current in the reference resistor Rf. The shaping of the 
etched tungsten during the whole etching process through an 

optical microscope with 60 X magnification objective lens. 
Figure 2 shows the etching process of drop-off. The speci- 
men near the air-liquid interface region is etched faster than 
any other submerged region. When the lower section of the 
needle drops off, we observe the maximum change in etch- 
ing current across the reference resistor Rf. At that moment 
the voltage is switched off nearly instantaneously, in order to 
avoid further etching or blunting of the tip. After etching is 
finished the tip is rinsed in distilled water by using an ultra- 
sonic cleaner. With these circuits the power supply has been 
controlled by the computer to cut off the voltage automati- 
cally with a time delay between drop-off and switch-off of 
less than 0.1 ms. In this experiment, NaOH electrolyte solu- 
tion is employed, and the concentration of electrolyte solu- 
tions is varied from 1 to 3 N. 

Experiments have been performed to measure the geomet- 
ric structure and field emission properties of tips fabricated 
by the computer-controlled circuits. Figure 3(a) shows the 
plots of taper length versus applied voltages under NaOH 
electrolyte concentrations of 1, 2, and 3 N. Tip photographs 
for applied voltages of 2, 5, and 8 VDC at a fixed concen- 
tration of 2 N NaOH, and those for NaOH concentrations of 
1, 2, and 3 N at a fixed etching voltage of 5 VDC are shown 
in Figs. 3(b) and 3(c), respectively. In Fig. 3, we find that 
taper length is shortened as either the applied voltage or the 
NaOH concentration is increased. The taper length is varied 
from 250 to 170 /xm as the voltage increases from 2 to 8 
VDC for fixed 2 N NaOH electrolyte [Figs. 3(a)-3(b)]. The 

2N3055 
Rf = 10n 

Output 
0  to  +10V 

+3CVcc 

"Electronic mail: gscho@litholabl.kwangwoon.ac.kr FIG. 1. Schematic of the etching circuit. 
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FIG. 2. Etching process of drop-off. 

taper lengths with fixed 5 VDC are 220, 200, and 190 ^m for 
1, 2, and 3 N NaOH concentrations, respectively [Fig. 3(c)]. 
For the NaOH-2N concentration total etching time required 
for needle drop-off is measured to be 364.1, 340.9, and 308.2 
s for the applied voltage 2, 5, and 8 V, respectively. From 
these data the etching rate can be estimated radially to be 
about 0.2 yum/s since the etching time is about 350 s for half 
of the radius. Figure 4 shows a tungsten tip image obtained 
from scanning ion microscopy. It is shown that a smooth 
surface and well-formed cylindrical symmetry in the etched 
tip are achieved as shown in Fig. 4(a). The apex tip image is 

300 -i  ■ r   -■     i     '     i 1  1 •-  1 1     ' 

- 1 N ■ 

270- - 2N - 
.<—■* 

h - 3N 
-i ■ 

„c «.       ^^. 
O) 240- \          ^""\ - 
c .       \                             ^ 
<D ^v           \ ■ 

_l N.          #^ 

i— ^\^^""-^ ^^m. 
(!) 210- *\     *^^ 
O. ^~\^^ 
to ^ 
1- 

180- ~-»^^ 

~—A 

150- 1—1—1—■—1—'—1— 1 1      ' 1 I        ' 

(a) 

3 4 5 6 7 

Applied Voltage(V) 

(b) (c) 

FIG. 3. (a) Plots of taper length vs applied voltages under several concen- 
trations of NaOH electrolyte of 1, 2, and 3 N. (b) Photographs of tips etched 
at the applied voltages of 2, 5, 8, VDC for fixed concentration of 2 N NaOH. 
(c) Photographs of tips etched at the NaOH concentrations of 1, 2, and 3 N 
for fixed etching voltage of 5 VDC. 

FIG. 4. Image of a tungsten tip from scanning ion microscopy. 

shown in Fig. 4(b), where the radius of curvature of the tip is 
estimated and shown to be about 200 Ä. Even using various 
NaOH concentrations and several etching voltages, we have 
obtained field emission electrodes of ultra-sharp tip apex ra- 
dius of about 200 A by controlling the etching drop-off time 
with ms accuracy. In order to investigate the emission char- 
acteristics of an ultra-sharp tip, a simple experimental system 
is set up as shown in Fig. 5. The distance from cathode to 
anode is 0.5 mm, and the anode hole size is 0.13 mm. Also, 
a Faraday cup is located 10 mm downstream from the anode. 
We measured the beam current by Faraday cup, and recorded 
the emission current in the PC using the ADC. Figure 6 
shows the emission stability of the field-emitted electron 
beam at 2 X 10"5 Torr, which appears reasonably stable dur- 
ing 12 000 s of operation. The beam stability, Mil, is found 
to be less than 5% of the ~5 fiA total emission current at an 
extraction voltage of 700 V. The current-voltage curve of 
the field-emitted electron beam is shown in Fig. 7. The igni- 
tion voltage is about 300 V with an emission current of —10 
nA, and the current increases to 9 fiA with extraction voltage 
1.4 kV, as shown in this figure. With I-V measurements 
near the ignition voltage, Fowler-Nordheim (FN) plots can 
be drawn. The effective radius, reff, of the tip can be derived 
from the FN formula7 

3/2 / /     bcf> 
^=aexp  - — (1) 

Heating   P/S(5V,   3A) 

H.V  P/S(0  to  -2kV) 

Ceramic   Holder 

Filament 

Tungsten  Needle 

Faraday Cup 

ADC  to  Computer 

Molybdenum  Aperture 

ADC  to  Computer 

FIG. 5. Experimental system setup for investigating emission characteristics 
of an ultra-sharp tip. 
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FIG. 6. Electron beam stability emission current as a function of time. 

where a = 6.2X106A(fj,/<f>yi/2\fi+(t>rl + (akrtff)
2, b 

= 6.8X 107afcreff, in which a is the Nordheim image correc- 
tion term (—1), <f> is the work function of the tungsten tip 
(—4.5 eV), k is the form factor which depends on tip-anode 
geometry and emitter shape (k~5 for a large separation be- 
tween the tip and anode), fi is Fermi level, I is the total 
emission current, V is the extraction voltage, and A is the 
total emitting area. A FN plot of ln(//V2) versus 1/V is 
shown in Fig. 8, where the slope, -b<j>m, of a least squares 
fitting line is estimated to be about -7179. From this value, 
the effective radius reff has been measured to be -200 Ä. It 
is noted that this result is remarkably in good agreement with 
that of image size from the scanning ion microscopy. In sum- 
mary, an ultra-sharp tungsten electrode can be fabricated 
with good reproducibility and reliability by computer con- 
trolling the applied etching voltage. The etching process can 
be terminated within the time delay between tip drop-off and 
switching-off of less than 0.1 ms. Electrolyte employed in 
this experiment is usually NaOH, in which taper lengths of 
the tip are changed according to either the applied voltages 
or concentrations of an electrolyte. The etching rate, the 
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FIG. 7. Characteristics of current-voltage (I-V) measured emission currents 
at given extraction voltages. 
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FIG. 8. Fowler-Nordheim plot of data shown in Fig. 7. An effective tip 
radius of -200 Ä is calculated from the slope of the line. 

taper geometry and length of the tip are mainly influenced by 
the applied voltages and concentrations of the electrolyte, 
while the apex structure and tip radius are affected by delay 
time between tip drop-off and switching-off etching voltage, 
rather than the electrolyte. It is worth while mentioning that 
we can make an ultra-sharp tip with good reproducibility in a 
one-step etching process using computer-controlled circuits. 
The electron beam stability at 2X 10"5 Torr was measured 
to be within 5% for total emission current of 5 /u,A during 
12 000 s of operation. The ignition voltage was found to be 
about —300 V. In the FN plots obtained from 7- V emission 
characteristics, the effective tip radius is found to be —200 
A, which is in good agreement with the direct image size 
from a scanning ion microscope. Also, the etching rate is 
estimated to be 0.2 /im/s in this experiment. Here the drop- 
off etching time is computer-controlled to obtain an ultra- 
sharp tip with smoothing surface and well-defined cylindrical 
symmetry, by monitoring the abrupt change in etching cur- 
rent across the reference resistor. As soon as the lower part 
of the needle falls into the electrolyte, the etching voltage is 
cutoff by computer control to prevent further etching. Thus 
an ultra-sharp apex of radius —200 A is successfully fabri- 
cated throughout the experiments, with good reproducibility. 
Electrolyte concentration and applied etching voltage influ- 
ence the taper geometry and length. 

This work is partially supported by the Korean Ministry 
of Education through the Basic Science Research Institute 
Program (BSRI-96-2451). 
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Electrophysical characteristics and low-energy cathodoluminescence 
of vacuum fluorescent display and field emission display screens 

S A Bukesov,a) N. V. Nikishin, A. O. Dmitrienko, S. L. Shmakov, and J. M. Kimb) 

Saratov State University, 83 Astrakhanskaya Str, Saratov 410071, Russia 

(Received 19 August 1997; accepted 1 June 1998) 

Special methods are proposed to estimate the conductivity of a thin phosphor layer deposited onto 
the screen of vacuum fluorescent display and field emission display. Some phosphor compositions 
have been studied with the aid of these methods. The conductivity of screens has been found to be 
subject to the voltage applied to a display and to alter significantly under the influence of electron 
bombardment. Electron-induced conduction is considered as the main cause of the observed 
conductivity A correlation between some features of cathodoluminescence and electron-induced 
conduction has been revealed. Recommendations on how to calculate the optimal mode of display 
operation are given.   © 1998 American Vacuum Society. [S0734-211X(98) 13604-1] 

I. INTRODUCTION 

There are a number of special requirements to be speci- 
fied for the low-voltage cathodoluminescent screens of 
vacuum fluorescent displays (VFDs) and field emission dis- 
plays (FEDs), which operate in the excitation voltage range 
below 1 kV. The most important of these requirements con- 
cerns the necessity to provide charge removal from the 
screen through the phosphor layer, as the secondary emission 
coefficient is much less than 1 at low voltages.1 The problem 
of improving the conduction of phosphor compositions de- 
posited on such screens is therefore of practical significance. 

Of all the commercially available VFD and FED phos- 
phors, only ZnO:Zn (bluish-green) possesses a rather high 
conductivity (l(T6-l(r3 S/cm),2 but its application is very 
restricted by its chromaticity coordinates. The semiconductor 
phosphors used in multicolor screens of modern displays 
have low conductivities (10"14-1(T8 S/cm) and need a 
conductive (nonluminescent) additive that, unfortunately, re- 
duces the emitting fraction of the display screen. 

Usually, the conductivity of luminescent compositions is 
estimated by measuring the resistance of polycrystalline 
samples in vacuum. However, such values cannot be as- 
sumed to be equivalent to the screen of an actual display, as 
a consequence of processing steps (encapsulation, potting, 
pumping, getter sputtering, etc.), which follow deposition, 
and which most likely affect the electrophysical and lumi- 
nescent properties of the luminescent coating. 

In order to determine the optimum conductive additive 
content in phosphor compositions to optimize the perfor- 
mance of displays, we have worked out three methods for 
estimating the voltage drop across the phosphor layer. The 
conductivity of these layers has been estimated in actual 
VFDs and pilot samples of FEDs made by the Samsung Ad- 
vanced Institute of Technology (Korea) and R&D Volga In- 
stitute (Russia). 

a)Electronic mail: dmi3enko@scnit.saratov.su 
b)Also with: Samsung Advanced Institute of Technology, Suwon, Korea. 

II. EXPERIMENT 

The methods proposed are based on measuring the dy- 
namic parameters of an equivalent circuit of the VFD (FED), 
where the phosphor layer is represented by an extra resistor 
RL in the anode subcircuit. This seems correct as the thick- 
ness of the layer (about 10 /um) is much less than the anode 
plate-to-cathode distance and must not affect the field distri- 
bution in the display. Independent methods were employed 
to estimate the voltage drop across the phosphor layer. 

A. First method 

In a vacuum triode, due to the linearity of the equations 
describing the field distribution, the electron trajectories are 
unambiguously determined by the ratio of the anode and grid 
voltages: UJUg, E/as being the anode surface-to-cathode 
voltage, Ug the grid voltage. The current distribution ratio 
k = ja/jg (Ja being the anode current density, Jg the grid 
current one) is therefore an increasing function of one vari- 
able, UJUg, not of two separate ones, t/as and Ug. This is 
important as it enables one to extract valuable information 
from volt-ampere curves. 

At a sufficiently low current density, the voltage drop 
AU= Ua- t/as across RL is negligible, i.e., the anode surface 
and the background have the same potential, k measured un- 
der such conditions was accepted as the initial value k0. 

As the anode current density Ja is raised (at constant Ua 

and Ug), At/ increases, t/as decreases, and k decreases. Af- 
ter every increment of Ja we tried to restore the initial value 
k0 by means of increasing Ua, to compensate A17. This 
increment of anode voltage must be equal to AU at the cor- 
responding Ja. Volt-ampere curves were plotted. 

B. Second method 

The Ja versus Ug dependence is known to go through a 
maximum where Ug=U^. However, as At/#0, Ua will 
differ from Ug by this value which can therefore be calcu- 
lated by simple subtraction. Ja versus Ug curves were re- 
corded at several anode voltages (typical ones are presented 
in Fig. 1). 
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FIG. 1. Anode current as a function of grid voltage at several voltages 
applied to the anode: 1-10 V; 2-12 V; 3-14 V; 4-18 V; 5-20 V. 

C. Third method 

This method requires manufacturing special displays (ei- 
ther triode or diode) with both phosphor-covered and bare 
metal segments. Their volt-ampere curves were recorded. 
(Figure 2 shows typical ones for ZnS:Cu,Al with various 
ln203 content as the conductive additive.) The presence of 
the phosphor layer causes a shift towards higher voltages, 
equal to A U. 

The described methods enable the voltage drop across the 
phosphor layer to be determined at a given current density. 
We estimated the conductivity of the phosphor layer accord- 
ing to Ohm's law. 

The method of choice is generally governed by the design 
of a given display. The third method implies making special 
displays, which may prove inconvenient. In spite of the 
methods giving estimations only, they provide sufficient ac- 
curacy and good reproducibility. 

III. RESULTS AND DISCUSSIONS 

A number of VFDs with a green ZnS:Cu,Al-based phos- 
phor with varying ln203 content were studied to select the 
optimal content of the additive. Figures 3 and 4 show the 
dependences of the phosphor layer conductivity on the cur- 
rent density and anode voltage. Each of them has a mini- 
mum. 
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FIG. 2. Volt-ampere characteristics of cathodoluminescent screens with: 
1-bare metal segments and ZnS:Cu, Al phosphor with various contents of 
ln203: 2-5 wt %; 3-10 wt %; 4-15 wt %; 5-25 wt %; 6-30 wt %. 
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FIG. 3. Conductivity of phosphor layer of cathodoluminescent screen cov- 
ered with ZnS:Cu,Al phosphor with different wt % of ln203 as a function of 
anode current. 

As is seen from these figures, the position of this mini- 
mum is practically independent of current density and sub- 
ject to anode voltage only. The maximum voltage drop 
across the phosphor layer (70%-80% of the total anode volt- 
age) was observed for the sample without the additive. 

The initial decrease in conductivity (Fig. 4) is related to 
the small concentration of free carriers in the matrix. As the 
energy of the bombarding electrons rises, the conductivity 
increases. This effect is obviously due to electron-stimulated 
conduction in the matrix, as ZnS, like the majority of phos- 
phors, exhibits good cathodoluminescence. The location of 
the minimum, at which bombardment-induced charge carri- 
ers start to appear, depends on the anode voltage (Fig. 5) and 
correlates well with the cathodoluminescence threshold, also 
shown there. 
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FIG. 4. Conductivity of phosphor layer of cathodoluminescent screen cov- 
ered with ZnS:Cu,Al phosphor with different wt % of ln203 as a function of 
anode voltage. 
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FIG. 5. Influence of the ln203 content on the luminance threshold (•) and on 
the anode voltage at which the conductivity of the layer is minimal (■) for 
ZnS:Cu,M phosphor with different wt % of ln203. 
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FIG. 7. Conductivity of phosphor layer of cathodoluminescent screen cov- 
ered with Y202S:Eu phosphor with 10% ln203 vs anode voltage. 

This correlation confirms our supposition of electron- 
stimulated conduction of the phosphor itself, although such 
an effect in ln203 should also be taken into account. Owing 
to the similarity between cathodoluminescence and induced 
conduction, we suppose that the rate of rise of the electron- 
induced conductivity must correlate with the efficiency of 
cathodoluminescence. 

The described behavior is characteristic not only of sul- 
phide phosphors but also of Y202S:Eu based phosphors as 
well (Figs. 6 and 7). 

The results obtained were used to optimize the perfor- 
mance of displays. Figures 8 and 9 present brightness-power 
curves and the power distribution under several anode volt- 
ages. 

The power distribution is seen to be a strong function of 
the conductivity of the phosphor composition. For example, 
in the case of the ZnS:Cu,Al composition with a small 
amount of ln203 at low anode voltages and high current den- 

sities, a significant part of the power supplied is converted 
into heat in the phosphor layer, leading to a decrease in the 
screen brightness due to temperature quenching and to fast 
degradation of the screen. 

The use of the additive at the optimal content (20%-25% 
at £/a<200V) allowed us to lower working voltages. At- 
tempts to increase power at the expense of raising current 
density only have not provided the desirable efficiency level 
due to saturation.5 At higher working voltages, the amount of 
the additive can be decreased noticeably, and above 500 V it 
is not needed. 

Attention was paid to the power distribution as a function 
of the phosphor layer conductivity. This enabled improved 
estimations of the phosphor efficiency regardless of the 
working mode and design of a specific phosphor. The exist- 
ing values are obviously underestimated. 

In the absence of the additive, the optimal working mode 
of displays with ZnS:Cu,Al (the maximal efficiency and life- 
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FIG. 6. Conductivity of phosphor layer of cathodoluminescent screen cov- 
ered with Y202S:Eu phosphor with 10% ln203 vs anode current. 
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FIG. 9. Electron beam/supplied power ratio as a function of anode voltage at 
several wt % of ln203 in the phosphor composition. 

time) involves high (above 500 V) voltages and low current 
densities. 

The results obtained on VFD can be completely extended 
to FED screens. 

IV. CONCLUSIONS 

Up to 70% -80% of the voltage applied to the anode drops 
across the phosphor layer if made of a phosphor (such as 
ZnS:Cu,Al or Y202S:Eu) with a low conductivity without a 
conductive additive. The use of a conductive additive is 
obligatory for anode voltages below -500 V and not re- 
quired above this value. Electron-induced conduction plays a 
significant role in the electrophysical properties of phosphors 
under electron bombardment. The dissipated/supplied power 
ratio for the phosphor layer in displays can be calculated and 
used to estimate display performance. The optimal mode of 
display operation can be calculated for prescribed values of 
anode voltage and current density. 

Presented at the IVMC '97 Conference, Kyongju, Korea, 17-21 August 
1997. 
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Resistivity effect of ZnGa204:Mn phosphor screen on cathodoluminescence 
characteristics of field emission display 

Shin-Sung Kim, Sung Hee Cho,a) Jae Soo Yoo,a>'b) Sung Ho Jo, and Jong Duk Lee 
School of Electrical Engineering, Seoul National University, Shinlim-Dong San 51, Kwanak-Gu, 

Seoul 151-742, Korea 

(Received 18 July 1997; accepted 26 May 1998) 

The cathodoluminescent characteristics of phosphor screens excited by cold electrons from field 
emitter arrays can be influenced by the resistivity of the phosphor screen. The resistivity of 
ZnGa204-Mn phosphor screens was determined experimentally and the correlation between the 
screen resistivity and the luminance was obtained. Addition of W03 to ZnGa204:Mn phosphor was 
one way of controlling the resistivity, and subsequently the luminance. In field emission displays 
(FEDs), the resistivity of the phosphor screen gives rise to a voltage drop on the anode side and 
modifies the emission characteristics of emitters, which leads to a negative effect on the luminance. 
The luminance has been generally expressed as L= ^anode^anode• But with the resistivity of the 
phosphor screen taken into consideration, it should be expressed as L = 17/anode^phosphor • For either 

reason, the resistivity of the phosphor needs to be held as low as possible to get the maximum 
luminance out of FED. Experiments show that the resistivity of ZnGa204 :Mn phosphor is typically 
1010 Ü cm.   © 1998 American Vacuum Society. [S0734-211X(98) 11204-0] 

I. INTRODUCTION 

The selection of the operating voltage for phosphor 
screens is still controversial. No need for focusing and low- 
cost spacer technology are attractive features of low voltage 
field emission display (FED) construction, which have been 
demonstrated for 10 in. VGA displays.1 To date, there has 
been no report of color red-green-blue (RGB) phosphors 
with good color coordinates, and the development of low 
voltage phosphors equivalent to ZnO:Zn still remains a big 
challenge. 

High current densities are utilized to excite the phosphor 
in a low voltage FED to overcome the low luminous effi- 
ciency at low voltage excitation. Therefore, charge accumu- 
lation on the anode plate can have negative effects on the 
phosphor lifetime and the emission performance of field 
emitters. The solution to this problem may be found by un- 
derstanding the electrical performance of a phosphor screen. 

The resistivity of a phosphor screen depends not only on 
the phosphor but also the screen condition. Conductive ma- 
terials are added to the phosphor in some cases to increase 
the conductivity of the phosphor screen. In our previous 
works,2"4 metallic oxides such as W03, V205, and ln203 

were added to the ZnGa204:Mn phosphors to reduce the re- 
sistivity. Here, the resistivity of ZnGa204:Mn phosphor 
screens was determined through experimental measurements 
in a vacuum chamber. Cathodoluminescence (CL) brightness 
was also measured simultaneously. Finally, the effect of the 
resistivity of the phosphor screen on CL as well as emission 
current of field emitters are discussed. 

a)Also with: Dept. of Chemical Engineering, Chung-Ang University, 
Huksuk-Dong 221, Dongjak-Gu, Seoul 156-756, Korea. 

b)Author to whom correspondence should be addressed; electronic mail: 
jsyoo@cau.ac.kr 

II. EXPERIMENT 

ZnGa204:Mn powder phosphors were prepared and fur- 
ther treated by mixing with a wide band-gap material such as 
W03 to control the optical and electrical characteristics of 
phosphor screen. The anode current and conductivity of 
phosphor screens with different W03 weight percentages 
were measured. 

Indium-tin-oxide (ITO) coated glass, which is a good 
conducting material, was used as a reference to estimate the 
conductivity of phosphor screens. Four ZnGa204:Mn phos- 
phor screens and an ITO coated glass were mounted on a 
rotator located 2 cm away from the electron gun in a vacuum 
chamber. Use of a rotator makes it possible to characterize 
each sample under the same experimental conditions. 

Also, the ZnGa204:Mn phosphor screens were excited by 
a field emission array (FEA) in a vacuum chamber. The cor- 
relation between the emission characteristics of FEA and the 
resistivity of phosphor screen was examined. 

III. RESULTS AND DISCUSSION 

Figure 1 shows the bias dependence of the anode current 
for phosphors with various W03 contents. To obtain an an- 
ode current of 6.8 fiA, a bias voltage of 4 V is needed for the 
ITO sample while additional voltage (A V) of approximately 
20 V is needed for the screen with 0.2% of W03 weight 
percentage and about 40 V for the others. The effective re- 
sistance can be calculated by the relation, R = AV/I. 

By considering that the light-emitting area and the thick- 
ness of the phosphor are, in our system, (0.5)2 TT cm2 and 10 
/urn, respectively, the conductivity for each sample can be 
calculated as shown in Fig. 2. Typically, they are several 
lO"10!!"1 cm"1. 

To check the validity of this value, a sample was made 
with the phosphor layer sandwiched between two metal lay- 
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FIG. 1. Bias dependence of the anode current for ZnGa204:Mn phosphor screen with different mixing levels of W03. 
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ers. Aluminum with a thickness of 0.5 /mm was deposited on 
a silicon wafer by E-gun evaporation. Then phosphor was 
deposited electrophoretically on the Al, followed by another 
evaporation of Al with 0.5 /am of thickness. From the 
current-voltage (/- V) characteristic of this sample, the cal- 
culated resistance is 32.3 Mil. The top metal layer was 
(0.25)2 77 cm2 in area and the phosphor layer was 15 /im 

thick. So, we can estimate the conductivity of the sample to 
be 2.37Xl0"10fr1 cm-1. This gives the same order of 
magnitude for the conductivity obtained above. 

The conductivity increases as the W03 percentage is in- 
creased. It reaches its maximum at 0.2% by weight of W03 

and decreases at higher contents. A similar tendency is found 
when   CL  intensity  is  plotted   as  a  function   of W03 
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FIG. 2. Conductivity for ZnGa204 :Mn phosphor screen with different mixing levels of W03. 
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FIG. 3. Correlation between the conductivity and CL when the anode current is 4 fiA. 

percentage.3,4 Thus, as shown in Fig. 3, a strong correlation 
exists between the conductivity and CL of the phosphor. 
Modifiers such as W03 and V2Os are chosen generally be- 
cause these wide-band oxides are capable of providing a high 
concentration of positively charged oxygen vacancies. But 
what their role is with regard to oxygen vacancies and con- 
ductivity as a whole has not yet been clearly understood. 
Based on our experimental results, we suggest a plausible 
answer to this question. 

We start with the basic formula for conductivity, a 
= (e2/m*)nr, where T is the relaxation time, n is the free 
carrier concentration, and m* is the effective mass of elec- 
tron. As the percentage of W03 is increased, oxygen vacan- 
cies can be also increased along with the free carrier concen- 
tration. It was confirmed that free carrier concentration 
increases almost linearly with respect to oxygen vacancies. ' 
But the relaxation time, T, decreases as the oxygen vacancies 
increase, and more so when the oxygen vacancy concentra- 
tion is higher. Since the conductivity is given as a product of 
these two counteracting parameters, it should have a concave 
form when plotted with respect to the oxygen vacancies or 
W03 percentage. This would explain why we have the con- 
ductivity curve shown in Fig. 3 and see a good correlation 
between conductivity and CL of the phosphors studied. 

When a phosphor screen is employed in FED, the effect 
of phosphor resistivity becomes more evident. In FED, suf- 
ficient anode voltage (typically 400-500 V) is required to 
accelerate the electrons enough for substantial luminance and 
to direct most of the emitted electrons toward the anode 
where the phosphor target is located. But since there is al- 
ways an intrinsic resistance to phosphor screens, the surface 
potential of the phosphor screen VphosPhor is reduced from 

Vanode to Vanode-ImoAfJlphoSphor, where Vanode, /anode, and 
^phosphor denote anode voltage, anode current, and resistance 
of phosphor screen, respectively. The voltage drop across the 
phosphor screen also induces a decrease of Imoä& because a 
smaller portion of the emitted electrons are directed toward 
anode, again reducing the amount of the voltage drop. 
Through this process, 7anode and Vph0sPhor are determined. It is 
generally accepted that cathodoluminescence satisfies the re- 
lation, L=97/anodeyanode, where V is the efficiency of the 
phosphor. With the resistivity of the phosphor screen taken 
into    consideration,    it    is    properly    expressed    as    L 

~~ V* anode ^ phosphor • 
Figure 4 shows the anode current as a function of gate 

voltage for different values of phosphor resistance. As the 
resistance is increased, /anode is decreased. For resistance 
over 10 Mil, saturation of the anode current is observed. 
phosphor is calculated from the simple relation, Vphosphor 
= Vanode-/anode«phosphor- By multiplying /anode and Vph0sphor, 
we can see how the brightness is changed in terms of 
«phosphor and Vg as shown in Fig. 5. As the resistance in- 
creases, the luminance decreases for a given gate voltage and 
so does the width of the luminance curve. As the phosphor 
resistance increases, the maximum luminance decreases 
while the gate voltage required for that maximum luminance 
decreases due to the high resistivity of the phosphor screen. 
These data show how significant an influence the resistivity 
of the phosphor screen has on the emission characteristics of 
FEA. Figure 6 shows the CL patterns of the phosphor screen 
for different levels of anode current. First, the luminance 
increases as the anode current is increased, but for anode 
currents beyond 1 mA the pattern becomes darker from the 
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center. This is thought to be a direct manifestation of the 
resistivity effect. Since the area nearer to the center of the CL 
pattern has higher current density, it experiences a larger 
voltage drop. So darkening from the center is observed. 

IV. CONCLUSION 

When W03 was added to phosphor as a modifier, the 
luminance increased by 20%. By examining the dependence 
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FIG. 5. Brightness vs gate voltage for different values of phosphor resistance. Brightness was given in arbitrary unit and normalized with respect to the 
maximum brightness when R equals 10 Mfl. 
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FIG. 6. CL patterns when anode current is (a) 0.5 mA and (b) 1.5 mA. 
ZnO:Zn phosphor was used and anode voltage was held at 400 V. 

of anode current on bias voltage, the conductivity of 
ZnGa204:Mn phosphors with different W03 contents was 
calculated to be several 10"10H_1 cm"1. We found that 
enhancement of the luminance by incorporation of W03 into 
ZnGa204:Mn phosphors could be explained in terms of con- 
ductivity. 

The resistivity of the phosphor needs to be held as low as 
possible in order to reduce the voltage drop across the phos- 
phor screen and thus to get the maximum luminance out of 
FED. As we have some required level of luminance, an in- 

2090 

crease in phosphor resistance results in a narrow range of Vg 

for use and may subsequently restrict the design of FED 
systems. Also, direct evidence was presented that high cur- 
rent density operation of FED may cause low luminance due 
to the increased voltage drop across the phosphor screen. 
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Critical role of degassing for hot aluminum filling 
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The purpose of this work is to relate desorption studies on spin-on-glass with electrical data on via 
resistance and yield. This will allow for a more detailed understanding of the in situ degas process 
preceding hot aluminum filling. It is shown that the degas temperature and time need to be tuned for 
both physical and chemical water desorption. Insufficient degassing leaves the chemisorbed 
components unreleased and has a large impact on the electrical behavior of dense via structures, 
while the isolated ones are unaffected. More evidence for this density effect in the degas 
characteristic is provided by focused ion beam techniques. © 1998 American Vacuum Society. 
[S0734-211X(98)03104-7] 

I. INTRODUCTION 

In today's microelectronics considerable research is ex- 
ecuted in establishing hot sputtered aluminum (hot Al) as a 
robust and cost effective technology for contact and via fill- 
ing in the deep submicron region. Although first related lit- 
erature goes back to the beginning of the decade,1 vast ef- 
forts still continue in both new process2'3 and hardware 
development.4'5 They not only report on the actual Al sput- 
tering but also on the conformal deposition of mostly Ti- 
based wetting and barrier layers. Relatively few papers deal 
with the direct impact of degassing on the overall perfor- 
mance of the hot Al process. Degassing becomes particularly 
important with the introduction of spin-on-glasses,6 which 
are now widely used in the semiconductor industry as par- 
tially planarizing dielectrics between either the device and 
first metal level and/or as part of a multilevel metallization. 
One failure mode which occurs when spin-on-glass (SOG) is 
used is usually referred to as a "poisoned" via. This term 
attributes the electrical failure at the via to further outgassing 
from the SOG during the thermal cycle of the metal deposi- 
tion process. Today the poisoned via problem is still consid- 
ered to be one of the key issues in comparing the perfor- 
mance of advanced SOGs, besides their dielectric constant 
and planarizing capabilities.7 

Its exact failure mechanism however has never been de- 
scribed. Initial efforts to eliminate the problem were mainly 
empirical, prebaking the wafers and inserting them into the 
metal deposition system within a specified time.8 More pro- 
found desorption studies identified H20 as the main desorp- 
tion product9 and showed the time for a significant amount of 
reabsorption upon exposure to air to be in the order of 1 h.10 

It was concluded that a superior approach would be to com- 
plete the degassing bake in situ in the metal deposition sys- 
tem, if allowed by the processing equipment and throughput 
considerations. To our knowledge no data have been pub- 
lished since then relating specific degas parameters to elec- 
trical data on via resistance or yield. This article combines 
electrical results with quantitative thermal desorption studies 

a)Electronic mail: proost@imec.be 
b,Present address: Kyushu Institute of Technology, Center for Microelec- 

tronics Systems, 820-8502 Fukuoka, Japan. 

(TDS) by means of atmospheric pressure ionization mass 
spectroscopy (APIMS). This will allow for a more detailed 
understanding and optimization of the in situ degas process 
in order to eliminate the poisoned via problem. 

II. EXPERIMENT 

A. Material 

In this study SOG will be considered both in blanket films 
and integrated in double-level metal device wafers. In both 
cases a commercially available precursor, derived from a tet- 
raethylorthosilicate (TEOS)/alcohol solution, was spun in 
two sequences of 300 nm onto a 250 nm plasma enhanched 
chemical vapor deposition (PECVD) Si02 film. The cure 
cycle for each sequence consisted of 3 hotplate bakes in air 
at resp. 80, 150, and 250 °C, followed by an 02 plasma 
treatment. Finally a 450 °C anneal was carried out for 70 
min in 02. 

For the blanket films the SOG was left uncapped, without 
any further patterning. These films were used for the 
APIMS-TDS desorption studies. For the device wafers, used 
for the electrical evaluation, additional processing was done 
in order to define via test structures, as shown schematically 
in Fig. 1. Conventional /-line lithography and plasma etching 
was used to define the vias, with bottom size of 0.4 /xm. 
After wet and dry stripping the vias were left open for sev- 
eral weeks, enabling the exposed SOG at the sidewalls of the 
via to reabsorb H20 from the clean-room environment (rela- 
tive humidity 45% at 22 °C). For the metal deposition a 
Balzers CLC9000 cluster tool was used, which allowed for 
an in situ degassing, sputter cleaning, conventional Ti/TiN 
and Al(0.5 wt % Cu) sputtering without vacuum break. The 
base pressure for this system was 10""8 Torr, both in the 
process chambers and the transport module. For the second 
metal level a 50 nm Ti wetting layer was sputtered at 300 °C 
before the actual deposition of 850 nm Al(Cu) at a chuck 
temperature of 500 °C. During the hot Al(Cu) sputtering part 
of the Ti wetting layer was transformed into TiAl3. All pro- 
cess parameters in the cluster tool were kept constant 
throughout this study, except for the degassing. Details of the 
exact degassing process will be discussed below. Finally the 
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Ti/TiN (20/60 nm) 
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Ti/TiN (30/80 nm) 

PECVD Si02 (300 nm) 

FIG. 1. Schematic cross section of the double level metal device wafers. 

device wafers were passivated with 1 /zm of PECVD SiN 
and annealed at 420 °C for 30 min. 

B. Analysis 

In the degas chamber of the cluster tool the wafer is 
heated under vacuum conditions by thermal radiation from 
several halogen lamps, with a total available power of 2.6 
kW. No backside Ar is used. The chamber is connected to a 
turbomolecular pump with a pumping speed of approxi- 
mately 100 //s. During degassing the wafer is positioned a 
distance away from the wafer table block by individual 
quartz pins. The absence of a direct contact with the wafer 
table clearly improved the within-wafer uniformity and 
wafer-to-wafer reproducibility by minimizing the memory 
effect from this additional radiation source. It also allows for 
degassing from the backside of the wafer. After degassing 
the wafer is transferred directly under vacuum for subsequent 
processing. 

For the detailed desorption studies, thermal desorption 
spectroscopy (TDS) measurements were carried out on blan- 
ket SOG films in a separate, commercial single-wafer rapid 
thermal annealing tool (RTP), connected to an atmospheric 
pressure ionization mass spectrometer (VG Trace+ APIMS). 
The RTP used in this study (AST SHS2800 Epsylon) has a 
rectangular quartz tube, and the wafer temperature is mea- 
sured and controlled by a thermocouple molded in a small 
SiC sheath in contact with the wafer backside. The actual 
wafer temperature had been calibrated with a wafer with a 
thermocouple embedded at the wafer center. This setup per- 
mits a wide range of temperature control from about 50 to 
over 1000 °C. In our TDS experiments, the wafer tempera- 
ture was raised at a constant heating rate. Semiconductor- 
grade nitrogen gas, purified with an active-type purifier, was 
used as a carrier gas. The ambient gas inside the chamber 
was sampled and diluted, and then introduced into the 
APIMS system. The blanket SOG wafers were kept in the 
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FIG. 2. Total pressure during resp. 180 and 60 s degassing of a device wafer. 
Included is also the degas characteristic for a blanket wafer coated with 300 
nm PECVD Si02. The degas temperature is nominally at 380 °C. 

RTP chamber for a sufficiently long time to reach the back- 
ground water level (a few ppb). The total water content in the 
sampled gas was determined from signals at masses 18 and 
19, through calibration with the help of a standard gas gen- 
erator. The metrological details will be reported elsewhere. 

III. RESULTS AND DISCUSSION 

A. Desorption 

We first focus on the in situ degas characteristics in the 
cluster tool. The degas process was developed as a three-step 
process, in order to provide the highest possible temperature 
stability. In the first step the full lamp power is used to raise 
the wafer temperature to the desired temperature as rapidly 
as possible. The second step with reduced power is included 
to limit the overshoot and finally the temperature is main- 
tained constant around 380 °C for the bulk of the process. It 
should be noted that this process development relied on em- 
bedded thermocouple measurements on bare Si wafers. The 
actual temperature-time characteristic of coated and struc- 
tured wafers during degassing may still be different (e.g., 
TiN refractory layers having a higher thermal absorbance 
compared to Si). Using this specific process the total pres- 
sure during 180 and 60 s of degassing for a device wafer 
(with exposed vias) is shown in Fig. 2. Its most striking 
characteristic is the appearance of two distinct peaks during 
degassing for 180 s, whose origin will be discussed later. 
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FIG. 3. Thermal desorption measurements on blanket SOG wafers. 

Since no further spectroscopic analysis could be done di- 
rectly on the degas chamber, a more profound TDS study 
was executed in the RTP system on the blanket SOG films. 
Upon heating to 700 °C the primary peaks observed are 
H20, with major mass peaks at 18 and 19. Many satellite 
peaks, originating from water and water-nitrogen complexes 
are also observed. Other peaks were confirmed at 16 and 29, 
which were attributed to CH4 and C2H5. Based on the reac- 
tion to form the SOG, a preconception might indeed be to 
see some of the solvent and organics which participate in the 
reaction, in addition to the expected water molecules. 

In the next step the H20 concentration was measured as a 
function of temperature, using three different ramping rates. 
This allows for a further distinction between the different 
water desorption mechanisms, each occuring at a specific 
temperature. For each ramping rate a separate blanket SOG 
wafer was used. Figure 3 shows the obtained TDS spectra for 
ramping at resp. 1 and 4 °C/s. At least three distinct peaks 
can be identified. In the case of the lowest ramping rate 
(1 °C/s), the first peak (a) locates at 192 °C. The second (ß) 
and third (y2) are respectively at 355 and 631 °C. A smaller 
peak (y^ is present between ß and y2. The higher ramping 
rates shift the peaks towards higher temperatures. Table I 
summarizes the apparent Arrhenius parameters for the differ- 
ent water desorption mechanisms, as obtained by the kinetic 

J 

treatment given in the Appendix. The small frequency fac- 
tors suggest the contribution of (re)adsorption, especially at 
lower temperature. 

Judging from the low peak temperatures and since no pre- 
heating was executed before the actual TDS analysis was 
started, a water can reasonably be attributed to physisorbed 
water. The observed Ea value (23 ±2 kJ/mol) is almost half 
of the enthalpy of water vaporization (40.7 kJ/mol) which 
corresponds to the strength of one hydrogen bond. This sug- 
gests that a water molecules loosely bond to each other and 
to surface silanol groups in the SOG. 

The activation energy for the desorption of ß water (55 
±17 kJ/mol) is slightly higher than the heat of water adsorp- 
tion. This water is generally assigned to tightly, hydrogen- 
bonded water, where one water molecule is known to be 
released from two silanol groups:11 

= Si-OH ... H20 ... OH-Si= -► 2=Si-OH+H20. 

The observed Ea value is fairly consistent with the hydroxyl- 
water bonding energy (>60 kJ/mol).12 The ß desorption re- 
action may be accompanied by the formation of distorted 
siloxane, through hydrogen bonding of the silanol groups.13 

Further reduction of these near-neighbor silanols may then 
give rise to additional water desorption: 

= Si-OH ... H20 ... OH-Si= <-► =Si-OH ... OH-Si=+H20 

=Si-OH ... OH-Si= -> =Si-0-Si=+H20. 
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TABLE I. Apparent Arrhenius parameters of water desorption. 

Water A0 (s-y Ea (kJ/mol) Assignment 

7i 
72 

5.1 
6.0X 102 

2.5 X104 

1.4X1010 

23 ±2 Physisorbed water 
55 ±17 Tightly hydrogen-bonded water 
89 ±1 Hydrogen-bonded silanols 

202±18 Isolated silanols 

aIf second order, unit is different. 

Since the latter is an activated process, it will also occur 
independently at higher temperatures. Hence yx water can be 
assigned to this process, where the observed activation en- 
ergy (89 ±1 kJ/mol) is fairly in agreement with the one re- 
ported by Tompkins and Deal (80 kJ/mol).14 

Finally y2 water is attributed to the direct condensation of 
H20 out of isolated silanols: 

=Si-OH+OH-Si= -► =Si-0-Si=+H20. 

The very high activation energy of 202±18 kJ/mol is con- 
sistent with the heat of metal-oxide hydroxylation by 
water.12 This process requires still higher temperatures, 
above the ones normally used in integrated circuit metalliza- 
tion (500 °C). Therefore this desorption reaction will not 
contribute to a possible poisoned via problem. 

Finally we can apply the previously obtained kinetic data 
to discuss our actual in situ degas process in the cluster tool 
(cf. Fig. 2). Assuming isothermal annealing and solving 
simple rate equations [(Al), see the Appendix] with the val- 
ues listed in Table I, we can calculate the residual amount of 
each type of water as a function of degas time and tempera- 
ture. Results are shown in Table II. At our actual degas tem- 
perature of 380 °C, 60 s is sufficiently long to remove most 
of the physisorbed (a) water. On the other hand almost 25% 
of the tightly hydrogen-bonded ß water is still retained and y 
water cannot be removed substantially. By prolonging the 
degas time to 180 s, the ß water is almost fully released, 

TABLE II. Results of kinetic simulations of isothermal degassing. 

Temp (°C) Time (s) Water Water retained 

300 

380 

500 

60 

60 

180 

60 

180 

a" 10% 

ßb 70% 

r.b 99% 

aa 1.5% 

ß' 23% 

nb 89% 
aa 0% 

ß* 1.3% 

r,b 70% 

T2b 100% 

aa 0.03% 

ß* 0.1% 

r,b 22% 

72 

7>b 

72 

19% 
95% 

aFirst order and 
bsecond order are assumed. 
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while yx desorption starts to become significant. Despite the 
experimental difference between the APIMS-TDS measure- 
ments and the in situ degas process in the cluster tool, we 
believe that concerning the different desorption mechanisms, 
the same conclusions hold. In fact, the desorption rate esti- 
mated from isothermal desorption data (at 400 °O10 ppm 
= 1.7X10"3 cm3/s=4X10-5 Torr for an effective pump- 
ing speed of 301/s) is fairly comparable to the degassing data 
obtained in the cluster tool from a device wafer with open 
via structures (4 to 5X 10"5 Torr, cf. Fig. 2; note that the 
contribution of PECVD Si02 was shown to be negligibly 
small). This suggests that almost all the a- and /3-absorbed 
water inside the SOG layer is released through the via holes. 
Therefore we can get more insight in the origin of the double 
peaked degas characteristic of Fig. 2 by referring back to our 
APIMS-TDS analysis. The first peak relates to physisorption 
(a-water), which requires only moderate heating in vacuum. 
Although the degas temperature is also sufficiently high to 
desorb the tightly, hydrogen-bonded water (ß water, cf. 
Table II), care should be taken for explaining the second 
peak. Desorption kinetics only predict an exponential decay 
during isothermal annealing. Indeed, when a blanket SOG 
wafer was isothermally annealed at 400 °C in the TDS sys- 
tem, the initial water concentration showed an exponential 
decrease, the decay constant (2.5X 10"2 s_1) being consis- 
tent with the value predicted from the previous kinetic data 
(2.1 X 10"2 s_1). One possible reason for the double peaking 
is temperature instability during the in situ degas process, as 
a continuous temperature increase indeed produces desorp- 
tion peaks (cf. Fig. 3). Although the actual wafer temperature 
was confirmed to be almost constant in the case of bare Si, 
device wafers can still have very different optical properties, 
resulting in a slower temperature rise or temperature insta- 
bility. Moreover the formation of intermediate products from 
water should be pointed out as well. If primary (a)water 
could be trapped tightly on, e.g., metal oxide in the bottom of 
the via hole, the rather long lifetime of these intermediate 
products can result in a delayed desorption of the ß water. In 
any case, judging from the actual degas temperature, both a 
and ß water are undoubtedly released during 180 s of degas- 
sing. More distinct peaks, originating from significant de- 
sorption of y water, were not observed because of the too 
high temperatures involved. In our future discussions we will 
denote the desorption of a and ß water as resp. physisorp- 
tion and chemisorption, although the latter may not be fully 
appropriate to describe the release of tightly bonded water, 
double hydrogen bonded to two silanols. 

B. Electrical evaluation 

Based on the results of the desorption study, we identified 
the total degas time as most critical parameter, necessary for 
both sufficient physical (a) and chemical (/?) desorption. 
For the electrical evaluation, our standard 180 s degas pro- 
cess was therefore compared directly to a degas process with 
exactly the same parameters but with a reduced degas time of 
only 60 s. Figure 2 shows that this mainly releases the phy- 
sisorpted a water, since no second peak could be observed. 
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FIG. 4. Statistical distribution of single via resistances, as measured on 0.4 
/im isolated Kelvin structures. The dots represent only 20% of the total 
amount of measurements. 

This also agrees with the kinetic simulations of Table II. The 
electrical measurements were executed on both isolated 
Kelvin structures and via chains. While the first consist of 
only one single via, the latter include several arrays of dense 
vias, with a spacing of no more than 3 /mi. Hence these via 
chains not only improve the statistical significance of yield 
numbers, but also allow for identifying possible density ef- 
fects. 

The typical layout of our standard via test chain can be 
described as follows. The total amount of vias included is 
50 000 and the total chip area occupied is in the order of 1 
mm2. Intermediate connections for the electrical measure- 
ment of chains with 10, 100, 1000, and 10 000 vias are avail- 
able as well. The main chain direction is horizontally, with 
chains from 10, 100, and 1000 vias all extending on the 
lower edge. To include one more horizontal array of vias, a 
connection is made alternately at the right and left edge. This 
then results in chains with 10 000 and 50 000 vias. The bot- 
tom dimension of all via structures was 0.4 fjm. For each of 
the degas conditions (60 and 180 s) two identical wafers 
were processed, resulting in a total of 100 individual mea- 
surements for each electrical structure. 

The statistical distribution of single via resistances, as 
measured on 0.4 fxm isolated Kelvin structures, is repre- 
sented in Fig. 4. No significant difference could be observed 
between the 60 and 180 s degas process, neither on the indi- 
vidual via resistance nor on the yield (considered on 100 
individual vias). One should notice that "yield" has here its 
general meaning of the percentage of a population satisfying 
a predefined resistance specification. For an individual via 
resistance this is typically set at =£3 fl/via. 

For the chain structures, the statistical distribution of the 
average via resistance, as measured on chains with resp. 100, 
1000, 10 000, and 50 000 vias, is shown in Fig. 5. There 

seems again to be no difference between the two degas pro- 
cesses for the yield measured on the 100 and 1000 via 
chains. However a large decrease in yield is observed for the 
60 s degas process when considering the 10 000 and 50 000 
via chains. While a factor 10 increase when going from 100 
to 1000 vias did not change the yield number, an additional 
factor 10 when going from 1000 to 10 000 vias resulted in a 
detrimental value of less then 50%. This sudden yield loss is 
believed to be unusually large to be caused only by the in- 
creased number of vias in the chain. No such drastic yield 
decrease was observed for the 180 s degas process. Therefore 
the yield loss for the 60 s degas process is attributed to an 
additional density effect, introduced by the typical layout of 
our standard via chain. It is indeed very striking that this 
severe yield loss for the 60 s degas process occured specifi- 
cally for the 10 000 via chains, i.e., the first intermediate 
chain including "nonedged" vias. For the 100 and 1000 via 
chains, only relatively isolated vias were included, all lo- 
cated at the edge of the test structure. This density effect in 

' combination with an insufficient degas turns out to affect the 
hot Al filling process to a large extent. To our knowledge 
very little has been published before concerning this struc- 
ture dependence of the poisoned via problem.15 Instead the 
problem has often been described as the "random occurrence 
of high via resistances."10 

One more additional check for the observed density effect 
would be to measure a horizontal array of 1000 vias in the 
bulk of the test structure. Since no suitable bonding pads 
were available on the standard design, additional pads were 
fabricated with focused ion beam (FIB), using standard chip 
repair techniques. As a reference additional connections were 
made as well on the top and lower edge of the structure. 
Three chips were treated like this. Of these nine additional 
"bulk chains" four showed a clear electrical failure through 
a nonlinear 7- V characteristic, while all six reference ''edge 
chains" behaved completely ohmic (constant resistance 
within the applied voltage range). Although this manual 
method practically does not allow for a full statistical pic- 
ture, our additional measurements do provide more evidence 
for a density effect in the electrical behavior when perform- 
ing an insufficient degassing step. It will be shown now that 
this may be correlated with the mean free path of desorbing 
H20 molecules in the different process chambers of the clus- 
ter tool. 

As mentioned above the 60 s degas process is insufficient 
to fully remove the absorbed ß water from the SOG. How- 
ever after the actual degas process the wafer is still kept 
inside a vacuum environment and will be barely allowed to 
cool down before the deposition of the Ti wetting layer. 
Therefore the remaining H20 (mostly ß water) will still de- 
sorb when arriving for Ti deposition (in our setup typically 
60 s after the degassing). The wafer is then kept at an addi- 
tional 30 to 60 s inside the Ti chamber before the actual 
sputter deposition (at 300 °C), to allow for gas and tempera- 
ture stabilization and to undo possible nitrification of the 
target. However, although during degassing the vacuum en- 
vironment is in the order of 10~5 to 10~6 Torr (and during 
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FIG. 5. Statistical distribution of the average via resistance, as measured on via chains with 100, 1000, 10 000, and 50 000 vias. The dots represent only 20% 

of the total amount of measurements. 

the subsequent transport in the order of 10-8 Torr), the pres- 
sure is significantly increased during Ti deposition to 3 to 
4X 1(T3 Torr due to the inlet of both backside and process 
Ar gas. This accordingly decreases the mean free path of 
water molecules from the order of meters towards millime- 
ters, so that it actually becomes of the same magnitude as our 
via-chain test structure. Note that, according to cosine law, 
the water molecules that are released from the sidewall of the 
via (where the SOG is exposed) are most likely recaptured at 
the opposite sidewall. So the mean residence time could very 
well be longer than that predicted by desorption kinetics. 
Once the water molecules are released outside the via, they 
will be scattered and captured on the wafer surface. In view 

of the reduced mean free path inside the Ti chamber, this 
process will create a gradient in partial pressure (or surface 
water concentration) over the via structures upon desorption, 
with the highest pressure values in the most dense regions. 
This may locally prevent the ß water from fully desorbing 
and hence may contaminate the deposited Ti in the dense 
regions, which is known to negatively influence the subse- 
quent hot Al(Cu) filling.16 At the more isolated edges the 
lower partial pressure may still allow for a sufficient desorp- 
tion, resulting in a perfect hot Al(Cu) fill. We speculate that 
once the Ti deposition is completed no more harm is to be 
expected from incomplete degassing. This is opposite to the 
common belief in industry that the Al may be pulled out of 
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for different water desorption mechanisms (cf. the Appendix). 

the via by SOG outgassing during the high temperature 
deposition itself. A more crucial parameter in the case of 
incomplete degassing may be the delay time between the 
degas process and the Ti deposition. In order to avoid any 
irreproducibility neither from hardware limitations nor from 
density effects, the degas process should therefore be tuned 
directly to allow for both physical and chemical desorption. 

IV. SUMMARY 

In this work we combined desorption studies and electri- 
cal results to gain a better understanding of the poisoned via 
problem. It was shown that a 180 s degas process at a nomi- 
nal temperature of 380 °C was sufficient to release both the 
physisorbed and chemisorbed water from the SOG. The lat- 
ter was identified by means of APIMS-TDS as tightly 
bonded water, double hydrogen bonded to two silonal 
groups. Slight process modifications, like the use of Ar back- 
gas to improve the heat transfer,17 may still reduce the over- 
all degas time. 

Insufficient degassing, leaving the chemisorbed water un- 
released inside the SOG, may then be the result of either a 
too low temperature or a too short degas time. We showed 
the latter to have a detrimental impact on the electrical yield 
of large, dense via chains, while the resistance of isolated 
structures was unaffected. This density effect was attributed 
to a continued desorption during the first minutes of further 
processing in the cluster tool after the actual degas process. 
Since during the actual deposition of the wetting layer, the 
vacuum decreased by several orders of magnitude, the large 
decrease in mean free path for H20 molecules will generate 
a pressure gradient, preventing the H20 from fully desorbing 
in the most dense regions and hence locally contaminating 
the Ti wetting layer. Further evidence by means of FIB tech- 
niques for this density effect in the SOG degas characteristic 
also suggests that in general care should be taken in the 
interpretation of yield results obtained from large chainlike 
test structures. 
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APPENDIX 

The rate of water release can be written as 

dC 

dt 
= kd-C

n=A0-C
n-exp 

E 

RT (Al) 

where C is the concentration, t the time, kd the rate constant, 
A0 a pre-exponential factor, Ea the activation energy, and 
RT having its usual meaning. At a fixed carrier gas flow rate, 
the TDS signal intensity is proportional to the reaction rate. 
The temperature is changed linearly with time, so T= T0 

+ ß.t. In the case of a first order reaction (n = 1), the dif- 
ferential of Eq. (Al) is equal to zero at a peak temperature 
Tp, which results in 

In ß 
= ln 

R.A 1 

-pi \    —a   i        \ -■ l     + p 

In the case of a second order reaction, we obtain 

In 
ß 

= ln 
2.R.A0.C, 1 

(A2) 

(A3) 

Therefore, Ea/R is calculated as the slope of Va(ß/Tp vs 
llTp .This slope is independent of the reaction order. If free 
readsorption takes place, adsorption is not an activated pro- 
cess, making Ea identical to the heat of adsorption. Figure 6 
shows the plots of ln(jß/7^) vs \ITp for different types of 
absorbed water. Fairly good linearity is confirmed. 

In the case of first order reactions, the pre-exponential 
term A0 is obtained by substituting Ea into Eq. (A2). For 
second order reactions, we need to know the surface concen- 
tration at the peak temperature (Cp). When the peak is sym- 
metric and the initial C = l, which is indeed assumed for 
most of high temperature TDS experiments on hydrophilic 
silica surfaces (like SOG), Cp=0.5. Therefore, Eq. (A2) can 
be used as well to estimate A0 for n = 2. 
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A new method for obtaining force-distance curves using scanning force microscopy is suggested. 
The theoretical justification for this method is discussed. The method, involving frequency domain 
measurements of cantilever motion, is predicted to provide improved force data using standard 
single point measurement of the cantilever deflection. Shortcomings of the standard Hookian model 
that are alleviated by our model are discussed. Spectroscopic information and knowledge of the 
applied force during intermittent contact mode imaging are shown to be more appropriately 
determined using the new method.   © 1998 American Vacuum Society. [S0734-21 lX(98)03304-6] 

Recent experimental advances in scanning force micro- 
scopes (SFMs)1-5 have prompted us to reassess the basic 
assumptions underlying current theoretical models used to 
convert experimental SFM data into useful microscopic 
physical quantities.6-11 These models are built upon the as- 
sumption that the cantilever-tip assembly behaves as a me- 
chanical simple harmonic oscillator (SHO). A system prop- 
erly described by these models cannot naturally vibrate at 
more than one frequency. 

The SFM community is aware of the fact that multiple 
vibrational frequencies are excited during standard SFM op- 
eration. As a case in point, Fig. 1 shows experimental data of 
the free oscillation of a commercially obtained SFM cantile- 
ver. Clearly, more than one frequency is present in the sys- 
tem precluding generalized application of the SHO theory. 
Given this situation, it is not appropriate to obtain forces 
from measured displacements of a SFM cantilever using 
Hooke's Law (F=— kAz) unless it is known a priori that 
the system contains no vibrations above the first resonance. 

Previous authors have dealt with the motion of the canti- 
lever at high frequencies. For example, Chen et al.& studied 
the natural oscillations of a cantilever with no force of inter- 
action between the tip and surface. Hirsekorn et al.4 studied 
the motion of a cantilever with the tip attached to an ultra- 
sonically excited surface. In both cases, good agreement be- 
tween theory and experiment was found. The motivation for 
these studies lies in the general concern that high frequency 
modes present in the oscillation of the cantilever nullify the 
utility of the SHO theory in the analysis of SFM data. 

A natural consequence of this state of affairs is that the 
true force-distance curve cannot be obtained by simply mul- 

a'Electronic mail: f_zypman@cuhac.upr.clu.edu 
b'Electronic mail: sje@po.cwru.edu 

tiplying measured cantilever displacements by some previ- 
ously determined spring constant. In order to solve this prob- 
lem, we propose an alternative method utilizing 
measurement of a resonant frequency of a cantilever loaded 
by a tip-sample force. As the tip-sample distance varies, 
this frequency changes.12 This phenomenon is used in a 
qualitative way when imaging in noncontact mode and has 
been shown to be useful quantitatively in obtaining force- 
distance curves outside the snap-to-contact region.13 We will 
show, theoretically, how to extend the use of this frequency 
shift to obtain a better and more complete force-distance 
curve than that provided by the SHO theory. 

Figure 2 shows a diagram of the geometry relevant to the 
following discussion. Typical SFMs measure the shape of 
the cantilever, u(x,t), at one x position near the free end of 
the cantilever. We assume the cantilever is rigidly attached at 
one end so that at x = 0 no translation or rotation occurs. At 
the free end, x = L, the cantilever is loaded with a vertical 
force, F. The function, u(x,t) is obtained from 

El d4u(x,t)     d2u(x,t) 

~p~Ä     dxA d? 
= 0 (1) 

together with the above boundary conditions. In this equa- 
tion, E is the Young's modulus, A is the cross-sectional area, 
/ is the geometric moment of inertia of this area, and p is the 
linear density. Note that we have accounted for the tip- 
sample force in the boundary conditions. 

Since the vibrations in typical SFM work are small, i.e., 
u(x,t)/L<l, the tip probes a small region of the force- 
distance curve.14 So it is reasonable to write the tip-sample 
force as 

F(d,t) = Fs(d) + G(d)Au(L,t), 
(2) 
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Time (us) 

FIG. 1. Free oscillation of a 200 /xm thick legged Nanoprobe® Si3N4 mi- 
crolever recorded using a Park Scientific Instruments Autoprobe CP. The 
oscillation was recorded with a digital oscilloscope just after the tip snapped 
off the surface (a polished piece of brass). The presence of modes higher 
than the fundamental is indicated by structure and asymmetry in the decay- 
ing sinusoid. 

1     fT 
d=-      u(L,t)dt,     T= period of oscillation, 

T Jo 

where d is the average separation between tip and sample, Fs 

is the average force, G is the slope of the force-distance 
curve at separation d, and Au = u(L,t)-us(L). Note us(x) 
is the curve which describes the static deflection of the can- 
tilever solicited by Fs. The vibration of the cantilever at the 
free end, u{L,t), is referenced to this static curve yielding 
Au(L,t). 

The form for F given above is reasonable only if the 
average velocity at which the sample approaches the tip, 
(d/dt)d, is small compared with the instantaneous velocity 
due to oscillations present in the cantilever, (d/dt)Au. To 

SAMPLE 

FIG. 2. Geometry of a cantilever oscillation, u(x,t), about its equilibrium 
deflection shape, us(x). The cantilever is a rectangular bar. The tip-sample 
separation distance, d, is taken as a time average over several periods of the 
cantilever. 

make this point clear, consider a scenario in which the can- 
tilever is excited in its lowest resonant mode. For a flimsy 
cantilever this corresponds to approximately 10 kHz. Typi- 
cally one data point is collected each millisecond. The can- 
tilever will oscillate ten times during that interval. So one 
can study the motion of the cantilever at a particular tip- 
sample average separation as if that separation were con- 
stant. Therefore both Fs and G are slowly varying implicit 
functions of time as compared with u(x,t). This means that 
the path traced out by the tip of the cantilever as it ap- 
proaches the sample surface is the superposition of the con- 
ventional force-distance curve and a set of high frequency 
vibrations, u(x,t) due to resonant oscillations of the cantile- 
ver. Since (d/dt)d<(d/dt)Au, we are able to make the sub- 
stitution Aw = Ad in Eq. (2). Implied in this substitution is a 
time average of the tip-sample spacing as is evident from 
the definition of d given in Eq. (2). To obtain the commonly 
reported force-distance curve, it is then necessary to inte- 
grate Eq. (2), as is common practice in SFM resonance 
methods,15 

After some substantial calculation, it is found that the 
resonance frequencies for the cantilever under consideration 
are given by 

J n 
El 

AtrpAU 

1/2 

£2, n = 0,l,2..., 

where £„ are the solutions to 

1 + cos £ cosh £ 

sin £ cosh £— cos £ sinh £ 
S3 — 

GL" 

~E1 

(3) 

(4) 

Equations (3) and (4) provide a means to obtain G from 
experimentally measured quantities. One would substitute a 
measured resonant frequency, /„, into the left side of Eq. 
(3), solve for £„, substitute this solution into the left side of 
Eq. (4), and solve for G. 

Information regarding the magnitude of the force between 
tip and sample resides in the shape of the cantilever. Our 
model contains an explicit and exact connection between 
cantilever shape and frequency of oscillation. This allows us 
to use standard existing atomic force microscopy technology 
which measures cantilever deflection at only one point, and 
still obtain information contained in any mode of oscillation. 
In the SHO model, the problem of relating cantilever shape 
and frequency is not well defined. One would have to add to 
the model ad hoc cantilever shapes in order to obtain tip- 
sample forces from oscillation frequency measurements. An 
example of the power of our method is found in the analysis 
of the snap-to-contact portion of the force-distance curve. 
As the tip crosses the snap-to-contact point, the lowest vibra- 
tional mode experiences a transition which sharply increases 
its frequency. Also in this region, a static analysis of the 
cantilever is not possible. If one desired to use a Hookian 
approach to this problem, it would be necessary to assume 
more than one mode of oscillation and to have previously 
measured a spring constant for each significant mode. In ad- 
dition, the effective spring constant of the system changes as 
the tip-sample force gradient changes. This means that it is 
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not possible to write a linear expression of the force balance 
equation as has been previously suggested.16 Our method 
alleviates this problem and places less constraint on the ex- 
periment. We are able to use current SFM instruments which 
provide measurement of only one point on the cantilever. 
Instead of finding many spring constants, we only need input 
a material constant for the cantilever, E, its length, and its 
area moment of inertia, /. The moment of inertia and 
Young's modulus can be obtained by fitting the data at any 
frequency since, unlike the spring constant, E and / do not 
change with frequency or the tip-sample force gradient. Pre- 
vious publications have shown how to use the formalism 
presented above to deal with both viscous damping and os- 
cillations after the tip has come into direct contact with the 
sample. ' 'll~19 Our method augments these studies by show- 
ing how to deal with the forces an oscillating tip/cantilever 
experiences due to the longer range forces that couple the 
probe tip to the sample surface prior to direct contact. 

Currently, a typical SFM force-distance experiment in- 
volves measurement of the position of the tip, the position of 
the sample, and a single value, k, is used to convert this 
distance information to a force. This method has been shown 
to provide good agreement between experiment and the SHO 
theory outside of the snap-to-contact region and when oper- 
ating cantilevers at or below their first resonant peak. We are 
now suggesting that if one wishes to explore the snap-to- 
contact region or to operate at frequencies above the cantile- 
ver's first resonance, or simply to improve accuracy, it is 
necessary to measure a resonant frequency at each data point. 
The mode chosen must be higher than the first resonance if 
one desires to obtain information during snap-to-contact, The 
shift in the frequency contains the information necessary to 

reconstruct the force-distance curve. In particular, Eqs. (3) 
and (4) provide the slope of the force-distance curve at each 
tip-sample separation. Knowledge of the frequency of oscil- 
lation is also used to filter out vibrational cantilever motion 
yielding the static deflection. 
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In an effort to increase throughput, the microelectronics fabrication industry has transitioned to high 
plasma density etching reactors using large source (>800W) and moderate substrate bias 
(> 100 W) powers in which the ion to neutral radical flux is large compared to reactive-ion-etching 
systems. These conditions can lead to microtrenching where etch rates are largest at the base of the 
sidewalls. Microtrenching has been attributed to specular reflection of high energy particles, usually 
ions, at grazing angles on the sidewalls of the mask and trench. These reflections produce a 
"focusing" of flux to the corners of the trench which results in locally enhanced etching. In this 
letter, integrated plasma equipment and Monte Carlo feature profile models have been used to 
examine the processes and conditions which produce focused fluxes and microtrenching, including 
the degree of specular reflection and sidewall slope of the mask. Quantitative comparisons are made 
to experimental measurements of etch profiles. © 1998 American Vacuum Society. 
[S0734-211X(98)00804-X] 

As the feature sizes of microelectronics devices decrease 
to sub-0.5 /urn dimensions, the semiconductor fabrication in- 
dustry is increasingly employing dry etching techniques us- 
ing high plasma density reactors such as inductively coupled 
plasma (ICP) systems.1 These tools differ from conventional 
reactive-ion-etching (RIE) reactors in that the ratio of the ion 
flux to the reactive neutral flux to the substrate is larger. 
Microtrenching is one possible consequence of these condi- 
tions. Microtrenching refers to profiles for which the etch 
rate is larger near the corners of a trench compared to the 
center of the trench. The etch profile across the floor of the 
trench is therefore either convex or has vertical slots at the 
base of the sidewalls. Microtrenching is believed to be pro- 
duced by the impact of high energy particles (mostly ions) at 
grazing angles (>80°) on the sidewalls followed by specular 
reflection where the particles retain a large fraction of their 
energy and directionality. These conditions lead to "focus- 
ing" of the high energy particles at the base of the sidewalls 
of the feature, resulting in higher etch rates at those loca- 
tions. Microtrenching can lead to large differences in etch 
depth across the bottom of features and the possibility of 
"punchthrough" on etch stops or other thin layers such as 
gate oxide. Microtrenching was first discussed by Nguyen 
et al.,2 and the proposal that specular reflection is a major 
contributing cause was first made by Dalton et al.3 

As plasma equipment models and profile simulators have 
matured, the ability to self-consistently predict the conse- 
quences of plasma-surface interactions on etch profiles has 
also significantly improved.     In this regard, in this letter we 
present results from integrated plasma equipment and profile 
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models to investigate the consequences of specular reflection 
by high energy grazing-angle ions and neutrals on profile 
evolution during chlorine plasma etching of Si. The plasma 
simulator we used in this study is the hybrid plasma equip- 
ment model (HPEM) and the profile simulator is the Monte 
Carlo feature profile model (MCFPM). The models, and their 
method of integration, are described in Refs. 4 and 8. In the 
MCFPM, the trench is resolved in two dimensions using a 
rectilinear numerical mesh having 500X500 cells for a 
1 yu-mX 1 /j,m region. Computational particles are directed 
towards the surface representing the energy and angularly 
resolved ion and neutral fluxes produced by the HPEM. 
Monte Carlo techniques are applied to changed the identity 
of a mesh cell to represent, for example, adsorption, passiva- 
tion, and etching processes. The reaction mechanism we 
used is based on successive chlorination of Si by neutral Cl 
atoms followed by ion stimulated desorption of SiCl„. 

The MCFPM differs from that previously described in the 
method of treating ion (or high energy neutral) reflections 
from surfaces. Due to the statistically rough surface inherent 
to Monte Carlo based simulators, it is necessary to locally 
smooth the surface at the site of impact to eliminate unreal- 
istic high angle scattering from sharp boundaries of the nu- 
merical mesh between the surface and plasma. This smooth- 
ing was accomplished by sampling the actual plasma-surface 
boundary 10-20 cells on either side of the point of impact 
and making a least-squares fit to the surface. The incident 
particle then collides and reflects from the smoothed surface. 

All experimental and model results discussed in this ar- 
ticle are for an inductively coupled LAM 9400SC plasma 
etching reactor.9 The reactor operating parameters are: 600 
W inductively coupled power, 100 W substrate bias at 13.56 
MHz, and 10 mTorr of Cl2 at a flow rate of 60 seem. The 
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FIG. 1. Etch profiles for chlorine etching of silicon for (a) 0%, (b) 50%, and 
(c) 95% specular reflection and for outward slope of the mask sidewalls of 
(d) 0°, (e) 2°, and (f) 4°. 

system we are addressing is etching of crystalline Si using a 
hard mask of Si02. The angular dependence of the etch yield 
of chlorine atomic ions on silicon we used in the MCFPM is 
that measured by Chang and Sawin.10 We specified that ions 
retain as much as 99% of their energy when reflecting at 
grazing angles (>80°) based on results from molecular dy- 
namics simulations by Helmer and Graves.11 We ignored the 
effects of surface charging on ion trajectories in the trench 
due to the moderately high conductivity of the substrate, 
though charging in the trench is an important process in pro- 
ducing notching.12 

To demonstrate the dependence of microtrenching on the 
degree of specular reflection (SR), the fraction of grazing 
ions allowed to retain their energy was varied from 0% to 
95%. The resulting profiles, shown in Figs. 1(a)-1(c) for 0.6 
/im wide trenches, reveal significant changes in the morphol- 
ogy of the bottom of the trench. As the fraction of SR is 
increased, the corners of the trench evolve from being 
rounded at 0% SR, to being sharp and square at 50%, and 
finally to having microtrencb.es at the base of the sidewalls at 
95% SR. The onset of microtrenching is a direct result of ion 
reflection from the sidewalls leading to "focusing" or en- 
hancement of the particle flux at the base of the sidewall. 
The increased particle flux produces a higher etch rate which, 
if sufficiently focused, generates microtrenching, generally at 
SR>90%. 

The slope of the sidewall of the mask can also play an 
important role in the initial development of microtrenching. 
A finite slope of the mask increases the solid angle of the ion 
flux from the plasma that can reflect from its sidewalls. Since 
the angular spreads of the ion flux for the conditions of in- 
terest are typically <4°-5°, a small variation in the slope of 
the mask sidewall accesses a significantly larger fraction of 
the ion flux. For example, the etch profiles shown in Figs. 
1(d)-1(f) were obtained by varying the slope of the mask 
sidewalls from 0° to 4°. As the slope is increased the mi- 
crotrenching becomes more pronounced and broader. Note 
that as the depth of the trench increases the relative area of 

■■Hi 
(c) 

80s 

FIG. 2. Comparison of experimental etch profiles (left-hand side) and results 
from the model (right-hand side) for etch times of (a) 10, (b) 20, (c) 40, and 
(d) 80 s. 

the mask sidewall decreases compared to the exposed side- 
wall of the trench. Therefore the influence of the slope of the 
mask on microtrenching is less pronounced for deeper 
trenches. However, since the solid angle of the ion flux ac- 
cessible by the sidewalls of the mask is always larger than 
that for the trench, its slope is always an important consid- 
eration. 

The evolution of microtrenching is shown in Fig. 2 where 
predictions from the simulation are compared to experimen- 
tal results for 0.35 /xm wide trenches at different times dur- 
ing the etch. A 0.2 /um thick hard mask was used in the 
model, while a 0.1 /urn hard mask was used experimentally 
which etched at a rate approximately 5% that of the silicon. 
The predicted and experimental profiles show the same 
trends. As the trench deepens, the depth and width of the 
microtrenches increases as more sidewall area is available to 
reflect and focus ions. The model shows a more severe 
broadening of the microtrenches than found in the experi- 
ments which may be a consequence of the discreteness of the 
numerical mesh. 

The angular dependence of sputtering yield is typically 
depressed at normal incidence with a maximum near 60° as 
recently demonstrated by molecular dynamics simulations by 
Hanson et alP for the sputter yield of Cl+ on Si. Experi- 
ments by Chang and Sawin,10 however, show a broad maxi- 
mum in the etch yield of Cl+ on Si from 0° to 40° with a 
gradual decrease approaching 90°. These results indicate that 
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FIG. 3. Etch profiles for different models of the angular dependence of etch 
yield, (a) Uniform angular dependence, (b) angular dependence as given by 
Hanson et al. (Ref. 13), shown at left for 100 eV ions, (c) angular depen- 
dence as given by Chang and Sawin (Ref. 10), shown at left for 35 eV ions. 

the mechanism for ion enhanced etching may differ from 
simple sputtering. The precise forms of these etch yields do 
have an influence on microtrenching. These trends are shown 
in Fig. 3 where profiles are plotted for the same etch times 
while using different angular dependencies for the etch yield. 
The slope of the mask sidewall is 2°. The profile in Fig. 3(a), 
the base case, was obtained with no angular dependence of 
the etch yield. The sidewalls of the trench have a shallow 
angle and the microtrench is broad due to there being a broad 
angular flux of reflected ions. The profile in Fig. 3(b) was 
obtained using the angular dependence of Hanson et al. The 
etch rate is smaller than for the base case since the relative 
etch yield at near normal incidence is lower. The sidewalls 
are nearly vertical due to the larger etch yield at grazing 
angles. There is also structure on the floor of the trench re- 
sulting from the extrema in the etch yield and energy loss of 

ions reflecting from the walls. The profile generated using 
the etch yields from Chang and Sawin [Fig. 3(c)], has nar- 
rower microtrenches than the base case, due to there being 
fewer losses of grazing incidence ions on the sidewalls. The 
sidewall slope is larger than for the yields of Hanson et al. 
due to the decrease in etch yield at grazing angles. The total 
etch rate is commensurate with the base case due to the 
larger yield at normal angles. 

In conclusion, a Monte Carlo feature profile model has 
been used to investigate the effects of specular reflection of 
grazing-angle ions on the profile evolution and microtrench- 
ing in chlorine plasma etching of silicon. We found that the 
SR of ions from the sidewalls must exceed 90% at grazing 
incidence (>80°) to reproduce experimentally observed mi- 
crotrenching. The slope of the sidewall of the mask also has 
an important influence on microtrenching. Sidewall slopes of 
2°-4°, commensurate with the angular spread of the incom- 
ing ion flux, increases microtrenching by accessing a larger 
solid angle of the ions. The angular dependence of the etch 
yield influences microtrenching as well. Low yields at high 
angles of incidence allow more ions to retain a larger fraction 
of their energy after reflection from the sidewalls, thereby 
producing a narrower microtrench. Microtrenching increases 
with increasing etch depth due to the larger sidewallarea 
available for ion reflection. 
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A simple technique is described here that produces aligned curved or straight arrays of pipes. This 
opens the way to produce complete systems (electronic, photonic and fiber optic connectors) from 
silicon with large scale fabrication techniques. Our strategy in creating parallel pipes is to use high 
current densities (—100 mA/cm2) silicon anodization in HF solutions, in a cell where the current 
direction and the preferential etching directions are not coincident in (111) silicon substrates. The 
etched structure in a nanoscale range was observed using atomic force microscopy, which shows 
steps. In a macroscopic scale steps were observed in the walls of arrays of tenths of millimeters 
diameter pipes. Pores arrays were obtained forming a -90° angle with the current direction. 
Molecular mechanics simulations of the pipe wall structure show that a preferential etching along 
the (100) direction and passivation of the (111) planes are the mechanisms responsible for the 
formation of pore arrays structure.   © 1998 American Vacuum Society. [S0734-211X(98)07404-6] 

I. INTRODUCTION 

Silicon etched structures are becoming increasingly im- 
portant due to the prospect of producing fully integrated 
electronic devices.1 The study of the properties of these 
structures is essential to control material fabrication pro- 
cesses. In this article we will show that, during porous sili- 
con formation by anodization of silicon in HF solutions, ar- 
rays of microchannels may be formed by increasing the 
silicon etching velocity. This opens the way to produce com- 
plete systems (electronic, photonic and fiber optic connec- 
tors) from silicon with large scale fabrication techniques. 

Pore formation in silicon is a result of electrochemical 
anodization in hydrofluoric acid solutions. The first reports 
of silicon etching in HF solutions were published by Uhlir2 

in 1956 and Turner3 in 1958 who observed color changes of 
the silicon surface as a result of the etching process. Subse- 
quently, Theunissen4 showed that the interference colors 
were due to the formation of a porous structure within the 
silicon substrate. At current densities approaching the elec- 
tropolishing regime, the pores are elongated, forming pipes. 
Pipe formation in «-type silicon anodically biased in the dark 
has been described by Theunissen et al.4~6 The resulting 
channels are needle-shaped and strongly branched. Lehmann 
and Foil 7 have detailed the different types of "pipe" geom- 
etries which occur under different anodization conditions, 
and have explained "piping" in terms of the diffusion of 
holes to the silicon surface. 

Since anodic biasing of n-type silicon always creates a 
space-charge region (depletion),8 trench formation occurs 
spontaneously even at polished surfaces.4"6 The situation is 
diverse for the p-type material. Since the silicon is positively 
polarized, there is no depletion layer but an accumulation 
layer. Consequently, a different mechanism has to be respon- 
sible for pipe formation. 

In this article, we report atomic force microscopy (AFM) 

"Electronic mail: oteschke@ifi.unicamp.br 

and optical microscopy images which reveal the formation of 
arrays of curved pipes in etched silicon, as well as straight 
arrays, which were fabricated at 45° and 90° with the silicon 
slab surface orientation. We will show that the hydrogen 
generated by the silicon dissolution reaction as a by-product 
prevents the pore wall dissolution by fluorine atoms. This is 
demonstrated by simulating the pore formation mechanism 
using molecular mechanics calculations 

II. EXPERIMENT 

The electrochemical cell was made of PTFE, with a rect- 
angular cross section (32X65 mm2). The counter electrode 
was a circular platinum mesh with a diameter of 35 mm. 
Three types of samples were prepared such that the surfaces 
exposed to anodization were different, according to the fol- 
lowing procedures: (i) Fig. 1 shows a (111) silicon 5 mm 
disk from where ~1 mm thick slices were cut, as indicated, 
to produce samples A ({010} surfaces) and B ({211} sur- 
faces); and (ii) 2 mm thick with 5 cm diameter (111) oriented 
silicon wafers were usually cut into 4X20 mm rectangular 
slabs (samples C), although other sizes were also used. Each 
silicon slab was mounted perpendicularly to the electrolyte 
level and contact was made near the edge of the wafer. Only 
the lower part of the wafer was immersed in the solution. A 
Teflon coated magnetic stirrer was used to keep the solution 
well mixed, and also to assist in removing bubbles which 
accumulate on the wafer surface. A detailed account of the 
sample preparation technique has been previously 
described.9'10 The anodization was carried out in 25% HF 
solutions using a EGG/PAR 273A galvanostat/potentiostat. 
Optical microscopic observations were made using a Zeiss 
Axioplan optical microscope and AFM images were taken in 
a TopoMetrix TMX-2000 microscope. 

III. RESULTS AND DISCUSSION 

Porous silicon is obtained at low current densities when 
high resistivity samples (—1-10 Hem) are etched.11 The 
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(100) 

FIG. 1. Schematic diagram showing the crystal orientation and how samples 
were cut from the silicon wafer. Sample planes exposed to corrosion are 

indicated. 

morphology of a structure formed by applying a low anodic 
current density to these samples is an interconnected skel- 
eton of nanowires having diameters as small as ~2 nm. It 
is also generally known that at low current densities the 
pores are randomly directed in the porous silicon layer. For 
0.006 fl cm silicon, there is neither a microporous layer nor 
pipe formation when the samples are anodized at low current 
densities; instead, terraces are formed. Figure 2 shows an 
AFM image obtained from sample C (0.006 Ct cm), where 
the exposed surface is (111) oriented, anodized for 5 min at 
a current density of 5 mA/cm2. A structure of terraces with 
~20 Ä steps is observed. Since the AFM tip radius of cur- 
vature is ~35 Ä, the observed image is the convolution of 
the etched structure and the tip, which precluded a determi- 
nation of the angle between the terraces. 

A macroscopic observation of the etched structure is then 
performed. Pore growth was induced by a pattern of pits 

FIG. 2. AFM image of (lll)-oriented silicon sample anodized 5 min at 5 
mA/cm2. A 138 Ä length is displayed in the x and y directions and 90 Ä in 
the z direction. 

2106 

produced by cutting the sample surface with a diamond- 
edged cutter. After pipe array formation the slab is sliced by 
a razor blade and its internal surface is observed. Figure 3(a) 
shows a region where there are pipes in a typical p-type 
0.006 Q, cm silicon (sample A) formed at high current den- 
sities (100 mA/cm2). The current direction is in the plane of 
the photograph and it is not coincident with a (100) prefer- 
ential etching direction. Arrays of parallel pipes at an angle 
of 45° with slab axis direction is observed. 

Similar structures were also obtained tilted at 90° angle 
with the slab axis direction by simply cutting the silicon slice 
as in sample B, where the (211) surface is exposed. Figure 
3(b) is a 250X optical view of a sliced slab. 

Figure 3(c) shows an array of curved pipes obtained for a 
sample cut at a nonorthogonal direction with the (111) di- 
rection (sample C). It shows pipes with different radius of 
curvature and various diameters. Figure 3(d) shows an array 
of pipes where the walls have steps that form an angle of 
-70° between them. From these results it is concluded that 
the diameter distribution of straight etched pipes is almost 
uniform. The diameter depends on the initial position of the 
pit in the random pit pattern generated by edge cutting the 
wafer into a rectangular shape. After 10 min anodization 
time of the original pit distribution only a few percent sur- 
vived. 

In order to understand the pipe formation it is necessary to 
deal with the mechanism of the anodic surface dissolution. 
Although the detailed mechanism is still not clear, it prob- 
ably occurs as follows: At the onset of the anodic current the 
silicon surface is all H-covered.12,13 A field built up across 
the space-charge layer, moves holes towards the surface at 
kinks, defects or tensioned regions. This induces a nucleo- 
philic attack on the Si-H bonds by F" [or HF^ (Ref. 3)] 
ions, forming SiF2 groups at these sites and H+ ions in the 
solution. The Si-Si back bonds of the SiF2 groups are 
stretched due to the fluorine electronegativity allowing the 
insertion of F" (or HF2) ions. The reaction detaches the 
SiF2 group from the surface into the solution, and forms two 
new Si-F bonds which react again as 

[SijV]SiF2+ 2C+ 2F-,->[SiA,_ i]SiF2 + (SiF2) sol ■ (1) 

This changes the surface geometry and the electric field 
distribution so that the next hole transference will preferen- 
tially occur at this location thus enlarging the "pore" (see 
Fig. 4). Equation (1) describes the silicon dissolution reac- 
tion (SDR). The intermediary product SiF2 reacts rapidly 
with HF, forming H2 and SiF4 (Ref. 14): 

(SiF2)sol+2(HF)sol^(H2)sol+(SiF4)sol. (2) 

The H2 oxidation reaction, which occurs at the Si-H sur- 
face bonds covering the electrode surface, is given by 

(Si-H)solid+ (H2)sol-+(Si-H)solid+ 2e~ + 2Hs
+

ol. (3) 

This oxidation of H2 fixes the electrode potential at a 
value which prevents its dissolution by fluoride ions.    This 
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FIG. 3. Array of parallel pipes etched at a current density of -200 mA/cm2. (a) Array of pipes at an angle of 45° with the (111) edges (sample A); (b) array 
of pipes at an angle of 90° with the (011) edges (sample B); (c) array of curved pipes (sample C); (d) array of pipes showing stepped walls formed by the 
intersection of (111) silicon planes. 

is illustrated in Fig. 4. It also displays the schematic distri- 
bution of the electric field lines which leads to pipe forma- 
tion. 

Previous work on pipe formation in n-type silicon con- 
cluded that the space-charge region itself protects the pipe 
walls from being etched as follows:7 If all minority carriers 
are collected by the pipe tips there are none left to permit 
etching of the wall. This means that a depletion effect is the 
reason for pipe formation, not an inhibition layer of a differ- 
ent chemical composition at the pipe walls. Here we report 
on pipe formation in p-type material; since the silicon is 
positively polarized there is no depletion layer and conse- 
quently we propose a different mechanism for pipe forma- 
tion. The hydrogen covered silicon surface (Si-H bonds) 
which forms the lateral walls of the pipes is passivated by the 
hydrogen oxidation reaction (H2 released at the reaction 
sites) which injects charges into the H-covered sites, prevent- 
ing wall dissolution by fluorine atoms and increasing the 
dissolution rate at the bottom of the pipe to where the in- 
jected charges migrate. The observed doping dependence of 
the pipe formation is due to a complex interplay of the sili- 
con dissolution reaction [Eq. (1)] on the dopant concentra- 
tion, and its by-product reaction [Eq. (2)]. The molecular 
hydrogen concentration on the H-covered sites then play an 

important role in the rate of the dissolution reaction at the 
pore bottoms. 

A second effect to be considered is the ability of hydrogen 
to interact with structural defects and impurities present in 
the silicon lattice. In particular it has been found that, in 
crystalline silicon, all the acceptors were passivated by hy- 
drogen, causing a dramatic increase in the resistivity of p- 
type material.15 This effect adds to the passivation effect 
produced by hydrogen at the pore walls. 

Guided by these results, we performed a large cluster cal- 
culation including typically 1000-2000 silicon atoms at the 
molecular mechanics level. These calculations were carried 
out within Cerius,2 a program developed by Molecular Simu- 
lations Incorporated, and the universal force field 
parametrization16 has been adopted. Conformations obtained 
were in agreement with our previous AMI geometry 
optimization.13 

Enthalpies of reaction of the cluster with HF were found 
to be very much dependent on the local symmetry around the 
silicon atom involved in the reaction. The main conclusions 
could be summarized as follows: Electrochemical dissolution 
of silicon in concentrated hydrofluoric acid solutions in- 
volves the reaction of Si with HF. Once > SiF2 species are 
formed at the surface, Si-Si back bonds weaken and SiF2 
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FIG. 4. Schematic diagram of pipe formation mechanism showing the dis- 
tribution of the electric field lines and the H-covered wall passivated by the 
hydrogen oxidation reaction. 

molecules separate from the substrate to the solution to fur- 
ther react with HF, producing SiF4 and H2.15 Reaction en- 
thalpies calculated on model clusters at the AMI level 
showed that silicon atoms at the (111) surface are much more 
stable than those at the (100) surface. The energy released in 
the formation of a SiF2 fragment on a (111) surface is 14.0 
kcal/mol and this reaction requires a high activation energy 
step which is the breaking of a Si-Si bond. On the other 
hand, no Si-Si bond cleavage is needed to create such a 
fragment on a (100) surface, and the energy release obtained 
in this case is 37.0 kcal/mol. This means that the dissolution 
reaction tends to follow a path that is determined by the easy 
direction of etching (atoms along the (100) direction), and 
that the exposure of distinct silicon surfaces should deter- 
mine different patterns of pores at the electrode surface. 

Slices oriented as samples A and B have been graphically 
obtained by faceting a silicon crystal through the planes- 
(111), (211) and (011). A slice having (111) and (211) plane 
edges, as in sample A, has the (100) direction forming an 
angle of 45° with the edges while in a slice having (111) and 
(011) plane edges, as in sample B, the (100) direction is 
perpendicular to the (011) plane. These simple geometrical 
arguments suggest that samples prepared in this way, as 
shown in Figs. 3(a) and 3(b), would present pipes at 45° and 
90° with the edges if one assumes that pipe growing follows 
the (100) direction. 

(a) 
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FIG. 5. Molecular mechanics simulations of the pore walls: (a) transversal 
section of a small straight pipe forming an angle of 54.7° with the (111) 
silicon surface and (b) lateral view of a stepped wall that gives rise to curved 
pipes. The step is formed by intersecting (111) planes, at an angle of 70.5°. 
Dark and light gray spheres represent hydrogen and silicon atoms, respec- 

tively. 

Figure 5(a) shows the optimized structure of the transver- 
sal section of the smallest pipe that could be built starting 
from a (111) surface and following the path given by the 
(100) direction. This procedure leaves singly hydrogenated 
silicon atoms at the pipe walls. This tube is cylindrical in 
shape, with the axis forming an angle of 54.7° with the (111) 
surface. Figure 5(b) shows another pipe wall involving a step 
formed by different (111) planes, which resulted in an angle 
of 70.5° between them. These structures are in agreement 
with the ones observed in Figs. 2 and 3. It is also interesting 
to notice that the intersection of (111) surfaces leaves silicon 
atoms at the corners that are connected to two other silicon 
atoms in the wall, that is, in a symmetry similar to the one at 
the (100) surface. Further fluorine attack on the walls should 
proceed through these atoms until another step is found. 

The high current density (-100 mA/cm2) anodization 
process described in this article results in an array of straight 
parallel pipes with an almost uniform distribution of diam- 
eters. Since the silicon slabs used were (111) oriented, their 
lateral walls have a different orientation and consequently 
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the attack takes place preferentially at the plate lateral walls. 
The pore pattern was produced by cutting the wafers with a 
diamond-edge cutter. When the current direction is not 
aligned with the (100) direction the pipes are not aligned 
with the current, and the etching will proceed in the (100) 
direction until the etch front hits the {111} planes. The pore 
walls are consequently {111} planes. In Fig. 3(b), pores fol- 
low preferentially the direction normal to the current direc- 
tion in the plane of the photograph, while Fig. 3(a) has pores 
preferentially aligned at 45° with the current direction. 

Regions of small radius of curvature of the aligned pipes 
results in the decomposition of the curved pipe walls into the 
two (111) planes forming an angle of 70.5° between then. 
This is shown in Fig. 3(d). These pore stepped walls are 
formed by etching various (100) planes and the remaining 
structure is formed by the more slowly etched (111) planes. 

Figures 3(a) and 3(b) also show that the symmetry of the 
exposed silicon surface may lead to pipes in any direction, 
i.e., pipe formation with any orientation or radius of curva- 
ture, down to crystallographic steps, may be possible by step 
etching along the (100) etching directions forming an array 
of pores with (111) walls. 

IV. CONCLUSIONS 

In this article we present experimental results showing 
that silicon slab anodization in HF solution forms arrays of 
straight or curved parallel pipes. The proposed mechanisms 
of pipe formation are a preferential etching along the (100) 
directions and a preferential hydrogen passivation of the 
(111) planes, in agreement with the observation that during 

the etching process we may obtain walls formed by (100) 
and (111) planes. Molecular mechanics simulations of the 
pipe wall structure give further support for these mecha- 
nisms. 
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SHOP NOTES 
These are "how to do if papers. They should be written and illustrated so that the reader may easily follow whatever 

instruction or advice is being given. 

Side-by-side wafer bonding of InP for use with stepper-based 
lithography 

R. W. Ryan, R. F. Kopf,a) A. Täte, J. Burm, and R. A. Hamm 
Lucent Technologies, Bell Laboratories Division, 700 Mountain Avenue, 

Murray Hill, New Jersey 07974 

(Received 27 March 1998; accepted 8 May 1998) 

We have developed a simple technique for wafer bonding for use with stepper-based lithography. 
The technique involves side-by-side bonding of two or more pieces of a wafer together with epoxy. 
A bonded wafer with the same dimensions, such as thickness, flatness, and position of the large flat, 
as a whole wafer can be run on a stepper. Since a stepper can align each field independently, all of 
the area without the actual bond may be patterned. This technique is quite useful for salvaging a 
broken wafer in the middle of processing. In addition, it may be used for bonding several substrates 
of different materials together for monolithic integration. © 1998 American Vacuum Society. 
[S0734-211X(98)04804-5] 

I. INTRODUCTION 

There is considerable loss from breakage during process- 
ing of InP and GaAs wafers, since they are very fragile. 
Unfortunately, wafer breakage almost always occurs near the 
end of processing, rendering the wafer useless when using a 
stepper, and difficult to handle when using contact lithogra- 
phy. Breakage can be quite costly if it occurs near the end of 
the process, since much effort and money have already been 
investigated into it by this time. 

We have developed a simple technique for wafer bonding. 
The technique involves side-by-side bonding of two or more 
pieces of a wafer together with epoxy. The bonded wafer has 
the same dimensions, such as thickness, flatness, and posi- 
tion of the large flat, as a whole wafer. Stepper, or projection, 
lithography involves a step and repeat system which exposes 
the same pattern many times across a wafer. When the step- 
per loads the wafer, a rough alignment to the large flat is 
performed, then a fine alignment to several individual fields 
is performed. Since the stepper can fine-align each field in- 
dependently, the fields in the area without the actual bond 
can be patterned. This technique is quite useful for salvaging 
a broken wafer, where only the fields which contain the 
crack need to be eliminated from the alignment process. In 
addition, this method may also be used for bonding several 
substrates of different materials together for monolithic 
integration.1'2 It is also useful for structures which would 
otherwise have to be grown using selective regrowth, which 
require elaborate growth techniques to get proper step cov- 
erage and good junctions across the etched mesas. 

a). Electronic mail: rek@lucent.com 

II. EXPERIMENT 

Metalorganic molecular beam epitaxially grown InGaAs/ 
InP heterojunction bipolar transistor (HBT) wafers were used 
for this study. The structure has been described previously. 
This insured that built-in stresses from any lattice mismatch, 
as well as thermal mismatch, between the epi layers would 
be taken into account when bonding the wafer back together, 
and also during subsequent process steps. The substrates 
were 615 ^m thick, and were oriented 2° off from the (100), 
toward the <11-1) direction. These particular substrates had 
the large flat oriented 45° to the small flat. The emitter level 
metal was initially patterned on the wafer. The wafer was 
then cleaved in half and epoxied back together. The wafer 
was then subjected to various processing steps. Since we 
were interested in this technique for salvaging a broken wa- 
fer, we exposed the wafer to all of the processing steps which 
occur after the collector mesa step. This is about 2/3 of the 
total process. This determined if the epoxy bond was both 
strong enough to withstand normal wafer handling, as well 
as resilient to the chemicals that the wafers are normally 
exposed to during processing. We checked alignment of the 
self-aligned base metal mask, and/or the base mesa mask, in 
between each processing step using in a IOEL 840A scan- 
ning electron microscope (SEM) at a bias of 10 keV and a 
probe current of 6 X10"10 A. A Nikon enhanced G-line se- 
ries six-body stepper for use with 2" substrates was em- 
ployed for this study. 

The bonding process for the wafer was as follows. 
AZ4210 resist was spun-on each piece at 2 K RPM to obtain 
a 3.2 fjm thick layer, and baked at 110 °C for 1 h. Any resist 
on the cleaved edge was gently cleaned off with a Q-tip and 
acetone. The wafer was bonded back together using Miller- 
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FIG. 1. Wafer after being patterned with emitter metal, cleaved, and epoxied 
back together. 

FIG. 3. Resist pattern for the base mesa in an intact circuit field, which was 
aligned. 

Stephenson's Epoxy 907, with equal parts of A and B mixed 
just prior to application. A small bead of epoxy was applied 
to one edge of the cleaved wafer. The wafer was placed in a 
Teflon vacuum chuck next to the other half of the wafer. The 
two halves were gently pushed together until a small bead of 
epoxy appeared along the top surface to insure that there 
were no voids in between the pieces. A bead of epoxy 
formed on the bottom of the wafer as well; conveniently, it 
does not stick to Teflon. At this point, the vacuum chuck was 
placed under a microscope, and the wafer was roughly 
aligned to the original pattern. Then vacuum was applied to 
the chuck, which was placed on a hot plate at 100 °C, and 
allowed to cure for 12 h. After curing, the wafer was slid off 
of the chuck gently, and the epoxy was removed from the 
back side with a razor blade. The wafer was placed back on 
the chuck, and acetone spray was used to lift off the epoxy 
from the front surface. 

III. RESULTS AND DISCUSSION 

Figure 1 shows a photograph of a wafer, which has been 
patterned with emitter metal, cleaved, and epoxied back to- 
gether. Two wafers were actually tested to insure the process 
was reproducible. There were two different patterns on the 
wafer, with 31 fields of each. Estimating from the way that 
the wafer was cleaved, about 12 of the fields had to be dis- 
carded, since the crack went through them. This is still an 
80% yield of the original pattern on the wafer. Note that we 
also attempted to glue a cleaved wafer onto another substrate 
with the correct large flat orientation. However, the stepper 
does not have the depth of focus necessary to pattern such a 
structure, which has a total thickness of over 1000 /urn. 

Figure 2 shows the resist pattern for the self-aligned base 
metal in an intact field. The metal cross on the inside is the 
emitter metal. The outer cross of resist, with the tabs that 
intersect the ends of the inner cross, is from the base metal 
pattern. Alignment of these intact fields was within the step- 

FIG. 2. Resist pattern for the self-aligned base metal in an intact field, which 
was aligned. 

FIG. 4. Resist pattern for the base mesa in a circuit field which contained the 
crack, and therefore could not be aligned. 
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per tolerances of ±0.125 /an registration. We also checked 
the alignment of the base mesa layout. Since it covers the 
emitter metal completely, it was easy to determine a large 
misalignment. Figure 3 shows the alignment of the base 
mesa pattern in a circuit field, where the resist is completely 
covering the emitter metal. Figure 4 shows the base mesa 
pattern in a circuit field which contained the crack, and there- 
fore could not be aligned. Here, the resist pattern is mis- 
aligned from the emitter metal by about 20 to 30 /an. 

To evaluate the durability of the epoxy, the wafer was 
subjected to many different processing steps to simulate nor- 
mal wafer handling. In between each step, the alignment was 
checked by patterning the wafer with the stepper, then the 
resist was stripped with acetone spray. The steps evaluated 
were: (1) Soak in 1:10 (HC1:H20) for 5 min, rinse in H20; 
(2) soak in acetone overnight, rinse in methanol, and then 
isopropanol; (3) deposit two coats of spin-on glass, cure at 
300 °C/10 min for each coat. Then deposit plasma enhanced 
chemical vapor deposition Si02 at 150 °C; (4) soak in 
buffered HF (7:1) for 1 h to remove glass and Si02; and (5) 
deposit polyimide and bake at 90, 150, and 230 °C for 1 h 
each. These steps simulate the process for oxide removal 
prior to metal deposition, metal liftoff, device encapsulation 
and passivation, and crossovers. These steps also show the 
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durability of the epoxy to all of the chemicals used in our 
process after the collector mesa etch, as well as strain due to 
thermal mismatch during all of the curing cycles. 

In conclusion, we have developed a technique for side-by- 
side bonding of two or more pieces of a wafer together with 
epoxy. The bonded wafer has the same dimensions, such as 
thickness, flatness, and position of the large flat, as a whole 
wafer. Since the stepper can align each field independently, 
the fields in the area without the actual bond can be pat- 
terned. This technique is quite useful for salvaging a broken 
wafer, where only the fields which contain the crack needs to 
be eliminated from the alignment process. The epoxied wafer 
endured exposure to all of the chemicals used in the last 2/3 
of our process, as well as the strain due to thermal mismatch 
during all of the curing cycles. 
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Simple technique for measuring grating periods made using e-beam 
lithography 

K. S. Feder3' and D. M. Tennant 
Lucent Technologies, Bell Labs, Holmdel, New Jersey 07733 

(Received 30 September 1997; accepted 29 May 1998) 

A simple method for measuring the period of e-beam written gratings is described. The technique 
allows for measurement of grating periods using a light microscope. Grating periods can be 
determined with a resolution of about 0.1 Ä. Twenty near field holographic photoplates have been 
made using this method with excellent results. The technique is described for use on a JBX 6000FS 
electron beam lithography system with fine pitch control software, but may be applicable to other 
systems.   © 1998 American Vacuum Society. [S0734-211X(98)12904-9] 

I. INTRODUCTION 

Selected area gratings with periods ranging from 2300 to 
2500 Ä are needed for use in distributed-feedback and dis- 
tributed Bragg reflector semiconductor laser arrays designed 
for emitting wavelengths near 1.55 fjum. In our work, proto- 
type laser arrays are being designed for various applications 
with from 4 to 16 different emitting wavelengths and there- 
fore as many grating periods. The periods of the required 
gratings decrease nearly linearly in consecutive laser chan- 
nels, resulting in a spatial period change of a few angstroms. 

While significant errors in grating period are rare, the time 
and expense of laser fabrication warrants verification of grat- 
ing periods. The standard technique for checking grating pe- 
riods involves measuring first order diffraction angles.1 The 
sample is placed on a rotation stage and illuminated with a 
laser. With knowledge of the laser wavelength and the angles 
at which the laser is diffracted the grating periods can be 
calculated. The method is limited by the resolution of the 
rotation stage and can be tedious because the small grating 
area (e.g., 450X40 /jm) does not produce a highly visible 
diffracted beam. In addition the close spacing of gratings 
with slightly different periods can cause an overlapping of 
diffraction patterns. Increased laser power and lenses im- 
prove accuracy but increase measurement time. Measure- 
ments made using diffraction angles take between 30 min 
and 4 h depending on the number, size and quality of the 
gratings to be measured. This article describes a simple pro- 
cedure for e-beam writing a ruler which indicates the period 
of gratings and can be read under a light microscope. 

II. RULER FABRICATION 

While our JEOL vector scan electron beam lithography 
system can be configured in a variety of modes, for this work 
it was operated at 50 kV with a minimum address step of 250 
A and a corresponding maximum scanner deflection field of 
800 fim. Patterns larger than a single writing field can be 
stitched together with precise control. Both the pattern size 
accuracy and field stitching accuracy are specified to be 0.06 
fim (2a) and have been measured to be about a factor of 2 

"'Electronic mail: Feder@lucent.com 

better in our system. However, the small area gratings 
needed for the laser arrays were individually smaller than the 
800 yum scanning field and required no stitching. The laser 
interferometer is the metrology standard for both positioning 
the sample stage and for calibrating the deflection system. 
The He/Ne laser-based interferometer has a resolution of 
50 Ä. 

To control the average grating period with sub 0.1 A reso- 
lution we make use of vendor-supplied fine gain control soft- 
ware written for our system.2 This program allows a fine 
adjustment override in the gain of the deflector amplifier. For 
example, gratings programmed at 2500.0 Ä may be written 
with a deflector gain adjustment of -4.000% yielding a pe- 
riod of 2400.0 Ä. This then allows much finer adjustments 
than allowed by coding patterns on a 25 nm grid. This size 
adjustment can be applied not only to individual fields but 
with equal precision to the specimen stage. This suggests a 
novel ruler type measurement technique described here. A 
reference scale or "ruler" is written on the mask or wafer 
outside the grating regions after the normal deflection field 
calibration procedure which typically yields an absolute 
pitch accuracy of about 0.01%. The ruler is written over an 
extremely large distance, typically 50 000 /*m. After the gain 
adjustment is performed to produce the gratings, an indicator 
line is then written which is programmed at the same length 
as the ruler. The indicator is written a few microns above the 
scale, but with the same gain adjustment as the gratings. Due 
to its large size, the indicator line is shrunk a measurable 
distance by a small change in gain. This is illustrated in 
Fig. 1. 

An indicator line programmed at 50 000 ^tm and exposed 
with a gain of -4% will be written 48 000 pan long. Each 
end of the indicator will be pulled back 1000 /xm from the 
end of the ruler. At this scale, every 10 /an the indicator is 
reduced corresponds to a 1 A reduction in the period of grat- 
ings programmed at 2500 A. The gain adjustment acts on 
both ends of the indicator. If the scale is calibrated correctly, 
the grating period can be read at either end of the indicator as 
one would measure with a ruler. 

Substrates smaller than 50 000 /xm can also be used as 
only one end of the scale is needed for measurements, allow- 
ing that only the end area be written on the specimen. Figure 
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FIG. 1. Schematic of ruler measurement system. Gratings programmed at 
2500 Ä and exposed with a gain of -4% will have a period of 2400 A. 

2 shows a typical ruler as viewed in a light microscope. The 
ruler indicates grating periods of 2400.0, 2402.5, 2405.0, and 
2407.5 Ä. We have previously verified the method using 
similarly produced gratings with measured periods to within 
1 Ä (measurement limit) by using the diffracted angle 
method described above. 

III. DISCUSSION AND CONCLUSION 

A simple ruler method of measuring grating periods has 
been described. Periodically grating array measurements us- 
ing the ruler technique are compared to those obtained using 
the first order diffraction method. To date all grating mea- 
surements using this technique have been within the experi- 

FIG. 2.  Typical ruler measurement. Grating periods measured: 2400.0, 
2402.5, 2405.0, and 2407.5 Ä. 

mental error of the first order diffraction method. While it 
relies on the inherent accuracy of the electron beam system, 
we believe the simplicity of this method makes it very attrac- 
tive over the more fundamental diffraction method. Measure- 
ment error due to optical microscopy readings of the ruler is 
estimated at about ±0.1 Ä. Error in marking the endpoint of 
the marker could be reduced by increasing the length of the 
reference scale, but the current level is judged suitable for 
this work. Despite this success, there is a possibility of a 
systematic error. The ruler measurement and grating periods 
are both calibrated by the interferometer built in the electron 
beam machine. The accuracy of the ruler method can be 
limited by the errors of the individual electron beam writing 
tool. In our case these are quite small, however. The two 
dominant sources of e-beam system errors which contribute 
to the ruler accuracy are the stage positioning error and the 
field stitching error. The first of these, the stage errors, have 
been measured to be less than 1 ppm corresponding to about 
0.05 ijm at the extrema of the ruler. The second, the field 
stitching errors, are specified to be 0.06 jjm (2 a) and have 
been measured to be less than 0.04 /mi (2 a). Since these are 
independent errors the total is well below 0.1 yum. Since our 
resolution goal is met with length changes of 1 /xm, the 
writing errors under normal circumstances are not signifi- 
cant. A failure by the interferometer could cause incorrect 
readings. Simple fixes include checking the calibration of the 
e-beam machine or measuring the length of the reference 
scale against a known standard. Random errors due to beam 
drift can also occur during e-beam exposures. Such errors 
might be impossible to discern under an optical microscope. 
Thus far, the simplicity of this method outweighs these con- 
cerns. 
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This section is intended for the publication of(l) brief reports which do not require the formal structure of regular journal 
articles, and (2) comments on items previously published in the journal. 

Electrical characteristics of Ta205 films on Si prepared by dc magnetron 
reactive sputtering and annealed rapidly in N20 

G. Eftekhari 
Electrical Engineering Department, State University of New York at New Paltz, New Paltz, 
New York 12561-2443 

(Received 23 January 1998; accepted 17 April 1998) 

The electrical properties of reactive sputtered tantalum oxide annealed rapidly in N20 ambient 
improves the leakage current, increases dielectric constant and electric field breakdown. These 
improvements are the result of incorporation of oxygen into the structure of the oxide. This is 
simpler than the other methods of supplying oxygen into the oxide such as annealing in oxygen 
plasma.   © 1998 American Vacuum Society. [S0734-211X(98)03004-2] 

I. INTRODUCTION 

In recent years, due to its high dielectric constant, high 
refractive index, and relatively small leakage current, tanta- 
lum pentoxide (Ta205) thin films have been extensively 
studied for applications in high density dynamic random ac- 
cess memories, decoupling capacitors, and antireflection 
coating. Tantalum oxide films can be deposited using various 
techniques such as anodizaiton, thermal oxidation, chemical 
vapor deposition (CVD), and reactive sputtering. Among 
these, reactive sputtering is attractive, because (1) it is a low 
temperature process and (2) it is compatible with the rest of 
the microelectronic processings. Anodization is also a room 
temperature process, however, it is hard to integrate this pro- 
cess with the other microelectronic fabrication processes. 

There are numerous studies available on the properties of 
Ta205 /Si structures regarding its chemical structure, leakage 
current, and dielectric constant (e.g., Refs. 1-7). In recent 
years, annealing in N20 ambient has been used to improve 
properties of thermally grown oxide on Si (e.g., Ref. 8). The 
improvements are enhancements in the resistance of the ox- 
ide to radiation, hot carriers, and impurity penetration (espe- 
cially horon). This has been applied to Ta205 by Sun and 
Chen9'10 where oxide films are deposited using the CVD 
method. The purpose of this work is to study the effects of 
annealing of Ta205 films on Si in N20 where the oxide films 
were deposited using dc reactive sputtering. Chen et al.1 

have studied the electrical characteristics of reactive sput- 
tered Ta205 films. However, their study does not include the 
effects of annealing, especially the much preferred rapid 
thermal annealing. The reactive sputtering is attractive be- 
cause (1) it is a low temperature process and (2) it is an easy 
process to perform. 

II. EXPERIMENT 

The (100) Si used in this experiment was p type with 
resistivity of about 2 ft cm. Before loading Si samples in the 

vacuum system, they were cleaned and etched. The base 
pressure in the chamber was about 8X10"7 Torr. At this 
pressure, the argon and oxygen gases were introduced into 
the chamber. The pressure inside chamber during sputtering 
was close to 8 mTorr. The flow rates of argon and oxygen 
were separately controlled. The flow rate of argon over oxy- 
gen was adjusted to ~2.5. The reason for selecting this ratio 
is the fact that results of reactive sputtering of tantalum oxide 
reported by Chen et al.' indicates that good quality films are 
obtained at this ratio. The thickness of deposited oxide films 
was 15 nm. The substrate temperature during deposition was 
set to 150 °C. Some deposited films were subjected to rapid 
thermal annealing for 60 s at temperatures in the range 700- 
900 °C. The gate contact was aluminum evaporated on the 
oxide film after annealing process through a metal mask in 
contact with the substrate. The contacts were circular with 
area of 7 X 10"3 cm2. Samples were characterized by record- 
ing current-voltage (I-V) and capacitance-voltage (C-V) 
measurements at room temperature. For the purpose of com- 
parison and verifying the effectiveness of annealing in N20, 
some samples were annealed in N2 ambient as well. The 
results shown in this report represent the average measure- 
ments on many samples processed at the same time. The 
details of current-voltage and capacitance-voltage measure- 
ments and variation of parameters among samples and pro- 
cessing at other Ar/02 flow rates will be reported in an ex- 
panded article. 

III. RESULTS AND DISCUSSION 

At the range of electric field (E) shown in Fig. 1, the 
variations of / versus Em with the current plotted on a log 
scale for as-deposited and annealed structures were found to 
be linear. The current at higher electric field was dominated 
by space charge limited conduction process where IaV" with 
n = 2-3. At lower electric field it was ohmic. The linearity 
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FIG. 1. Plots of / vs Em with the current plotted on a log scale for (a) 
as-deposited and annealed oxides at (b) 600, (c) 700, and (d) 800°C. The + 
and - signs show the polarity of the gate voltage. Annealing time was 60 s. 
For clarity in cases (b) and (c) the currents at positive polarity of gate 
voltage are not shown. 

of this graph in the range of electric field shown in Fig. 1 
indicates that current in the oxide is either dominated by 
Schottky emission or Poole-Frenkel (PF) emission. A clear 
distinction between these two current components can be 
made by checking the sensitivity of current to the polarity of 
gate voltage. In Schottky emission, the current is expected to 
depend on the gate voltage polarity while in PF emission it is 
not. In this case, it was found that current is less sensitive to 
the polarity of gate voltage suggesting that current is domi- 
nated by PF emission. This is shown in Fig. 1 for as- 
deposited samples and samples annealed at 800 °C. The 
transformation of ohmic conduction at low electric field to 
Poole-Frankel conduction at high electric field is the result 
of lowering the potential barrier for trapped electrons due to 
combination of electric field and image force.1LThe slope of 
PF plots is given by ßw={ql-rre0er)

mqlkT, where q is the 
electron charge, T the temperature, k the Boltzmann con- 
stant, e0 the permittivity of free space, and er the dielectric 
constant of the tantalum oxide. The calculation of dielectric 
constant from the slope of PF plots gives us the values of 
nine for as-deposited samples and 23, 52, and 46 for samples 
annealed at 600, 700, and 800 °C, respectively. These values 
are much higher than the values obtained from capacitance 
measurements at accumulation (at 1 MHz) as shown in Fig. 
2. The determination of dielectric constant from PF plots has 
been shown to be unreliable.11 If we consider the modified 
form of PF emission (Ref. 11) which treats the emission 
process in three dimensions, then values given above should 
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FIG. 2. Variation of dielectric constant of the oxide with annealing tempera- 
ture. The symbol* indicates as-deposited oxides. Annealing time was 60 s. 
Curves a and b represent samples annealed in N20 and N2 ambients, respec- 

tively. 

be divided by 4. In this case, the values for dielectric con- 
stants are considerably smaller than the values obtained from 
capacitance measurements. 

According to Fig. 1, annealing in N20 resulted in consid- 
erable reduction in leakage current. Since current is domi- 
nated by PF emission and in this emission, current is due to 
trapping and detrapping of electrons from impurity sites, 
therefore, one could draw the conclusion that the concentra- 
tion of trap sites is reduced. Aoyama et al? have studied the 
annealing behavior of CVD grown Ta205 films in oxygen 
plasma. Their study shows that concentrations of hydrogen 
and carbon in the films decrease after oxygen treatment, con- 
cluding that during oxygen plasma annealing, carbon and 
hydrogen impurities are oxidized and consequently the con- 
centration of impurity or trap sites for current conduction is 
decreased. These impurities are unintentionally introduced 
into the oxide during processing and annealing. In our case, 
oxygen needed for this process is created by dissociation of 
N20 according to N20->N2+0. Furthermore, any possible 
oxygen deficiency in the oxide could be improved by intro- 
ducing oxygen into the structure of the oxide. As a result of 

3.2 

2.8 

2.4 

2.0 

1.6 

1.2 
600 700 800 

Annealing temperature (C) 

FIG. 3. Variation of breakdown electric field with annealing temperature. 
The symbol* indicates as-deposited oxides. Annealing time was 60 s. 
Curves a and b represent samples annealed in N20 and N2 ambients, respec- 

tively. 
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TABLE I. Properties of oxide before (upper values) and after (lower values) 
stressing. 

/(A/cm2) £4(MV/cm) 

4 X 10" 74 X 10" 18/14 as-deposited 
£=0.36 MV/cm 
annealed at 800 °C        8 X 10"9/5 X 10"9      24/23 
E= 1 MV/cm 

2.1/1.1 

3/2.8 

these, breakdown electric field (Eb) of the oxide and stability 
of the current in the oxide were also improved. The Eb of 
as-deposited oxide was 2.1 MV/cm and it increased to 3 
MV/cm after annealing at 800 °C as shown in Fig. 3. Break- 
down electric field here is defined as the electric field where 
the original status of the I- V characteristic were not recov- 
ered as a result of structural damage to the oxide. For the 
purpose of comparison and demonstration the effectiveness 
of annealing in N20, some samples where annealed in N2 

ambient. Figures 2 and 3 show the results of such annealing 
on dielectric constant and breakdown electric field, respec- 
tively. As seen, the results are inferior when compared to the 
samples annealed in N20 ambient. Matsui et al.n have used 
annealing in oxygen radicals to improve the properties of 
CVD deposited Ta205. Rapid annealing in N20 seems inter- 
esting because of (1) simplicity of process and (2) since an- 
nealing time is short, therefore, the possibility of growing 
further oxide on the existing oxide is very small. 

In another experiment, the effectiveness of N20 annealing 
in oxide stress was examined. The as-deposited and oxides 
annealed at 800 °C were stressed by subjecting them to an 
electric field (0.36 MV/cm for as-deposited) and (1 MV/cm 
for oxides annealed at 800 °C) for 3 h. The results of current 
density, dielectric constant and Eb before and after stressing 
are shown in Table I. As this table shows, oxides annealed in 
N20 have retained their properties after stressing while as- 
deposited oxides are substantially degraded. 

The properties reported here for oxides annealed in N20 
are comparable and in some cases superior when compared 

with properties of oxides obtained using complicated meth- 
ods of deposition such as regular CVD,7 plasma enhanced 
CVD, PECVD2 and electron cyclotron resonance PECVD, 
(ECR)-PECVD.4 For example, Kim et al.A have obtained di- 
electric constant of 24 and breakdown electric field of 2.3 
MV/cm for samples prepared using ECR-PECVD and an- 
nealed in 02 for 30 min at about 800 °C and in the samples 
prepared by plasma-enhanced CVD, the leakage current in- 
creased at annealing temperatures 600-800 °C (annealing 
time was 60 s) and dielectric constant decreased in the an- 
nealing temperatures 600-800 °C.2 Such increase in leakage 
current and decrease in dielectric constant with annealing 
temperature were not observed in this work. 

IV. CONCLUSION 

It has been determined that a simple method of reactive 
deposition of tantalum oxide when rapidly annealed in N20 
after deposition produces a high quality oxide films. The 
dielectric constant increases to about 24, oxide breakdown 
electric field increases to about 3 MV/cm, and leakage cur- 
rent decreases considerably. Annealing in N20 also improves 
the stress properties of the oxide film. 
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4I. Kim, J.-S. Kim, O.-S. Kwon, S.-T. Ahn, J. S. Chun, and W.-J. Lee, J. 
Electron. Mater. 24, 1435 (1995). 

5R. A. B. Devine, L. Vallier, J. L. Autran, P. Paillet, and J. I. Leray, Appl. 
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I. INTRODUCTION 

Highly anisotropic dry etching of tungsten silicide and 
tungsten polycides is required for the realization of sub- 
micron low resistance gates and interconnects for use in high 
performance complementary metal-oxide-semiconductor 
(CMOS) and BiCMOS technologies.1 The current etch 
chemistries are not anisotropic, i.e., lateral etching of the 
tungsten silicide takes place which results in undesirable CD 
loss. In many applications a spacer needs to be formed on the 
polycide sidewall (Fig. 1). Undesirable undercutting can re- 
sult in nonideal spacer formation for further device fabrica- 
tion. 

Tungsten silicide etching has been described in literature 
using mixtures of SF6, Cl2, or CF4.

2"4 However, all these 
chemistries have excessive undercutting, no end point detec- 
tion, and poor control of sidewall profile. It is the purpose of 
this brief to describe an etch chemistry using C2F6, Cl2, and 
02 which forms polymer on the sidewall of the tungsten 
silicide during the etch in order to avoid undercutting. In 
addition, the etch chemistry allows increase of the critical 
dimension by controlling the polymer deposition on the side- 
wall. 

II. EXPERIMENTS 

All etch experiments were performed in a LAM 384T 
Triode etcher. Power was applied to the lower electrode (RIE 
mode). The temperature of the electrodes was held between 
15 and 30° C. Chamber pressure was maintained at 150 mT 
and the He backside cooling pressure was 8 T for all experi- 
ments. The C2F6, Cl2, and 02 system was explored under 
two different plasma power conditions. Detailed experiments 
were performed to determine the etch rates of WSi^, poly- 
silicon, and oxide under various gas plasmas and rf power. 

WSL. was deposited in a varian 3190 sputtering system 
from a composite target. Poly-silicon was deposited at 
625 °C using low pressure chemical vapor deposition 
(LPCVD). The first step in the etch is an oxide etch which is 
to be used only if there is an insulator on top of the WSix. 
The end point can be detected when the silicide is exposed at 
the change in the CO emission at 450 ±25 nm when using a 
CHF3:C2F6 chemistry. The second step is main WSL. etch, 
the characterization of which is described in detailed next. 
An end point can be detected at the change in the emission at 

"'Electronic mail: rashid.bashir@nsc.com 
b)Analog Process Technology Development. 
''Presently at: Spectrian, Mountain View, California. 

289 ±25 nm. The third step is the poly-silicon etch which 
results in an endpoint at changes in emission at 289 ±25 nm. 
Resist loss for OCG 825 in a typical process is about 5000 Ä. 

III. RESULTS AND DISCUSSION 
A mixture of C2F6 and Cl2 was first tried for the WSL, 

etch. It was discovered that the etch builds up polymer on the 
WSL. sidewall, which is bombarded and removed during the 
etch. Since the bombardment is anisotropic, the polymer on 
the sidewall is not removed and a "foot" of WSix will be 
produced after resist is stripped. As the C2F6/C12 ratio is 
increased, the selectivity between the WSL, and poly etch 
rates is increased but more polymers are formed on the side- 
wall, resulting in a tapered profile. When the C2F6/C12 ratio is 
decreased, the polymer formation is also decreased but the 
WSix and poly etch rates increase at a very rapid rate due to 
increased chlorine radicals in the ambient. High %C12 mix- 
tures are thus not desirable since a decrease in poly-silicon 
etch rate is needed once the WSi, is removed. Figure 2 
shows the cross sections of the stack with two different 
C2F6/C12 ratios. The corresponding etch rates are depicted in 
Fig. 3. 

Addition of 02 in the C2F6/C12 mixture, however, results 
in a decrease of the polymer buildup and a highly aniso- 
tropic, straight sidewall. The polymer can be postulated to be 
a tungsten-carbon based compound that reacts with oxygen 
to form volatile compounds. SF6 or CF4 based chemistries 
described in prior arts do not provide enough carbon to form 
polymers on the sidewall and hence have resulted in under- 
cut of the silicide. Figure 4 shows the etch rate variation with 
change in %C12 in the C2F6/Cl2/02 system. It is interesting 
to note that in our study, the over all etch rates of oxide, 
silicide and poly-silicon does not change much within the 
variation of 02 studied as shown in Fig. 5. Excessive 02, 
however, can result in excessive side etching of the resist, 
unwanted increase of CD, and undercutting of WSix. The 
final mixture results in an optical end point at poly-Si inter- 

Stack on oxide 

Resist Mask 

Insulator 

WSix 
golV-Si 

Resist Mask 

Insulator 

FIG. 1. Cross section of the polycide stack. 
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FIG. 2. (a) Stack cross section with WSi, etch using 
C2F6:C12=85:50, rf=400 W. (b) Stack cross section 
with WSi, etch using C2F6:C12= 100:35, rf=400 W. 
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FIG. 4. (a) Etch rates for variation in %C1 at rf=400 W. 
(b) Etch rates for variation in %C1 at rf=100 W. 
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•   , 2500Ä Oxide , 

2600AWSi,       ^gi 

2120 

1500Ä Poly-Si 
Field Oxide 

FIG 6 Angled SEM of the stack with WSL etched with the final process. 
(WSiv etch using C2F6 :C12 :02= 100:35:20 at 400 W, 150 mT, and 
poly-Si etch using C,F6 :C12 = 85:50 at 100 W, 120 mT.) 

face. The end point is detected by a change in the emission at 
wavelengths of 289±25 nm. There is no known reference 
of such an optical end point. Figure 6 shows an angled high 
magnification scanning electron microscopy (SEM) showing 
the anisotropic profile of the stack etched using the opti- 
mized WSL. etch process with a gas mixture of 
C2F6:C12:02= 100:35:20 at 400 W, 150 mT, and poly-Si 
etch using C2F6:C12 = 85:50 at 100 W, 120 mT. 

The polymer-forming recipe can also be used to make 

self-aligned butted contact structures.6 For example, simulta- 
neous contact to the buried poly or silicide film and under- 
lying substrate can be formed without a mask. 

IV. CONCLUSIONS 

A new etch chemistry has been developed to etch tung- 
sten silicide and tungsten polycide films with high control of 
the sidewall profile using a C2F6/Cl2/02 mixture in a LAM 
384T system. The 02 in the ambient helps control the etching 
of sidewall polymer and hence provides an additional degree 
of freedom in controlling the slope of the sidewall without 
significantly affecting the etch rates. 

'M. Wong and K. Saraswat, Symposium on VLSI Technology, Ninth 
Symposium on VLSI Technology, 1989, pp. 101-102. 

2W. Beinvogl, U.S. Patent No. 4,473,436 (1984). 
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A new perturbation solution for the oxidation of silicon that properly accounts for diffusion of 
molecular oxygen and reaction kinetics at the silicon-silicon dioxide interface is presented. The 
perturbation treatment is based on the assumption of a dilute solution of 02 in Si02 phase. We show 
that the solution obtained by Deal and Grove [J. Appl. Phys. 36, 3770 (1965)] is the zeroth 
perturbation solution and formally prove that it is a quasi-steady-state solution. In the limiting case 
of instantaneous reaction, the perturbation solution is shown to be equivalent to the result obtained 
by Peng, Wang, and Slattery [J. Vac. Sei. Technol B 14, 3316 (1996)]. The proposed perturbation 
scheme is developed here for first-order reaction kinetics, but can easily be extended to other rate 
expressions. The higher order corrections offered to Deal and Grove model predictions might 
provide a needed method for assessing the error incurred when these predictions are used to estimate 
oxide film thickness in practical situations. © 1998 American Vacuum Society. 
[S0734-211X(98)02504-9] 

I. INTRODUCTION 

Thermal oxidation of silicon (Si) has been studied exten- 
sively both theoretically and experimentally due to its impor- 
tance in silicon-device technology. Some time ago, Deal and 
Grove1 presented a simple model for the oxidation process 
which takes into account diffusion of molecular oxygen 
through the oxide film as well as reaction occuring at the 
silicon-silicon dioxide (Si02) interface. However their 
analysis was based on a quasi-steady-state approximation 
and thus neglected the movement of the Si-Si02 phase in- 
terface while computing the distribution of molecular oxygen 
(02), leading to a linear distribution of oxygen in the oxide 
phase. Although physical justification for a quasi-steady- 
state is tenuous, we show later that this assumption nonethe- 
less yields the correct zero-order solution to the problem.2 

Recently Peng et al? analyzed the silicon oxidation prob- 
lem by explicitly accounting for coupling of the concentra- 
tion profile in the oxide phase with the rate of movement of 
the Si-Si02 interface. This coupling yields an inherently un- 
steady process. Peng et al? assumed the oxidation process to 
be "diffusion controlled," however, and discarded any role 
of interfacial reaction kinetics. Interface reaction kinetics is 
believed to play an important role particularly in the growth 
of thin-oxide layers.1 Also under given conditions, the rate of 
oxidation is known to depend on the crystal lattice orienta- 
tion, an effect generally incorporated into a model through 
the dependence of interfacial rate constant on surface density 
of Si atoms.1 Since Peng et al. do not account for interfacial 
reaction kinetics, the orientation dependence of oxidation 
rate is also lost. Additionally, the analytical solution pro- 
vided by Peng et al. is valid only if there is no oxide layer 
present at the start up of the oxidation. This is a serious 
limitation because most practical situations involve 
multilayer oxidation schemes. 

In this brief article we develop a new regular perturbation 
solution scheme for the oxidation of silicon that properly 
takes into account diffusion of molecular oxygen, interface 

kinetics, and the presence of an initial oxide layer prior to 
start up of the oxidation process. The motivation for such 
analysis is twofold. First, the accuracy and the range of va- 
lidity of the zero-order results (Deal and Grove model) can 
be extended by the addition of higher-order perturbation 
terms. Second, utilizing the quasi-steady-state approximation 
as a first step in an orderly scheme of successive approxima- 
tions is mathematically more rigorous than intuitively elimi- 
nating certain terms. Our perturbation scheme consists of: (a) 
immobilizing the moving boundary by Landau's 
transformation;4 (b) change of time variable from t to h(t), 
where h(t) is the position of the moving interface at time t; 
(c) application of regular perturbation method. 

II. MODEL 

The kinetics of thermal oxidation of Si is analyzed using 
the simple model illustrated in Fig. 1. We use the oxidation 
mechanism put forward by Deal and Grove.1 In analyzing 
this problem we shall assume that thermodynamic equilib- 
rium prevails at the interface and that the reaction at the 
interface can be described as a simple first-order reaction, 

Si+02^Si02. (1) 

Assuming that the solution of 02 in Si02 is dilute (C 
<SCSi0 ) and Fick's first law holds for the diffusion of 02 in 
the oxide phase we write the differential mass balance3'5 for 
09: 

dC        dlC 

lt~=D!?' (2) 

where C and D are the concentration and binary diffusion 
coefficient of 02 in the Si02 phase, respectively. 

Jump mass balances for species 02 and Si02 at the 
Si-Si02 interface require, at z = 0, 

Nn = 
Mr 

■=-kC, (3) 

"'Electronic mail: laa@tam2000.tamu.edu and, at z = 0, 
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■Si O, 

-► z 
z=0 z=h(t) 

FIG. 1. Model for oxidation of silicon. 

NsiO = -kC—CSio 
dh 

"2 It' 
(4) 

where k is the reaction constant for Eq. (1). The last equality 
in Eq. (4) simply states that the rate of Si02 formed by the 
reaction at the interface is identical to the rate of Si02 grown 

over the Si. 
Thus we wish to solve Eq. (2) consistent with following 

initial and boundary conditions; at z = h(t), 

(5) 

and at z = 0, 

dC 

~dz 

and at t = 0, 

h = h:. 

D — = kC=CS{0 

dh 
(6) 

(7) 

No exact solution exists for this system of equations. To 
facilitate a perturbation approach we introduce following di- 

mensionless variables; 

C 
c-c e(J. 

c 

and hf = 

eq 

h;k 

~~D 

tk2 zk hk 
7*=  • h*=  • 
Z      D' -D' 

(8) 

Equation (2) along with Eqs. (5)-(7) can be reduced to 
the following system of equations, 

r)2C* 
(9) 

dC* 

Ht*~ dz*2' 

atz* = h*, 

c*=o, 
atz* = 0, 

dC* 
 = r*+ 1 
dz* ' 

dh* _ CeqdC* 

~dF~ -sio2^
s 

(10) 

(ID 

(12) 

It is clear that since h* is an unknown function of t* the 
boundary conditions involving h* [Eqs. (10) and (12)] are 
nonlinear. To remove this nonlinearity we introduce a Lan- 

dau transformation 

,* 
M = 

h* 
(13) 

This transformation removes the nonlinearities in the bound- 
ary conditions and places them in the governing Eq. (9). 
From now on for the sake of clarity we shall drop the super- 
script *. In view of Eq. (13) the system of Eqs. (9)-(12) can 

be rewritten as 

dC       dC\dC 

^hJh~U^^ 

C(u=l,h) = 0, 

£.-o = *(C+l), 

d2C 

u = 0 
du 2  ' 

4> dt 

h dh 

dC 

du 
H = 0 

h(t=0) = hi. 

Here we have introduced 

</> 
r      '-'eq 

c 

(14) 

(15) 

(16) 

(17) 

(18) 

(19) 
SiOo 

In most practical cases 02 forms a dilute solution in Si02, 
i.e., (Ceq<CSiQ2) or <j><l, which suggests a perturbation ap- 

proach for solving Eq. (14). To facilitate the perturbation 
solution we begin by expressing the dependent variable in 
Eq. (14) as a power series in the parameter <f>, 

C(u,h) = C0(u,h) + 4>Cl(u,h) + cf>2C2(u,h) + -- (20) 

Substituting Eq. (20) into Eq. (14) and equating terms of 

order cf>° we obtain 

d2C, 
^=o 

du 

with boundary conditions, 

C0(u=l,h) = 0, 

dC0 

du 
= h{C0(u = 0,h)+l}. 

(21) 

(22) 

(23) 
t = 0 

The solution to Eq. (21) consistent with Eqs. (22) and (23) is 

Substituting Eq. (23) in Eq. (17) yields 

4> dt 

h dh 

dC0 

du 
K = 0 

(25) 

z* = 0 

which governs the thickness of the oxide phase as a function 

of time. Integrating Eq. (25) we get 
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A2 

<f>t = h+-—A(- 
2 ~r°' (26) 

where ht is the dimensionless thickness of the initial oxide 
layer, and <f> is now just a parameter of known value. Using 
Eq. (8), Eq. (26) can be cast into dimensional form as 

h2+Ah = B(t+r0), 

where 

A=- 
2D 

B = 
2DC, eq 

c Si09 

T0~= B 

(27) 

(28) 

Equation (27) is evidently identical to the equation obtained 
by Deal and Grove [Eq. (12) of Ref. 1]. Notice that the 
zeroth-order solution C0(u,h(t)) is the quasi-steady-state so- 
lution which can be obtained from Eqs. (9)—(11) by discard- 
ing the time derivative of C0. 

Next we look for the first order perturbation solution. 
Substituting Eq. (20) into Eq. (14) and equating terms of 
order <f)X we obtain 

d2C l    I , 9C0 dC0\ dC, '0 

du        \      dh     "   du I du 

with the boundary conditions, 

C!(M=1,/J) = 0, 

H = 0 

du = hC1(u = 0,h)- 

(29) 

(30) 

(31) 
«=o 

Solution to Eq. (29) consistent with Eqs. (30) and (31) is 

A2 

Ci(u,h) = 
6(1+A)3 

h(3 + h)(u-l) 

3(l-«2) + A(l-M
J) 

+ • 
1+A 

Again using Eq. (17) we obtain 

A dh 
<f>dt=' 

(dC0)/du \u=:o+(f>(dC1)/du\u=0+ ■ 

which upon integration yields 

<^=r0+<£r1+---, 

where T0 is defined in Eq. (26) and 

(32) 

(33) 

(34) 

Ti-; 
1 

- + (A,—A) + 2 
1 1 

1+A    1+A, 

+ 3 log 
1+A 

1+A; 

Equation (34) describes the thickness of the oxide layer as a 
function of time corrected up to the first-order perturbation 
and can easily be extended to include the higher orders. 
However due to the limitation of space we shall restrict our 
analysis up to the first order. The term ^T^ represents the 
first-order correction to the zeroth-order solution (f>t = Tl. 

In the limit of instantaneous reaction, £^°°, and no initial 
oxide layer, A, = 0, Eq. (34) in the dimensional form reduces 
to 

h2 = 2cf>D\ 1 + J + - (35) 

We shall compare Eq. (35) with the solution obtained by 
Peng et al? In their analysis the thickness of the oxide layer 
was given as [Eq. (17) of Ref. 3] 

A2 = 4X2öf, 

where X is the solution of [Eq. (21) of Ref. 3] 

Vir\ erf(X)=0. 

Expanding erf (X) as a power series in \ we obtain6 

</>=2\z-f\4+i\e X8 + - 

(36) 

(37) 

(38) 

Inversion of the power series in \ into a power series in cf> 
results in6 

^2=i<t>+T2<f>2+m<t>3 + -- ■ (39) 

From Eqs. (36) and (39) we obtain 

A2 = 2<£Z)(l+^ + ---)f, (40) 

which is identical to Eq. (35). 

III. DISCUSSION 

Comparing the first-order solution [Eq. (34)] with the 
zero-order solution [Eq. (26)] it becomes apparent that the 
term c^Tx represents the correction to the zeroth-order solu- 
tion. For most practical situations </>—Ceq/CSi0 is of the 
order of 10"6. Since the magnitude of Tj is of about the 
same order as T0 the first-order correction (f>T\ is negligible 
when compared with the zero-order term T0 and the zero- 
order solution should be accurate enough for most practical 
situations. The first-order correction becomes significant, 
however, at high 02 concentrations at the 02-Si02 interface, 
when (f>T1 becomes comparable to T0. 

Recently Peng et al? offered a comparison of their pre- 
dictions [Eqs. (36) and (37)] with the predictions of the zero- 
order approximation [Eq. (26)] and experimental data at sev- 
eral different conditions of temperature and pressure. 
Comparing Eq. (27) with Eq. (40) we would expect the error 
in using the zero-order approximation (Deal and Grove 
model) to be of the order of 100(/>/6=»10"5%. Yet Peng 
et al? contend that Deal and Grove model predictions were 
significantly different from their predictions and the experi- 
mental data. However, while estimating the parameter B of 
the Deal and Grove model [Eq. (28)] they did not use the 
same values of D and Ceq that were used to solve Eqs. (36) 
and (37). Thus we believe that the better agreement of Peng 
et al? predictions with the experimental data is entirely due 
to accurate estimation of parameters and better available ex- 
perimental values of D and Ceq. If the same values of pa- 
rameters are used, Deal and Grove predictions are almost 
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FIG. 2. Comparison of zeroth-order perturbation solution [Eq. (27)] (data 
points) with the prediction of Peng et al. (Ref. 3) (the unbroken curve). In 

have       taken       D = 3.53X10 14 ■ '' this        calculation        we * m2/s, 

Ceq=7.11xl(T14kgmole/m3, Csio2=36.67 kg mole/m3 and k-x*>. These 

parameters correspond to the Fig. 5 of Ref. 2. 

identical to the prediction of Peng et al. as can be seen in 
Fig. 2. Moreover since Peng et al. ignore surface reaction 
kinetics in their analysis, their prediction of h~y[t at all 
times is not consistent with the experimental observation that 
h~t at short times.1 This short-time h~t behavior is attrib- 
uted to the reaction controlled regime at early stages of oxi- 
dation and is consistent with the prediction of Eq. (34). 

IV. CONCLUSIONS 

A new perturbation solution to the oxidation of silicon is 
presented that properly accounts for diffusion of molecular 
oxygen and the interface kinetics. Dilute solution of 02 in 
Si02 phase forms the basis for the perturbation treatment. It 
is shown that the Deal and Grove model is the zeroth-order 
approximation and formally proved that it is a quasi-steady- 
state solution. It is also shown that, in the limit of instanta- 
neous reaction, the perturbation solution reduces to the re- 
cent prediction by Peng et al. Disagreement between Deal 
and Grove model predictions and the predictions of Peng 
et al. is shown to be due to inconsistency in the use of values 
of physical parameters D and Ceq. 

For most practical values of physical parameters, the 
zeroth-order solution (Deal and Grove model) predictions are 
shown to be accurate enough for practical use. The perturba- 
tion scheme presented here, however, can be exploited to 
improve the accuracy of the predictions to the desired extent 
or as a guide to establish the magnitude of error in the pre- 
dictions of Deal and Grove model. Although our solution is 
based on the assumption of first-order reaction kinetics at the 

Si-Si02 interface, the solution scheme can be extended to 
other surface reaction mechanisms that has been proposed 
recently.7 
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NOMENCLATURE 

A: defined in Eq. (28) 
B; defined in Eq. (28) 
C: molar concentration of Oz in Si02 phase 
Cen: molar concentration of 02 in Si02 phase at 

02-Si02 interface 
binary diffusion coefficient of 02 in Si02 

phase 
position of the 02-Si02 interface 
initial thickness of the oxide layer 
first-order reaction rate constant for reac- 
tion (1) 
molecular weight of oxygen 
z component of the molar flux of species 
A 
rate of production of species A 
Si-02 interface 
time 
defined in Eq. (13) 
rectangular Cartesian coordinate. 
defined in Eq. (37), 
defined in Eq. (19) 
defined in Eq. (26), 
defined in Eq. (34), 
defined in Eq. (28). 
species Si02 or 02 

corresponds to zeroth perturbation 
corresponds to first perturbation 

eq- 

D: 

h: 
ht: 
k: 

Mo2 

NA: 

?A- 
at the 

t: 
u: 
z: 
Greek letters X 
cj>: 

IV 
IV 

Subscripts A: 
0: 
1: 
Superscript 
*. dimensionless variables. 
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Atomic force microscopy observation of the ferroelectric domain structure 
on the (010) cleavage surface of K2ZnCI4 
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The ferroelectric domain structure of K2ZnCl4 was studied by atomic force microscopy (AFM). The 
domain feature was observed on the (010) cleavage surface which is parallel to the polar a axis. This 
finding demonstrates that the image of ferroelectric domains observed by AFM is not due to the 
interaction between the tip and the spontaneous polarization, but due to a real deformation of the 
crystal surface.   © 1998 American Vacuum Society. [S0734-21 lX(98)00504-6] 

After Saurenbach etal.'s pioneering study,1 much atten- 
tion has been paid to atomic force microscopy (AFM) obser- 
vation of the domain structure in ferroelectric crystals.2-7 

AFM is a very useful means of studying the domain structure 
of ferroelectric materials because it does not require any 
modification of sample surfaces.2 

The detailed mechanism by which the ferroelectric do- 
main is visualized by AFM is not clearly understood yet. 
Lüthi et al. suggested that AFM domain images resulted 
from electrostatic interaction between the permanent polar- 
ization of the tip and the spontaneous polarization of the 
ferroelectric domain.3 On the other hand, Kolosov et al. ob- 
served topographical variations corresponding to the ferro- 
electric domains, and asserted that the AFM domain images 
came from a real piezoelectric deformation of the crystal 
surface.4 

To investigate the ferroelectric domain feature by AFM, 
single crystals of K2ZnCl4 (KZC) were chosen as samples. 
KZC has a ferroelectric phase with the spontaneous polariza- 
tion along the (1, 0, 0) direction (the polar a axis) at room 
temperature, and can be cleaved only along the (010) 
surface.8 It is important for this AFM study that the cleavage 
surface of KZC is not perpendicular but parallel to the polar 
a axis. Up to now, most AFM studies have focused on the 
cleavage plane normal to the spontaneous polarization, and 
the electrostatic interaction between the tip and the sponta- 
neous polarization had to be deliberated.2"7 By choosing 
KZC, we can observe a cleavage surface which does not 
have the spontaneous polarization, so that we can exclude 
the effect of the electrostatic interaction between the tip and 
the spontaneous polarization from AFM observation. 

KZC single crystals of good quality were grown by the 
Czochralski method, and cleaved along the (010) surface 
with a razor blade. AFM images were obtained in the static 
contact mode at room temperature in an atmosphere within 
30 min of the cleavage operation. (The static contact mode 
means a mode of imaging where the tip remains in contact 
with the crystal surface.) A commercially available AFM 
apparatus (Park Scientific Instruments, Auto Probe CP) was 

used for this investigation. The horizontal scanning rate was 
10 /u,m/s. The spring constant of the boron-doped Si (Ultra- 
lever) cantilever was 0.16 N/m. 

Figure 1 shows an AFM image of the ferroelectric domain 
on the (010) surface of KZC in the static contact mode. The 
image pattern in Fig. 1 is quite similar to the results of the 
previous AFM studies,2"7 and also similar to the domain 
feature of [N(CD3)4]2ZnCl4, which is an isomorphus crystal 
of KZC, observed by the x-ray topography method.9 (The 
slip in Fig. 1 is thought to be the noise effect on the AFM 
image.) The domain contrast did not reverse when the image 
was scanned in the opposite direction. In Fig. 2, a cross- 
sectional profile taken along the solid line of Fig. 1 can be 
found. It is easily seen that there exist two height levels, 
which are characteristic in the domain feature.2'4 

It is very interesting that the ferroelectric domain structure 
can be observed by AFM even on the surface parallel to the 
polar axis. On the basis of Lüthi et al.'s assertion, the visu- 
alization of the ferroelectric domain by AFM is due to the 
electrostatic interaction between the tip and the spontaneous 
polarization, and the contrast of opposite domains is not a 

"Electronic mail: rocky@phya.snu.ac.kr 

1.2 ^m 

FIG. 1. Topographical image of the (010) surface of K2ZnCl4 observed by 
AFM in the static contact mode. The horizontal white solid line corresponds 
to a line along which a cross-sectional profile of Fig. 2 was taken. 
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FIG. 2. Cross-sectional profile taken along the white solid line in Fig. 1. The 
difference in height between two opposite domains is about 0.6 nm. 

real topographical variation.3 If their explanation was ac- 
cepted, the ferroelectric domain feature could not be ob- 
tained by AFM on the (010) surface of KZC because the 
(010) surface does not have spontaneous polarization. 

An explanation for the result of this investigation can be 
given by Kolosov et al.'s piezoelectric deformation model. 
They suggested that the AFM image of the ferroelectric do- 
main is a real topographical variation which is ascribed to 
the piezoelectric deformation of the crystal surface. There 
exists the depolarization field E* along the polar a axis in- 
side the ferroelectric domain. Assuming the piezoelectric 
constant daa, the depolarization field can cause lattice defor- 
mation as ha = 2DE*daa = 2DLPadaa

4'10 (Here, ha is the 
topographical variation along the a axis, D sample thickness, 
L the depolarization factor, and Pa the spontaneous polariza- 
tion along the a axis.) The piezoelectric constant changes its 
sign with the reversal of the domain orientation, so that the 
ferroelectric domain structure results in the piezoelectric de- 
formation of the crystal surface. 

The domain feature on the (010) surface of KZC in Fig. 1 
can be explained by introducing an off-diagonal piezoelectric 
constant dab to the piezoelectric deformation model. For 
KZC, the constant dab is about 3X 10~12 m/V, and the pi- 
ezoelectric deformation can be induced on the (010) surface 
by the spontaneous polarization along the polar a axis. 

In Fig. 2, the difference in height between the two oppo- 

site domains is about 0.6 nm, which is somewhat smaller 
than the results of the previous studies.2'4 The difference is 
understood by the small spontaneous polarization of KZC 
because the piezoelectric deformation is proportional to the 
spontaneous polarization.4'8 The spontaneous polarization of 
KZC is 0.15 AtC/cm2, which is about 1000 times smaller 
than that of materials studied previously.2'4'8 

In summary, we have observed the ferroelectric domain 
structure on the (010) cleavage surface of KZC by AFM. 
Because the (010) plane does not have spontaneous polariza- 
tion, our results demonstrate that the visualization of the 
ferroelectric domain by AFM is not due to the electrostatic 
interaction but due to the real deformation of the crystal sur- 
face. The deformation can be induced not only along the 
polar a axis but also along the b axis of KZC by the off- 
diagonal piezoelectric constant. 
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tunneling microscopy 
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Studies of porous silicon before and during ultraviolet excitation were performed using scanning 
tunneling microscopy. Images taken during ultraviolet excitation compared with images taken 
immediately prior to ultraviolet excitation show changes in the size of selective surface features. 
There is an increase in feature height and a decrease in feature width between the images of 
nonluminescing and luminescing porous silicon. These drastic effects are a consequence of an 
increase in available charge carriers in porous silicon, namely, in the quantum wires. © 1998 
American Vacuum Society. [S0734-211X(98)09804-7] 

I. INTRODUCTION 

Intense interest in the mechanism of visible light emission 
from silicon is rooted in the quest for silicon-based optoelec- 
tronic devices that will be compatible with the existing very- 
large-scale-integration technology. Suitably etched silicon,1 

called porous silicon, illuminated with ultraviolet (UV) light, 
photoluminesces in the visible region. Explanations for this 
phenomenon are centered on quantum confinement2 of 
charge carriers in nanoscale surface features, chemically3'4 

and defect5 related effects and embedded crystallites in 
amorphous material.6 The quantum confinement process is 
expected to shift the photoluminescence (PL) spectra to 
shorter wavelengths as the confining feature size is reduced.2 

This relationship has been experimentally observed.7 There 
is, however, a lack of experimental proof that the surface 
features observed are the sites of the photoluminescence. To 
this end, analyses of the surface morphology and electronic 
structure of porous silicon were performed simultaneously 
using scanning tunneling microscopy (STM). The porous 
silicon samples were analyzed while emitting visible light, 
providing invaluable and direct information on the visible 
light emission mechanism in porous silicon. 

By altering the number of charge carriers present during 
the STM imaging process, the experiment establishes the rel- 
evant electronic structure of porous silicon. This is accom- 
plished by measuring the effect of UV illumination on the 
sample between consecutive STM images. By measuring the 
variations in the surface features, before and during illumi- 
nation, we establish those surface features in which charge 
carriers are confined and so contribute to the PL behavior of 
porous silicon. 

II. EXPERIMENT 

P-type boron doped (111) and (100) silicon wafers 
(0.002-0.08 and 6-8 O, cm, respectively) were etched in a 
1:4:2 solution of hydrofluoric acid, water and ethanol.8'9 

Such etched samples are hydrogen passivated, as determined 
by x-ray photoelectron spectroscopy and secondary ion mass 
spectrometry.7 These samples photoluminesce in the red and 
orange spectral regions, for (111) and (100) substrates, re- 
spectively, Fig. 1. Immediately after etching, the samples 
were transported in an argon purged cell to the Digital In- 
struments' Nanoscope II scanning tunneling microscope. The 
Pt-Ir STM tips were atomically sharp as determined by 
atomic resolution of graphite. The UV source, a 4 W hand- 
held 365 nm lamp with an intensity of —230 /zWcm~2, 
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FIG. 2. Representative STM image of (100) porous silicon, inset depicts 
wires with nodules (50 nmX50 nm, z=2.2 nm). 
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FIG. 4. Effect of in situ UV excitation during STM imaging on the height of 
the surface features as a function of width. 

FIG. 3. Consecutive STM images of (111) porous silicon (a) before UV light 
excitation and (b) under UV light excitation (85 nmX85 nm, z=1.4 nm). 

illuminated the surface at a distance of 3 in. The STM and 
the UV lamp are located inside a controlled inert gas cham- 
ber. The purged sample cell is placed in the chamber under 
He gas flow. The chamber is pumped out using a sorption 
pump to remove contaminants and then backfilled with He to 
create a positive pressure in the chamber. 

III. RESULTS AND DISCUSSION 

The morphology of the porous silicon was determined by 
the STM; Fig. 2 shows a typical STM image of the porous 
silicon surface. The relevant nanoscale features are illus- 
trated in the inset of Fig. 2, namely, wishbone-shaped fea- 
tures comprised of wires with nodules. Similar features ob- 
served using atomic force microscopy (AFM)7 are consistent 
with those features observed with transmission electron 
microscopy,10 and are predicted by the quantum confinement 
model.10 The electronic structure of porous silicon also was 
investigated with STM using in situ illumination of the 
sample with UV light. A series of consecutive images were 
then taken before and during UV excitation, Figs. 3(a) and 
3(b), respectively. 

Two important differences were observed as a result of 
UV illumination. First, there is an increase in brightness of 
the image, which is established by measuring the observed 
increase in feature height:11 Fig. 4 shows this result for a 
typical experiment. This increase in brightness is solely re- 
lated to an increase in tunneling current due to the presence 
of additional charge carriers at particular features in the im- 
age. Second, there is a shift in the measured feature width 
distribution such that with UV illumination the distribution 
has a peak at smaller feature widths, Fig. 5.11 The observed 
shift in the feature width distribution, with UV illumination, 
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FIG. 5. Feature width distributions of (111) porous silicon from STM images 
before and during UV light excitation. 

established that this increase in available charge carriers only 
occurs in the wires with nodules, such as previously 
observed.7 

Similar experiments were performed on other semicon- 
ductor surfaces, graphite and HF cleaned silicon, under the 
same conditions to ensure that these effects were real and 
only occurred on the porous silicon surface. The UV light 
had no effect on either the graphite or silicon images. In 
addition, a change in the number of available charge carriers 
of a Pt-Ir tip would have a short lifetime, not detectable with 
the eye. The increase in tunneling current is, therefore, only 
due to an increase in the number of available charge carriers 
in the porous silicon. 

A further enhancement in the STM images occurred when 
a negative bias compared with a positive bias was applied to 
the sample. Under negative bias, there was a larger increase 
in the image brightness, i.e., feature height. In this case, the 
tunneling electrons originated in the occupied states in the 
sample. With a negative bias, the current increases but, 
again, only in the smaller surface features such as wires with 
nodules. This also demonstrates unequivocally that the size 
of the feature specifically determines where the photolumi- 
nescence originates: charges are preferentially retained at 
smaller surface features, consistent with a quantum confine- 
ment mechanism. 

The features, wires with nodules, observed by the STM 
and also the AFM7 are consistent with the quantum confine- 
ment model.10 The size of these features under UV excitation 
is consistent with the PL wavelength using an empirical 
second-neighbor tight-binding energy-band approximation as 
shown as a solid line in Fig. 6.12 The experimental data 
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FIG. 6. Comparison of experimental data with theoretical prediction (after 
Sanders and Chang, Ref. 12). 

points for Fig. 6 were determined by plotting the wire width 
corresponding to the peak in the feature width distribution 
(Fig. 5) versus the band-gap value for that sample from the 
PL data (Fig. 1). The data taken under UV light correspond 
to the theoretical curve; this provides further support that the 
visible light emission originates from these nodules. 

IV. CONCLUSION 

It has been shown that surface features, such as wishbone- 
shaped wires, trap charge carriers, leading to photolumines- 
cence from these surface features. This is only consistent 
with a quantum confinement model. 
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PREFACE 
This volume contains papers presented at the 25th Annual Conference on the Physics and 

Chemistry of Semiconductor Interfaces (PCSI-25). The Conference was held on 18-22 January 
1998 at the University Park Hotel in Salt Lake City, Utah. Approximately 110 persons attended 
the Conference, which included sessions on Oxides, Group Ill-Nitrides, Magnetic Materials, Com- 
pliant Substrates, Schottky Barriers, Epitaxy and Heteroepitaxy, and Novel Techniques. There 
were 19 invited talks and 65 short oral presentations. All presentations included posters, which 
were displayed for the full duration of the Conference. Time was allotted for extensive viewing of 
all the posters (with refreshments included), which contributed to the workshop atmosphere of the 
Conference. 

A very interesting and informative rump session was held on Monday evening, chaired by 
Colin Wood of the Office of Naval Research. The main topic of the session was Lateral Epitaxial 
Overgrowth (LEO) of the Nitrides, a new development in the growth of GaN which permits a 
several order-of-magnitüde decrease in the dislocation density of the films. Keynote speakers at 
this session were T. Zheleva from North Carolina State University and Steve DenBaars from UC 
Santa Barbara. Both of these groups have achieved breakthroughs in the LEO material, producing 
significantly improved device performance for blue light-emitting lasers made from GaN and 
related alloy materials. Other GaN related presentations at the Conference included a report from 
K. Ploog of the Paul Drude Institut in Berlin on their progress in cubic GaN growth on GaAs and 
Si, as well as new advances in theoretical understanding of interfaces formation for A1N on SiC 
and sapphire by Rosa DeFelice of Xerox Park. Other exciting advances reported at the Conference 
include: observation of long range order in Si02 (N. Herbots, Arizona State University), discus- 
sion of new magnetic semiconductors (M. Tanaka, University of Tokyo), and theoretical predic- 
tion of superlattice self-assembly during growth (J. Tersoff, IBM Research). All of the presenta- 
tions were well received by the audience, and lively discussion occurred following each talk. 

The Conference excursion on Tuesday afternoon was to the Alta Ski Resort. A chartered bus 
took about 35 of the Conference participants to the ski slope, where they all enjoyed a beautiful 
afternoon skiing on fresh powder snow that had fallen the previous day. A wonderful time was had 
by all. The Conference facilities at the University Park Hotel were quite suitable for the Confer- 
ence, and many persons expressed the opinion that the Conference should be held at the same 
location again in a few years. The Conference succeeded through the efforts of many people. We 
would like to thank particularly the many anonymous reviewers who performed their work care- 
fully and thoroughly, Jack Dow for conference management, Carole Dow for registration man- 
agement, and Becky York, who provided a smooth interface between the Editor and the Journal of 
Vacuum Science and Technology B. The commitment of Gary McGuire for making this collection 
a part of JVST B is also appreciated, along with that of Galen Fisher, who provided an effective 
link with the American Vacuum Society. Financial support from Larry Cooper of the Office of 
Naval Research and Jack Rowe of the Army Office of Scientific Research are gratefully acknowl- 
edged. The Conference was held under the sponsorship of the American Vacuum Society through 
the Electronic and Materials Processing Division, the Office of Naval Research, and the Army 
Research Office. 

Jack E. Rowe 
Conference Proceedings Editor 

Randall M. Feenstra 
Conference Chairperson 
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Electron paramagnetic resonance (EPR) measurements of Si/Si02 systems began over 30 years ago. 
Most EPR studies of Si/Si02 systems have dealt with two families of defects: Pb centers and E' 
centers. Several variants from each group have been observed in a wide range of Si/Si02 samples. 
Some of the most basic aspects of this extensive, body of work remain controversial. EPR is an 
extraordinary powerful analytical tool quite widely utilized in chemistry, biomedical research, and 
solid state physics. Although uniquely well suited for metal-oxide-silicon (MOS) device studies, 
its capabilities are not widely understood in the MOS research and development community. The 
impact of EPR has been limited in the MOS community by a failure of EPR spectroscopists to 
effectively communicate with other engineers and scientists in the MOS community. In this article 
we hope to, first of all, ameliorate the communications problem by providing a brief but quantitative 
introduction to those aspects of EPR which are most relevant to MOS systems. We review, 
critically, those aspects of the MOS/EPR literature which are most relevant to MOS technology and 
show how this information can be used to develop physically based reliability models. Finally, we 
briefly review EPR work dealing with impurity defects in oxide thin films. © 1998 American 
Vacuum Society. [S0734-211X(98)08004-4] 

I. INTRODUCTION 

Electron paramagnetic resonance (EPR)1 investigations of 
metal-oxide-silicon (MOS) systems were begun in earnest 
by Nishi and co-workers2'3 who identified a paramagnetic 
defect called the Pb center as a "trivalent silicon at or very 
near" the Si/Si02 interface. Nishi et al. argued rather persua- 
sively that Pb centers are quite important Si/Si02 interface 
state centers in as processed Si/Si02 systems. Later studies 
refined and reinforced this conclusion.4"12 Pb centers are sili- 
con "dangling bond" centers dominating interface traps at 
the the Si/Si02 boundary. Studies by at least four indepen- 
dent groups indicate a dominating role for Pb centers in sev- 
eral technologically relevant device instabilities.6"12 

Quite a few MOS oxide centers have also been identified 
with EPR. The most important centers are £" defects,8,9,11"14 

usually holes trapped at oxygen vacancies. At least five in- 
dependent groups8"15 have identified E' defects as dominat- 
ing deep hole traps in a wide range of oxides. Quite recently, 
physically based models with considerable predictive power 
have been developed linking E' defects and molecular hy- 
drogen to Pb dominated Si/Si02 interface instabilities.15,16 In 
addition to the E' defects, about a dozen nitrogen, phosphor- 
ous, and boron related defects have also been identified in 
MOS oxide systems.17 

Recently, Stathis and co-workers have strenuously ob- 
jected to the conclusions drawn in the earlier Pb work.   • 
On the technologically important (100) Si/Si02 interface, the 
Pb0 center variant dominates. Stathis and Dori18 argue that 
"the defect responsible for the Pbo resonance either is fun- 

a)Electronic mail: pmlesm@engr.psu.edu 

damentally different from a dangling bond or lies deeper 
inside the silicon away from the interface." Recently Cartier 
and Stathis19 wrote that "prior to these studies, it was widely 
accepted that the silicon dangling bond defect, which gives 
rise to the well known Pb signal in electron spin resonance 
(ESR) is the microscopic defect causing the fast interface 
state. As will be outlined in this contribution, we cannot 
support this view." They go on to argue that "silicon dan- 
gling bonds, as detected by ESR measurements, account for 
only a small fraction of the electrically detected interface 
states." 

Why should we think that the Pb0 center is a silicon dan- 
gling bond? Why should we think that Pb centers play im- 
portant dominating roles in Si/Si02 instabilities? Should we 
think otherwise? 

In order to answer these and other questions, one might 
simply ask a specialist in the area. However, with a rudimen- 
tary understanding of EPR spectroscopy, one may draw con- 
clusions for oneself. In this article we present a brief but 
quantitative introduction to those aspects of EPR most rel- 
evant to MOS studies and a critical review of MOS EPR 
studies. We show how information gleaned from EPR stud- 
ies may be utilized to develop physically based predictive 
models of oxide reliability problems. 

II. EPR AND MOS TECHNOLOGY 

Advances in MOS technology have resulted in extremely 
complex integrated circuits with remarkably small device di- 
mensions. With ever greater complexity and with device di- 
mensions approaching the "atomic" scale, an approach 
called building in reliability (BIR) has grown in technologi- 
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cal importance. BIR involves identifying those device pro- 
cessing parameters that are involved in device failure phe- 
nomena and adjusting these parameters in ways that 
ameliorate or eliminate the failures. This approach holds 
great promise but for full realization, it requires physically 
based models of the effects of processing parameters on re- 
liability limiting mechanisms. 

With regard to MOS systems, the reliability limiting 
mechanisms largely involve point defects and point defect 
interactions: hole trapping, Si/Si02 interface trap generation, 
defect/hydrogen interactions, nitrogen, boron, and phosphor- 
ous impurity center responses. These point defects and point 
defect interactions are generally amenable to studies involv- 
ing EPR. 

Widely utilized by chemists, EPR is an analytical tool 
which can provide fairly detailed chemical and structural in- 
formation about trapping centers.1 It can also provide mod- 
erately precise measurements of the densities of these cen- 
ters, provided that they are paramagnetic. For the relatively 
simple electrically active defect centers of relevance to MOS 
device technology, the requirement of paramagnetism is a 
great advantage. Most trapping centers will capture a single 
electron or a single hole. Thus, with the capture of either an 
electron or a hole, an initially diamagnetic center will be 
rendered paramagnetic and EPR "active." An initially para- 
magnetic center can be rendered diamagnetic and EPR "in- 
active' ' with the capture of either an electron or a hole. In 
this way, EPR can identify the response of a defect to charge 
carriers, measure its density, and identify its chemical and 
structural nature. 

With a fundamental understanding of the physical and 
chemical nature of the defects which limit device perfor- 
mance, one may apply the techniques of the statistical me- 
chanics of solids to predict and to manipulate their numbers. 
EPR is thus directly applicable to the development of physi- 
cally based BIR models and, arguably, quite technologically 
useful. 

III. EXPERIMENTAL TECHNIQUES 

In EPR measurements, the sample under study is exposed 
to a large slowly varying magnetic field and a microwave 
frequency magnetic field oriented perpendicularly to the ap- 
plied field.1 Usually the measurements are made at an X 
band: a microwave frequency i>=9.5 GHz. 

An unpaired electron has two possible orientations in the 
large applied field and thus two possible orientation depen- 
dent energies. (From classical electricity and magnetism, the 
energy of a magnetic moment fi in a magnetic field H is 
—fi-H.) Magnetic resonance occurs when the energy differ- 
ence between the two electron orientations is equal to 
Planck's constant, h, times the microwave frequency. For the 
very simple case of an isolated electron, the resonance re- 
quirement may be expressed as 

where g0 = 2.002319 and ß is the Bohr magneton, ehlAirm,, 
where e is electronic charge and me is the electron mass. The 
Bohr magneton is 9.274015X 10~28 J/G. 

Expression (1) describes the resonance condition for an 
electron which does not otherwise interact with its surround- 
ings. The structural information provided by EPR is due to 
deviations from this simple expression. For the relatively 
simple trapping centers studied in MOS systems, these de- 
viations are due to spin-orbit coupling and electron-nuclear 
hyperfine interactions. 

A. Spin-orbit coupling 

The deviations from expression (1) due to spin orbit cou- 
pling come about because a charged particle, the electron, 
traveling in an electric field due to the nuclear charge, expe- 
riences a magnetic field B=EXv/c2, where E is the electric 
field, v is the velocity, and c is the speed of light.1 The 
spin-orbit interaction may be understood qualitatively (and 
only qualitatively) in terms of the Bohr picture: an electron 
moves about the nucleus in a circular orbit. It would appear 
to an observer on the electron that the positively charged 
nucleus is in a circular orbit about the electron. (It appears to 
an unsophisticated observer on earth that the sun is in a cir- 
cular orbit about the earth.) The nucleus thus generates a 
local magnetic field which would scale with the electron's 
orbital angular momentum, rXp, and with the nuclear 
charge. One would thus correctly surmise that spin-orbit cou- 
pling interactions increase with increasing atomic number 
and orbital angular momentum quantum number. 

In solids, the spin-orbit interaction is "quenched" but a 
second order effect appears from excited states. This effect 
scales with the applied magnetic field and depends on the 
orientation of the paramagnetic defect in the applied mag- 
netic field. The spin-orbit coupling may thus be included in 
the EPR resonance condition by replacing the constant g0 of 
expression (1) with a second rank tensor gy. The symmetry 
of this tensor reflects the symmetry of the paramagnetic cen- 
ter. Under some circumstances, the symmetry of the tensor 
may permit identification of the defect under study. 

Perturbation theory allows calculation (with modest accu- 
racy) of the g tensor for the simple defects so far studied in 
MOS systems.1 The components of the g tensor are given by 

gi7 = go<5y-2\2 
MZ#)(fc|L» 

(Ek-Ea)       ■ (2) 

hv=g0ßeH, (1) 

Here, g0 is the free electron value, X the atomic spin-orbit 
coupling constant, L,- and Lj are angular momentum opera- 
tors appropriate for the x, y, or z directions, and the summa- 
tion is over all excited states k. State \a) and energy Ea 

correspond to the paramagnetic ground state of the system. 

B. Electron-nuclear hyperfine interactions 

The other important source of deviation from expression 
(1) is the hyperfine interaction of the unpaired electron with 
nearby nuclei.1'20 Certain nuclei have magnetic moments; in 
metal/insulator/silicon systems, the significant magnetic nu- 
clei are 29Si (spin 1/2), *H (spin 1/2), 31P (spin 1/2), and 14N 
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FIG. 1. Schematic illustration of an electron in a p orbital interacting with a 
magnetic nucleus (a) for the nuclear moment parallel to the symmetry axis 
and (b) perpendicular to the symmetry axis. 

(spin 1). (Boron, with two stable magnetic nuclei, has been a 
minor factor in EPR studies of insulating films on silicon.) A 
spin 1/2 nucleus has two possible orientations in the large 
applied field; a spin 1 nucleus three possible orientations. 
Each nuclear moment orientation corresponds to one local 
nuclear moment field distribution. 

We envision the nuclear moment interacting with an un- 
paired electron residing in a wave function which is a linear 
combination of atomic orbitals (LCAOs). For the defects of 
interest in MOS systems, we need only consider s- and p- 
type wave functions. The LCAO for an unpaired electron can 
be written as 

|«) = 2 an{cs\s) + cp\p)}, (3) 

where \s) and \p) represent the appropriate atomic orbitals 
corresponding to the nth site, a2

n represents the localization 
on the nth site, and c2 and c2 represent, respectively, the 
amount of 5 and p character of the wave function on the nth 
atomic site. 

For the most important MOS oxide and interface sites, 
a2=l; that is, the unpaired electron is reasonably well lo- 
calized at a single nuclear site. (For all but one of the defects 
discussed in this article, 0.6<a2< 1.) To first order then, we 
can interpret EPR spectra in terms of sip hybridized atomic 
orbitals localized at a central site. 

The electron nuclear interaction of an electron in a p or- 
bital is anisotropic: a classical magnetic dipole interaction is 
schematically illustrated in Fig. 1. The interaction is stron- 
gest when the field is parallel to the symmetry axis. The sign 
of the interaction changes and the magnitude is decreased by 
one half when the field is perpendicular to the symmetry 
axis. 

When the electron and nuclear moments are aligned by a 
strong magnetic field in the z direction, a reasonable assump- 
tion for work discussed in this article, only the z component 
of the dipolar field is important, because the interaction en- 
ergy involves a dot product. -yw-H. This z component, 
gnß„(l -3 cos2 0)r~3, is averaged over the electronic wave 
function to produce the dipolar contribution, 

1 - 3 cos2 

Dipolar contribution=-^„/S„( (4) 

The electron-nuclear hyperfine interaction of an electron 
in an 5 orbital is isotropic. This interaction is illustrated in 
Fig. 2. The spherical symmetry of the orbital results in zero 

FIG. 2. Schematic of the isotropic interaction of an .? orbital electron with a 
magnetic nucleus. 

interaction with this field except for a spherical region about 
the nucleus with a radius of an imaginary current loop gen- 
erating the nuclear moment's field. Since the s orbital has a 
nonzero probability density at the nucleus, a large isotropic 
interaction results. The 5 orbital hyperfine interaction can 
also be computed from an elementary electricity and magne- 
tism calculation:21 the magnetic field at the center of a cur- 
rent loop of radius a is given by 2jU,/a3, where fi is the 
magnetic moment of the current loop. The probability den- 
sity of the electron varies little over the volume of the 
nucleus; take it to be constant, |a(0)|2. Considering then 
only the fraction of the electron wave function at the nucleus, 
to be fira3|a(0)|2, the interaction would be 

A(isotropic) = | - 7ra3|a(0)| (5) 

The magnetic moment of the nucleus is the nuclear g factor, 
gn, times the nuclear Bohr magneton, ßn . Thus, the isotro- 
pic or Fermi contact interaction is given by 

8TT 
gnßnWm1, (6) 

where |a(0)|2 represents the unpaired electron probability 
density at the nucleus. 

Both isotropic and anisotropic hyperfine interactions are 
present for nearly all the paramagnetic centers studied in 
amorphous thin films on silicon. (The sole exception is 
atomic hydrogen.) This is so because the unpaired electron 
wave functions generally involve both p-orbital and s-orbital 
character. The hyperfine interactions, like the spin-orbit in- 
teractions, are expressed in terms of a second rank tensor. To 
a pretty good approximation, the centers in these films have 
axially symmetric wave functions and thus an axially sym- 
metric tensor is appropriate. 

With the magnetic field parallel to the p orbital symmetry 
axis, the anisotropic coupling of Eq. (4) yields 
(415)g„ßn(r~3); the field perpendicular to the symmetry 
axis results in an interaction of half the magnitude and op- 
posite sign -(2/5)gnßn(r~3). This result is intuitively sat- 
isfying and consistent with the sketches of Fig. 1. 

The components of the hyperfine tensor correspond to 
sums of the isotropic and anisotropic interactions for the ap- 
plied field parallel and perpendicular to the unpaired elec- 
tron's orbital symmetry axis: 
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FIG. 3. Schematic sketch of the EPR spectrum of a spin-1/2 nucleus system 
with axial symmetry, (a) illustrates a random array of identical defects with 
a solid line and a random array in an amorphous matrix with a dotted line, 
(b) illustrates the derivative of the amorphous absorption pattern. 

An=Ai,n+2Aa 

A    = A ■   —A "1     "iso    -^aniso' 

where 

JgNßNir'3). 

(7) 

(8) 

(9) 

For a paramagnetic center with a specific orientation (des- 
ignated by the angle 6 between the symmetry axis and the 
applied field vector) the resonance condition is 

H=Hn + M,A (10) 

where H0 = hv/gße, and M: is the nuclear spin quantum 
number, 

g=(g{ cos2 e+gl sin2 ey 

and 

= (A2 cos2 e+A2
x sin2 6). 

(ID 

(12) 

Equations (10)—(12) provide a very straightforward basis 
for analyzing EPR results for defects with a specific orienta- 
tion with respect to the applied magnetic field. The "dan- 
gling bond" centers at the Si/Si02 boundary yield spectra 
readily described by expressions (10)—(12) since the crystal- 
linity of the silicon substrate provides a fixed relationship 
between the applied field and defect orientation. 

The description of EPR spectra of defects within an amor- 
phous film is more complex. All defect orientations are 
equally likely and, due to the lack of long range order, slight 
differences in local defect geometry may be anticipated. The 
presence of defects at all orientations leads to the continuous 
distribution of both g and A values from gt and A\\ to gL and 
AL . The differences in local geometry lead to slight defect- 
to-defect variations in gl{, g± , AB, and A± . 

Both of these complications are relatively easy to deal 
with. The random distribution of defect orientation can be 
dealt with easily in terms of analytical expressions found in 
most EPR textbooks. (For axially symmetric centers, far 
fewer centers will have the symmetry axis parallel to the 
applied field than perpendicular to it; thus the EPR spectrum 
intensity will be far stronger at the A± and g± values than at 
A || and g^.) The slight defect-to-defect variations in g and A 
values lead to broadening of the line shapes anticipated for 
unbroadened tensor components. (The process is illustrated 
in Fig. 3.) 

60G 

FIG. 4. EPR trace of the E' center showing a very narrow center line trace 
corresponding to the =95% abundant spin-zero 28Si nuclei and two broad 
lines corresponding to the —5% abundant spin-1/2 29Si nuclei. 

The evaluation of EPR hyperfine tensor components al- 
lows for a reliable and moderately precise identification of 
the unpaired electron's wave function. 

For reasonably "clean" MOS oxides, we anticipate sig- 
nificant concentrations of only silicon, oxygen, hydrogen, 
and under certain circumstances, nitrogen, phosphorous, and 
boron. The nuclear moments of these atoms are all quite 
different.1 Over 99% of oxygen atoms have nuclear spin 
zero; 95% of silicon atoms also have spin zero but about 5%, 
those with 29Si nuclei have a nuclear spin of one half. This 
95% spin zero/5% spin one half ratio is unique among ele- 
ments of the periodic table. Thus, a three line pattern with 
two side peaks, each about 2.5% the integrated intensity of 
the much more intense center line, can be convincingly 
linked to an unpaired electron on a silicon atom. Hydrogen 
nuclei (99.9% of them) have a nuclear spin of one half and 
thus produce a two line spectrum. Nitrogen nuclei (99.6% of 
them) have a nuclear spin of one and therefore produce three 
lines of equal intensity. 

A little common sense usually allows one to identify the 
magnetic nuclei involved in observed hyperfine interactions. 
Having identified the nuclear species involved, a first order 
analysis of the unpaired electron wave function is extremely 
straightforward in terms of the LCAO picture. For defects in 
a crystalline environment, Eq. (12) can be fit to the EPR 
spectrum for several values of 8. For defects in an amor- 
phous (or polycrystalline) environment one may fit the ap- 
propriately broadened analytical expressions to the EPR 
spectra to yield A± and A\\. (This process is illustrated in 
Fig. 3.) Using Eqs. (7) and (8) one then obtains the isotropic 
and anisotropic coupling constants Aiso and Aaniso. 

Tabulated values1 of Aiso and Aaniso calculated for 100% 
occupation probability can then be utilized to determine the 
hybridization and localization of the electronic wave func- 
tions. For example, the isotropic and anisotropic coupling 
constants for an electron 100% localized in a silicon s and p 
orbital are, respectively, a0= 1639.3 G and b0 = 40.75 G. In 
Fig. 4, we illustrate an EPR trace of the E' center, the domi- 
nating deep hole trap in high quality thermally grown oxides 
on silicon. An application of the analysis schematically indi- 
cated in Fig. 2 indicates that Ais0=439 G and Aaniso=22 G. 
If the electron were 100% localized in a silicon 5 orbital, we 
would expect an isotropic coupling constant of a0 

= 1639.3 G. We measured 439 G; thus the orbital has 
439/1639=27%s. If the electron were 100% localized in a 
silicon p orbital we would expect Aaniso=&0 = 40.75 G. We 
measured = 22 G; thus, the orbital has 22/40.75= 54%p. 
The analysis indicates a localization on the center silicon of 
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about (54+27) = 81%. Although the crude analysis just dis- 
cussed is not extremely precise it is, to first order, quite re- 
liable. One should realize that the isolated atomic values ob- 
tained for a0 and b0 are themselves only moderately accurate 
and that placing a silicon atom in an oxide matrix will inevi- 
tably alter the constants somewhat. Nevertheless, a straight- 
forward analysis of hyperfine parameters provides moder- 
ately accurate measurement of hybridization and locali- 
zation. 

IV. MEASUREMENT OF DEFECT DENSITIES 

A. Accuracy and sensitivity 

The EPR is typically measured by placing the sample and 
a calibrated spin standard in a high Q microwave cavity. 
EPR is detected via changes in Q: Comparing sample and 
standard responses, relative defect densities can be deter- 
mined to a precision of better than ±10%; absolute precision 
is better than a factor of 2. With considerable effort, as few 
as = 1010 defects/cm2 may be observed using standard EPR. 
As discussed later in the text, the EPR detection technique 
called spin dependent recombination is about ~107 times 
more sensitive than conventional EPR. Unfortunately quan- 
titative spin counting measurements are not yet possible via 
spin dependent recombination. 

V. PARAMAGNETIC CENTERS IN MOS SYSTEMS 

A. Si/Si02 interface defects: Pb centers 

1. Analysis of the structure 

The chemical and structural nature of Pb centers has been 
established by several independent, consistent, and mutually 
corroborating studies. Three Pb variants have been consis- 
tently observed: at (111) Si/Si02 interfaces a defect called 
simply Pb, at (100) Si/Si02 interfaces two defects called 
Pb0 and Pbl. The structure of both the (111) Si/Si02 Pb and 
the (100) Si/Si02 Pbo are reasonably well understood; only a 
rudimentary understanding of Pbl exists at this time. 

Pb centers were first observed by Nishi and co-workers2'3 

in a study initiated more than 30 years ago. Their work fo- 
cused primarily on the (111) Si/Si02 system. They showed 
that the Pb centers were at or very near to the Si/Si02 inter- 
face and that they possess an axially symmetric g tensor gB 

= 2.000 and g± = 2.01 with the symmetry axis corresponding 
to the (111) direction. On the basis of this information Nishi 
et al. concluded that Pb centers are "trivalent silicon" cen- 
ters at or very near the Si/Si02 boundary. 

Later, Poindexter et al4,5 obtained more precise g tensor 
parameters. For the (111) Si/Si02 Pb, they found g„ 
= 2,0014 and g± = 2.0081 with, as Nishi had observed pre- 
viously, the symmetry axis corresponding to the Si(lll) di- 
rection. For the (100) Si/Si02 system, they found two Pb 

variants; Pb0 and Pbl. Although hampered by overlapping 
spectra, Poindexter et al. were able to show that the Pb0 g 
tensor was virtually identical to that of the (111) Si/Si02 Pb; 
they obtained gn = g3 = 2.0015 and gj. = gi=g2> witn 8\ 
= 2.0087 and g2 = 2.0080. This very close correspondence 

2.0014 

FIG. 5. EPR traces of the Pb center for the magnetic field (a) parallel and (b) 
perpendicular to the (111) symmetry axis. 

between the (111) Pb and (100) Pb0 g tensors was confirmed 
in later observations by Kim and Lenahan.9 Poindexter 
etal.4'5 found that Pbl exhibits lower symmetry: g, 
= 2.0076, g2 = 2.0052, and g3 = 2.0012. Traces of the Pb 

center taken with the magnetic field parallel and perpendicu- 
lar to the (111) symmetry axis are shown in Fig. 5. 

The close similarity between Pb and Pb0 g tensors lead 
Poindexter et al. to suggest that the two centers are essen- 
tially identical: silicon "dangling bond" defects in which the 
unpaired electron resides on a silicon backbonded to three 
other silicon atoms at the Si/Si02 boundary. This identifica- 
tion makes physical sense: a silicon dangling bond defect 
should have a g tensor with (111) axial symmetry. [Silicon 
bonds point in (111) directions.] Also, as pointed out by 
Caplan, Poindexter and co-workers, the g tensors are consis- 
tent with those of other silicon dangling bond centers.4 For a 
(111) Si/Si02 interface this g tensor symmetry axis should be 
normal to the interface (it is). Serious doubts about the basic 
structure of the (111) Pb and (100) Pb0 centers should have 
been resolved by measurements of the hyperfine interactions 
with 29Si nuclei. The (111) Pb hyperfine tensor was first 
measured by Brower22 who found A||=152G and A± 

= 89G The similar (100) Pb0 hyperfine tensor was first 
measured by Jupina and Lenahan23 in radiation damage stud- 
ies and later by Gabrys and Lenahan24 in hot carrier damaged 

in transistors and (probably) quite recently by Cantin et al 
porous silicon films. Brower's (111) results have also been 
confirmed by Jupina and Lenahan23 and (probably) Cantin 
et al.25 In all cases, the approximately 5%/95% ratio of side 
(29Si) peaks to center (29Si) peaks was reported. The =5%/ 
95% ratio of "hyperfine lines" to center line intensity for 
both (111) Pb and (100) Pb0 unequivocally establishes that 
both centers are silicon dangling bonds. The (111) Pb and 
(100) Pb0 have nearly identical hyperfine tensors which 
demonstrate, as had been indicated by earlier g tensor results, 
that Pb and Pb0 are essentially identical defects. [Of course 
quite subtle differences inevitably exist; the (111) Pb cen- 
ter's unpaired electron is in an orbital directed along the 
(111) surface normal] The (100) Pb0 is also directed along a 
(111) direction but this direction is obviously not normal to 
the (100) surface. The structures of the (111) Pb and the 
(100) Pb0 are shown in Figs. 6 and 7. 

The detailed structure of the Pbl center remains some- 
thing of a mystery; although it too is clearly a silicon "dan- 
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• si      Oo 
FIG. 6. Schematic illustration of a Pb center at the (111) Si/Si02 interface. 

gling bond" at the interface. Brower observed the Pbl 
29Si 

hyperfine interactions for a single orientation.26 His results 
clearly indicate an unpaired electron localized on a silicon 
atom in an orbital of high p character. Brower observed Pbl 

(as well as PbQ and Pb) in oxides grown on both (111) and 
(100) silicon substrates in a 170 enriched atmosphere. Since 
170 possesses a nuclear magnetic moment, if the Pb center 
silicon were bonded to an oxygen, the 170 nuclear moment 
would greatly broaden the spectrum. None of the three Pb 

variants is broadened enough to indicate nearest neighbor 
oxygens. However, all are slightly broadened, indicating that 
they are all at the interface. Since nitrogen and hydrogen 
also possess magnetic moments we know that the Pb0 and 
Pbl silicons could not be bonded to them either. Since no 
other atoms are consistently present in numbers sufficient to 
account for the Pb centers we may conclude that all three 
varieties of Pb center are silicons back bonded to silicons at 
the respective Si/Si02 boundaries. 

It should be noted that Stathis and Dori18 strenuously ob- 
ject to the conclusions above regarding both the structure of 
Pb0 and its close similarity to the (111) Pb. They argue that 
"the defect responsible for the Pb0 resonance either is fun- 
damentally different from a dangling bond, or lies deeper 
inside the silicon away from the interface." They also argue 
that "the structure of Pbl is a silicon dangling bond similar 
to the Pb on (111) and that Pb0 is a. fundamentally different 
defect." 

Stathis and Dori18 draw these conclusions from an experi- 
ment for which they reported on two oxide samples—one 
grown on a (111) surface and one on a (100) surface. The 
oxides were exposed to a post oxidation anneal in argon at 
700 °C in a sealed oxygen free silicide anneal furnace (SAF). 
The (111) samples received 5 min anneals, the (100) samples 

<U*^W3* 

Si 0 
FIG. 7. Schematic illustration of a Pba center at the (100) Si/Si02 interface. 

received 30 min anneals. After the anneal in the SAF both 
samples were placed in a furnace in an argon ambient at 
760 °C and then pulled out after 30 s. Some samples re- 
ceived a blanket aluminum deposition after the annealing 
steps "to ensure that these samples saw the same processing 
sequence as similar samples that were used for electrical 
characterization." (Stathis and Dori did not discuss these 
electrical characterizations.) 

The Stathis/Dori conclusions with regard to Pb0 not being 
a dangling bond, for example, apparently arise from differ- 
ences they observed in the Pb, Pb0, and PbX responses to 
the growth and annealing steps which were themselves 
somewhat different for the two samples. What conclusions 
may be drawn from the Stathis/Dori work are not obvious. 
However, in view of the enormous amount of consistent and 
mutually corroborating evidence generated by many other 
groups investigating a vastly wider range of oxides, one must 
conclude that the overwhelming preponderance of evidence 
indicating that the (111) Pb and (100) Pb0 are virtually iden- 
tical defects is convincing. Both defects are silicon dangling 
bonds; in this regard the hyperfine results are utterly conclu- 
sive. Both involve silicons backbonded to three other silicons 
and both are at the Si/Si02 boundary. 

B. Electronic levels of Pb centers 

Several measurements of the population of paramagnetic 
Pb density versus Si/Si02 interface Fermi level provide ap- 
proximate but unequivocal information about the center's 
electronic density of states. 

The first attempt at this measurement by Poindexter and 
co-workers27 was not successful. They were able to show 
that the Pb center spin lattice relaxation time was gate bias 
dependent but were unable to determine whether or not the 
charge state is also bias dependent. (The spin lattice relax- 
ation time is the time it takes for an electron "flipped" via 
EPR to return to its previous orientation in the magnetic 
field.) 

Another attempt at this measurement by Brunstrom and 
Svenson,28 although qualitative in nature, showed that the 
application of a very large positive or negative bias across 
the oxide could suppress much of the Pb amplitude. From 
this observation, Brunstrom and Svenson inferred that Pb 

centers can accept both electrons and holes. 
The first semiquantitative and quantitative information 

about Pb levels within the Si band gap was reported by 
Lenahan and Dressendorfer7'8 who measured the ESR ampli- 
tude of the unsaturated Pb absorption spectra as a function of 
the interface Fermi level using a TE104 double resonant cav- 
ity and a calibrated spin standard. Their results are shown in 
Fig. 8. Investigating irradiated thermal oxides, they found 
that the distribution of Pb centers is broadly peaked. Below 
mid-gap the Pb center is a donorlike interface state defect 
(Pb = Pb+e; Pb + h+ = Pb). As the Fermi level moves to- 
ward mid-gap, the positively charged Pb center accepts an 
electron and becomes paramagnetic and neutral (Pb+e~ 
= Pb). As the Fermi level moves from mid-gap to the con- 
duction band edge, the Pb center picks up another electron, 
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FIG. 8. (a) Population of paramagnetic Pb centers vs the position of the 
Fermi energy at the Si/Si02 boundary (b) Density of interface states, (c) 
Schematic illustration of Pb occupation vs Fermi energy. 

becoming negatively charged and again diamagnetic. In the 
upper part of the band gap, the Pb center is thus an accep- 
torlike interface trap (Pb + e~ = Pb ; Pb + h + = Pb). The Pb 

center is paramagnetic when it has an unpaired (one) elec- 
tron; it becomes diamagnetic by either accepting or donating 
an electron. The distribution of paramagnetic Pb centers is 
consistent with the "U-shaped" distribution of interface 
traps that is generally reported. Lenahan and Dressendorfer 
proposed that the Pb density of states could be roughly ap- 
proximated by the absolute value of the derivative of the Pb 

versus energy curve, yielding a U-shaped distribution. The 
spin state of the Pb center corresponding to its rough posi- 
tion in the gap is also displayed in Fig. 8. 

Lenahan and Dressendorfer's results showed that Pb cen- 
ters are amphoteric: Pb centers are positively charged and 
diamagnetic when the Fermi level is near the valence band 
and negatively charged and diamagnetic when the Fermi 
level is near the conduction band. When the Fermi level is 
near the center of the gap, Pb centers are paramagnetic and 
have no net charge. 

Lenahan and Dressendorfer pointed out that if Pb centers 
account for most of the interface traps, then one can separate 
the effects of oxide space charge from interface charge by 
measuring capacitance versus voltage shifts corresponding to 
the Fermi level at mid-gap, where the Pb centers are electri- 
cally neutral. 

Poindexter et al29 subsequently confirmed this Pb versus 
energy result. They published an essentially identical energy 
distribution plot for Pb in unirradiated high temperature as 

90 

processed oxides. A recent study by Semon and Lenahan 
also confirms the original results; they found that the distri- 
bution of Pb centers in a wide variety of oxides is roughly 
the same and that the electron-electron correlation energy of 
the Pb is about 0.7 eV. Gerardi et al.30 established that the 
energy levels and correlation energy for Pb0 are nearly iden- 
tical to the Pb (111). They also report that the Pbl has a 
smaller correlation energy than the Pb0 and a distribution 
skewed towards the top of the gap. Kim and Lenahan later 
obtained Pb0 versus Fermi energy results nearly identical to 
those off Gerardi et al; they also showed that the Pb0 center 
(and not the Pbl) is primarily responsible for 60Co radiation 
induced interface traps (Dit). 

Although Lenahan and Dressendorfer and the Poindexter 
group published virtually identical Pb amplitude versus en- 
ergy curves, they interpreted them in slightly different ways. 
Whereas Lenahan and Dressendorfer proposed that the abso- 
lute value of the derivative of Pb amplitude versus energy 
\dPb/dE\ would roughly correspond to the Pb density of 
states, Poindexter et al. presented a plot of \dPbldE\ as the 
density of states. Although Poindexter et al. also clearly 
viewed this as an approximation, the idea that \dPbldE\ rep- 
resents the Pb density of states has caused some misunder- 
standings. The \dPhldE\ curve goes to zero near mid-gap; if 
\dPbldE\ very accurately represented the Pb density of 
states, there would be zero Pb levels at mid-gap. It is clear 
that this is not the case from at least two types of measure- 
ments: (1) spin dependent recombination studies of irradiated 
and hot carrier stressed metal-oxide-semiconductor field- 
effect transistors (MOSFETs) and (2) a comparison of mid- 
gap interface state densities and Pb densities in many as 
processed (and relatively poor) Si/Si02 samples. 

In spin dependent recombination (SDR)31 one detects 
EPR via spin dependent changes in a recombination current 
in a semiconductor device. SDR was discovered by Lepine, 
who showed that the spin dependent capture of charge carri- 
ers at paramagnetic deep levels could be modulated via EPR 
and that EPR induced changes in capture probability could 
be measured in a recombination current. Lepine proposed a 
very simple model which, although not completely correct, 
provides qualitative understanding. A strong applied mag- 
netic field polarizes the spins of both the paramagnetic trap- 
ping centers and the paramagnetic charge carriers. With both 
trap and charge carrier spin systems polarized, imagine the 
capture of an electron at a Pb center dangling bond site. If 
both the Pb center and conduction electron spin point in the 
same direction, the recombination event will be forbidden. 
Thus, the application of a large magnetic field will reduce 
charge carrier capture and thus will also reduce a recombi- 
nation current. However, in EPR, the application of a micro- 
wave frequency field satisfying the resonance condition will 
"flip" the trap electron. The trapping event is no longer 
forbidden and the recombination current increases. Thus, by 
measuring the recombination current versus applied field 
while simultaneously applying microwave radiation, one 
may identify the defects dominating recombination. The cur- 
rent versus field SDR spectrum will almost exactly match the 
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FIG. 9. Schematic density of states for Pb centers. 

EPR spectrum of the defect (or defects) involved in recom- 
bination. 

Grove, Fitzgerald, and co-workers32"34 extensively inves- 
tigated recombination currents in gate controlled MOS di- 
odes. They showed that near mid-gap interface states are 
almost entirely responsible for recombination currents when 
these devices are biased to yield the maximum recombina- 
tion current. Both the pioneering SDR study of Vranch 
et al.w and the later more extensive SDR measurements of 
Jupina and Lenahan23 reported quite strong Pb SDR spectra 
under these biasing conditions, results essentially impossible 
to reconcile with a near zero Pb density of states in the 
vicinity of mid-gap. 

Almost equally compelling objections to the notion of 
near zero Pb density at mid-gap come from an examination 
of the early collaboration between Caplan, Poindexter, Deal 
and Razouk (CPDR).4'5 In the CPDR studies Pb and mid-gap 
interface state densities were evaluated on a variety of as- 
processed Si/Si02 samples with relatively high mid-gap in- 
terface state densities in the range of ~ 1 X lO'Vcm2 eV to 
2 X 1012/cm2 eV. (CPDR reported a virtually one-to-one cor- 
relation between the Pb densities and 1 eV times the mid-gap 
interface state densities.) If the Pb density of states were 
virtually zero, Poindexter et al. could not have obtained the 
results they reported. (Obviously, if the Pb densities at mid- 
gap were very low, the mid-gap interface trap density IPb 

density ratio has to be very high.) 
A schematic illustration of the Pb density of states is 

shown in Fig. 9. As recently demonstrated for Pb-\ike dan- 
gling bonds in amorphous hydrogenated silicon,35 this sche- 
matic curve should be viewed as exactly that—a schematic. 
The shape of the density of states curve will depend to some 
extent upon the density of Pb centers.35 The Pb energy levels 
couple to the band tail states which they themselves (in part) 
create. Pb defects close to one another will have a coupling 
between their own levels.35 Nevertheless the schematic illus- 
tration is a reasonable zero order description of Pb levels. 

Two broad levels separated by a correlation energy of -0.6 
eV; a quite significant Pb density of states exists at mid-gap. 

VI. ROLE OF Pb IN Si/SI02 INTERFACE 
INSTABILITIES 

The Si/Si02 interface can be damaged when MOS devices 
are stressed in a variety of ways. Among the stressing phe- 
nomena, ionizing radiation has been the most extensively 
investigated, although a considerable body of work also ex- 
ists regarding hot carrier and high electric field effects. 

A. Radiation damage 

Several early studies by Lenahan, Dressendorfer 
etal.6'*'36 using (111) Si/Si02 structures, established that 
when MOS devices are subjected to ionizing radiation, Pb 

centers are generated in densities which approximately 
match the average of the interface state densities generated in 
the mid-half band gap. They showed that the annealing char- 
acteristics of the Pb centers and radiation induced interface 
state densities are virtually identical. They furthermore dem- 
onstrated that the densities of radiation induced Pb centers 
could be strongly influenced by processing variations. Pro- 
cessing yielding low Pb generation also produced low yields 
of radiation induced interface state densities. Processing 
yielding higher Pb densities resulted in proportionately 
larger interface state densities. A later study by Kim and 
Lenahan9 extended these results to the more technologically 
important (100) Si/Si02 system. Some results from these 
studies are shown in Figs. 10 and 11. As mentioned previ- 
ously, an interesting aspect of the Kim/Lenahan study was 
the observation that the radiation induced Pb centers were 
primarily (although not exclusively) Pb0 defects. (Weaker 
Pbl spectra were also generated.) The results of these studies 
have been confirmed and extended by many other groups. 

Miki et al.11 compared the response of ultradry and steam 
grown oxides to ionizing radiation. They found higher den- 
sities of radiation induced interface states and higher densi- 
ties of radiation induced Pb centers in the steam grown ox- 
ides. They also found a rough numerical correspondence 
between the ratios of induced Pb and interface state defects 
as well as in the absolute numbers of Pb centers and inter- 
face states. However since the EPR measurements were 
made on soft x-ray irradiated devices and the electrical mea- 
surements were made on devices in which holes were ava- 
lanche active injected into the oxide (to simulate the radia- 
tion) precise numerical comparisons were not possible. 

Awazu et al.12 have also studied the role of processing 
parameters on the generation of Pb centers by ionizing ra- 
diation. Among the oxide processing parameters investigated 
were those used in the first study of Lenahan and Dressedor- 
fer. For these oxides, Awazu et al. obtained the same Pb 

versus dose curve reported in the original 1981 study. 
Awazu et al.12 studied oxides grown on both (111) and 

(100) substrates. They found that if an as-processed interface 
had low Pb density then technologically relevant irradiation 
levels (<10 Mrad) generated very large (~1012/cm2) Pb 

JVST B - Microelectronics and Nanometer Structures 



2142 p. M. Lenahan and J. F. Conley, Jr.: What can EPR tell us about Si/Si02? 
2142 

I5n 

E 

5  * 

3x V> 3xl0 

DOSE (RADS) 

> 
E 

io - 

5 - 

-17 
3x1 

T 
HT 3 x »" 

DOSE (RADS) 

FIG. 10. Plot of Pb density (above) and interface state density in the mid- 
half band gap as a function of ionizing radiation dose. 

densities. However, if the as-processed Pb densities were 
extremely high (-2-3 X 1012/cm2) the Pb density was re- 
duced. They argued that this result should be expected from 
elementary reaction theory. 

Vranch et al.10 have also investigated the effects of ioniz- 
ing radiation on the silicon-silicon dioxide. They showed 
that dose levels of several megarad could generate ~ 1013 Pb 

centers/cm2 as measured in a conventional EPR measure- 
ment. Their studies included conventional EPR as well as 
spin dependent recombination. They found (as did several 
other groups) a strong preponderance of Pb0 centers gener- 
ated by radiation stressing. 

B. High and low oxide field electron injection 

In addition to ionizing radiation, several other oxide 
stressing mechanisms have been investigated by EPR. Mi- 
kawa and Lenahan37 found that Pb centers could be gener- 
ated by injecting electrons into an oxide at low field by in- 
ternal photoemission. Warren and Lenahan38 showed that Pb 

centers could also be generated by high field stressing ox- 
ides. In both the Mikawa/Lenahan and Warren/Lenahan 
studies a rough (about one to one) correspondence was ob- 
served between the densities of Pb centers generated and the 
densities of interface states in the middle half of the band 

gap- 

D 
a 1.0 
z < 

of 

z o 

§0.5 
oc 
UU 

o z 
z 
< 
E 
LLI 
oc 

rb0 
Du 

_l_ i 

50 100        150        200 

TEMPERATURE(°C) 

250 

FIG. 11. Plot of the annealing behavior of Pb centers and the interface state 
density in the middle half of the silicon band gap vs ionizing radiation dose. 

C. Hot carrier stress of short channel MOSFETs 

Krick et al?9 and Gabrys et al.24 have used SDR to study 
hot carrier damage centers created near the drain of short 
channel MOSFETs. To the best of our knowledge, these 
studies included the highest sensitivity electron spin reso- 
nance measurements ever made in condensed matter. Both 
Krick et al. and Gabrys et al. generated strong Pb SDR sig- 
nals by hot hole stressing the drain regions of the transistors. 
Krick et al. reported that the Pb0 SDR signal scaled with 
increasing interface state density as measured by charge 
pumping. The Gabrys measurements were sufficiently sensi- 
tive to allow detection of the 29Si hyperfine side peaks as 
well as an evaluation of the Pb0 

29Si hyperfine tensor. 

D. Conclusion regarding Pb centers and Si/Si02 

instabilities 

At least four independent groups6-12'23'24,37"39 have re- 
ported essentially incontrovertible measurements on many 
oxides demonstrating a strong generation of Pb centers in 
device stressing. For radiation induced instabilities, all four 
groups concluded that Pb centers play a dominating role. 
Although these studies have been most extensive for ionizing 
radiation, one may reasonably conclude that Pb centers do 
indeed play dominating roles in several technologically im- 
portant instabilities. The earlier studies of Nishi et al.2~5 and 
Poindexter et al4'5 established that Pb centers play dominat- 
ing roles in as-processed Si/Si02 structures with relatively 
poor interfaces. 

E. Dissenting opinion 

It should probably be noted that Cartier and Stathis19 have 
strenuously objected to this conclusion. In a recent paper, 
they wrote that "prior to these studies, it was widely ac- 
cepted that the silicon dangling bond defect, which gives rise 
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to the well known Pb signal in ESR is the microscopic defect 
causing the fast interface states. As will be outlined in this 
contribution, we cannot support this view." They argue that 
"silicon dangling bonds, as detected by ESR measurements 
account for only a small fraction of the electrically detected 
interface states" (emphasis added). 

Cartier and Stathis draw this conclusion on studies in 
which they bombard Si/Si02 structures with extremely high 
fluences of atomic hydrogen (up to 1021 hydrogen 
atoms/cm2) to generate extremely high densities of interface 
states (>5X1012/cm2eV). 

There are a few problems with the Cartier/Stathis study. 
At least five bear mentioning. 

(1) The «* 1021 hydrogen atoms/cm2 used in their study cor- 
responds to about one million monolayers. A typical ox- 
ide — 100 Ä thick with —0.1 at. % hydrogen would have 
about 1014 hydrogen atoms/cm2. Thus, the amount of 
hydrogen involved in their model experiments is many 
orders of magnitude greater than that present in the pro- 
cess they are attempting to model. 

(2) Ionizing radiation, in particular, has been well studied. 
Atomic hydrogen is dimerized in a fraction of a second 
at room temperature.40 At room temperature, generation 
of interface states proceeds for many seconds after a de- 
vice is exposed to ionizing radiation.41'42 Since atomic 
hydrogen is not present during nearly all the time in- 
volved in interface state generation, atomic hydrogen by 
itself cannot be responsible for most of the process. 

(3) Johnson et al.43 have shown that atomic hydrogen is ex- 
tremely effective in annihilating silicon dangling bonds. 
Testing a silicon dangling bond generation model with a 
process known to annihilate silicon dangling bonds is a 
less than an optimal approach. 

(4) A fourth problem with the work of Cartier and Stathis 
involves the extremely high amounts of energy which 
would be required to generate fluences of 1021 hydrogen 
atoms/cm2. For example, if one were actually to flood an 
interface with 1021 hydrogen atoms/cm2, say via ionizing 
irradiation, one would necessarily have to break 1021 hy- 
drogen atoms bonds/cm2. If each bond energy is —2 eV, 
-2X1021 eV/cm2 would be absorbed by the -100 Ä 
oxide involved. (Stathis et al. reported results of Pb gen- 
eration in 97.5 Ä oxides.) Radiation dose is typically 
reported in rads: 1 rad=102 ergs/gram. For Si/Si02 then, 

1 rad=(102 erg/g) 
eV 10~77\ 

erg  /\l.6X10-19/ 

/2.2 g(Si02)\ 
X   ^V^ =1.4X1014 eV/cm3. 

\       cm        / 

Thus, for a 100 Ä thick oxide, a fluence of 1021 hydro- 
gen atoms/cm2 would correspond to a dose of at least 
1.3X 1013 rad. This is about a million times higher dose 
level than the highest levels utilized in the earlier studies 
and, not coincidentally, a million times higher than the 
upper limit of technological relevance. Indeed, this 
amount of energy is orders of magnitude higher than that 
required to vaporize the oxide sample in question. 

FIG. 12. Schematic illustration of the E' center. 

(5) There is another, slightly more subtle problem with the 
Cartier et al. study. Their fundamental result, gross dif- 
ferences in Pb and interface state densities, involved 
EPR measurements of Pb centers on 97 Ä oxides and 
capacitance versus voltage measurements on 495 Ä 
oxides.44 An extremely large number of studies involv- 
ing radiation damage have consistently shown that inter- 
face state generation is a very strong fraction of oxide 
thickness.45-47 Since very large differences in interface 
state generation are consistently observed for different 
oxide thicknesses, one would not expect a 97 A oxide 
and a 495 Ä oxide to exhibit comparable interface state 
densities in the process which Cartier et al. attempt to 
model. (Indeed, the thinner oxide would be expected to 
exhibit much lower interface state density.45-47) 

Although the Stathis/Cartier atomic hydrogen studies may 
be of some general interest, their conclusions are not 
strongly supported by their own data and are contradicted by 
much more relevant and extensive data generated by many 
other groups. 

VII. OXIDE CENTERS: NEAR Si/Si02 CENTERS 

A. £' centers structure 

The most important oxide trapping centers are E' centers, 
which involve an unpaired electron localized on a silicon 
backbonded to three oxygens. Usually, though not always, 
the paramagnetic silicon site is coupled to a positively 
charged diamagnetic silicon as shown in Fig. 12. 

E' centers have been studied in cubic centimeter sized 
samples for quite some time.48'49 In these large volume 
samples, it is quite easy to measure the hyperfine interactions 
of the unpaired electron with the single silicon atom on 
which it primarily resides. Although the magnetic 29Si nuclei 
are only =5% abundant, the number of centers present in 
large volume samples (typically — 1016-1017/cm3 for amor- 
phous Si02) is more than sufficient to generate quite strong 
29Si spectra. An EPR spectrum taken on such a large volume 
amorphous sample is shown in Fig. 4. As discussed previ- 
ously one may, by inspection, obtain a rough estimate of the 
hybridization and localization of the electron from this spec- 
trum. Also, as discussed previously, one notes that a second 
integration of the two side peaks (corresponding to spin 1/2 
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FIG. 13. Plot of E' density vs trapped hole density in MOS oxides subjected 
to ionizing radiation. 

nuclei) yields an intensity of about 5% of the center line- 
unambiguously identifying the center as an unpaired spin 
localized on a silicon atom. 

In crystalline Si02, Feigl et al49 argued that E' centers 
are holes trapped in oxygen vacancies. The unpaired electron 
resides on a neutral silicon on one side of the vacancy. The 
silicon on the other side of the vacancy is positively charged. 
Bonded to just three other atoms, it adjusts its position to a 
flat-planar arrangement (expected for sp2 bonding) with its 
three neighboring oxygens. In amorphous Si02, E' centers 
can be positively charged or neutral. 

Quite a number of studies indicate that E' centers are 
dominating trapped hole centers in technologically relevant 
thermally grown oxide films.8'9'11-16'36'50 These E' centers 
are primarily the positively charged Feigl Fowler Yip E' 
defects shown in Fig. 12. 

B. MOS oxide E' centers: Electronic properties 

The role of E' centers in high quality thermally grown 
oxides is fairly well understood at the present time. These 
centers were probably first detected in thermally grown ox- 
ides by Marquardt and Sigel51 who studied quite thick (up to 
11 000 A) oxides subjected to quite high (up to 220 Mrad) 
doses of ionizing radiation. They observed weak signals in 
these films which they attributed to E' centers. Although 
they did not report results of electrical measurements, they 
proposed (correctly) that E' centers are thermal oxide hole 
traps. 

The electronic properties of £" centers and their signifi- 
cance in MOS device operation were first demonstrated by 
Lenahan and Dressendorfer.8'36 They made a series of obser- 
vations which clearly established that E' centers are domi- 
nating hole trap centers in a variety of MOS oxides. (1) They 
found a rough one-to-one correspondence between E' den- 
sity and the density of hole traps in relatively hard and rela- 
tively soft oxides grown in both steam and dry oxygen (see 
Fig. 13). (2) They found a rough one-to-one correspondence 
between E' density and trapped hole density in oxides irra- 
diated under positive gate bias over a technologically mean- 

DOSE (MRAD) 

FIG. 14. Plot of trapped hole density and E' density vs dose for oxides 
irradiated under positive gate bias. 

ingful range of ionizing radiation dose (see Fig. 14). (3) 
They showed that MOS oxide E' centers and oxide trapped 
holes have the same annealing response in air (see Fig. 15). 
(4) They demonstrated that the distribution of E' centers and 
trapped holes are virtually identical in oxides subjected to 
ionizing irradiation under positive gate bias: both the trapped 
holes and £' centers are quite close to the Si/Si02 boundary 
(see Fig. 16). 

The results of the early studies have been confirmed and 
extended in quite a few later studies. (1) Takahashi and 
co-workers52'53 also reported an approximately one-to-one 
correspondence between £" centers and trapped holes; they 
also reported that the distribution of E' centers and trapped 
holes were the same in their irradiated oxides. (2) Lipkin 
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FIG. 15. Annealing response of E' centers and holes trapped in the oxide. 
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FIG. 16. Plot of E' centers remaining in an oxide after a series of etch back 
steps. The results show that nearly all the E' centers, like nearly all the 
trapped holes, are near the Si/Si02 boundary. 

et al.5A also measured an approximately one-to-one corre- 
spondence between E' density and the density of trapped 
holes generated in oxides subjected to  10-20 Mrad of 
gamma radiation (3) Miki et al.u compared both £" genera- 
tion and trapped hole generation in ultradry and steam grown 
oxides. They found that their ultradry oxides contained twice 
as many £" centers as the steam grown oxides and that the 
ultradry oxides also had twice as many trapped holes as the 
steam grown oxides. In addition, they found a rough numeri- 
cal correspondence between the E' densities and trapped 
hole densities in the samples investigated. However, since 
Miki et al.n made electrical measurements on oxides sub- 
jected to avalanche injection of holes and EPR measure- 
ments on x-ray irradiated oxides, a precise numerical com- 
parison between £" density and trapped hole density was not 
possible. (4) Awazu et al.12 have explored the role of pro- 
cessing parameters on £" generation. As previously noted by 
Lenahan and Dressendorfer,8'36 as well as by Miki etal.,n 

the densities of £" centers are strongly processing depen- 
dent. A point of particular interest in the Awazu study is 
their observation that the cooling rate after high temperature 
processing strongly affects £" generation. Awazu et al. con- 
cluded that the E' centers in their oxides were holes trapped 
in oxygen vacancies 03=Si+-Si=03. Since they observed 
~1-3X1012£"  centers/cm2 after modest (-1-11 Mrad) 
doses of ionizing radiation, these centers would inevitably be 
the dominant hole trap centers in the oxides of their study. 
(5) Results of a more qualitative nature by Carlos14 also sup- 
port the correspondence between oxide trapped holes and £" 
centers. He reported a significant (~1012/cm2) density of £" 
centers in oxides subjected to technologically relevant radia- 
tion levels. Although he did not report results of any electri- 
cal measurements, he did report a gate polarity dependence 

of E' generation, suggesting (as the other studies had shown) 
that £" generation was due to the capture of a charged par- 
ticle. 

The results of at least five independent EPR studies all 
indicate a dominant role for E' centers in oxide hole trap- 
ping. On the basis of this mutually corroborating work we 
conclude that £" centers do indeed dominate oxide hole trap- 
ping in a wide variety of thermally grown oxide films on 
silicon. However, the current understanding of oxide hole 
trapping is moderately complex and still incomplete. At least 
five E' variants have been observed in thermally grown ox- 
ide films. Two E' variants are E' defect/hydrogen com- 
plexes for which detailed and convincing models have yet to 
be established. A third variant called E's or EP is almost 
certainly closely related to the conventional E' site but ex- 
hibits significantly different g and hyperfine tensor compo- 
nents and somewhat different capture cross sections than the 
conventional E' site. A fourth variant, called EP2 is even 
less well characterized. It is positively charged when para- 
magnetic and exhibits a large capture cross section for holes. 
A fifth variant is the neutral E' center, observed in plasma- 
enhanced chemical vapor deposition (PECVD) oxide films 
and in thermally grown oxides exposed to very high doses of 
ionizing radiation. 

VIII. HYDROGEN COMPLEXED £' CENTERS 

Two hydrogen complexed £" variants may play important 
roles in device reliability. The hydrogen complexed centers 
are called the 74 G doublet and the 10.4 G doublet. EPR 
traces of both defects are shown in Fig. 17. Both defects 
were first observed in cubic centimeter size samples,55'56 and 
both centers clearly involve an E' hydrogen complex. It has 
been proposed55 that the 74 G doubled involves an unpaired 
electron on a silicon back bonded to two oxygens and one 
hydrogen and that the 10.4 G doublet defect involves an 
unpaired electron on a silicon back bonded to three oxygens 
with one of the oxygens bonded to a hydrogen.55 (Although 
these models seem quite reasonable and are undoubtedly cor- 
rect to the extent that the defects are £"/hydrogen com- 
plexes, in detail, the models should probably be viewed as 
provisional.) 

The 74 G doublet was first observed in thin oxide films by 
Takahashi et al.52,53 who generated them at somewhat el- 
evated temperatures (sl00°C) in irradiated oxides. More 
recently, Conley et a/.57'58 observed the room temperature 
generation of both the 74 G doublet centers and 10.4 G dou- 
blet centers in oxides subjected to either vacuum ultraviolet 
(/zc/\=£ 10.2 eV) or gamma irradiation. 

Takahashi et al.52,53 suggested that the hydrogen com- 
plexed £" defects might play an important role in Si/Si02 

interface state generation. Conley et a/.57'58 provided strong 
circumstantial evidence linking E' /hydrogen coupled centers 
to interface trap generation. Several (purely electrical mea- 
surement) studies59'60 had shown that a molecular-hydrogen- 
containing ambient leads to an enhancement in radiation in- 
duced interface state generation. Conley et a/.57'58 showed 
that exposing an oxide previously flooded with holes (to gen- 
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FIG. 17. EPR traces of (a) the 74 G doublet and (b) the 10-4 G doublet 
centers. 

erate £" centers) to an H2/N2 ambient leads to a conversion 
of conventional E' centers to 74 G doublet centers as well as 
generation of interface state centers. The number of E' cen- 
ters converted to hydrogen complexed centers is approxi- 
mately equal to the number of interface traps generated. The 
time period involved in interface trap formation is approxi- 
mately equal to the time required to saturate the £"/hydrogen 
complexing process. 

IX. EP OR E'g VARIANT (ONE DEFECT, TWO 
NAMES) 

The EP ox Eg variant has been observed in separation by 
implanted oxide (SIMOX) buried oxides,61-65 bond and etch 
back (BESOI) buried oxides, and thermally grown oxides. It 
is generally observed simultaneously with the conventional 
E' center. Its spectrum is quite narrow with a zero crossing 
g = 2.002. Vanheusden and Stesmans64 estimate that the 
E'S/EP variant accounts for about 20% of the E' centers in 
SIMOX buried oxides. Conley et al.61'63'65'66 have observed 
EP/E'g centers in a variety of thermally grown oxides as well 
as in SIMOX buried oxides and demonstrated that they are 
positively charged. 

Vanheusden and Stesmans and Warren et al.63 had ini- 
tially proposed that the EP/E'S center involved a five silicon 
atom microcluster. Conley and Lenahan67 compared the re- 
sponse of the EP/E'S centers to molecular hydrogen and 
found nearly identical responses for both centers: virtually 
identical time scales for the room temperature response, 
nearly identical hyperfine coupling constants for both hydro- 

gen complexed centers, and nearly identical g values for both 
hydrogen complexed centers. On the basis of those observa- 
tions, they argued that the EP/E'S center must be very closely 
related to conventional E' centers, and almost certainly not a 
five atom silicon cluster. Recent studies of the EP/E'S 

2 Si 
hyperfine spectrum indicated that the unpaired electron is 
shared by two equivalent silicons. 

Quite recently, Chavez et al. have proposed that the 
EP/E'S center is an oxygen vacancy but with the positive 
charge and the unpaired electron equally shared by the two 
silicons. The model proposed by Chavez et al.6* is consistent 
with many experimental observations: (1) as observed ex- 
perimentally, the center is positively charged, (2) as ob- 
served experimentally the center behaves almost exactly like 
the conventional E' center in response to molecular hydro- 
gen. (3) The predicted hyperfine coupling is almost exactly 
what is observed experimentally. (4) The model is consistent 
with recent observations indicating that the unpaired electron 
is shared by two silicons. There is extensive agreement be- 
tween the Chavez model and experimental observations; it's 

probably correct. 

X. NEAR Si/Si02 INTERFACE E' CENTERS: 
ELECTRONIC PROPERTIES 

One could reasonably divide electrically active MOS de- 
fects into three categories: Interface state traps, which can 
communicate readily with charge carries in the silicon, oxide 
traps which do not communicate with charge in the silicon, 
and very near interface traps which can, on fairly long time 
scales, communicate with charge carriers in the silicon. 

The near Si/Si02 interface traps go by many names: slow 
states, border traps, switching traps,.... It is possible, even 
likely, that more than one type of near Si/Si02 interface trap 
can exist in certain oxides under certain conditions. One near 
Si/Si02 interface trap has been directly identified via EPR 
the E' center. 

Many studies (involving only electrical measurements) 
show that when some MOS devices are subjected to ionizing 
radiation capacitance versus voltage and current versus volt- 
age, characteristics experience a negative voltage shift, AV, 
indicating the capture of positive charge in the oxide. • 
However, if a positive gate bias is applied, the magnitude of 
AV decreases logarithmically in time, indicating the annihi- 
lation of some of the positive charge. If the applied bias is 
reversed from positive to negative some of the previously 
annihilated charge returns. The charge that returns is said to 
be in switching traps. 

An EPR study by Conley et al.11 clearly demonstrates that 
some E' centers can act as switching traps. These centers are 
presumably very close to the Si/Si02 boundary. Results from 
the Conley et al.11 study are shown in Fig. 18. The bias 
voltages and bias switching times approximately match those 
of earlier purely electronic measurements. The first point 
(HOLES) indicates the E' density initially after holes were 
injected into the oxide. The second point (Zero 1) was taken 
after 105 s with no bias across the oxide. Point (Neg 1) was 
taken after a negative gate voltage corresponding to an aver- 
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FIG. 18. Plot of E' spectrum amplitude vs the biasing sequence discussed in 
the text. 

age oxide field of 3.5 MV/cm was applied for 24 h. The 
negative bias increased the number of paramagnetic £" sites. 
Point (POS 1) was taken on the same sample after an addi- 
tional 24 h under positive gate bias, also corresponding to an 
average oxide field of 3.5 MV/cm. The positive bias substan- 
tially decreases the density of paramagnetic £" centers. Two 
additional biasing points indicate the repeatability of this 
process. Clearly, the "spin state" and thus "charge state" of 
these E' centers can be repeatably switched with bias;thus 
£" centers can act as oxide switching traps. 

The results of Conley et al.11 are consistent with, and 
clearly confirm, the basic premise of the switching trap 
model proposed earlier by Lelis et al.69'10 after hole capture, 
subsequent electron capture does not always return the E' 
site involved to its original condition. This irreversibility 
leads to the switching behavior. The results of Conley et al. 
do not, of course, preclude the possibility that defects other 
than E' centers may act as switching traps. 

The Conley et al.11 results extend earlier results generated 
by Jupina and Lenahan who reported the SDR detection of 
£" centers.21 Since SDR can only detect defects which in 
some way "communicate" with Si/Si02 interface charge 
carriers, their results strongly indicated that some near 
Si/Si02 interface E' centers did indeed behave in this way. 
The Conley et al. study is also consistent with a recent ESR 
study by Warren et al.12 which suggested, but did not dem- 
onstrate, that £" centers may act as switching traps. 

XI. INTRINSIC DEFECTS AND DEVICE 
RELIABILITY: PHYSICALLY BASED PREDICTIVE 
MODELS 

Although the many EPR studies of MOS systems are of 
some general interest as physics, chemistry, and materials 
science, their ultimate significance must relate to their utility: 
can these studies help design better, more reliable, integrated 
circuits? The answer to this question is almost certainly yes. 
Yes, if the results can be utilized to predict and manipulate 
defect densities. 

It is clear that two families of point defects, £" centers 
and Pb centers, play dominating roles in a number of MOS 
reliability problems. Materials scientists and engineers have 

well developed and widely verified methods of manipulating 
intrinsic point defect populations. These methods are based 
upon the fundamental principles of the statistical mechanics 
of solids as well as on basic principles of physical chemistry. 

One should be able to ameliorate device reliability prob- 
lems by applying these well established principles to E' and 
Ph centers. 

A. Predicting oxide hole trapping 

Lenahan and Conley15 used the standard approach of sta- 
tistical mechanics73'74 to calculate the density of oxygen va- 
cancies in MOSFET oxides, calibrated the parameters of the 
expression with EPR measurements, and then tested the va- 
lidity of calibrated (quantitative) expression on several oxide 
films. They found good correspondence between the cali- 
brated expression and experimental results. 

A consideration of the basic principles of statistical ther- 
modynamics tells us that equilibrium occurs when the Gibbs 
free energy G of a solid is minimized.73'74 It can be shown 
that, for the simplest cases, the minimization of Gibbs free 
energy leads to an equilibrium density of vacancy sites given 
by 

n = NeASf/k-AHf/kT (13) 

where A Sf represents the nonconfigurational entropy contri- 
bution per defect site, AHf represents the enthalpy of forma- 
tion of a defect site, k is the Boltzmann constant, and N 
represents the density of available sites. For the purposes of 
this discussion, the important points here are that the non- 
configurational entropy contribution is large and essentially 
temperature independent, and the AHf essentially represents 
the increase in system energy caused by vacancy creation of 
an unstressed lattice site minus the strain energy lost by re- 
moval from a compressed Si02 matrix. (This reduction in 
AHf would be a strain energy — PdV caused by the effective 
volume change resulting from the removal of the atom from 
its particular location.) 

As pointed out by Ohmameuda et al.15 this strain energy 
reduction will be greatest for sites near the Si/Si02 boundary; 
this energy contribution should amount to several tenths of 
an electron volt.6 One thus expects and finds8 that the E' 
centers are primarily located close to the Si/Si02 boundary. 

Anticipating then an oxygen vacancy/5" precursor den- 
sity of the form 

n = ae -ß/T (14) 

where the temperature independent constant a is given by 
a = NeAsf/k and ß=AHf/k, we may evaluate the relevant 
"thermodynamic" constants by making measurements on 
devices exposed to various high-temperature anneals. With a 
knowledge of £" center hole capture cross section14 and the 
standard analysis of charge capture in oxide films, we would 
anticipate that, for a given fiuence of holes through the ox- 
ides, 

Nth=ae-ß/T(l-e-'
Tr!), (15) 
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FIG. 19. Plot of the natural logarithm of E' density vs the reciprocal of 
annealing temperature. Slope of the line yields an activation energy of to be 

about 1.5 eV. 

where Nlh is the density of trapped holes and 77 is the fluence 
of holes through the oxide. With a, ß, and a evaluated from 
spin resonance measurements the expression provides a no- 
adjustable-parameter prediction of oxide hole trapping. 
(However, due to the modest absolute precision of EPR mea- 
surements, the value of a as determined strictly from EPR 
could be in error by almost a factor of 2.) 

The potential validity of Eq. (15) was assessed15 through 
a series of measurements on MOS oxides subjected to an- 
neals at 875, 950, 1025, and 1100 °C. The oxides were all 
grown at 825 °C and then a polysilicon gate was deposited. 
After gate deposition the anneals were carried out for 30 min 
in a dry N2 atmosphere. After the anneals the capacitors were 
rapidly pulled from the furnace in order to "quench in" the 
defect densities at the annealing temperatures. 

The poly gates were removed and two sets of measure- 
ments were made on the samples, both after subjecting the 
oxides to hole flooding. To evaluate the £" precursor en- 
thalpy of creation, oxides of the three higher temperature 
annealing samples were each flooded with approximately 2 
X 1013 holes/cm2. The enthalpy was determined from the 
slope of a plot of the natural logarithm of E' density versus 
reciprocal temperature, shown in Fig. 19; the activation en- 
thalpy is approximately 1.5 ±0.1 eV. To test the predictive 
capability of Eq. (15), holes were injected into samples sub- 
jected to each of the four annealing steps; mid-gap capaci- 
tance versus voltage shifts, AVmg, were plotted versus in- 
jected hole fluence. Using expression (15) and taking the 
trapped holes to be close to the Si/Si02 boundary, our 
model15 predicts mid-gap shifts of 

,-ß/T 
{l-ea7>), (16) AVmg= 

qae 

where q is electronic charge, Cox is oxide capacitance, and 
all other parameters are as previously defined. 

Figure 20 compares the experimental results and the pre- 
dictions of Eq. (16). The correspondence between prediction 
and experiment is quite close. It clearly demonstrates some- 
thing new and almost certainly useful: It is possible to pre- 

Hole Fluence (1013/cm2) 

FIG. 20. Solid lines represent Eq. (16) evaluated for the various indicated 
temperatures. Dots represent experimental results.. 

diet the response of an oxide from an essentially no- 
adjustable-parameter fit of a physically based model. 

B. Predicting interface trap formation 

Straightforward concepts from the equilibrium thermody- 
namics of chemical reactions also allow one to make some 
predictions about interface trap formation.1 

As discussed previously at least four independent groups 
have demonstrated that significant (greater than or approxi- 
mately equal to 1012/cm2) generation of Pb centers occurs 
when MOS oxides are subjected to technologically relevant 
levels of ionizing radiation. More limited results indicate Pb 

generation resulting from high or low oxide electric field 
injection of electrons as well as the injection of hot holes into 
the oxide from the near drain region of short channel MOS- 
FETS. The previously discussed studies of Conley et al. ' 
show that E' centers react with molecular hydrogen at room 
temperature and that this reaction is accompanied by the si- 
multaneous generation of Si/Si02 interface traps (these are 
Pb centers). 

In our study,57'58 only about 25% of the E' centers disap- 
peared as about an equal number of hydrogen complexed E' 
centers (which we term E'U) appeared: the loss in E' den- 
sity was accompanied by an approximately equivalent gain 
in interface trap density. No increase in interface trap density 
occurred with H2 exposure if the positively charged E' cen- 
ters were absent. These observations are significant because 
when Si02 is subjected to ionizing radiation, atomic hydro- 
gen is created: above 110 °K it very rapidly dimerizes leav- 
ing, behind H2 in the oxide.76 

It is well established that silicon dangling bond sites at the 
Si/Si02 interface (Pb centers) are passivated by hydrogen.3'77 

Assuming that the interface trap creation process involves 
the breaking of silicon-hydrogen bonds at Pb center precur- 
sor sites (PbB) we proposed a reaction of the following 
form: 16 

H2+PftH+£'«=*H2+P6 + £'H. (17) 

In this reaction, H2 plays the formal role of a catalyst. 
When a hole drifting to an E' precursor site is captured, a 
positively charged silicon dangling bond site (£" center) is 
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created, which, as Conley et al.5S have shown, can react with 
radiolytic H2 to form a complex which we term £"H. After 
irradiation, the H2 is eventually dissipated, but for a short 
time the system will approach equilibrium. Elementary sta- 
tistical mechanics tells us that, if the system were to reach 
equilibrium, one could write78 

[PblE'K] 

[Pba\[E'] 
= K, (18) 

where K=&xp(-AG/kT) and AG is the difference in Gibbs 
free energy of the reactants and products. Since expression 
(18) involves the transfer of a hydrogen atom from a silicon 
at the interface (Pb) to a silicon in the oxide (£"), one 
would reasonably conclude that AG is small. Thus, K= 1, at 
least within about an order of magnitude. 

In order to solve Eq. (18) for APb (the concentration of 
Pb centers eventually generated after the interface trap for- 
mation process is complete) define the initial (prestress) Pb 

concentration to be Pbi, the initial (prestress) PbH concen- 
tration to be (PbB)i, and the density of £" trapped holes 
present immediately after irradiation (and immediately after 
all the holes which were not trapped are swept from the 
oxide) to be E[. 

With these definitions, Eq. (19) becomes 

[Pbi+APb][APb] 

[(P^J-AP^El-AP,,] 
-K. (19) 

In Eq. (19), take the number of £"H complex sites created 
to be equal to the number of Pb sites created. Assuming it 
captures the essential physics of the process, Eq. (19) pre- 
dicts the interface trap generation behavior in a wide range of 
oxides. 

For the technologically important situation in which the 
Si/Si02 interface has a very low interface trap and Pb den- 
sity, Pbi=0, at low dose [APi«(PiH)i, Eq. (19) becomes 

[APb][APb]        „ 
(20) 

(P.KUEl-AP,,) 
= K, 

yielding 

K 
APb^ - (P,H),.({1 +4E', /[tf(P,H),.]}1/2- 1). (21) 

For a low level of initial E\ generation APb will be al- 
most equal (always slightly less than) the initial E[ density. 
Thus, if we were to flood a very good oxide with a small 
number of holes, suppress the interface trap generation pro- 
cess, measure the initial trapped hole concentration, and then 
allow interface trap generation to proceed, we would expect 
that the eventual interface trap density (each Pb has two 
levels) would be roughly equal to the initial trapped hole 
density. 

The generation of interface traps can be suppressed for 
hours by lowering the temperature of the system;79 warming 
to room temperature allows the process to proceed. Many 
years ago, Hu and Johnson79 subjected good oxide/silicon 
devices to relatively low levels of hole flooding at tempera- 
tures low enough to temporarily suppress interface trap gen- 

eration. Initial oxide hole densities were evaluated, then in- 
terface traps allowed to generate, and those interface trap 
densities were also evaluated. As Eq. (21) predicts, Hu and 
Johnson found that the initial oxide hole density was ap- 
proximately equal to the eventual interface trap density. 

There are other semiquantitative aspects of this model 
which are in agreement with results in the literature. 

(1) Expression (21) shows that APb should be sublinear in 
E\. Since E\ generation should itself be sublinear in 
dose,15 the model predicts a sublinear buildup of inter- 
face sites with dose. Such behavior is widely reported.80 

(2) The model predicts that in devices with low initial inter- 
face trap density, the hole trapping and interface trap 
generation, Pb generation and £" generation would ap- 
proximately scale together. This behavior (both cases) 
has been observed.36 

(3) Since the model involves interaction of a trapped hole 
site with molecular hydrogen triggering a reaction at a 
Si/Si02 interface PbH site, one would expect that the 
time involved in interface trap generation would be sig- 
nificantly increased by reversing the irradiation bias 
from positive gate voltage to negative gate voltage. This 
behavior is consistently observed.81-83 

(4) Since the E' center precursors (oxygen vacancies) are 
intrinsic defects, one would expect that their number 
would be an exponential function of processing tempera- 
ture. Thus one would expect a strong increase in inter- 
face trap generation with increasing temperature of gate 
oxide processing. This behavior is observed.36 

(5) Radiolytic, molecular hydrogen will be rapidly dissi- 
pated from the oxide; in some cases this will not allow 
equilibrium densities of Pb interface traps to be 
achieved. One would thus expect that post irradiated ex- 
posure to a molecular hydrogen ambient generally in- 
creases interface trap density. This behavior is 
observed.59'60 

(6) Consider a metal-oxide-semiconductor device in which 
the oxide has been flooded with holes for a brief period. 
If a positive voltage was applied to the gate electrode, £" 
precursors near the Si/Si02 boundary would be popu- 
lated with holes: if a negative voltage was applied, £" 
precursors near the gate (usually polycrystalline Si/Si02 

boundary) would be similarly populated. Our model, at 
least to zero order, predicts a similar radiation response, 
in that the eventual number of Pb centers created would 
be the same with either sign of gate bias during irradia- 
tion. (This assumes equal £" precursor density at both 
interfaces.) Experimental work indeed shows this to be 
the case ' 'electrically'' for brief bursts of irradiation pro- 
vided that the oxide bias is positive after the 
irradiation.83 (That is, the eventual interface state densi- 
ties generated are approximately equal for both cases.) 

(7) Briefly consider the technologically irrelevant case of a 
very high initial interface trap density and a very high 
initial Pb density. In such a case we would expect a 
reaction of the following form: 
n2+Pb + E'^E'n+PbU. (22) 
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FIG. 21.  Schematic illustration of the structure of the bridging nitrogen 

center. 

Thus, the model would clearly predict an initial post ir- 
radiation decrease in Pb density for Si/Si02 structures 
with quite high initial Pb density. This behavior has been 
reported.12 

XII. EXTRINSIC TRAPPING CENTERS 

Often, impurity atoms (other than hydrogen) will be 
present in an oxide; nitrogen, phosphorous, and boron impu- 
rities have all been investigated to some extent in oxide films 
on silicon. Among these impurities, nitrogen appears to be of 
greatest potential significance. 

A. Defect centers involving nitrogen 

Chaiyesena et al.M and Yount et a/.85-88 have studied ni- 
trogen defect centers in nitride and reoxidized, nitrided oxide 
films. Most of their work dealt with the bridging nitrogen 
center, Nb, illustrated in Fig. 21. An EPR trace due to this 
defect is illustrated in Fig. 22. A three line spectrum with 
each line of equal intensity is indicative of a spin-1 nucleus 
of approximately 100% abundance. Nitrogen is the only pos- 
sibility. The center line is quite narrow, the two side peaks 
rather broad. This is so because quantum mechanics restricts 
the nitrogen nucleus to three orientations: parallel to the ap- 
plied field, antiparallel to the applied field, and (any direc- 
tion) perpendicular to the applied field. Since the perpendicu- 

g = 2.0035 

FIG. 22. EPR trace of the bridging nitrogen center. 

lar  orientation  is  not  further  specified,  the  center line 
effectively corresponds to no nuclear moment. 

A straightforward analysis of the spectrum of Fig. 22 in- 
dicates an unpaired electron highly localized on a single ni- 
trogen in a nearly pure p-type wave function. (Recall that the 
small splitting of the side peaks indicates quite low s char- 
acter; their substantial breadth high p character.) The results 
clearly demonstrate that this center involves a nitrogen 
bonded to two other atoms, almost certainly silicons. The 
structure of the bridging nitrogen center is shown in Fig. 21. 
The bridging nitrogen EPR spectrum was first studied in 
large volume (~ 1 cm3) samples by Mackey et al}9 who also 
established the center's structural nature. 

It should probably be mentioned that a very different EPR 
spectrum has been linked to bridging nitrogens by Stathis 
and Kastner.90 Later studies by Tsai et al91 pointed out that 
the spectrum described by Stathis and Kastner90 was incom- 
patible with the bridging nitrogen hybridization and localiza- 
tion. Recently Austin and Leisure92 have argued that the 
spectrum discussed by Stathis and Kastner90 does not involve 
nitrogen at all but is caused by a carbon atom bonded to two 
hydrogens. 

Chaiyasena et alu and Yount et al. identified the 
bridging nitrogen center as a rather large capture-cross- 
section electron trap. They found quite high densities of 
these centers in NH3 annealed oxides (~1013/cm3) and that 
their numbers are substantially reduced but not eliminated by 
reoxidation. Quite high densities of electron traps 
(~1013/cm3) are found in NH3 annealed oxides; their num- 
bers are reduced but not eliminated by reoxidation. In N20 
annealed or N20 grown oxides one finds far lower levels of 
both NB and electron traps. Yount et alP provided quite 
direct evidence regarding the trapping capabilities of NB by 
showing that NB density is reduced when electrons are in- 
jected into the oxides. The NB capture cross section is about 
10~15 cm2. Yount et a/.85 noted that NB reacts rapidly with 
H2 at room temperature. The NB signal is annihilated if the 
oxides under study are briefly exposed to H2 at room tem- 
perature. 

On the basis of these observations, Yount et al. pro- 
posed that the precursor for NB is a nitrogen bonded to a 
hydrogen and two other atoms, presumably silicons and that 
the defect serves as an effective electron trap. 

B. Defect centers involving phosphorous and boron 

At least four phosphorous-related defect centers and one 
boron-related center have been identified in doped oxide 
films on silicon.93"95 These centers have been studied in 
phosphosilicate glass (PSG) and borophosphosilicate glass 
(BPSG) films on silicon. The wide scan EPR trace of Fig. 23 
illustrates the simultaneous presence of Pi, P2, and P4 cen- 
ters along with the ubiquitous E' center and some organic 
free radicals in a tetraethyl orthosilicate (TEOS) based PSG 
thin film on silicon. A much narrower EPR trace taken on a 
silane based BPSG film indicated the simultaneous presence 
of the phosphorous oxygen hole center (POHC) in addition 
to the previously discussed Pb0 and E' centers. 
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BOHC 

800G 

FIG. 23. EPR traces taken in (a) borophosphosilicate (BPSG) and (b) phos- 
phosilicate (PSG) films showing (a) the boron oxygen hole center (BOHC) 
and phosphorous oxygen hole center (POHC) spectra superimposed upon 
the ubiquitous E' and Pb spectra and (b) the Pu P2, and P4 spectra along 
with £" and organic radical spectra. 

EPR parameters of the five centers are shown in Table I. 
Provisional defect structures (following Griscom et al.96'91) 
are illustrated in Fig. 24. 

The literature on these phosphorous and boron centers in 
thin films is fairly limited.93"95 They appear to play a role in 
instabilities in certain integrated circuits even though the 
BPSG and PSG films are typically interlevel dielectrics. 
Along with several organic centers, the phosphorous centers 
can capture significant amounts of space charge in the TEOS 
films. Some of the phosphorous centers are also important 
charge trapping centers in silane based films.93'94 

Limited studies of the response of P,, P2, and P4 to the 
injection of charge carriers94'95 into the oxide indicate that 
significant changes in the density of paramagnetic P1, P2, 
and P4, and POHC centers occur when charge carriers are 
injected into the oxides in question; Pl,P1, and POHC have 
large capture cross sections for holes, P4 a large capture 
cross section for electrons. 

C. Other paramagnetic centers in Si/Si02 systems 

Several other paramagnetic centers have been observed in 
thin oxide films on silicon: unpaired electrons on oxygens,98 

(probably) nonbridging oxygens or peroxy centers, organic 
radicals,95 and atomic hydrogen,76 and electrically neutral E' 
centers.65 Although radiolytic atomic hydrogen is clearly im- 
portant since it is almost instantly dimerized to form molecu- 
lar hydrogen at room temperature, studies of its presence in 
Si02 films on silicon are very limited. Studies of organic free 
radicals and the paramagnetic oxygen radical, have also been 
too limited to warrant further discussion. 

TABLE I. EPR centers in oxide films: intrinsic and extrinsic defects 

Defect Name EPR Parameters Structure Electronic 
Properties 

(Hl)Pb S| = 2.0014 
gi = 2.008 
Aiso=110G 

"■aniso = ^ 1 *J 

-«-Ö- A(lll) 
Si    j 

Si    Si   Si 

Two broad levels 
in gap 
U = 0.6eV 

(100) Pto gi = 2.0015 = 8, 
g2 = 2.0080 = 
gs = 2.0087 = gx 
Als0 = 96G 
Ami„,= 24G 

(111)».    A(100) 

XT '•■■ 

/^Si 
Si    Si 

Two broad levels 
in gap 
U = 0.6eV 

(100) Pbl g, = 2.0012 
g2 = 2.0076 
g3 = 2.0052 /\>Si 

Si     Si 

Two broad levels 
in gap 
U = 0.3eV 

E' 
(Positively 
Charged) 

81=2.0018 
gi= 2.0002 
Ail0 = 439G 
Agnjso = 22 G 

^  A   9 O-SiQ + Si—O 
C   T    O 

Deep hole trap 
Large hole capture 
cross section 
a = 3xl0-'W 

EP/E'S g (zero cross) =. 
2.0002 
AUo=120G 
AantS0= "small" 

Provisional 
unrelaxed E' 
center 

Deep hole trap 
Large hole capture 
cross section 
(a><j(E')) 

E'(74 G doublet) g (zero cross) = 
2.0016 
A(H) = 72G 

(Provisional) 

H      A     O 
CPsiCb+Si—O 

At least sometimes 
positively charged. 
Created by H2 

interaction with E' 

E'(10.4G 
doublet) 

81 = 2.0018 
gi = 2.0002 
A(H)=13G 

(Provisional) 

O-Sieb + Si— O 

H 

Created by H2 

interactions with 
E' 

Nb 8ll = 2.0035 
g1= 2.0068 
Ais0=UG 
ABniKJ= 12.5 G 

SUIT 
XN 

Neutral electron trap 
rj=10"l5cm2 

P. 8l=gi = 2.005 
Ai„,= 910G 
A„i,o=60G 

0 

0—p>=4=> 

When paramagnetic, it is 
a hole trap 

P2 gs 2.0013 
Af„=1110G 
Am,ist,= 50G 

\4 /v 
When paramagnetic, it is 
a hole trap 

P4 g = 2.00 
Aiso=103G 
A„iS0= 103 G O-P 

c/0 

Electron trap 

POHC gi = 2.0075 
g2= 2.0097 
g3 = 2.0179 
A, = 48G 
A2=54G 
A3 = 5IG 

0 
o.       ,0 

0 

Hole trap 

BOHC gi = 2.0025 
g2=2.0115 
g3 = 2.0355 
A,= 13.6G 
A2= 15.3 G 
A3 = 8.7G 

Sk     A       P 
<=>0^    B-0 

1         O 

Does not have a large 
capture cross section for 
electrons or holes 

XIII. CONCLUSIONS 

More than a dozen paramagnetic centers have been ob- 
served in MOS systems. Several of these centers play domi- 
nant roles in MOS device instabilities. Recent studies show 
that predictions with regard to oxide reliability can be made 
by combining our EPR-derived understanding of electrically 
active defects with fundamental principles of statistical me- 
chanics. The various oxide centers and their properties are 
summarized in Table I. 
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I 
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Fio. 24. Schematic sketch of phosphorous and boron centers found in PSG 

and BPSG thin films on silicon. 
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Interface formation and thermal stability of advanced metal gate 
and ultrathin gate dielectric layers 
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The compatibility of metallic titanium nitride (TiNx) films for advanced gate electrodes and remote 
plasma enhanced chemical vapor deposited silicon oxide (Si02) or silicon oxide/silicon nitride 
(Si3N4) advanced gate dielectric layers is investigated by interrupted growth and on-line rapid 
thermal annealing using on-line Auger electron spectroscopy. Growth of TiN, on Si02 and Si3N4 

occurs uniformly without a titanium seed layer. TirVSi02 and TiNx/Si3N4 interfaces are 
chemically stable against reaction for rapid thermal annealing treatments below 850 °C. Metal- 
oxide-semiconductor capacitors using TiN, gate contacts and Si02 or Si02/Si3N4 gate dielectrics 
exhibit excellent C-V characteristics. The measured TiN^/Si02 barrier height in these devices is 
0>fc=3.7±0.1 eV. The observed difference in fixed charge for Si02 and Si02/Si3N4 dielectrics is 
briefly discussed in terms of a new interface dipole model. © 1998 American Vacuum Society. 

[S0734-211X(98) 11704-3] 

I. INTRODUCTION 
The continuing effort to reduce metal-oxide- 

semiconductor (MOS) device dimensions has led to consid- 
erable interest in silicon oxide1 (Si02) and silicon oxide/ 
silicon nitride2,3 (Si3N4) layered films with an equivalent 
oxide thickness fox.eq<3 nm for advanced gate dielectrics. 
Similarly, to maintain proper device scaling and to avoid the 
effects of gate electrode depletion, attention is being focused 
on advanced gate materials such as metallic titanium 
nitride4-8 (TiN^.) as a possible replacement for heavily doped 
polycrystalline silicon. However, before such materials can 
be incorporated into device production they must be shown 
to be compatible with the other materials and with subse- 
quent process conditions required for fabrication. Of particu- 
lar concern is the possibility of chemical reaction at the in- 
terface between these advanced dielectric and gate materials 
at elevated temperatures.9'10 For example, the gate metal/ 
dielectric interface must be able to withstand rapid thermal 
annealing (RTA) temperatures of at least 800-1000 °C 
which are required to activate dopants in source and drain 
structures. 

In this article, the interface formation between reactively 
sputtered TiNx metallic films and Si02 or Si02/Si3N4 dielec- 
tric layers prepared by low-temperature remote plasma en- 
hanced chemical vapor deposition (RPECVD) is investigated 
as well as the chemical stability of these interfaces following 
on-line RTA treatments up to 850 °C. The evolution of the 
TiNx/Si02 and TiN^/Si3N4 interfaces is investigated from 
their initial formation at the monolayer level to the buried 
interface by interrupted film growth using on-line Auger 
electron spectroscopy (AES). The stability of TiN^/SiC^ and 
TiNA./Si3N4 interfaces against reaction during RTA treat- 
ments at temperatures below 850 °C is also established by 
on-line AES. Finally, capacitance-voltage (C-V) character- 
istics of MOS capacitors employing TiN* gate electrodes 

"'Electronic mail: claflin@ncsu.edu 

with ultrathin single layer SiOz and dual layer Si02/Si3N4 

gate dielectrics are presented. These C-V results are com- 
pared with similar MOS devices made using Al gate con- 
tacts. 

II. EXPERIMENT 

Interrupted growth and chemical stability experiments 
were conducted on 3 in. p-type Si(100) wafers on which 
either a single layer Si02 dielectric or a dual layer 
Si02/Si3N4 dielectric stack was deposited. In both cases, the 
Si02 layer was 5 nm thick and was prepared by a two-step 
plasma assisted oxidation/RPECVD process1 which is de- 
scribed in detail elsewhere. The Si3N4 layer was 3 nm thick 
and was deposited by RPECVD with NH3 and SiH4 source 
gases injected downstream2'11,12 at a ratio of 10:1. Prior to 
TiN^ deposition, the Si02 and Si02/Si3N4 dielectric layers 
were subjected to a 30 s RTA treatment at 900 °C to improve 
their electrical properties by reducing bond defects.13'14 This 
bonding rearrangement was verified by Fourier transform in- 
frared (FTIR) spectroscopy. 

Metallic TiNx films were deposited at room temperature 
by reactive dc magnetron sputtering of a 99.9% Ti target at 
50 W with a 5:1 mixture of 99.999% Ar and 99.999% N2 at 
a chamber pressure of 6 mTorr. Several ultrathin TiNx layers 
were deposited sequentially and AES spectra collected until 
the SiLyv Auger peak could no longer be observed, indicat- 
ing that the interface had been buried. Thicker TiK, layers 
(each about 0.5-1.0 nm) were then added until bulk charac- 
teristics were observed. To study the chemical stability of the 
metal/dielectric interfaces, a 0.6-1.0 nm thick TiN, layer 
was deposited on Si02 or Si02/Si3N4 and annealed in 
vacuum for 180 s in 100 °C steps from 350 to 850 °C. Fol- 
lowing each on-line RTA treatment, AES spectra were col- 
lected. 

MOS capacitors were prepared on n-type Si(100) wafers 
with ultrathin Si02 or Si02/Si3N4 dielectrics and TiN^ or Al 
gate electrodes. The wafers were cleaned, a thermal field 

2154     J. Vac. Sei. Technol.B 16(4), Jul/Aug 1998       0734-211X/98/16(4)/2154/5/$15.00       ©1998 American Vacuum Society     2154 
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FIG. 1. FTIR spectra of RPECVD Si3N4 dielectric as deposited and follow- 
ing a 30 s 900 °C RTA treatment. The decrease of SiN-H stretch and 
bending modes while the Si-N asymmetric stretch increases after annealing 
indicates conversion of SiN-H dangling bonds to Si-N network bonds. 

oxide was grown and patterned, and the active area wet 
chemically etched. The wafers were cleaned again prior to 
RPECVD deposition of a 3.5 nm Si02 gate dielectric or a 2.0 
nm SiO2/2.0 nm Si3N4 dielectric bilayer. The wafers were 
patterned for liftoff and a 50 nm TiN,. or 100 nm Al gate 
electrode deposited by sputtering. A 100 nm thick Al layer 
was sputtered on top of the TiN^ gate to facilitate external 
contact. Liftoff was performed, Al back contacts evaporated, 
and the samples were annealed at 300 °C in H2 for 1800 s. 
Standard high frequency (100 kHz) C-V measurements 
were conducted to determine the device characteristics. 

III. RESULTS AND DISCUSSION 

To evaluate the integration of TiN,. and RPECVD dielec- 
trics with existing Si technology and process flows it is criti- 
cal to use optimal preparation conditions for these new ma- 
terials. It has been shown13 previously that a 15 s, 900 °C 
RTA treatment improves the dielectric quality of RPECVD 
Si02 films by reducing the amount of suboxide (SiC^ with 
x<2) at the Si/Si02 interface and hence the number of elec- 
trically active dangling bond defects. A similar improvement 
in the dielectric reliability of RPECVD Si3N4 films occurs14 

by annealing at 900 °C for 30 s and can be monitored with 
FTIR as seen in Fig. 1. The spectrum displays three main 
features: a Si-N asymmetric stretching mode at approxi- 
mately 850 cm-1, a SiN-H bending mode at 1200 cm-1, 
and a SiN-H stretching mode near 330 cm-1. Figure 1 
shows a decrease in the intensity of SiN-H bending and 
stretching modes while the Si-N asymmetric stretch in- 
creases from as-deposited levels following a 900 °C RTA 
treatment. These changes in the IR spectra have recently 
been explained14 as resulting from a conversion of correlated 
Si-H and SiN-H dangling bonds into Si-N network bonds. 

Si02 and Si02/Si3N4 dielectric films optimized in this 
fashion were used to study the interface formation, growth, 

3.5 (1.8nmTiNJ 

(Si02) 
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kinetic energy (eV) 

550 

FIG. 

Si,v 
2. Interrupted growth of TIN, on RPECVD Si02 measured by AES. 

and 0KVV peaks decrease while 1\ -N, and TitMy peaks in- 
crease with additional TiN,. deposition. The asymmetry of TiLVV+NKVV and 
TiLJWK intensities indicates no Ti seed layer is required. 

and chemical stability of TiNT. Derivative AES spectra dem- 
onstrating the growth of TiN,. on RPECVD Si02 are pro- 
vided in Fig. 2 with the relevant Auger transitions indicated. 
The bottom curve shows the spectrum for the bare Si02 di- 
electric layer. The vertical offset of subsequent curves corre- 
sponds to the integrated TiN^ sputtering time elapsed, indi- 
cated by the right-hand axis. Film thickness was estimated 
from the bulk deposition rate of 1.0 nm/min which was de- 
termined by cross-sectional scanning electron microscopy on 
thick samples. 

A quantative difficulty which arises in the TiN^ system is 
that the TiLvy and NKVV AES peaks overlap15-17 at 385 eV; 
however the TiIMV feature at 420 eV does not suffer from 
this deficiency. For TiN^, the TILVV+^KW 

and TiiMV fea- 
tures exhibit a peak to peak intensity ratio that is about 2:1. 
In contrast, for pure Ti the intensity of these two peaks 
would be nearly equal.8 In Fig. 2 the TiLVV+ NKVV feature is 
seen to form and grow on Si02 as additional layers of TiN^ 
are added and the intensity of this peak is always about twice 
that of TiLMV. This asymmetry in these peak intensities, 
which occurs even for submonolayer.coverage, indicates that 
TiNx grows directly on Si02 without the need for an inter- 
mediate Ti seed layer. The Si^y peak intensity at 76 eV 
decreases as successive TiN^ layers are deposited and disap- 
pears entirely for a metal thickness greater than about 0.8 
nm. The OKVV peak near 510 eV also initially decreases; 
however a small amount of parasitic oxygen is always ob- 
served even after the TiNx/Si02 interface is completely bur- 
ied and bulk TiN^. features are observed. 

Figure 3 shows similar derivative AES spectra for inter- 
rupted TiNj growth on Si3N4. Because the dielectric contains 
nitrogen, the initial development of the Ti^y+N^yy feature 
is impossible to observe. However, the T\LMV peak evolution 
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FIG. 3. Interrupted growth of TiR, on RPECVD Si3N4 measured by AES. 
The Siiw Peak decreases while the TiLVV+NKVV and TiLMV peaks increase 
with additional TiNx deposition. The similarity in growth of the TiLMr peak 
to Fig. 2 suggests that no seed layer is required. 

on Si3N4 is similar to the behavior observed in Fig. 2 on Si02 

and suggests that TiN^ grows directly on Si3N4 without a 
buffer layer. The SiLVV peak intensity in Fig. 3 is diminished 
by successive TiN,. layers and disappears above about 0.8 
nm as expected. 

The decrease of the SiLV,v peak intensity normalized to its 
value in the bare dielectric is plotted on a log scale as a 
function of TiN^. deposition time in Fig. 4 for both the Si02 

and the Si02/Si3N4 substrates. In both cases the intensity 
decreases exponentially with TiN^. thickness although the 
slopes differ by about a factor of 2. This exponential de- 

•    TiN„ on RPECVD Si3N4 

■    TiN, on RPECVD SiO, 

0.0 0.5 1.0 

Integrated TiN, deposition time (min) 
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FIG. 5. Chemical stability of TiN,/Si02 interface following the RTA treat- 
ments indicated. The dramatic increase of the SiLVV AES peak at 850 °C 
indicates that a reaction has occurred. 

crease of the SiIVV peak intensity with TiNx thickness indi- 
cates uniform layer growth on both Si02 and Si3N4. The 
difference in the slopes of these curves corresponds to dif- 
ferent deposition rates due to target aging. Detailed kinetics 
of the interface formation and morphology of the TiN^ layer 
in each case require further investigation. 

Derivative AES spectra for TiN^/Si02 and TiNx/Si3N4 

interfaces subjected to on-line RTA treatments up to 850 °C 
are shown in Figs. 5 and 6, respectively. In both cases, a 

FIG. 4. Decrease of normalized Sit„y AES peak intensity with increasing 
TiR, deposition on Si02 and Si3N4 dielectric layers. The exponential decay 
indicates uniform TiN,. layer growth on both dielectrics. 
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FIG. 6. Chemical stability of TiN^/Si3N4 interface following the RTA treat- 
ments indicated. A slight increase of the Sitv,y AES peak at 850 °C indicates 
that the interface is chemically stable. 

J. Vac. Sei. Technol. B, Vol. 16, No. 4, Jul/Aug 1998 



2157        B. Claflin and G. Lucovsky: Thermal stability of metal gate layers 2157 

-1.5     -1.0     -0.5 0.0      0.5      1.0 

Voltage (V) 

2.0      2.5 

FIG. 7. High frequency C-V data for MOS capacitors using TiN, or Al 
gates and a 3.5 nm RPECVD Si02 gate dielectric. The flatband voltage shift 
corresponds to the work function difference between TiN, and Al. 
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FIG. 8. High frequency C- V data for MOS capacitors using TiN, or Al 
gates and a 2 nm RPECVD Si02/2 nm RPECVD Si3N4 gate dielectric stack. 
The flatband voltage shift corresponds to the work function difference be- 
tween TiN. and Al. 

minimal thickness of TiN^ was deposited to bury the inter- 
face, reducing the SiLVV peak intensity to nearly zero. Only 
minor changes in the AES spectra for both TiN^/SiC^ and 
TiNj /S13N4 interfaces are observed below 850 °C and are 
most likely the result of slight variations in thickness of the 
TiNx overlayer. Following the 850 °C anneal, however, the 
SiLVi/ peak intensity increases substantially for the 
TiN^/Si02 interface and modestly for TiN^/Si3N4. The fact 
that these changes in the AES spectra occur at the same 
temperature for both dielectrics suggests that decomposition 
of TiN^. begins at 850 °C. The dramatic change in the 
TiN^/Si02 interface compared to that of TiNA./Si3N4 indi- 
cates that the metal chemically reacts with the underlying 
Si02 layer but does not interact with Si3N4. The details of 
this reaction and the chemical structure that results, including 
the possible formation of a titanium silicide layer, still need 
to be elucidated. 

High frequency C-V characteristics for MOS capacitors 
using TiNj and Al gates on ultrathin RPECVD Si02 dielec- 
trics are shown in Fig. 7. The flatband voltage for the TiN^. 
gate is shifted by A<E>=0.5±0.1 eV above Al. A similar shift 
A3>=0.4±0.1 eV is observed in Fig. 8 for capacitors with 
TiN.,. and Al gates on a Si02/Si3N4 bilayer. In each case, the 
flatband voltage shift results from the work function differ- 
ence of the two metals. Using the known18 barrier height of 
3.2 eV for Al on Si02, the observed flatband voltage shift 
gives a barrier height of $i = 3.7±0.1 eV for TiN^/Si02, in 
agreement with previous studies.8 Comparing the two de- 
vices with TiNj. gates, there is an additional flatband voltage 
shift AO=0.3 eV between the capacitors using Si02 and 
Si02/Si3N4 dielectrics as seen in Fig. 9. This flatband volt- 
age shift is not due to a work function difference between the 
contacts since the same gate metal and substrate were used in 
each device. Instead, this difference in flatband voltage must 
result from fixed positive charge in the dielectric. However, 
since the wafers were processed in parallel and subjected to 

the same treatments at each step except for deposition of the 
dielectric layer, it is assumed that this fixed positive charge is 
intrinsic to the dielectric and does not result from device 
processing. The most likely source of this fixed charge is an 
interface dipole layer in the dielectric. Recent calculations19 

suggest that dipole layers between Si/SiOx and Si/Si3N4 in- 
terfaces may account for the observed flatband voltage shift. 

IV. CONCLUSIONS 

As MOS device dimensions are reduced, the impact of 
interface physics on their operation and performance in- 
creases dramatically. Understanding, controlling, and opti- 
mizing interface properties will be critical to continued de- 
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FIG. 9. Comparison of high frequency C-V curves for MOS capacitors 
using TiN, gates and ultrathin Si02 or Si02/Si3N4 gate dielectrics from 
Figs. 7 and 8. The flatband voltage shift due to fixed charge may result from 
interface dipoles. 
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vice scaling. In particular, issues relating to the integration of 
novel gate dielectrics and gate metals with existing Si tech- 
nology and process flows must be investigated and verified. 

Metallic TiNx gates are compatible with advanced 
RPECVD Si02 dielectric layers and Si02/Si3N4 dielectric 
stacks. TiN, grows uniformly on these dielectrics without an 
intermediate seed layer. TiN^/Si02 and TiNx/Si3N4 inter- 
faces are stable against chemical reaction for RTA treatments 
below 850 °C. At 850 °C, the metal reacts with Si02 possi- 
bly due to decomposition of TiN*, but is more stable on 
Si3N4. 

MOS capacitors have been fabricated which integrate 
TiN, gate electrodes with RPECVD Si02 or Si02/Si3N4 gate 
dielectrics and exhibit good C-V characteristics. From the 
flatband voltage shift of the C-V curves for TiR, gates rela- 
tive to Al, a barrier height of $fe = 3.7±0.1 eV for TIN., on 
Si02 is determined. In addition, a flatband voltage shift A<5 
=0.3 eV is observed between TiN^ gates on Si02 and 
Si02/Si3N4 gate dielectrics. This difference may result from 
a change in the charge dipole layer in the dielectric. 
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Formation of ultrathin oxynitride layers on Si(100) by low-temperature 
electron cyclotron resonance N20 plasma oxynitridation process 
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We have undertaken the characterization of the low-temperature direct electron cyclotron resonance 
(ECR) N20 plasma process on the technically important Si(100) surface by the combined use of the 
newly developed ultrahigh vacuum (UHV)-based contactless capacitance-voltage (C- V) and x-ray 
photoelectron spectroscopy (XPS) techniques. An UHV-based contactless C-V measurement 
system allowed for the first time a direct in situ assessment of electronic properties of "free" Si 
surfaces and the surfaces covered with an ultrathin insulator layer. The UHV contactless C-V 
analysis indicated that a oxynitride/Si interface with a minimum interface state density of 1 
X1011 eV"1 cm"2 could be realized by the ECR N20 oxynitridation process at 400 °C. The 
angle-resolved XPS study showed that the formation of a phase-separated Si3N4/Si02 structure is 
important to realize such a interface at low temperatures. The electronic and the chemical properties 
of the interfaces were found to be strongly correlated. © 1998 American Vacuum Society. 
[S0734-211X(98)05104-X] 

I. INTRODUCTION 

Ever since the invention of the transistor, there has been a 
spectacular growth in the silicon technology as the main- 
stream. This is mainly because only this technology has been 
allowing systematic realization of higher packaging densities 
and therefore functional capabilities through continued scal- 
ing down of the device feature sizes. Thus, it is anticipated 
that the future ultimately scaled-down complementary 
metal-oxide-semiconductor (CMOS) devices will require 
circa 2010 feature sizes into the decananometer range ac- 
cording to the well-known SIA Roadmap.1 Since sizes in 
such a range are comparable with the de Broglie wavelengths 
of electrons in Si, novel devices in the quantum regime such 
as Si-based single electron transistors2 are emerging. 

The gate dielectric/Si(100) interface has been a key issue 
in the development of Si-based ultralarge scale integrated 
(ULSI) technology. This will also be the case for the future 
development of a suitable technology to form advanced Si 
CMOS devices as well as for a high quality ultrathin insula- 
tor on Si whose interface is completely free of Fermi-level 
pinning and whose thickness is highly controllable down to 
monolayer levels, which is a crucial issue. 

Currently oxynitrides/nitrided oxides are extensively stud- 
ied for these purposes because of their superior electrical 
properties.3"7 But, they are grown at rather high tempera- 
tures. From the viewpoint of controllability and thermal bud- 
get, a low-temperature process is favorable for the formation 
of such ultrathin insulators. We have been investigating in 
detail various low-temperature processes. We carried out a 
detail characterization of thick thermally oxidized surface, 
hydrogen terminated surface, chemically oxidized surface, 
and an air-exposed Si(lll) surface, using contactless 
capacitance-voltage (C-V), x-ray photoelectron spectros- 

copy (XPS), and photoluminescence surface state spectros- 
copy techniques.8'9 But realization of an unpinned ultrathin- 
oxide Si interface by such low-temperature processes was 
found to be extremely difficult.9 It was also found that low- 
temperature (400 °C) thermally oxidized and subsequently 
N2 plasma-treated surfaces produced Si02/Si interface with 
a high density of interface states. Only recently, we have 
arrived at a preliminary promising result that a low- 
temperature direct electron cyclotron resonance (ECR) 
plasma oxynitridation process gives, rather well-behaved 
insulator-semiconductor interface on Si(lll) surface.10 This 
process is also suited for manufacturing of devices. 

The purpose of the present study is to further optimize our 
low-temperature direct ECR N20 plasma process on the 
more technically important Si(100) surface through direct in 
situ characterization of the interface by the combined use of 
in situ ultrahigh vacuum (UHV)-based contactless C-V and 
XPS methods. Oxynitridation and in situ characterization 
were carried out using an ultrahigh vacuum (UHV)-based 
multichamber system shown in Fig. 1(a). For this purpose, 
an UHV-based contactless C-V measurement system was 
newly developed, and applied for the first time. The results 
indicate that there exist a strong correlation between the 
chemical and electronic properties of the interfaces. 

II. EXPERIMENT 

A. Sample preparation and oxynitridation 

n-type Si(100) wafers were cut to chips of 15 mmX15 
mm dimension and mounted on the standard molybdenum 
sample holder used for molecular beam epitaxial (MBE) 
growth. Before loading into the UHV multichamber system, 
sample surfaces were subjected to a BHF- and NH4F-based 
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FIG. 1. (a) UHV-based integrated fabrication/characterization system; (b) 
schematic view of the UHV C-V chamber; and (c) detailed structure of the 
field plate head and the sensing probe. 

hydrogen termination treatment11 in order to prepare well- 
defined and reproducible initial surfaces. As an additional 
treatment, some samples were subsequently treated with an 
UHV-ECR H2 plasma after loading into the ECR plasma 
chamber. The treatment was made for 1 min at 200 °C with 
a gas flow rate of 10 seem at a microwave power of 100 W 
(7=2.45 GHz). Then oxynitridation was carried out at 
400 °C for 5 min by exposing the surface directly to the ECR 
N20 plasma with the microwave power of 100 W with a gas 
flow rate of 5 seem (gas pressure was ~ 10"4 Torr). 

B. Contactless C-V method 

The principle of the contactless C-V method is simple 
and is to carry out C-V measurement from a field plate that 
is separated from the sample by a constant "UHV gap" of 
100-300 nm. Thus a metal-insulator-semiconductor assess- 
ment of the "free" surface covered with an ultrathin insula- 
tor becomes possible in UHV environment by this technique 
without changing the surface properties and without running 
into leakage problems due to tunneling and electrical break- 
down. 

In the present study extensive efforts were made to 
modify an air-gap based commercial measurement system 
(CV-8000, Dainippon Screen Mfg. Co., Ltd.) into an UHV- 
compatible system with a suitable UHV sample transfer 
mechanism. A schematic view of the completed UHV C-V 
chamber is shown in Fig. 1(b). Care was taken to make all 
parts "bakable" to achieve the base pressure of 8X10 
Torr. The detailed structure of the field plate head is given in 
Fig. 1(c). The head maintains a parallelism and a constant 
distance between the field plate and sample surface as shown 
in Fig. 1(c). For this the head has three additional "parallel- 
ism electrodes" maintaining a constant distance of 100-300 
nm via a piezomechanism with a capacitance feedback. The 
UHV gap was determined by the optical method utilizing the 
Goos-Haechen effect, i.e., considering change in reflectivity 
due to penetration of the evanescent wave.12'13 Chromium 
was used as the field plate metal and the electrode area was 
7.5X10"3 cm-2. 

The validity of this newly developed UHV C-V system 
was checked by using a Si02/Si metal-oxide- 
semiconductor (MOS) system. A typical C-V curve obtained 
from a standard MOS capacitor with a Si02 thickness of 100 
nm prepared by high-temperature (1000 °C) thermal oxidiza- 
tion using dry oxygen gas is shown in Fig. 2(a). The obtained 
contactless C-V curve is in agreement with the calculated 
ideal C-V curve (indicated by broken line). For determina- 
tion of the carrier density of the Si substrate, we used the 
C-V data under deep depletion condition. Figure 2(b) shows 
the C-V result on the MOS capacitor under pulsed bias 
mode, i.e., the gate voltage was supplied by pulse wave 
forms. In this condition, we can get the C-V curve in deep 
depletion region because the generation rate of minority car- 
rier cannot follow the sweep rate of the pulsed mode bias. A 
plot of 1/C2 vs gate bias voltage (VG) as obtained from the 
C-V curve in Fig. 2(b) is shown in Fig. 2(c). The carrier 
concentration of the «-type Si(100) wafer as estimated from 
the slope of the curve was 4.3X 1014 cm-3. 

C. XPS technique 

The chemical nature of the surface and interface was stud- 
ied using a Perkin-Elmer PHI (model: 1600C multitechnique 
system) under excitation by monochromated Al Ka (hv 
= 1486.7 eV). The angle-resolved XPS spectra of the 
samples was taken at different pass energies. 

III. RESULTS AND DISCUSSION 

A. Characterization of the chemically and H2 plasma- 
treated Si(100) surfaces prior to oxynitridation 

Figure 3 compares the Si 2p core-level XPS spectra of the 
Si(100) surface with and without the H2 plasma treatment 
after the wet chemical treatment. Unlike the Si(lll) surface 
where no native oxide component was found after the hydro- 
gen termination treatment,11 an appreciable amount of oxy- 
gen was found on the Si(100) surface even after the BHF- 
and NH4F-based surface treatment as seen from Fig. 3. After 
the ECR H2 plasma treatment with a power of 100 W for 1 
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FIG. 2. Contactless C-V curves obtained from standard MOS capacitor 
under (a) standard bias mode and (b) under pulsed bias mode, (c) 1/C2 vs 
gate bias voltage (VG) as obtained from C-V curves in (b). 

min, the native oxide components on the Si(100) surface 
were completely removed. It is worthwhile to mention that 
the H2 plasma had a very good cleaning effect of carbon and 
carbon-related contamination phases. 

A further detailed analysis of the Si 2p XPS spectra was 
taken up to obtain a deeper insight to the chemical nature of 
the surface components at Si(100) surfaces. Figures 4(a) and 
4(b) .show high-resolution Si 2p core-level spectra taken at 
two take-off angles of 70° and 15° for surfaces with and 
without H2 plasma treatment, respectively. For both cases, 
the spectra with a take-off angle of 70° could be successfully 
deconvulated into the Si 2pm and Si 2p3/2 peaks by consid- 
ering the ratio of the area under the Si2py2 and Si2p3/2 

peaks respectively, to be equal to 0.5 and peak energy sepa- 
ration of 0.6 eV.14 This indicated that the spectra with a 
take-off angle of 70° include almost all of the bulk compo- 
nent. As compared to this, it is clear that additional surface 

104     102     100      98 
binding energy(eV) 

FIG. 3. Si 2p core-level XPS spectra of the bare silicon (100) surfaces with/ 
without H2 plasma treatment after BHF-NH4F-based wet chemical treat- 
ment. 

components appear in the spectra with a take-off angle of 
15°. 

Figure 4(c) compares the spectra obtained from the actual 
subtraction of the intensities of the x-ray photoelectrons from 
the 15° spectra to the 70° spectra. The abscissa indicates the 
energy separation from the Si 2p3/2 Peak position of the 70° 
spectra. For the surface with the H2 plasma treatment, the 
subtracted spectra also had two peaks which could be well 
fitted by the Si-H (chemical shift: 0.3 eV) and the Si-H2 

(chemical shift: 0.5 eV) related bonds15"17 considering peak 
ratio of 0.5 and energy separation of about 0.6 eV, as shown 
by the broken lines in Fig. 4(c). This indicates that the sur- 
face exposed to ECR H2 plasma was hydrided. Bjorkman 
et al.ll and Yamamoto and Hasegawa16 reported that both 
the monohydride and dihydride components exist at the 
Si(100) surfaces treated in HF solution and by atomic hydro- 
gen in the UHV chamber. As seen from the upper spectrum 
in Fig. 4(c), the surface without H2 plasma treatment seems 
to also have H-related components. However, it is clearly 
noticeable that both the intensity and FWHM of the higher- 
energy peak was remarkably higher than the theoretical ones. 
This obviously indicated that on this surface, an appreciable 
amount of native oxide components remained after the BHF- 
and NH4F-based wet chemical treatment. Judging from the 
peak position relative to the Si 2pm peak, the additional 
peak seems to originate from the Si1+ suboxide component. 
In fact, Aiba et al.u reported that the Si1+ is the dominant 
suboxide at the Si(100) surface after BHF treatment and a 
subsequent low-temperature (300 °C) oxidation in dry 02. 
These components could thus be removed on an additional 
exposure of the Si(100) surface to ECR H2 plasma. 

The contactless C-V measurements were performed on 
surfaces with and without H2 plasma treatment. Figure 5(a) 
shows the results of C-V measurements on the Si(100) sur- 
face just after BHF- and NH4F-based wet chemical treat- 
ment. The insulator capacitance Cx was determined from the 
optically determined "UHV gap" and the ideal C-V curves 
(as shown by broken lines) are calculated from the doping 
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FIG. 4. High resolution Si 2p core-level XPS spectra for surfaces (a) with 
and (b) without H2 plasma treatment with take-off angles of 15° and 70°. (c) 
Spectra obtained by subtracting the intensities of the photoelectrons from 
the 15° spectrum to the 70° spectrum in (a) and (b). 

density and insulator capacitance, ignoring the effect of work 
function difference between the metal field plate and the 
semiconductor surface. A very large hysteresis was noticed 
under the negative bias sweep. Such C-V behavior is very 
different from that obtained on the high-temperature ther- 
mally oxidized surface as shown in Fig. 2(a). Similar pres- 
ence of large hysteresis under negative voltage and flattening 
of capacitance under positive bias were reported in our ex 
situ contactless C-V measurements on the hydrogen termi- 
nated Si(lll) surface9 and Si(100) surface after BHF 
cleaning,19 showing the presence of Fermi-level pinning. 
Such behavior could actually be explained by the presence of 
discrete surface states probably originating from the unsatur- 
ated Si dangling bonds.9 In addition, for the present surface, 
i.e., the BHF- and NH4F-treated surface, the residual subox- 
ide components may be related to the formation of such sur- 
face states. 

On exposing the surface to an ECR H2 plasma, the hys- 
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FIG. 5. Results of contactless C-V measurements on bare Si(100) surface 
(a) without any H2 plasma treatment and (b) with H2 plasma treatment after 
the BHF-NH4F-based wet chemical treatment. 

teresis was remarkably reduced, as shown in Fig. 5(b). Such 
improvement in C-V behavior clearly indicates the reduction 
in the density of surface states, which may be probably due 
to the removal of residual native oxide components and satu- 
ration of Si dangling bonds after H2 plasma treatment. 

B. Characterization of the ultrathin oxide-Si interfaces 
after oxynitridation 

Figure 6 shows the Si 2p core-level XPS spectra of the 
N20 plasma oxynidridized Si(100) surface with H2 plasma 
treatment. The chemical shift between the oxide bonding and 
Si-Si bonding was estimated to be 4.0 eV which was the 
same for surfaces with/without the H2 plasma treatment. This 
is typical of Si-0 bonds in the Si02 phase,14,20 indicating 

co 
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Ü 

NgO plasma oxynitridation 

Si2p 

110 105 100 

binding energy(eV) 

FIG. 6. Si 2p core-level spectrum for the N20 plasma oxynitrided surface 
with a prior H2 plasma treatment. 
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FIG. 7. Angle-resolved XPS spectra of the N Is core levels for N20 plasma 
oxynitrided surfaces (a) with and (b) without H2 plasma treatment. 

that the composition of the ultrathin insulator is very close to 
Si02 with a possible inclusion of small amounts of N atoms. 
The oxide thickness was estimated to be 2.8 nm from the 
Si 2p spectra by assuming that the electron escape depths in 
Si and Si oxide are 2.6 and 3.4 nm, respectively.21 

Figure 7 compares the angle-resolved XPS spectra of the 
N Is core level taken with the photoelectron exit angle 0 of 
15° and 45° for either surfaces, i.e., with and without the H2 

plasma treatment prior to the oxynitridation process. For 
both surfaces, it was found that the concentration of the ni- 
trogen atom was 2-3 at. % in the oxide films and the N 
atoms were concentrated at the interface region. This is con- 
sistent with the results at the Si02/Si interfaces formed by 
conventional furnace annealing (FA) process22 and rapid 
thermal annealing (RTA) process23 in N20 ambient at much 
higher temperatures (900-1200 °C). 

The spectra was deconvoluted into three components us- 
ing binding energy data with bondings at 398.1, 399.8, and 
an unidentified bonding at 401.7 eV. The lowest energy peak 
at 398.1 eV can be assigned to the chemical environment of 
N similar to that in Si3N4,22'24'25 i.e., one N atom bonded to 
three Si atoms and may be designated as Si-N in Fig. 7. The 
second peak has a similar energy position to those found at 

O 

1 - 

0.9- 

0.8 

0.7 

N20 plasma oxynitridation 

theoretical 
'                                           -J&^^" 

-    \. 
jy           / /     \ 

^/f // only N20 plasma 

~* -.*-"* * 
-\ 

.   .   .   .   1   .   .   . 

H2 plasma+N20 plasma 

' i ' ■ ' ' ■ '  ■ r  r  i 

-20-10    0      10     20     30     40 

Voltage (V) 

FIG. 8. Contactless C- V curves taken on N20 plasma oxynitrided surfaces 
with/without any H2 plasma treatment. 

the interfaces formed by FA and RTA thermal oxidation in 
N20 ambient.22'25 Bhat et al.25 suggested that the peak at 
399.8 eV corresponds to the Si2=N-0 bond, where one N 
atom is bonded to two Si and one O atom. On the other hand, 
Hussey et al}2 reported that a similar peak was found at the 
Si02/Si interface formed by FA oxidation using N20 gas 
and that it originates from N-Si-0 bond where the N atom 
is partially replaced by the O atom. In fact, the possibility of 
such bonding was predicted by the analysis of the infrared 
absorption (IR) spectra obtained from the N20-grown 
oxide.26 

As shown in Fig. 7(a), the angle-resolved XPS spectra 
clearly indicate the presence of nitride layer including a 
small amount of oxynitride phase, being localized at the in- 
terface. This indicates that ECR N20 plasma oxynitridation 
after H2 plasma treatment seems to form a well-defined in- 
terface configuration of Si02/Si3N4/Si. In comparison, for 
the surface which was not exposed to ECR H2 plasma, a 
large amount of oxynitride components were included at the 
interface and distributed throughout the insulator film, as 
shown in Fig. 7(b). Thus, we speculate that complete re- 
moval of the native oxides from the surface prior to the ox- 
ynitridation process is imperative for formation of a phase 
separated Si02/Si3N4/Si structure, otherwise, during oxyni- 
tridation they may play a significant role for formation of 
large amounts of oxynitrided components. 

Figure 8 shows the contactless C-V curves taken on the 
ECR N20 plasma oxynitrided surfaces with and without H2 

plasma treatment as a part of our initial surface treatment. An 
enhancement in the C-V variation on treatment of the sur- 
face with H2 plasma prior to its oxynitridation is clearly ob- 
served, indicating the formation of a relatively well-behaved 
interface. The distributions in the density of the interface 
states (Z)it), as calculated from the measured C-V curves 
using the Terman method, are shown in Fig. 9. The interface 
treated with H2 plasma gave a wider and lower U-shaped 
continuous Dit distribution with a minimum value of 1.0 
X 10u eV-1 cm-2, even in the as-prepared phase with an 
ultrathin oxide thickness (2.8 nm) formed at low temperature 
(400 °C). At the ECR N20 plasma oxynitrided surfaces 
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FIG. 9. Interface state density (Dit) distribution for the oxynitrided surfaces. 

without H2 plasma treatment, a large amount of oxynitride 
components was included both at the interface and in the 
film. Such complicated chemical status is likely to change 
the chemical environment of Si and O atoms and to leave 
disordered bonds at the interface, thereby resulting in the 
higher value of Dit. Thus, we think the phase-separated 
Si02/Si3N4/Si structure is important to realize a low Dit 

value. In this regard, Lucovsky et al.21 and Lee et al. re- 
ported that such phase-separated structures can be realized 
by combined use of a N20 remote-plasma-assisted oxidation 
of Si surface and plasma enhanced chemical vapor deposi- 
tion (PECVD) of thin Si02 film and are effective for im- 
provement in device performance and reliability. Lu et al. 
recently reported that such interfacial phase is effective to 
reduce the interface strain due to a mismatch in a Si atomic 
density. Such an effect may be one of the possible reasons 
for improvement in the property of the interface formed by 
the ECR N20 plasma process. However, further investigation 
of the effects of surface treatments as well as process condi- 
tions on the interface properties is still of prime necessity. 

IV. CONCLUSION 

Ultrathin insulator/Si(100) interface could be formed by a 
direct low-temperature ECR N20 plasma process under op- 
timized conditions. An UHV-based contactless C-V mea- 
surement system allowed for the first time a direct in situ 
assessment of electronic properties of ' 'free'' Si surfaces and 
the surfaces covered with an ultrathin insulator layer. A sys- 
tematic characterization by direct in situ techniques of the 
electronic and chemical properties of the surface and the in- 
terface using the in situ contactless C-V and XPS methods, 
revealed that the Si(100) surface with an additional treatment 
with H2 plasma (after the wet chemical treatment) is very 
attractive for understanding as well as control of ultrathin 

insulator films on an atomic scale because of its native- 
oxide-free clean nature, which is well reproducible. Forma- 
tion of a phase-separated Si3N4/Si02 structure was found to 
be important to realize a well-behaved ultrathin insulator/Si 
interface at low temperatures. 
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We have investigated the roughness of the top surface of silicon dioxide deposited via a remote 
plasma enhanced chemical vapor deposition (RPECVD) process in a microwave reactor. We find a 
roughening transition at a deposition temperature of approximately 250 °C. Above this temperature, 
the surface is fairly smooth (root mean square roughness —0.3 nm). Below this deposition 
temperature, the oxide surface becomes extremely rough. Rapid thermal annealing at 900 °C does 
not eliminate this roughness, which is very nonuniform at the nanometer scale. For very thin 
RPECVD oxide applications, oxide surface roughness could be a limitation. We have used our 
three-dimensional Poisson solver in order to investigate the effects of oxide surface roughness taken 
from actual atomic force microscopy measurements on the confining potential within the silicon 
inversion layer of a metal-oxide-semiconductor (MOS) field effect transistor. In order to assess the 
quality of our process and system, oxides are characterized electrically with MOS capacitors, and 
structurally with Fourier transform infrared spectroscopy, high-resolution cross-sectional 
transmission electron microscopy, and etch rates in HF containing solutions. © 7995 American 
Vacuum Society. [S0734-211X(98)11804-8] 

I. INTRODUCTION 

Low temperature deposited oxide plays a critical role in 
novel nanostructure devices where either low thermal budget 
or the requirement to cover preexisting structures requires its 
use.1'2 In some cases, it must have sufficient integrity to 
function as a gate oxide in silicon metal-oxide- 
semiconductor field effect transistor (MOSFET)-like struc- 
tures. It has been demonstrated that remote plasma enhanced 
chemical vapor deposition (RPECVD) oxide is suitable for 
this task, particularly if a 900 °C rapid thermal anneal (RTA) 
can be tolerated.3 With proper surface preparation, oxide de- 
posited at 200-225 °C has demonstrated excellent electrical 
characteristics even without the high temperature anneal.4,5 

The advantage of this deposition temperature is that very 
little thermal oxidation at the silicon surface occurs so that 
the Si/Si02 interface remains at the original silicon surface, 
which can be initially 2X1 reconstructed in ultrahigh 
vacuum deposition systems. For the same reason, this tem- 
perature is attractive when depositing oxide on top of tiny 
metal gate structures where unintentional oxidation of the 
metal can effectively eliminate the structure.6 The deposition 
temperature selected must be compatible with the previously 
fabricated device. 

Various researchers have reported abrupt changes in etch 
rates of both direct and remote PECVD oxides in HF con- 
taining solutions occurring at approximately 180, 225, and 
285 °C that were correlated with refractive index changes, 
and loosely with OH impurity content.7-9 We have observed 
that oxides deposited below 270 °C tend to be less reliable 

"'Electronic mail: jo.rack@asu.edu 

than the oxides deposited above this temperature. In order to 
gain insight into the bulk oxide differences, we characterized 
our RPECVD oxides with etch rates, searching for a possible 
transition temperature that might coincide with these differ- 
ences. In addition, we studied the top surface roughness with 
atomic force microscopy (AFM). The top surface may be 
expected to provide a glimpse into the bulk structure. The 
oxide deposited at 225 °C was found to be significantly 
rougher than that deposited at 350 °C, as shown in Fig. 1, 
even after a 900 °C, 1 min RTA. 

In this study, we investigate the roughening of the 
RPECVD oxide as a function of deposition temperature and 
thickness. We also examine the effects of high temperature 
annealing. Finally, we assess the impact of this roughness on 
the MOSFET Si/Si02 interface for both inversion and deple- 
tion. 

II. EXPERIMENT 

RPECVD Si02 was deposited in a remote microwave sys- 
tem. Two processes were employed. Process I used 150 W, 
750 mTorr, a helium flow of 1000 seem, N20 of 70 seem, 
and dilute silane of 10 seem at 5% silane in helium. Follow- 
ing various factorial experiments, process II was imple- 
mented with power increased to 250 W and N20 to 75 seem. 
There was no discernable change in the roughness between 
these two processes, but the etch rates were reduced slightly. 
Both p- and «-type Si(100) wafers were used. Wafers were 
cleaned initially with H202:H2S04 (3:7), carefully rinsed, 
etched in buffered HF, and rinsed again in de-ionized water. 
A 120 nm sacrificial oxide was then grown at 1050 °C. Prior 
to deposition, these wafers were etched in 50:1 H20:HF for 
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FIG. 1. AFM surface plots of 150 nm thick RPECVD Si02 deposited with 
process I at (a) 225 and (b) 350 °C following a 900 °C/1 min anneal in N2. 
The grayscale range is 0-30 nm in height. 

5-10 min beyond becoming hydrophobia A 30 s exposure 
to plasma excited N20 preceded the deposition. The rate of 
deposition was 2.8-3.0 nm/min. High temperature annealing 
for selected samples was done in a Tamarack model 180-M 
rapid thermal processor (RTA). Etch rate ratios (ERRs) were 
measured by comparing the RPECVD oxide etch rate to that 
of dry thermal Si02 grown at 1050 °C in both 20:1 buffered 
HF (BHF) and 100:1 H20:HF at 49%. The oxide thickness 
was measured using a Woolam M-44 spectroscopic ellip- 
someter. The noise in this measurement was reduced by fre- 
quently calibrating the bath with the thermal oxide etch rate, 
particularly for the 100:1 etch. The infrared Si-0 stretching 
peak position and width were measured with a Nicolet 740 
SX Fourier transform infrared (FTIR) spectroscopy system 
using 4 cm"1 resolution and a mercury cadmium telluride 
(MCT) detector. 

AFM measurements were done on a DI scanning probe 
microscope. We used both etched silicon probes (2-10 nm 
tip radius) and silicon nitride tips (20-60 nm tip radius), and 
both contact and tapping mode. Data points are the mean of 
5-25 scans with each scan containing 512X512 data points. 
Images are flattened on a line by line basis, and root mean 
square (rms) height deviations are then calculated. The Z- 
range values are the maximum height excursions (max-min) 
for the image after flattening. These points were also aver- 
aged over many images. Because roughness tends to scale 
with measured length, only 500nmX500nm areas were 
used. Electrical measurements were done with aluminum 
gates deposited using a shadow mask. All samples were 
given a postmetalization anneal (PMA), either at 420 °C for 
20 min in nitrogen or, at 450 °C for 15 min in forming gas. 

III. ROUGHNESS VERSUS DEPOSITION 
TEMPERATURE 

A very strong dependence of surface roughness upon 
deposition temperature was found with a sharp transition oc- 
curring at about 250 °C. Figure 2 shows both the rms rough- 
ness and the average height range for a series of deposition 
temperatures. All samples were annealed at 450 °C for 15 
min in forming gas after the deposition at the specified tem- 
perature. This series of wafers were «-type (100) double side 
polished 1-10 flcm which had a 120 nm sacrificial oxide 
removed prior to deposition. The roughness of these surfaces 
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FIG. 2. rms (diamonds) and Z-range (squares) height deviations for 120 nm 
RPECVD Si02 deposited using process II at various temperatures followed 
by a 450 °C/15 min anneal in forming gas. 

prior to deposition was below 0.15 nm rms. This temperature 
dependence is also found in the measured etch rate ratios 
shown in Fig. 3, which compares the RPECVD oxide with a 
1050 °C thermal oxide. A transition in etch rate ratios is also 
observed near 250 °C. The ERRs in 100:1 H20:HF at 49% 
show greater sensitivity to the RPECVD oxide defects than 
the corresponding measurements in 20:1 BHF which are 
more frequently reported. The general behavior, though, is 
the same. 

The FTIR results for these samples after the 450 °C an- 
neal showed the Si-0 stretching absorption peak to be at 
1055±lcm"1 for the 150-300 °C deposited samples and 
1058 cm""1 for the 350 °C deposited sample. The full width 
at half maximum (FWHM) of this peak was 90±2cm"1. 
This may be compared to a 120 nm thick thermal oxide 
grown at 1050 °C having a peak at 1080 cm"1 and a FWHM 
of 75 cm"1. There was no peak at 2250 or 870 cm""1 which 
would have indicated the presence of SiH, which has been 
associated with excess silicon in the oxide film. The 450 °C 
anneal eliminates SiOH which is not detectable in the FTIR 
spectra. However, the refractive index, shown in Fig. 4, in- 
creases with deposition temperature, peaking near 300 °C. 

If these samples are stoichiometric Si02, then the refrac- 
tive index can be an indication of density. The fixed position 
of the Si-O stretching frequency at 1056 cm"1 would indi- 
cate that the Si02 tetrahedra were similarly constricted rela- 
tive to relaxed high temperature thermal Si02 but, on a more 
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FIG. 4. Refractive index plotted vs RPECVD oxide deposition temperature. 
Oxides were deposited using process I at the given deposition temperature 
followed by a 450 °C/1 min anneal in forming gas. 

macroscopic basis, the oxides deposited at lower tempera- 
tures were less dense. Roughness at the surface provides a 
glimpse into the bulk structure. This suggests that the re- 
duced density of the lower temperature films might, in part, 
result from the incorporation of nanoscale clusters, whose 
occurrence is strongly correlated to deposition temperature. 
These clusters might create voids from not quite fitting to- 
gether. For remote processes, the temperature range from 
150 to 200 °C is characterized by decreasing incorporation of 
SiOH, which would also open the SiOz amorphous network 
structure.4 

The MOS capacitors fabricated from oxide deposited at 
225 and 350 °C show very little differences. Following a 
PMA, the fixed charge measured from the 225 °C sample 
was 1 X 1011 cm"2, and from the 350 °C sample it was 9 
X 1010 cm-2. The difference most likely results from surface 
conditions prior to deposition. While the average breakdown 
field strength was about 8.5 MV/cm, lower temperature ox- 
ides suffered more premature breakdowns. 

IV. EFFECTS OF HIGH TEMPERATURE ANNEALING 

The effect of high temperature annealing in nitrogen on 
the RPECVD oxide surface roughness for deposition tem- 
peratures of 225 and 350 °C was studied. The samples in this 
series were annealed in nitrogen for 20 min at 420 °C prior 
to 1 min high temperature rapid thermal anneals in nitrogen. 
As shown Table I, there is apparently some reduction in the 
rms roughness between 400 and 700 °C but the variance in 
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FIG. 5. Refractive index plotted vs Si-0 stretching frequency for RPECVD 
Si02 deposited with process I. Included are the as deposited sample and 
those annealed at 420 °C for 20 min, at 700, 800, and 900 °C for 1 min, and 
at 1100 °C for 2 min. A thermal oxide reference is included. 

the 225 °C group is too large to conclude a trend has oc- 
curred. The majority of the difference between the relatively 
smooth oxide deposited at 350 °C and the much rougher one 
deposited at 225 °C is not eliminated by these 1 min anneals 
even at 900 °C. The IR Si-0 stretching peak position is 
plotted against the refractive index in Fig. 5. There is very 
little difference between the 225 and the 350 °C deposited 
samples in this plot, except that the 225 °C sample appears to 
have a lower refractive index for similar stretching frequency 
peak position at corresponding annealing temperatures. Fig- 
ure 5 includes the as deposited points as well as an 
1100 °C/2 min anneal in nitrogen for the 225 and the 350 °C 
deposited oxides. If both oxides are stoichiometric Si02, this 
would indicate that the 225 °C deposited oxide might be less 
dense than the 350 °C deposited oxide. The peak position 
moves up with annealing temperature for both indicating a 
progressively increasing Si-O-Si bond angle4'11 and a more 
relaxed film. With higher annealing temperature, the refrac- 
tive index monotonically decreases becoming indistinguish- 
able from thermal oxide only after the 2 min, 1100 °C an- 
neals in nitrogen. The FWHM peak width (not shown) also 
decreased monotonically with anneal temperature from 95 to 
75 cm-1 for both the 225 and the 350 °C deposited samples. 
There was no significant difference between the 225 and the 
350 °C deposited linewidths at any of the annealing tempera- 
tures. The etch rate ratios are reduced by high temperature 
annealing also. Table II gives these results. 

TABLE I. Roughness vs annealing temperature. 

Deposition temperature 
TABLE II. Etch rate ratios vs annealing temperature. 

225 °C 350 °C 
Depositio n temperature 

Anneal 225 °C 350 
temperature rms Z-range rms Z-range 

(nm) 

°C 

(°C) (nm) (nm) (nm) Annea temperature ERR ERR ERR ERR 

As deposited 1.61 11.7 0.40 4.19 
(°C) BHF 100:1 BHF 100:1 

420 2.09 14.9 0.41 4.45 420 1.72 4.53 1.51 3.62 
700 1.44 10.7 0.32 4.1 700 1.32 2.65 1.25 2.06 
800 1.92 0.43 5.1 800 1.25 2.16 1.15 1.82 
900 1.38 13.6 0.41 4.51 900 1.13 1.39 1.06 1.33 
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The effect of high temperature annealing at 900 °C in 
nitrogen on MOS capacitors made from 50 nm thick 
RPECVD oxide deposited at 270 °C was to reduce the fixed 
and interface charges to below 2X1010 cnT2. It had little 
effect upon mobile charge which remained at 3-5 
X 1010 cm"2. In general, high temperature annealing in ni- 
trogen did not improve the reliability of oxides grown at 
lower temperature. However, if nitrogen and 5% oxygen 
were used during the anneal, the capacitors showed signifi- 
cant improvement in reliability. 

V. EVOLUTION OF ROUGHNESS WITH OXIDE 
THICKNESS 

In order to understand how the surface evolves with 
growth, 5, 50, and 150 nm thick oxide surfaces from 225 °C 
depositions were studied. At 5 and 50 nm, the surfaces may 
be described as being rougher than thermal oxides but still 
fairly smooth, punctuated by bumps whose frequency in- 
creases with increasing oxide thickness. As the oxide be- 
comes thicker, the background roughness increases as well. 
The height of these bumps was usually between 0 and 10 
nm. The width, as seen from AFM, ranged from 15 to 150 
nm. Only one larger bump was observed in over 100 scans 
on any of the wafers studied. This precludes optical detec- 
tion, except as an intermediate thin film with a dielectric 
response between Si02 and air.12 The minimum bump width 
detectable with AFM will be limited by the tip sharpness. 
Bumps that are more abrupt than the tip sharpness will tend 
to image the tip. We found that sharper tips tended to in- 
crease the measured rms roughness of the rougher surface 
(225 °C) and reduce the rms roughness of the smoother sur- 
face (350 °C). Therefore, the estimates of the rougher sur- 
faces may be considered to be conservative. A 315 nm wide 
cross-sectional transmission electron micrograph of the 150 
nm thick RPECVD oxide grown at 225 and 350 °C showed 
bump heights of 3-6 nm and widths of 7-64 nm, which is 
very much within the range of bumps imaged with AFM 
with the low length cut off by finite tip resolution. The Z- 
range values measured in these cross-sectional transmission 
electron microscopy (XTEM) images closely matched those 
of the AFM measurements, AFM images were only accepted 
if a wide variety of feature sizes appeared. Because the 
bumps were of similar height, it is clear that they represent 
variations in the film thickness that are large for thin oxides, 
and become less important for thick oxides. As they ran- 
domly accumulate, the range of image heights increases. 

VI. NUMERICAL MODELING 

We assessed the impact of these surface fluctuations on 
the potential energy at the Si-Si02 interface of a MOSFET 
under both inversion and depletion, using Poisson simula- 
tions with the AFM data taken from the 5 and 50 nm thick 
oxides. 

A. Theoretical model 

A three-dimensional (3D) plot of the top surface of the 
MOS structure under investigation is shown in Fig. 6(a). In 
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FIG.- 6. (a) AFM topograph of a 5 nm RPECVD 200 nmX200 nm surface 
deposited at 225 °C. The height scale is 6 nm so the peaks are exaggerated, 
(b) The resulting simulated conduction band energy surface in a MOSFET 
inversion layer showing fluctuations that mirror the oxide thickness varia- 
tions, (c) Inversion layer electron density fluctuations from simulation that 
result from surface roughness. 

Fig. 6(a), the Ö reference height corresponds to the top sur- 
face of a 5 nm oxide that serves as the gate oxide. The 
bumps, which are exaggerated by the scale factor, are taken 
from the actual AFM scans of a 5 nm oxide deposited at 
225 °C. Their presence actually doubles the oxide thickness 
in   small   areas.   The   substrate   doping   density   is   Na 
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= 1016 cm-3. The conduction band profile and the electron 
density at the semiconductor/oxide interface is obtained from 
the solution of the 3D Poisson equation 

V(eV<p)=-q(C-n+p), (1) 

where ip is the electrostatic potential, e is the spatially depen- 
dent dielectric constant, C = Nd-Na is the net ionized impu- 
rity concentration, and n and p are. the electron and hole 
concentrations for which we use the general Fermi-Dirac 
statistics. This allows us to consider MOS structures with 
high substrate doping. The Fermi potential is taken to be the 
zero-reference potential. Under this condition, the electron 
and hole concentrations are evaluated from 

n = NcFll2[(q<p-AEc)/kBT] (2a) 

and 

p = NvFm[(AEc-Eg-qcp)/kBTl (2b) 

respectively. In Eqs. (2), Nc and Nv are the effective densi- 
ties of states of the conduction and valence bands, Fy2(x) is 
the Fermi-Dirac integral of order 1/2, Eg is the silicon band 
gap, kB is the Boltzmann constant, T is the temperature, and 
AEC, which describes the position of the conduction band 
with respect to the intrinsic Fermi level, is obtained as a 
solution of the implicit equation 

NcFll2(-AEc/kBT) = NvFy2[(AEc-Eg)/kBT].       (3) 

Since the Fermi-Dirac integral Fl/2(x) does not have a 
closed-form solution, for its calculation we use the analytic 
approximation of Bednarczyk and Bednarczyk13 

Fm(x) = (e-x+3^/4v3,8r1, (4a) 
where 

v(x)=A;4 + 50+33.6jc{l-0.68exp[-0.17(x+l)2]}. 
(4b) 

B. Numerical details 

It is well known that the application of a finite-difference 
technique to the 3D Poisson equation leads to algebraic 
equations having a well-defined structure, represented by a 
matrix equation Ax=b. We used Stone's strongly implicit 
procedure14 for the numerical solution of this matrix equa- 
tion to estimate the influence that the fluctuations in the ox- 
ide thickness have on the electron density in the channel. The 
details of this are given elsewhere.15 The nonuniform finite- 
difference tensor-product mesh used in these simulations has 
120X90X65 grid points along the x axis (length), y axis 
(width), and z axis (height). This discretization scheme al- 
lowed us to resolve fluctuations in the top surface larger than 
0.3 nm. The predetermined threshold for self-consistency for 
the electrostatic potential is 10~5 thermal voltages. 

C. Simulation results 

In Figs. 6(b) and 6(c) we present the simulation results for 
the conduction band profile Ec and the corresponding elec- 
tron density at the Si/Si02 interface under inversion condi- 

tions (applied gate bias VG= 1 V on the metal gates). It is 
obvious that the roughness of the top interface affects the 
magnitude of the conduction band edge Ec which, in turn, 
leads to significant fluctuations of the electron density in the 
channel because of the exponential dependence of n on the 
electrostatic potential <p, and therefore Ec (EC=AEC 

-qcp). This observation led to a concern for possible prob- 
lems when trying to deplete the carriers underneath the gates. 
However, our subsequent numerical calculations showed that 
a gate bias of -0.8 to -1 V is sufficient for complete deple- 
tion and that the roughness of the top interface does not pose 
any problems. The situation was even better for the sample 
with 50 nm gate oxide for both inversion and depletion con- 
ditions. For example, for the MOS structure with 5 nm oxide 
thickness and applied bias of 1 V, for which the mean value 
of the roughness is ^ = 0.5 nm and the standard deviation of 
the surface fluctuations is 07,= 1.33 nm, we calculated that 
the mean conduction band offset equals to Ec 

= —15.3 meV and the standard deviation is aEc 

= 10.3 meV. The corresponding mean electron density was 
n = 3.4X 1019 cm"3, whereas o-„ = 0.83X 1019 cm"3. For the 
MOS structure with 50 nm grown oxide and applied bias of 
12 V, for which ^ = 0.8 nm and 07, = 2.9 nm, we found that 
£^=-43.61meV, aEc = 2.242meV, « = 6.7X 1019 cm-3, 
and o-„ = 0.32X 1019 cm-3. It is obvious that, even though 
the sample with thicker oxide had a much rougher surface 
and larger gate bias that further deteriorates the statistics, the 
fluctuations in the conduction band edge and the correspond- 
ing electron density for this sample were significantly 
smeared out. 

VII. CONCLUSIONS 

We have investigated the outer surface roughness of 
RPECVD oxides that, in terms of other bulk properties, com- 
pare very well with others previously reported. We find that 
at temperatures below about 250 °C, the surface becomes 
rough and gets rougher as the temperature is further reduced. 
The evolution of the roughness suggests a gradual incorpo- 
ration of clusters that accumulate more quickly at low tem- 
perature. The top surface provides a glimpse into the bulk 
structure, suggesting that the excess porosity attributed to 
PECVD oxides in general may, in part, result from these 
clusters in the bulk creating voids for lack of fitting together. 

The most obvious explanation for this is gas phase nucle- 
ation producing paniculate Si02 that are of very small di- 
mension (tens of nanometers). However, the dependence 
upon wafer temperature and the constancy of the roughness 
regardless of the processing parameters suggest that it might 
be a temperature-controlled surface or very near surface clus- 
tering phenomenon. 

The effect of roughness on a silicon MOSFET was nu- 
merically simulated using the AFM data taken from 5 and 50 
nm RPECVD oxide grown at 225 °C. These simulations 
showed that it created significant fluctuations in the conduc- 
tion band potential energy when very thin (5 nm) oxides 
were used in inversion. The interface could still be depleted, 
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however, if slightly higher voltage was applied. For thicker 
oxides, no serious disruptions occur. 
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Investigation of postoxidation thermal treatments of Si/Si02 interface 
in relationship to the kinetics of amorphous Si suboxide decomposition 
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Interfacial Si suboxides (SiOx, x<2) are detrimental to transistor performance and are typically 
minimized during postoxidation anneals. To study the kinetics of SiO^. decomposition, thick films 
(-2000 A) of amorphous Si:0:H alloys (0.7<x< 1.4) were deposited by remote plasma enhanced 
chemical vapor deposition and subjected to rapid thermal anneals. Films were characterized by 
Fourier transform infrared spectroscopy, Raman spectroscopy, ellipsometry, photoluminescence 
(PL), and transmission electron microscopy. At temperatures >500 °C initially there is a rapid 
segregation into amorphous Si (a-Si) surrounded by a Si02 shell which acts as a diffusion barrier 
decelerating the reaction. Phenomenological modeling of kinetics with a one-dimensional Avrami- 
Erofe've treatment gives an upper limit for a-Si lateral growth rates of 1.2 Ä/s at 900 °C with an 
activation energy of 120 kJ/mol. PL, Raman, transmission electron microscopy and ellipsometry 
confirm this segregation model in the amorphous state. Due to the rapid initial decomposition and 
relatively large diffusion coefficients, a simple kinetic hindrance explanation for the 4-8 A of SiOx 

at the Si02/Si interface is unlikely.   © 1998 American Vacuum Society. [S0734-21 lX(98)09104-5] 

I. INTRODUCTION 

Due to its dominating effects in metal-oxide- 
semiconductor field-effect transistor (MOSFET) perfor- 
mance, the Si/Si02 interface is the subject of extensive stud- 
ies. This interface is well known to be stoichiometric Si02 

within 4-6 Ä of the interface where suboxides, SiOr (x 
<2) are seen. ' The amount and nature of the suboxides at 
the interface is highly dependent on surface preparation, an- 
nealing temperatures, and growth temperatures.1 Solid SiOli0 

is thermodynamically unstable below 1173 °C,3 and decom- 
poses as in Eq. (1). Typically, suboxides in a MOSFET are 
minimized during a postoxidation anneal. However the quan- 
tification of suboxide by x-ray photoelectron spectroscopy 
(XPS) after this process is extremely difficult due to attenu- 
ation of signal from buried interface. If ultrathin oxides are 
used, the volatilization of SiO gas during anneals becomes 
significant. It is thus of interest to study the kinetics of Si 
suboxide disproportionation in bulk samples which can be 
related to the interface: 

SiOJt->|si02+   1-| Si. (1) 

Solid SiO! o grown from evaporation is highly pyrophoric 
and difficult to study, while H termination stabilized Si sub- 
oxides can be synthesized by chemical vapor deposition of 
semi-insulating polysilicon (SIPOS) or by remote plasma en- 
hanced chemical vapor deposition (RPECVD). Early reports 
show that SIPOS films decompose into Sinc and amorphous 
Si02 matrix4 as expected in Eq. (1) and have been studied 
further,5-8 however none of these studies closely examined 
the temperature region, where ultrathin MOSFET gate di- 
electric growth is important (700-900 °C). There is one re- 
port of SiO^ decomposition kinetics in SIPOS films which is 

"'Electronic mail: brace hinds@ncsu.edu 

derived from measurement of Si nanocrystal size.9 However, 
that study measured a crystallization process and is insensi- 
tive to reactions in the amorphous state. RPECVD derived 
films of SiOT have been shown to similarly form Sinc in Si02 

matrix after anneals of 900 °C.10 Therefore it is of interest to 
study the SiO^ decomposition kinetics with a method insen- 
sitive to crystallization processes at temperatures less than 
1000 °C. 

II. EXPERIMENT 

A RPECVD reactor previously described11 was employed 
to grow thin films SiO,,. (0.7<x<1.4). 100 seem He with 
0.05 to 0.2% 02 was passed through the rf plasma coil tube 
with 33 W power at 13.56 MHz. 10 seem of 10% SiH4/He 
was introduced through a showerhead ring downstream from 
the plasma source. Total pressure was maintained at 300 
mTorr as well as a substrate temperature of 160 °C. Film 
thicknesses were typically 2000 A (16 A/min). For H2 

plasma treatments, a plasma was generated with 100 seem of 
He passing through the plasma coil (50 W power) and 30 
seem of H2 was introduced downstream with a total pressure 
of 100 mTorr. The sample was heated to 300 °C and treated 
for 2 h. 

The suboxide films were then annealed ex situ in an AG 
Associates rapid thermal annealing (RTA) furnace under 1 
atm of Ar for times of 5 s-3 min (ramp rate 60 °C/s). Fourier 
transform infrared (FTIR) measurements were performed 
with a Nicolet 750 spectrometer in transmission mode with a 
resolution of 4 cm-1. Spectra were subtracted from a refer- 
ence sample cut from the same Si(100) single side chemi- 
cally roughened wafer to prevent internal reflection errors. 
To assure low experimental scatter (from film to film varia- 
tion), films for each series were annealed sequentially, unless 
stated otherwise. Photoluminescence (PL) data measure- 
ments utilized a capacitance-voltage integrated (CVI) model 
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FIG. 1. FTIR absorbance for SiO, 0 film after various sequential anneals for 
6 min at each temperature, showing blue shift in vsi_0 as well as loss of 
Si-H bonds. Spectra are offset by 0.06 abs units for clarity. Integrated area 
under Si-0 stretch remains constant for all anneals. 

DK480 single monochromator with a R928 photomultiplier. 
A Spectra Physics Ar+ laser at 488 nm (2.54 eV) provided 
100 mW incident excitation energy. Spectral response was 
calibrated to a standard tungsten-halogen lamp. Conductiv- 
ity measurements were made at 100 V (resolution to 0.1 pA) 
between parallel evaporated Al strips with 0.7 mm gap. 

III. RESULTS AND DISCUSSION 

A. General mechanism of disproportionation 

FTIR can be effectively used to monitor the degree of 
oxygen content (x) in homogeneous SiO^ films, as the Si-0 
stretch frequency increases linearly from —965 to 
-1065 cm"1 with oxygen content12 as in Eq. (2). All re- 
ported stoichiometries for as-deposited films are calculated 
using Eq. (2) with observed vSi_0: 

x = 0.020(vSi_o)-19.3. (2) 

Figure 1 shows the IR spectra and assigned vibrations for 
an as-deposited film and the effects of annealing treatments. 
The most important features due to annealing are the loss of 
Si-H modes, the increase in vsi_0, and increase in intensity 
of Si-0 bend and rock modes. The gradual increase in vSi_0 

indicates that Eq. (3) describes the reaction chemistry, that is 
SiOx disproportionates into a more oxygen rich suboxide 
(x + y) and Si. The single Si-O stretch peak shape would be 
expected for either a homogeneous SiO(x+:y) alloy or one 
with concentration gradients. Two distinct Si-0 stretch 
peaks would form if only Si02+Si were formed, which is 
not observed: 

SiOx-+[x/(x+y)]SiO(x+y) + [l-x'(x+y)]Si, (3) 

a=(vm-vi)/(vf-vi)~y/(2-x). (4) 

To quantify the kinetics of reaction (3), the extent of reaction 
(a) is given in Eq. (4), where reaction completion (a= 1) is 
when x + y = 2. vm is the measured vSi_0,  vt is the as- 

500 1000 
time (sec.) 

FIG. 2. Extent of reaction (a) for initial SiO093 thin film as a function of 
time at various annealing temperatures, showing kinetic metastability of Si 
suboxides. Curve shown is guide to eye. For each temperature the same film 
is annealed sequentially to reduce experimental scatter. 

deposited vsi_0, and vf is the measured vSi_0 at completion 
(after anneals at 1000 °C with vsi_0~ 1075 cm"1). The inte- 
grated area of the Si-0 stretch peak remains constant indi- 
cating no significant parasitic oxidation. With successive an- 
neals the Si-O stretch peak becomes sharper and higher in 
frequency as expected in forming Si02. 

Figure 2 shows the extent of reaction (a) of initial SiO0 93 

films as a function of time at various annealing temperatures. 
At all temperatures there is a rapid (<5 s resolution of RTA 
technique) initial reaction followed by a rate which is highly 
deceleratory. On this time scale, the reaction proceeds as- 
ymptotically to an extent of reaction less than completion. Si 
suboxide stability can be found through the kinetic hindrance 
of the disproportionation reaction. We propose a mechanism 
which is consistent with the observed kinetics. That is, an 
initial rapid segregation of SiO^ into a-Si which would by 
necessity form an Si02 shell. This shell acts as a diffusion 
barrier for continued reaction and explains the observed de- 
celeratory behavior. The higher initial a with increasing an- 
neal temperature is likely the result of a combination of in- 
creased nucleation density and increased growth rates. 

To examine the temperature dependence of the kinetics, 
SiO., films of various composition were annealed at succes- 
sively higher temperatures. Each point of Fig. 3 is for an 
anneal of 6 min (where the reaction has decelerated appre- 
ciably) at the given temperature. For all compositions, the 
reaction is less hindered with increasing temperature. This 
suggests that higher temperatures allow for higher diffusion 
coefficients to negate the deceleratory diffusion barrier. The 
reaction kinetics are similar for all initial compositions. The 
notable exception is that the extent of initial reaction (anneal 
at lowest temperature, 600 °C) is greater for samples with 
lower oxygen content. This is consistent with an initial seg- 
regation into Si regions with the Si02 shell. By a simple 
stoichiometric argument, less oxygen content will by neces- 
sity require more SiO^ to decompose to form an Si02 shell at 
a given nucleation density. Figure 4 shows a cross-sectional 
transmission electron microscope (TEM) micrograph of 
SiOL0 after an anneal at 900 °C. Si nanocrystals are formed 
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Annealing Temperature 

FIG. 3. Extent of reaction (a) for SiO,. (initial 0.7<x,<1.3) thin films as a 
function of annealing temperature showing nearly linear progression of a. 
Each composition is annealed sequentially on the same film with annealing 
times of 6 min for each temperature. 

in an amorphous Si02 matrix, consistent with a mechanism 
of Si segregation with the Si02 shell. TEM micrographs of 
films annealed at 750 °C are completely amorphous; thus the 
disproportionation reaction proceeds in the amorphous state, 
not requiring a crystalline growth interface. 

SiO,,. and amorphous silicon (a-Si) have well known PL 
properties and can be readily applied to this system to dem- 
onstrate the phase segregation in the amorphous state. Figure 
5 shows the characteristic visible PL of as-deposited SiOj 3. 
With modest annealing >~500 °C all PL is lost, due to non- 
radiative carrier recombination with Si dangling bond de- 
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FIG. 4. Cross-sectional TEM of initial SiC»! 0 after annealing at 900 °C for 30 
s clearly showing SiO^Sv+SiC^. At lower temperatures <~800°C 
films are completely amorphous. 

FIG. 5. Photoluminescence of SiO093 after sequential annealing at various 
temperatures for 6 min, followed by low temperature H2 plasma treatment. 
No PL is observed in annealed samples without H2 plasma treatment. Inset 
shows ln(/0//-l) vs T. Annealed samples (1/slope) give T0 of 28-31 K 
which is near the characteristic of T0 of a-Si (25 K). 

fects. Only after treatment of annealed films in H2 plasma, to 
passivate Si dangling bonds, is PL restored, similar to results 
with a-Si after moderate anneals.13 This PL coincides with 
the characteristic energy of a-Si (1.3 eV). The inset of Fig. 5 
shows the dependence of PL on measurement temperature. 
The treatment of ln(/0//-l) vs T is commonly applied to 
amorphous Si with the slope being a characteristic tempera- 
ture (T0) for carriers to hop from localized states in band 
tails to conduction band.14 With higher T0, PL is more stable 
to increasing measurement temperature. As-deposited SiOi 3 

has a T0 near 63 K while after annealing the temperature 
stability is markedly reduced to T0 of 29 K, which is nearly 
identical to a-Si (T0~25 K). Optical absorption measured 
band gap is also consistent with the segregation forming 
a-Si, with the £04 decreasing from 2.2 to 1.8 eV after an- 
nealing (1.8 eV is characteristic of a-Si). 

Observations in conductivity measurements also support 
an amorphous state segregation mechanism. Figure 6 shows 
both the dark- and photocurrent of films of various compo- 
sition before and after annealing at 650 °C. For as-deposited 
films, the dark current is very low indicating a low level of Si 
dangling bond density. With increasing O content, the pho- 
tocurrent decreases, which is expected for decreased absorp- 
tion coefficient. After annealing, the dark current increases 
markedly as expected from the formation of Si dangling 
bonds. However at high O content, the photocurrent after 
annealing actually increases because of the increase in absor- 
bance from a-Si regions. Both dark current and photocurrent 
decrease exponentially with increasing O content, which is 
consistent with a segregation model in which conduction 
paths between a-Si regions is reduced. Both PL and conduc- 
tivity measurements show that Si dangling bond defect den- 
sity is significant. Therefore it is of importance to determine 
whether the kinetics of SiO^. disproportionation are acceler- 
ated by defects. Figure 7 shows the extent of reaction as a 
function of annealing temperature for films of different ini- 
tial H content. A factor of two difference in initial Si-H 
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FIG. 6. Dark and photoconductivity measurements of various SiO^ films 
before and after anneals at 650 °C for 6 min. Changes in conductivity are 
consistent with a phase segregation in the amorphous state. 

concentration does not effect observed kinetics, thus is not 
likely to be involved in the dominate mechanism. 

B. Kinetic modeling 

The previous experimental observations support the gen- 
eral mechanism of an initial rapid segregation of SiO* into 
a-Si with an Si02 diffusion barrier which decelerates further 
reaction. This mechanism would also form a concentration 
gradient resulting in an oxygen rich SiO^+y) matrix. To 
model the kinetics, we can apply the three-dimensional (3D) 
Avrami-Erofe've approach [Eqs. (5)-(7)] in which there is 
an instantaneous nucleation followed by a diffusion limited 
growth process.15 a is the extent of reaction, Nc is nucleation 
density (cm-3), D is diffusion coefficient (cm2/s), and t is 
time of reaction in seconds. In this treatment an alloy of 
matrix composition (Cm, SiOJ decomposes into nucleation 
sites of ß phase (Cß, a-Si) and a phase (C„, Si02) which 
acts as a diffusion barrier for the growth of ß phase. This 
geometry is schematically shown in the inset of Fig. 8. With 

- Initial g ar% H. SiOx x~l.l 
Film growth at 350'C 

- Initial 25 at?« H, SiOx x-1.0 
Film growth at 200*C 

800 900 

Annealing Temperature 

FIG. 7. Extent of reaction (a) for SiO^ thin films with different initial H 
content, as a function of annealing temperature showing nearly identical 
kinetics. Each series is annealed sequentially on the same film with anneal- 
ing times of 6 min for each temperature. 

' O kj/mol. i.e. 650"C 

Measured extent of rxn at 650'C: 

600  650 700 750  800 850 
Temperature (°C) 

900     950    1000 

FIG. 8. Application of Avrami-Erofe've 3D treatment [Eqs. (5)-(7)] to 
observed a of SiO, , decomposition (solid line). Inset figure shows geom- 
etry of transformation and oxygen gradient involved. Each solid point is a 
successive anneal at given temperature for 6 min. The dashed lines are 
calculated using activation energy (£0) shown (30-60 kJ/mol). The open 
diamond points are isothermal data at 650 °C with times corresponding to 
cumulative times of temperature ramped data, which do not agree with 
predicted a(£o = 0kJ). 

O as the diffusion species, (7*= (2.27 X 1022 cm 3)-x, Ca 

= 4.55X 1022 cm"3, Cß=0, Rf is the final Sinc radius, and Vf 

is the final Si volume fraction calculated from stoichiometry 
(x). Nc is lXl018/cm3 (from TEM size measurements at 
or=l): 

8V277 _„ 
ln(l-a)=-^— NoD 

, Iß 
,3/2 

D = D0 exp(-EJkT), 

N^ = - 
4/3 irR 7 

vf 

y = 
l-x/2 

l+0.6x 

(5) 

(6) 

(7) 

In Fig. 8, the solid points are the extent of reaction for initial 
SiOr, after successive annealing for 6 min at each tempera- 
ture. The dashed lines are calculated from Eqs. (5)-(7) using 
the activation energy (Ea) shown and the initial reaction rate 
at 650 °C. In other words, the rate of reaction at 650 °C (i.e., 
Aa 600-650 °C) is used to calculate D0 for a given Ea. This 
D0 and Ea are used to calculate a at successively higher 
temperatures for the 6 min periods, resulting in the dashed 
line in Fig. 8. As can be seen in Fig. 8, rather low activation 
energies of 30 kcal/mol are found to fit experimental data. 
This treatment predicts significant reaction at 650 °C while 
isothermal experiments (Fig. 2) show significant deceleration 
well before reaction completion. This is best seen in Fig. 8, 
where the calculated extent of reaction at 650 °C (Ea = 0) is 
compared to experimental data (open diamonds) for anneals 
at 650 °C (in this case the x axis acts as time instead of 
temperature). The measured kinetics are significantly decel- 
erated compared to those predicted. There is a fundamental 
inadequacy of the 3D Avrami-Erofe've treatment. That is 
while diffusion barrier decelerates the reaction by a factor of 
VI, the volume of a-Si phase grows as the cube of radius. 
This results in an overall f3/2 dependence, which is accelera- 
tory. Significant deceleration would occur only near comple- 
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FIG. 9. Application of Avrami-Erofe've ID treatment [Eqs. (8)-(9)] to 
observed a of SiOu decomposition (solid line). Each solid point is a suc- 
cessive anneal at given temperature for 6 min. The dashed lines calculated 
using shown activation energy {Ea) (100-160 kJ/mol). The open diamonds 
are isothermal data at 650 °C with times corresponding to cumulative times 
of temperature ramped data, which approach predicted a {Ea~0 kj). 

tion (a>0.8) from impingement, which is not experimen- 
tally observed. Thus the 3D Avrami-Erofe've treatment is 
not directly applicable to this system. 

To account for the highly deceleratory nature of the reac- 
tion we can look at the dimensionality of phase growth. 
Typically the dimensionality of a reaction is found by micro- 
structure of the resultant products, i.e., spherical particles 
imply 3D growth, platelets 2D, and needles ID. The ob- 
served spherical Si nanocrystals imply 3D growth, however 
this may not necessarily reflect reactions in the amorphous 
state. The Si nanocrystals may be nucleated and grown in 
existing a-Si regions, representing a different reaction, 
which is 3D. Crystallization of a-Si regions in SIPOS has 
been similarly proposed from Raman experiments.16 Since 
the initial segregation in amorphous Si is extensive, it is 
possible to have volume growth without significantly ex- 
panding surface area. Impingement upon itself and regions of 
decreasing reaction surface area will reduce the dimension- 
ality of the growth reaction. Equation (8) describes the 
Avrami-Erofe've for the ID limit: 

ln(l-a) = 
Ai\Cm   Ca) 

(Cß   Ca)   (C0-Cm) vl/2 
1/2,1/2 Di,Zt 

At = - 
Vf 

(8) 

(9) 

where A,- is the initial surface area of the amorphous Si re- 
gion after initial segregation reaction which is approximated 
by Eq. (9) and df is the average Si nanocrystal diameter as 
seen by TEM. Figure 9 shows the fit of Eq. (8) using the 
same method used in Fig. 8. The reduced dimensionality 
increases activation energy to 120 kJ/mol. Table I shows 
calculated parameters for ID Avrami-Erofe've treatment. 
The extent of reaction (a) calculated for 650 °C (Ea = 0) 
approaches that observed isothermal data shown in Fig. 9. 
Thus ID Avrami-Erofe've is a reasonable limit for the ob- 
served kinetics. If we apply the calculated D to the initial 

TABLE I. Parameters for kinetic data of SiO, Ä disproportionation shown in 
Fig. 9 which are fit to ID Avrami-Erofe've treatment [Eqs. (8)-(9)]. 

JC,-=1.1 

£„=120kJ/mol 

D(650°C) = 8.9xl0-I6cm2/s 
D(900°C) = 2.4X10-14cm2/s 
Linear growth rate (a,=0.19, 650 ° C) = 0.04 Ä/s 
Linear growth rate (a, = 0.09, 900 °C)= 1.2 A/s 

End thickness=50 A 
Z>n = 5.5X10~9 cm2/s 'o- 

barrier (a = 0.19) we find a rapid linear growth rate near 1.2 
A/s at 900 °C. This rate is significantly faster and with lower 
Ea than the observed by Nesbit's treatment of Sinc growth 
(is,,—180kJ/mol), suggesting that those kinetic values are 
for the crystallization of a-Si with O impurities. This inter- 
pretation is further supported by recent work which has 
shown that as-deposited SIPOS films have significant segre- 
gation into a-Si regions (—50%).17 

C. Uncertainty in kinetic parameters 

It is important to quantify the uncertainties in the kinetic 
parameters found in the ID Avrami-Erofe've treatment. 
Most significant is the uncertainty of IR measurements. As- 
deposited films contain significant amounts of Si-H which 
broaden the Si-O stretch peak and adds uncertainty to vt in 
Eq. (4). Uncertainty in v^ will shift the position of all mea- 
sured a. The most extreme case is if the observed shift in 
vsi-o after the 600 °C anneal was due solely to H loss and 
not to the reaction in Eq. (4). Using the kinetic treatment as 
in Fig. 9 on this limiting case would result in an Ea of 170 
kJ/mol. However photoluminescence, ultraviolet visible 
(UV-vis) absorption, conductivity, and Raman data all show 
the presence of a-Si after low temperature anneals, thus 
there must be a disproportionation reaction at these low tem- 
peratures with simultaneous H loss. The data in Fig. 7 also 
strongly suggest the H content does significantly shift the 
Si-0 stretch position. A factor of two reduction in the initial 
H content did not change a observed at 600 CC. A 50% error 
in a after 600 °C anneal would result in an Ea of 135 kJ/mol. 
Viscoelastic relaxation can play a role in shifting vf. Using 
a at 925 °C as a the lower limit where viscoelastic effects 
are known to be minimal, the maximum error in the derived 
Ea is +5 kJ/mol. Thus the Ea value of 120 kJ/mol for the ID 
Avrami-Erofe've treatment is a lower limit with an uncer- 
tainty of +20 kJ/mol. 

Any significant nucleation rate after initial rapid segrega- 
tion would result in an accelatory reaction rate, which is not 
observed. A possibility is that there is no growth of existing 
nuclei and the measured extent of reaction is only due to 
forming new nuclei. The observed deceleration could be ex- 
plained as function of a reduction in nucleation rate. An in- 
crease in temperature may allow otherwise hindered sites to 
nucleate. It is difficult to separate this effect from the growth 
of existing nucleation centers as in the Avrami-Erofe've 
treatment. This effect can be discounted for several reasons. 
Generally, impingement effects which decelerate nucleation 
typically are seen at a—0.8. Yet this system of deceleration 
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occurs around a~0.2-0.4. If only a nucleation mechanism 
were present, an Si02 shell would be formed and the IR 
measurements would show two peaks corresponding to Si02 

and SiOx, not the observed gradient. Thus there must be an 
a-Si phase growth mechanism. Any effects of nucleation at 
higher temperature would increase observed transformation 
rates, thus the Ea derived from the ID Avrami-Erofe've 
treatment is a lower limit. 

IV. CONCLUSIONS 
SiO^ metastability in thick films can be found through 

kinetic hindrance. The disproportionation reaction proceeds 
by (1) rapid (<5 s) initial segregation forming a-Si and Si02 

diffusion barrier, (2) highly deceleratory growth of a-Si re- 
gions form SiO(jc + y) diffusion gradient, (3) crystallization 
of a-Si regions into Si nanocrystals. FTIR, PL, TEM, Ra- 
man, and conductivity measurements all support a model 
with significant disproportionation in the amorphous state. 
Analysis of the highly deceleratory kinetics shows that the 
initial a-Si regions is extensive and growth is of low dimen- 
sionality. The ID limit of Avrami-Erofe've treatment gives 
lateral growth rates of 1.2 A/s (900 °C) and 0.04 A/s 
(650 °C) with an activation energy of 120 kJ/mol, after initial 
segregation reaction. Due to the rapid initial segregation and 
relatively large lateral growth rate, a simple kinetic hin- 
drance explanation for the 4-8 A of interfacial SiO^ at the 
Si02/Si interface is unlikely. 
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We have directly observed cathodoluminescence (CL) in ultrahigh vacuum over a broad spectral 
range (0.7-4.0 eV) from ultrathin 5 nm layers of remote plasma enhanced chemical vapor 
deposition grown a-Si02:H deposited on silicon substrates. In the infrared regime, luminescence is 
observed at 0.8 eV, consistent with the presence in the as-deposited film of Si dangling bond 
localized states, as well as at 1.1 eV due to band edge emission. In the optical regime, three peaks 
(1.9, 2.7, and 3.4 eV) are observed showing evidence for band tail state emission from an 
amorphous silicon-oxygen bonded suboxide region in the film, with smaller contributions from 
either substrate related c-Si or defect containing, stoichiometric Si02. CL spectra with a range of 
beam voltages indicate that the stoichiometric Si02 is very close to the free surface of the film, 
possibly due to oxidation of the air-exposed wafer or due to a nonuniformity in the film. When the 
films are annealed in situ in stages up to 500 °C, we observe no change in the shape of the a-SiOx :H 
peak at 1.9 eV, showing the stability of this suboxide to such temperatures. These observations are 
consistent with CL measurements of thicker films of a-Si02:H and a-SiOx, and demonstrate the 
utility of CL spectroscopy for the study of ultrathin dielectric studies. © 1998 American Vacuum 
Society. [S0734-211X(98) 11904-2] 

I. INTRODUCTION 

Si-Si02 interfaces are a subject of both fundamental in- 
terest as well as being extremely important to the perfor- 
mance of electronic devices, notably, metal-oxide- 
semiconductor (MOS) type structures. Recently gate 
linewidths have shrunk deep into the submicron regime and, 
if the scaling laws of electronic devices continue to hold, 
oxide thicknesses must shrink as well. For amorphous Si02, 
the current oxide used in MOS structures to remain as a 
viable insulating material, the thickness of this layer must 
decrease to 3 nm or less in future generation devices. 

At the Si-Si02 interface, it is well known that a silicon- 
rich suboxide 0.4-0.6 nm thick exists between the stoichio- 
metric amorphous Si02 (a-Si02) and the crystalline 
Si (c-Si) substrate.1 As the thickness required of the oxide 
shrinks to the point where a significant fraction of the sub- 
oxide is part of the interface, detailed knowledge correlating 

a)Electronic mail: apyoung@ee.eng.ohio-state.edu 

the chemical and electrical properties of the interface be- 
comes of increasing importance to the performance of the 
device. 

Because the thickness of the transition layer is so thin, it 
is difficult to easily deconvolute the electronic properties of 
the suboxide from the rest of the ' 'bulk'' stoichiometric ox- 
ide. Photoinduced luminescence is difficult with conven- 
tional sources, given the large band gap of Si02 (9.1 eV) and 
of other dielectrics.2 Cathodoluminescence (CL) and photo- 
luminescence (PL) spectroscopies have been used to study 
the electronic properties of bulk (~ 1 fim) Si02 films,3'4 thick 
(~1 fim) SiO^. films,5"7 as well as oxidized porous silicon 
structures.8 While CL has been extensively used for the 
study of bulk Si02, to our knowledge, we know of no posi- 
tive CL results for extremely thin, homogeneous, silicon di- 
oxide films. In this work, we present what we believe is the 
first spectroscopic CL measurements of ultrathin (5 nm) Si02 

films on Si substrates. 
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FIG. 1. Schematic diagram of the experimental apparatus showing the rela- 
tive orientation of the electron gun, the in situ lens, and the external optical 

bench (from Ref. 13). 

1.5 2.5 3 3.5 
Photon Energy (eV) 

FIG. 2. Voltage-dependent CL spectroscopy of the as-deposited a-Si02:H 
film in the visible and near UV spectrum using an S-20 PMT. The spectra 
were taken with the substrate at room temperature. 

II. EXPERIMENT 

The Si02 films were initially grown with a ~0.5 nm oxide 
layer prepared by in situ plasma-assisted oxidation onto p- 
type silicon wafers in a multichamber UHV system for both 
oxides and dielectrics. On top of this layer, the 5-nm-thick, 
hydrogenated Si02 (a-Si02:H) films were deposited by re- 
mote plasma enhanced chemical vapor deposition 
(RPECVD). Additional details of the vacuum chamber appa- 
ratus and the growth process have been described 
elsewhere.9-11 All the films were then transported through air 
to a separate UHV chamber with a base pressure of ~ 1 -2 
X 10~10 Torr for CL analysis. 

The Si-Si02 films were measured by CL at room tem- 
perature and r~90 K. As shown schematically in Fig. 1, an 
electron gun employing voltages and currents in the range 
0.6-4.5 keV and -1.0-4.0 /JLA, respectively, was used for 
the generation of the luminescence. The electron beam is 
incident on the sample at an angle of 45° with a spot diam- 
eter of -200-500 /im. A liquid nitrogen cooled North Coast 
p-i-nGe detector measured the luminescence in the spectral 
range 0.7-2.0 eV, while a thermoelectrically cooled S-20 
photomultiplier tube (PMT) was used to measure the lumi- 
nescence in the range 1.4-4.0 eV. 

The Leiss monochromator employed contains a flint glass 
prism with nominally 50 meV resolution over the measure- 
ment range from the near infrared through the near ultravio- 
let (UV) part of the spectrum. For the in situ annealing ex- 
periments, the specimens were rapidly brought up to 
temperature (~1 min), held for 5 min at 400 °C or 500 °C, 
then brought back to room temperature for analysis. During 
the annealing process, the specimen temperature was mea- 
sured using an infrared pyrometer. The CL spectra presented 
here have not been corrected for the spectral responsivity 
dependence of the detector or the transmission of the optical 
train. 

III. RESULTS 

Even though the a-Si02:H film was only 5 nm thick, the 
luminescence was strong enough to be faintly visible to the 
naked eye at room temperature. The light appeared white, 
with blue and red components mixed in. Besides providing 
quantitative luminescence spectra for the wide band gap ma- 
terials, CL has another distinct advantage over optical exci- 
tation techniques, namely, a large variable excitation depth 
controllable via the incident electron beam energy. Figure 2 
shows spectra from the as-deposited specimen for various 
excitation voltages (0.6-4.5 keV) with discrete peaks appar- 
ent in the visible and near UV region of the electromagnetic 
spectrum. There is an obvious change in spectral features as 
a function of beam energy. The low energy spectra at 0.6 and 
1.0 keV show broad luminescence peak features centered at 
2.7 and 1.9 eV. When the beam intensity is increased from 
1.5 up to 4.5 keV, the features change dramatically, with a 
much broader band centered at 1.9 eV and a weak peak 
developing at 3.4 eV, which increases with increasing beam 
voltages. 

The temperature dependence of the luminescence can 
help to clarify the stoichiometry and bonding arrangements 
of the various forms of Si and SiOx in the film, since the 
luminescence from a-Si is known to be strongly quenched, 
while a-SiO^H does not show this behavior. As can be seen 
in Fig. 3, after lowering the temperature of the as-deposited 
film to 90 K, the overall spectrum shape did not change 
significantly; there was only a minor intensity increase. 

In addition to the spectra in the visible and the UV, the 
infrared spectrum is shown in Fig. 4 for the as-deposited film 
at an excitation voltage of £ = 2keV. Two peaks were 
clearly resolved at -0.8 and -1.0 eV. The infrared spectrum 
at 2 keV was typical. For voltages between 0.6 and 3.0 keV, 
the only significant change observed was an increase in the 
relative intensity of the 1.0 eV band compared to the 0.8 eV 
band as the excitation voltage increased. Also shown in Fig. 
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FIG. 3. Temperature-dependent CL spectra of the as-deposited a-Si02:H. 
Notice the lack of change in the spectra intensity, consistent with the picture 
of an amorphous suboxide film. 

4 is the CL spectrum after the specimen was annealed in 5 
min stages in situ up to 500 °C. In Fig. 4, it is clear that there 
is dramatically enhanced intensity at 0.8 eV after the anneal- 
ing compared to the as-deposited case. 

Figure 5 shows the corresponding visible/UV spectrum as 
a function of annealing temperature for the same excitation 
voltage. In contrast with the strong increase in luminescence 
in the infrared, there is relatively little change in intensity 
observed in the visible region of the spectrum. The only 
significant change that we observed is the slight strengthen- 
ing of the 3.4 eV band as the annealing progresses. 

We also addressed the possibility of electron-beam dam- 
age of the film. During our experiments, the incident beam 
delivers —milliwatt over ~10"3 cm2. Given the relatively 
high thermal conductivity of the p-doped substrate and the 
minimal thickness of the Si02 overlayer, this input power 
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FIG. 4. Room temperature infrared CL spectra of the a-Si02:H film before 
arid after a 5 min anneal at 500 °C. The spectra were obtained with a Ge 
detector and with an electron-beam voltage of 2 keV. The 0.8 eV peak 
increases significantly with annealing, indicating an increase in lumines- 
cence from Si dangling bonds, and correlating with the removal of H from 
the film. 

FIG. 5. Room temperature CL spectroscopy of the a-Si02:H film after 5 
min consecutive anneals between room temperature and 500 °C using the 
S-20 PMT detector. All spectra were obtained with an electron-beam volt- 
age of 2 keV. There is no change in the overall spectra with annealing, 
indicating no change in the stoichiometry of the film up to 500 °C. The 
spectra are offset for clarity. 

should not produce any significant thermal damage, espe- 
cially in comparison to bulk Si02 studies. In addition, for a 2 
keV beam energy with a current of 1 /JLA, the total exposure 
is on the order of 1017 electrons/cm2, two orders of magni- 
tude below the reported damage threshold for a thicker Si02 

film.12 For our experiment for possible damage, a typical CL 
spectrum was measured, then the beam was allowed to re- 
main on one spot for 2 h, and the spectra was then remea- 
sured. As can be seen in Fig. 6, there is only a minor change 
in the intensity of the 1.9 eV peak. These spectral changes 
are within the limits of reproducibility of our experiment. 
Typical CL spectra are obtained with over an order of mag- 
nitude lower exposure (flux times time), so that damage 
should not be a significant problem for this system with these 
short (—12 min) exposure times and currents. 

2 2.5 3 
Energy (eV) 

FIG. 6. Test for the possibility of electron-beam damage during the measure- 
ment of a single CL spectrum. Only a small increase in the 1.9 eV peak is 
observed after 2 h of continuous irradiation on a single spot. 
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IV. DISCUSSION 

The high energy of the incident electron beam relative to 
the insulator band gap, i.e., 1-2 keV vs 9.1 eV, is a distinct 
advantage over traditional optical excitation for the genera- 
tion of large densities of electron-hole pair recombination in 
wide band gap materials such as Si02. With such a high 
energy excitation source, the initial electron generates a cas- 
cade of electrons and holes, multiplying its efficiency. Si- 
multaneously, compared to the 15-20 keV normally used by 
a scanning electron microscope for CL, the relatively low 
0.5-5 keV beam we use has a significantly shallower pen- 
etration depth compared to typical scanning electron micros- 
copy based CL and PL spectroscopies.13,14 This shallow pen- 
etration depth is particularly true in wide band gap materials. 
For calculations based on Ref. 13, the range for a 1 keV 
electron into a material with the density of Si02 is -10 nm 
with the peak of the deposited energy at 1/3 of this range. 
Therefore low energy CL is particularly well suited for prob- 
ing thin, wide band gap layers and can explain why CL has 
been successful in producing detectable luminescence from 
the Si02/Si interface, in contrast to more penetrating laser 
excitation. 

From the data presented in Fig. 2, we can immediately 
identify the presence of stoichiometric Si02 at the very top 
surface layer. The 2.7, 1.9 eV combination is very similar to 
that observed in bulk a-Si02.3 At the same time, for the 
higher excitation energies (1.5-4.5 keV), the 2.7 eV peak 
diminishes significantly, and in its place is a single, broad 
peak at 1.9 eV [full width at half maximum 
(FWHM)=0.9eV], very suggestive of band-tail transitions 
in an amorphous, hydrogenated, Si-rich suboxide. " Addi- 
tional evidence supporting the presence of this local silicon- 
oxygen bonding is provided by the data in the infrared. The 
0.80 eV peak has been observed in thick, a-Si:H films cor- 
responding to an optical transition from an amorphous Si 
band tail to midgap dangling bond states.18 In addition to the 
0.80 eV peak, the luminescence band at 0.95-1.05 eV can be 
assigned to the crystalline silicon substrate, since the band 
edge (Eg= 1.12 eV) emission increased as the electron beam 
penetrated deep into the substrate. Therefore, both the infra- 
red and visible spectra support the presence of different 
silicon-oxygen and silicon-silicon bonding arrangements in 
the film. 

The final peak feature observed is a weak ~3.4 eV shoul- 
der at higher incident beam energies in the as-deposited 
specimen. A clue to its origin is the increasing intensity of 
the band as the electron beam penetrates deeper into the film. 
From this observation and the lack of a strong 2.7 eV peak, 
the luminescence band might be due to the T~r transition 
(—3.5 eV) of bulk crystalline silicon, most likely coming 
from the substrate not the Si02 film itself. On the other hand, 
this band could also be due to a defect in Si02 where peaks 
have been observed before by PL;19 however, most lumines- 
cence measurements of Si02 do not have this defect feature 
and, when present, it is only in combination with lumines- 
cence from other defect bands between 2.2 and 2.7 eV, 
which are not resolved in these spectra. Therefore, at this 

time we cannot clearly correlate this feature with the prop- 
erties of bulk films. 

From the temperature dependence of the as-deposited 
film, we see only a minor change in the 1.9 eV band intensity 
down to T=90 K. This observation further supports the con- 
clusion that the luminescence band is associated with Si02 or 
a suboxide rather than a-Si:H, whose PL spectra is known to 

20 be strongly quenched at room temperature. 
The in situ annealing experiment points out the stability 

of the main bonding arrangement, and it emphasizes the role 
of H in passivating Si dangling bonds in the film. While the 
visible and UV range spectra in Fig. 5 show little change, the 
infrared spectrum shows a dramatic increase in the intensity 
of the 0.8 eV band, consistent with the evolution of H from 
the film and the consequent increase of Si dangling bond 
states. Annealing to higher temperatures such as 900 °C, 
where it is known any residual silicon would completely 
separate into c-Si and Si02,20 would help to clarify the role 
of H and the excess Si. 

V. CONCLUSION 

In summary, we have directly observed cathodolumines- 
cence from ultrathin 5.0 nm Si02 films. From our measure- 
ments, we can reducibly differentiate between different 
bonding arrangements in these ultrathin films using a rela- 
tively simple, yet surface sensitive, characterization tech- 
nique. While the layers are thin, they are thick enough to 
show a characteristic luminescence spectrum similar to what 
is observed in thicker films. The 5 nm Si02 grown by 
RPECVD is shown to initially have silicon-rich regions in 
addition to stoichiometric Si02 stable up to at least 500 °C. 
Simultaneously, the passivating role of H on Si dangling 
bonds was also clearly observed in the luminescence spectra. 
From these measurements, it is clear CL is a powerful tool 
for probing the electronic structure at these ultrathin Si-Si02 

interfaces and for seeing how they change with thermal an- 
nealing. 
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The current-voltage characteristics of n+ poly-Si/Si02Ap-Si tunnel structures containing 
nonuniform ultrathin oxide layers are studied using three-dimensional quantum mechanical 
scattering calculations. We find that, in general, roughness at the Si/Si02 interface renders the oxide 
layer more permeable. In the direct-tunneling regime, interface roughness induces lateral 
localization of wave functions, which leads to preferential current paths. But in the Fowler- 
Nordheim tunneling regime it affects transport primarily through scattering. These two distinct 
mechanisms lead to opposite current density dependencies on island size. We have also examined 
oxide-embedded conducting filaments, and found that they act as highly efficient localized 
conduction paths and lead to dramatic increases in current densities. Depending on the filament 
length our model can mimic experimental current voltage for ultrathin oxides having undergone 
either quasibreakdown or breakdown. We also found that the lower bias current densities in the 
structure with long filaments are greatly enhanced by resonant tunneling through states identified as 
quantum dots, and that this current enhancement is highly temperature dependent. We also report on 
the dependence of current-voltage characteristics on filament diameter size and filament density. 
© 1998 American Vacuum Society. [S0734-211X(98)07804-X] 

I. INTRODUCTION 

The continued scaling of metal-oxide-semiconductor 
(MOS) device structures has brought much attention to ultra- 
thin oxides. Normal operation of MOS field-effect transistor 
with 1.5 nm direct-tunneling gate oxide has been reported. 
Tunneling through oxide barriers, as a mechanism for leak- 
age currents, is of particular interest. Typical theoretical 
analysis models the oxide layer as a one-dimensional barrier 
with an effective barrier height and an effective mass. The 
barrier height may be obtained experimentally or treated as a 
fitting parameter, while the effective mass is normally used 
as a parameter for fitting measured current-voltage (I-V) 
characteristics. Tunneling coefficients can be calculated us- 
ing the well-known WKB approximation. Approximate inte- 
gration of tunneling coefficient curves, with the appropriate 
Fermi factors describing carrier statistics, then yields an ana- 
lytical I-V curve formula for the direct-2 and 
Fowler-Nordheim3 tunneling regimes, which can be used 
conveniently for comparison with experimental data. A 
somewhat similar treatment uses multiple scattering theory 
instead of the WKB approximation to compute tunneling co- 
efficients to provide clarification of mechanisms for leakage 
currents through ultrathin oxides.4 A still more advanced 
treatment solves Poisson and Schrödinger equations self- 
consistently for accumulated layers in MOS devices to cal- 
culate tunneling currents.5 

Nonuniformity in oxides are, typically, not treated theo- 
retically due to the much increased complexity and compu- 
tational demands. Yet, they can have dramatic effects on the 

current-voltage characteristics of MOS tunnel structures 
with ultrathin oxide barriers. One example is interface rough- 
ness. If we view interface roughness as local fluctuations in 
oxide thickness, then this fluctuation as a percentage of total 
oxide thickness can be quite large in ultrathin oxides. In 
addition, recently Cundiff and co-workers6 found experimen- 
tal evidence that, in typical industrial oxides, roughness at 
the Si/Si02 interface increases with decreasing oxide layer 
thickness; this further enhances the importance of interface 
roughness in ultrathin oxides. Another type of nonuniformity 
is conducting filaments embedded in oxides. It has been 
shown that constant current stressing of MOS structures in 
the Fowler-Nordheim tunneling regime can lead to quasi- 
breakdown or breakdown in ultrathin oxides, which are char- 
acterized by dramatic increases in leakage currents. Based on 
experimental observations, several groups have proposed the 
formation of oxide-embedded conducting filaments as a 
model for breakdown. Hirose and co-workers7 proposed that 
the onset of dielectric degradation takes place rather homo- 
geneously close to the Si02/Si interface where the Si-0 
bonds are heavily strained. Based on their data, they postu- 
lated the existence of localized conducting filaments approxi- 
mately 50 nm in diameter, and extending for no more than 3 
nm from the Si02/Si interface into the oxide layer. Apte and 
Sarawat8 proposed a physical-damage model of dielectric 
breakdown where the damages in the form of broken bonds 
in the strained Si02 layer near the anode links up with is- 
lands of bulk damages to create filamentary paths, which 
enables excessive conduction. Halimaoui and co-workers 
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envisioned that the oxide layer contains narrow paths (de- 
fects) running from anodes to cathodes. Under currents 
stressing, they merge to form larger conducting paths, result- 
ing in quasibreakdown; further stressing leads to the merging 
of quasibreakdown paths and causes breakdown. In this ar- 
ticle we use a three-dimensional (3D) model which allows us 
to analyze the current-voltage characteristics of MOS tunnel 
structures containing nonuniform oxide layers. Specifically, 
we examine the cases of interface roughness and conducting 
filaments. 

II. METHOD 

Standard treatment uses a one-dimensional potential to 
describe the oxide barrier. With interfacial nonuniformity, 
we need to use a three-dimensional description. In principle, 
variations in the nonuniform potential extend indefinitely in 
the directions along the interface. In practice, we do not per- 
form computation on an infinite domain, but use instead a 
quasi-3D supercell geometry to approximate the physical 
structure. We treat the problem of tunneling through a non- 
uniform barrier using the open-boundary planar supercell 
stack method (OPSSM).10 The device structure treated by 
OPSSM consists of an active layer sandwiched between two 
semi-infinite flatband electrode regions. Let the z axis be the 
direction perpendicular to the interfaces. Then, the active re- 
gion is composed of a stack of Nz layers perpendicular to the 
z direction, with each layer containing a periodic array of 
rectangular planar supercells of NxXNy sites. A one-band 
nearest-neighbor tight-binding Hamiltonian is used to de- 
scribe the potential and effective-mass variations over this 
volume of interest. Our model is formally equivalent to the 
one-band effective-mass equation11 

h2 1 
0-v- 
2       m*(x) 

Vip+V{x)il>=Eip, (1) 

discretized over a Cartesian grid, and subject to periodic 
boundary conditions (with supercell periodicity) in the x and 
v directions, and open-boundary conditions in the z direction. 
Since we are free to choose the values of V(x) and m*(x) at 
each of the NxXNyXNz sites in our computational domain, 
we have tremendous flexibility in dictating the geometry of 
the device structure we simulate. OPSSM solves the quan- 
tum mechanical scattering problem exactly for the 3D geom- 
etry described by the planar supercell stack, and allows us to 
compute transmission coefficients with a high degree of nu- 
merical accuracy and efficiency. Note that even though the 
supercell geometry imposes an artificial periodicity to make 
computations tractable, the use of sufficiently large super- 
cells can minimize supercell artifacts and yield excellent de- 
scriptions of the physical problem. Once transmission coef- 
ficients are obtained, current densities can be obtained using 
the standard formula12 

em*kT fm 

J= —      T(E,V)\n 
Jo 2ir2h3 

l+e(EF-E)/kT 

l+e(EF-E-eV)/kT dE. (2) 

III. RESULTS AND DISCUSSION 

Our model of the MOS tunnel structure consists of an n + 

poly-Si electrode, followed by the oxide layer, and finally, a 
p-type silicon region. The conduction-band edge is chosen to 
be at £f = 0, and the poly-Si Fermi level at E%=0.1 eV. 
The tunneling barrier height at the n+ poly-Si/Si02 interface 
is taken to be 0s = 3.25 eV,7 and the Si02//?-Si conduction- 
band offset is taken as 3.29 eV.13 The p-Si Fermi level is 
chosen to be 0.88 eV below the Si conduction-band edge. 
Thus, at zero gate bias, the p-Si conduction-band edge is 
0.98 eV higher than the n+ poly-Si conduction-band edge, 
and a bias of VFB= -0.92 V is required to bring the oxide 
into flatband (FB) condition. The effective masses of the n + 

poly-Si, Si02, and p-Si are taken to be 1.0, 0.35, and 0.9 m0, 
respectively. For convenience, we also assume flatband con- 
ditions in the electrodes, and let all the voltage drop occur in 
the oxide. This should be valid for the high doping levels 
considered for this structure. We use a cubic mesh with dis- 
cretization distance of 0.135 75 nm, and 32X32 or 64X64 
planar supercells in our simulations. We will consider the 
characteristics of these structures under negative gate biases 
(i.e., p-Si lowered relative to poly-Si). 

A. Interface roughness 

We consider a MOS tunnel structure with a 0.27 nm 
rough interfacial layer sandwiched in between a 1.36 nm 
pure oxide layer and the p-Si region. We assume that the 
rough interfacial layer consists of a 50%-50% mixture of 
oxide and Si in random configurations. The Si sites, and the 
oxide sites, for that matter, may aggregate and form patches. 
We will call the silicon patches islands, and characterize 
them by their lateral extent (average island size, A.) and the 
thickness of the interfacial layer (island height, h). 

Figure 1 shows the calculated J-V curves for three MOS 
tunnel structures with rough Si/Si02 interfaces characterized 
by average island sizes of X = 0.33, 0.97, and 2.95 nm. For 
comparison, we also construct a reference structure with a 
smooth interface by replacing the rough interfacial layer with 
a pure oxide layer of the same thickness (resulting in a total 
oxide thickness of 1.63 nm). We note that in the direct tun- 
neling regime (|VG|<4 V), current density increases with 
island size. For instance, at |VG| = 2 V, the X = 0.33, 0.97, 
and 2.95 nm structures show current densities at 2.7, 3.4, and 
4.6 times higher than the reference structure, respectively. 
This is the result of lateral localization of tunneling elec- 
trons, and can be understood by analyzing transmitting state 
wave functions in the rough interfacial layer. Let the silicon 
island transmission fraction be defined as the ratio of the sum 
of silicon site probability densities in the interfacial layer 
divided by the total probability density in the same. Since in 
this case the interfacial layer consists of 50% silicon sites 
and 50% oxide sites, a fraction greater than 0.5 would indi- 
cate a preference for transmission through the silicon islands. 
Figure 2 shows the silicon island transmission fractions as 
functions of electron incident energy for the three structures 
at I^GI 

=
 2 V and |VG| = 5 V, representing direct and 

Fowler-Nordheim tunneling cases, respectively. At |VG| 
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FIG. 1. Supercell calculation of current density-voltage curves for a set of 
n+ poly-Si/Si02/p-Si tunnel structures with varying degrees of interface 
roughness. The oxide thickness is 1.63 nm. 

=2 V, the electron deBroglie wavelength in the Si portion of 
the rough interfacial layer is approximately \e^ lnm. In this 
instance the Si island transmission fractions are fairly con- 
stant in the energy range shown, yielding values of 0.54, 
0.65, and 0.87 for the \ = 0.33, 0.97, and 2.95 nm structures, 

o.yo 
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FIG. 2. Silicon island transmission fractions as functions of incident electron 
energy at two different gate biases for a set of MOS tunnel structures with 
varying degrees of interface roughness. 

respectively. Evidently, in the structure with average island 
size X much smaller than the electron deBroglie wavelength 
\e, there is only a very slight preference for transmission 
through the silicon sites. But in the structure with X. consid- 
erably larger than \e, an electron can readily distinguish the 
oxide energy barriers form the silicon open pathways, and 
preferentially traverses the silicon sites to which it is laterally 
localized. The localization in the more conducting portion of 
the rough interfacial layer leads to higher current densities 
for structures with larger islands. 

The bottom portion of Fig. 2 shows the silicon island 
transmission fractions for |VG| = 5 V. Comparing to the 
|VG| = 2 V case, the trailing interface is biased lower with 
respect to the poly-Si electrode. Thus, upon reaching the 
rough interface, an electron would be relatively more ener- 
getic (we assume it does not suffer inelastic scattering), with 
correspondingly shorter deBroglie wavelength of Xc~0.3 
nm. For the structures with X = 0.97 and 2.95 nm (both con- 
siderably larger than Xe), the silicon island transmission 
fractions have comparable values of ~0.77. And for the 
smaller island structure (X = 0.33 mm), the fraction is only 
«0.57, which still does not much exceed 50%. Judging by 
these results, at |VG| = 5 V, we might expect comparable 
current densities for the X = 0.97 and 2.95 nm structures, and 
a smaller current density for the X = 0.33 nm structure. But 
this is not the case. Figure 1 shows that in the Fowler- 
Nordheim tunneling regime (| VG\>4 V), current density de- 
creases with island size; this trend is the opposite of that for 
the direct tunneling case. Clearly, a physical mechanism 
other than localization must be invoked in order to explain 
this behavior. 

In the Fowler-Nordheim tunneling regime (|VG|>4 V), 
the conduction-band edge at the trailing interface of the bar- 
rier (in our case, the rough interfacial layer) is biased below 
incoming electron energies. Unlike in the direct-tunneling 
regime, where an electron traverses the oxide portions of the 
interface with evanescent characteristics, in the Fowler- 
Nordheim tunneling regime, an electron transmits through 
both the oxide and silicon portions of the interfacial layer 
with propagating characteristics. Therefore, the rough inter- 
face affects transport primarily through scattering, rather 
than lateral localization. Here, the larger islands produce 
more scattering, and thereby reduce the transmission ampli- 
tude in the forward direction. Figure 1 shows that, indeed, 
contrary to the direct-tunneling case, in the Fowler- 
Nordheim tunneling current densities decrease with increas- 
ing island size. Note also that at higher biases the size of the 
tunneling current is primarily determined by the leading edge 
of the tunnel barrier. Since the four structures differ only at 
the trailing edge, the differences in their current densities 
tend to be less pronounced than in the direct-tunneling re- 
gime. 

B. Conducting filaments 

It has been conjectured that quasibreakdown and break- 
down in MOS tunnel structures are the results of current- 
stressing-induced conducting filaments in the oxide layer. " 
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FIG. 3. Calculated current density-voltage curves at 300 and 77 K for a set 
of n+ poly-Si/Si02/p-Si tunnel structures with oxide-embedded cylindrical 
conducting filaments with various cylinder heights. Oxide thickness is 4.5 
nm. Conducting filaments have a diameter of 1.55 nm, and cover approxi- 
mately 2.5% of the cross-sectional area. 

In our simulation we consider a set of structures with 4.5 nm 
thick oxides, embedded with cylindrical conducting fila- 
ments 1.55 nm in diameter. 64X64 planar supercells were 
used in our simulations. The filaments account for approxi- 
mately 2.5% of our computational domain in cross-sectional 
area, and extend from the Si02/Si interface into the oxide 
layer with cylinder heights of A = 0.8, 1.5, and 3.0 nm. A 
fourth, "undamaged" (A = 0) structure is also included for 
comparison. Because the nature of the filamentary conduct- 
ing material is not well known, we choose to fill the cylin- 
ders with silicon for simplicity. Figure 3 shows the J-V 
curves for these structures calculated at 300 and 77 K. We 
note that, in general, current densities increase dramatically 
with filament length A. This again is due to lateral localiza- 
tion of transmitting state wave functions. We similarly define 
the filament transmission fraction for a transmitting state as 
the sum of probability densities over the filament sites, di- 
vided by the total probability densities in the filament- 
containing layers. Table I shows filament transmission frac- 
tions for tunneling states with incoming energy equal to Ep 
at gate biases of | VG\ = 2 V (direct tunneling) and | VG| = 5 V 

TABLE I. Filament transmission fraction calculated using transmitting state 
wave functions for electrons with incident energy E=Ep . 

\VC\  (V) A =0.8 nm A = 1.5 nm /i=3.0 nm 

2.0 
5.0 

0.43 
0.06 

0.58 
0.16 

0.66 
0.64 

(Fowler-Nordheim tunneling). In all cases (with perhaps the 
exception of A = 0.8 nm at |VG| = 5 V), the filament trans- 
mission fraction greatly exceeds 2.5%, the fraction of cross- 
sectional area occupied by the filaments. This clearly indi- 
cates that conduction is strongly localized to the filaments. 
Table I also shows that the confinement is weaker in the 
Fowler-Nordheim regime, especially for the shorter fila- 
ments. This is because the trailing edge of the oxide does not 
act as confining barriers when its band edge is biased below 
the incoming electron energy. Again, since tunneling prop- 
erties in this regime are primarily determined by the leading 
edge of the oxide barrier, the A = 0.8 and 1.5 nm structures 
show current densities which converge with that of the un- 
damaged (A = 0) structure at high bias. The filament in the 
h = 3.0 nm structure extends sufficiently close to the leading 
edge of the tunnel barrier so that the large current density 
increases persist even at higher biases. Our A = 1.5 nm and 
h = 3.0 nm curves bear strong qualitative resemblance to ex- 
perimental I-V curves for the quasibreakdown7'9 and 
breakdown9 cases, respectively. It is worth noting that within 
our model we have reproduced both the quasibreakdown and 
the breakdown behaviors using the same mechanism, with 
the only difference being whether the filaments extend from 
the trailing interface far enough into the oxide layer towards 
the leading interface to have a substantial impact on the 
Fowler-Nordheim tunneling characteristics. We note that, in 
particular, we can reproduce the breakdown behavior with- 
out using oxides which run through the entire length of the 
oxide layer; we have kept the filament height to under 3 nm, 
as suggested by Hirose and co-workers. 

The /i = 3.0 nm curve differs from the others in its low- 
bias temperature dependence. In the A = 0, 0.8, and 1.5 nm 
cases, the 77 and 300 K results appear essentially the same. 
In the A = 3.0 nm curve, however, current densities at low 
biases (| VG\ < | VFB|) increase significantly with temperature. 
This turns out to be due to resonant tunneling through quan- 
tum dots states. We describe their properties in detail 
elsewhere.14 Suffice it to say here that the quantum dots are 
laterally localized in the cylinders, and electrostatically con- 
fined along the third direction. When the bias is low 
(|VG|<|VFB|), the p-Si band edge is actually higher than 
that of the incoming electrode. Therefore, current contribut- 
ing resonance levels must be above the p-Si band edge to 
allow electrons to scatter elastically into the p-Si conduction 
band through resonant tunneling. This, typically, places these 
resonance levels far above the Fermi level or the incoming 
electrode, therefore, their contributions to current densities 
are highly sensitive to temperature. 

In Fig. 4 we examine the dependence of current densities 
on the fraction of gate area occupied by the filaments. We 
have performed calculations where we kept the filament di- 
ameter constant, but reduced the supercell size from 64 
X 64 to 32 X 32, thereby increasing filament density by a fac- 
tor of 4. We find that the corresponding current density in- 
crease is almost exactly fourfold in the direct-tunneling re- 
gime. The fact that the current density scales linearly with 
filament density indicates strongly that filament conduction 
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FIG. 4. Calculated current density-voltage curves at 300 K for two sets of 
MOS tunnel structures with oxide-embedded cylindrical conducting fila- 
ments. Both sets of structures have an oxide thickness of 4.5 nm, filament 
diameter of 1.55 nm, and cylinder heights of 0.8, 1.5, and 3.0 nm. The 
filaments in the first and second sets, respectively, cover 10% and 2.5% of 
the cross-sectional area. We have multiplied the second set of current den- 
sities by a factor of 4 for ease of comparison. 

provides the dominant conducting mechanism. In the 
Fowier-Nordheim regime, the scaling is dependent on fila- 
ment length. In the case of long filaments (h = 3.0 nm), the 
current density scales linearly with filament density well into 
the Fowier-Nordheim regime. But, in the cases of shorter 
filaments, the current densities do not scale up as rapidly. In 
fact, for the h = 0.8 nm structure, at | VG\ = 5 V, current den- 
sities are essentially independent of filament density, since, 
again, high-bias currents are primarily controlled by the lead- 
ing edge of the barrier, which is essentially unaffected by 
short filaments. 

In Fig. 5 we examine the dependence of current densities 
on filament diameter. We simulated structures with a fila- 
ment diameter of d=l.55 nm using 32X32 planar super- 
cells, and structures with d=3.10 nm using 64X64 super- 
cells. In both cases, the filaments cover 10% of the cross- 
sectional area. In general, the larger diameter filaments result 
in higher current densities at low bias. But the difference 
between the current densities in the larger and smaller diam- 
eter structures diminishes with increasing gate bias. This is 
best understood by considering the electron deBroglie wave- 
length in the filaments. As the gate bias (| VG|) increases, the 
energy of a typical injected electron increases relative to the 
band edge of the filament, and the deBroglie wavelength Xe 

of the electron decreases correspondingly. At lower biases, 
\e might be comparable to the filament diameters. The trans- 
mission properties of the filaments then depend on the num- 
ber of available modes in the cylindrical filaments, and this 

T= 300K hsSjilffl—sssw 

. 1.0 2.0 
-VG (volt) 

FIG. 5. Calculated current density-voltage curves at 300 K for two sets of 
MOS tunnel structures with oxide-embedded cylindrical conducting fila- 
ments. Oxide thickness is 4.5 nm, and cylinder heights are 0.8, 1.5, and 3.0 
nm. In all cases, the cylinders cover 10% of the cross-sectional area, but 
have different diameters: 1.55 nm for the first set, and 3.10 nm for the 
second set. 

generally favors the larger diameter filaments. But at higher 
biases, Xe is much shorter than the diameter sizes considered 
here, and the transmission properties then scale linearly with 
the cross-sectional area of the filaments. 

IV. SUMMARY 

We performed 3D quantum mechanical calculations to 
analyze the current-voltage characteristics of n+ poly- 
Si/Si02/p-Si tunnel structures containing nonuniform ultra- 
thin oxide layers. We find that, in general, roughness at the 
Si/Si02 interface renders the oxide layer more permeable. In 
the direct-tunneling regime interface roughness induces lat- 
eral localization of wave functions, which leads to preferen- 
tial current paths, and is characterized by current densities 
which increase with island size. In the Fowier-Nordheim 
tunneling regime, however, interface roughness affects trans- 
port primarily through scattering, which increases with is- 
land size, manifesting in current densities which decrease 
with island size. We have also examined oxide-embedded 
conducting filaments, and found that they act as localized 
conduction paths and lead to dramatic increases in current 
densities. Depending on the filament length, our model can 
produce current-voltage characteristics reminiscent of those 
observed experimentally for ultrathin oxides having under- 
gone either quasibreakdown or breakdown. We also found 
that the lower bias (| VGI<I

V
FBI) current densities in struc- 

tures with long filaments are greatly enhanced by resonant 
tunneling through states identified as quantum dots, and that 
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this current enhancement is highly temperature dependent. 
We also report on the dependence of current-voltage char- 
acteristics on filament diameter size and filament density. 
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CoSi2 clusters of constant height on a Si(100) surface grow in a square shape at first, but at a critical 
size a shape transition to clusters with large aspect ratios occurs. With each cluster connected to an 
implanted layer of cobalt by a thermally induced defect that serves as a diffusion channel, clusters 
can grow independently with a continuous supply of cobalt. When the cobalt supply is limited, 
clusters grow up to a specific volume and then have time to adjust their height, assuming their 
minimum-energy shape. Although calculations indicate that this should be a square pyramid, 
experiments indicate that a more elongated cluster corresponds to equilibrium. © 1998 American 
Vacuum Society. [S0734-211X(98) 10404-3] 

I. INTRODUCTION 

Mo etal.1 were the first to observe rectangular Ge hut 
clusters on Si during the initial stages of growth. Their re- 
sults could be explained in terms of a strained layer that 
releases tension by creating a sawtooth surface with very flat 
structures (aspect ratio 30 Ä height; 1500 A length). Similar 
elongated structures were observed with Ag on Si(100) by 
Hembree and Venables2 and with Au4Si on Si by Sekar 
etal? and three dimensional CoSi2 hut clusters were re- 
cently imaged by Scheuch et al.A The latter formed when 
codepositing thin layers of cobalt and silicon. Tersoff and 
Tromp5 argued that these elongated structures are the result 
of a strain induced shape transition, due to a trade-off be- 
tween surface and interfacial energies on the one hand, and 
stress relaxation in the three dimensional islands due to an 
elastic distortion of the substrate on the other. Clusters of 
constant height h are predicted to be square up to a certain 
critical size, but when the cluster volume V increases further, 
there is a shape transition from a square to a rectangular 
shape with width 5 and length t. Interestingly, the aspect ratio 
a = t/s increases not merely due to an increase in t, but also 
a decrease in s, indicating that the cluster is actively mini- 
mizing its energy. Recently, we were able to confirm this 
prediction quantitatively for CoSi2 clusters on Si(100).6 Us- 
ing a novel growth technique we obtained a large number of 
clusters of all ages, while at the same time maintaining a 
dilute morphology of noninteracting clusters. The data 
showed that all the clusters follow an identical growth path, 
well described by the theory of Tersoff and Tromp.5'6 How- 
ever, the calculations depend critically on the condition of 
constant h during elongation. Tersoff and LeGoues7 as well 
as Khor and Das Sarma8 have indicated that, when h be- 
comes a variable (and the cluster energy is minimized with 
respect to V instead of the substrate-cluster interfacial area 
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A), the theoretical optimum shape is always a square pyra- 
mid. Nevertheless, experiments show a slightly elongated 
cluster to be the minimum-energy configuration. " The 
present analysis of the clusters is meant to increase our un- 
derstanding of this persistent disagreement with the calcula- 
tions. 

II. EXPERIMENT 

A cobalt implant of 9 X 1015 atoms/cm2 at 450 keV into 
commercially available «-doped Si(100) wafers (rSi 

= 375 °C) was performed in the implant stage of a General 
Ionex 1.7 MV tandem accelerator. This resulted in a Gauss- 
ian implant profile centered around 330 nm. Subsequent an- 
nealing of the implanted Si wafers was done in the controlled 
environment of a molecular beam epitaxy chamber (base 
pressure 3X10"10 Torr). During an anneal of 150 min at 
950 °C the pressure did not exceed 10"9 Torr. 

As discussed previously,6 the anneal results in the form- 
ing of thermal etching pits (TEPs)9 that provide a highly 
efficient diffusion channel for the implanted Co back to the 
surface, resulting in the formation CoSi2 clusters. This new 
technique helps to overcome a problem that is encountered 
when using continuous deposition from a vapor phase or 
molecular beam when attempting to increase cluster volume. 
These latter techniques not only induce an increase of the 
size of the clusters in a very dilute initial cluster morphology, 
but also cause new clusters to be created. As a result inter- 
cluster distances become small and elongation is interfered 
with by cluster collisions and cluster interaction through ada- 
toms on the surface. In the present case clusters only form at 
TEP sites and obtain Co from the implanted subsurface res- 
ervoir independently. 

While previous experiments used high dose implants 
(6X1016 atoms/cm2) to ensure a continuous Co supply 
throughout the anneal, here the dose is reduced considerably. 
This causes the implanted layer to be depleted within the 
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FIG. 1. Two CoSi2 hut clusters on Si(100) as imaged using a FE-SEM. All 
clusters on the surface grow along the two distinct directions shown here. 

anneal time (increased by factor of 2.5), leaving ample room 
for the cluster to assume its equilibrium shape. 

A Hitachi S-4500 field emission-scanning electron micro- 
scope (FE-SEM) with a resolution of about 3 nm at 1 kV is 
used to obtain images of both the surface and the cluster's 
cross section. 

In Fig. 1 two CoSi2 hut clusters on Si(100) can be seen to 
be aligned along two different crystallographic orientations. 
In fact, all clusters on Si(100) grow along these two direc- 
tions. Contrary to theoretical calculations7'8 that predict a 
square pyramid when the cluster height is a variable, we 
observe a triangular cross section in one direction only. As 
consecutive annealing does not change the average cluster 
aspect ratio, we must accept the rectangular shape to be the 
equilibrium shape of the clusters. It corresponds to a width 
s=109±10 and length f = 285±62. Thus we obtain an as- 
pect ratio of a = 2.6 and the predicted square pyramid is ap- 

FIG. 2. Two cross sections of a CoSi2 cluster. The top image shows a V-like 
shape with interfaces along the (111), (100), and (311) planes. The bottom 
image shows (111) interfaces coming down to the horizontal lower end of 
the V shape. 

parently not the minimum-energy shape, as also observed for 
several other systems.1"4 The variance in s and t is most 
likely due to variations in cluster volume as the amount of 
extracted Co may not be identical for each cluster. 

Figure 2 shows the cross section of a similar cluster along 
both its width (top) and its length (bottom). Thus we note 
that the cluster not only increases its height to obtain the 
optimum triangular shape, but also grows into the substrate 
causing its cross-sectional area to increase even more. Both 
this, and the orientational preference, are related to the 
CoSi2-Si interfacial energy along various planes. Adams 
et al.10 who analyzed the equilibrium shapes of isolated sil- 
icide precipitates buried by a Si capping layer, found the 
(111) CoSi2-Si interface to have the lowest energy with 
y( 100)/y( 111) = 1.43 ±0.07. Other interfaces, such as the 
(211) and (311), were also found to be stable during high 
temperature anneals, but their occurrence was lower. Thus, 
instead of lying on top of the substrate [along a (100) plane], 
the cluster of volume V can lower its energy by reducing its 
length and increasing its cross section by forming (111) 
planes at 53° with the substrate surface. The cluster shape 
underneath the surface then becomes an upsidedown rooftop, 
while above the surface the previously observed6 normal 
rooftop is formed but with different limiting planes. 

Additionally we note that a V shape of (nil) planes 
(where n is an integer and preferably unity) can only be 
formed for growth along the (011) or (011) direction. This 
clarifies the preference for growth along these two crystallo- 
graphically equivalent directions. 

III. DISCUSSION 

We now revisit the model of Tersoff and Tromp5 for the 
energy of a strained epitaxial island, which so neatly de- 
scribed the observed cluster growth and shape transition in 
Ref. 6. It balances the surface/interfacial energies (Es) due to 
cluster formation with an energy change due to cluster relax- 
ation (Er) obtained by an elastic distortion of the substrate. 
Now that the equilibrium shape of the clusters is known we 
can recalculate the change in surface/interfacial energy Es. 
By setting h = (s/2) - tan 9 we find 

E=st 
Tint + Thut 

cos 4>    cos 6 ys (i) 

where yint, yhut, and ys are the energies per unit area of the 
CoSi2-Si, the cluster-vacuum, and the substrate-vacuum 
interfaces, respectively. We take the cluster's contact angle 6 
and CoSi2-Si interface angle cf> to be constants. The simplic- 
ity of this result is a direct consequence of the surprisingly 
simple expression for the surface area of the cluster top given 
by A = s — t/cos 6. The volume of the cluster is given by 

V=— I f--|(tan 0+tan <f>). (2) 

From simple geometric considerations the minimum Es 

per unit volume is obtained for an aspect ratio a=l, repre- 
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senting a square pyramid. In this part of the total energy 
equation there clearly is no incentive for a rectangular shape 
to be at equilibrium. 

The balancing energy gain term, which lowers the energy 
of the island at the cost of some strain in the substrate, was 
given as 

Et=-2ch: In 
te 3/2 

h cot 0 
+ t In 

se 3/2 

h cot d 
(3) 

The constant c depends on the cluster bulk stress, the Poisson 
ratio, and the shear modulus of the substrate. Tersoff and 
LeGoues7 then showed that a minimization of the total en- 
ergy leads to s = t = h cos 6, which is no surprise when con- 
sidering the symmetry of Eq. (3). This result does not change 
when using, in our case the more accurate, Eq. (2) for the 
cluster volume. However, in the derivation of this equation it 
was assumed that the strain e within the island does not vary 
along the z direction. This is an excellent approximation 
when both s>h and t>h, and can still be quite accurate for 
small angles of 6 and </). In a square pyramid extending into 
the substrate, however, the stress release will be much 
smaller close to the tip, as the elastic distortion of the sub- 
strate cannot be maintained. Therefore it becomes favorable 
to change the aspect ratio so that stress release can be main- 
tained in at least one direction. 

A more mathematical description of the stress in a sharp 
groove was given by Yang and Srolovitz11 who indicate that 
stress and strain fields indeed change dramatically near the 
groove tip. When approximating the groove as an ellipse 
with depth d and half-width b, they describe the stress field 
by (T°■ (1 + 2dlb) where o-00 is the applied tensile stress par- 
allel to the surface. 

IV. SUMMARY 

In conclusion, when given time after a constant cluster 
volume is reached, clusters assume their equilibrium rooftop 
shape. In addition, the CoSi2 hut clusters are not lying on the 
surface, but extend into the substrate as well. The energy 
minimum does not correspond to the previously predicted 
square pyramid, but rather to a slightly elongated shape. This 
results from a reduction of stress release near the sharp tip of 
a square pyramid extending into the substrate. 
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This article identifies procedures to calculate charge-transfer dipoles at semiconductor-dielectric 
interfaces, focusing primarily on the Si-Si02 system. Since Si02 is more polar than Si, there is a 
transfer of electrons from Si to Si02 to balance the difference in chemical potentials creating a 
dipole localized at the semiconductor-dielectric interface. This dipole increases the 
conduction-band offset energy difference between Si and Si02, and therefore, has important effects 
on interface electrical and optical properties. Empirical chemistry and ab initio methods have been 
applied to molecular clusters which emulate the interface bonding, and have been used to calculate 
interfacial charge transfer at (i) abrupt Si-Si02 interfaces and (ii) nitrided Si-N-Si02 interfaces. 
Additional calculations have applied to determine the average dipoles at Si-Si02 interfaces with 
suboxide bonding in excess of the monolayer level required to form an ideal interface. The 
calculations support experimental data that indicate that the effective conduction-band offset 
energies at nitrided Si-N-Si02 interfaces and at interfaces with minimized suboxide bonding are 
essentially the same. Finally, the calculations have been extended to SiC-Si02 interfaces to 
illustrate the effects of changing from a homopolar to a more ionic or heteropolar semiconductor. 
© 1998 American Vacuum Society. [S0734-211X(98)07604-5] 

I. INTRODUCTION 

The energy difference (or offset) between the conduction 
bands of crystalline Si and the Si02 gate dielectric in metal- 
oxide-semiconductor (MOS) field-effect transistors (FETs) 
plays a significant role in determining many optical and elec- 
trical properties including the barrier heights for internal 
photoemission and electrical tunneling, and the threshold 
voltages which define the onset of current flow in «-channel 
FETs. Similar considerations also apply for the valence-band 
offset energies. As FET device dimensions shrink in the deep 
submicron (e.g., channel lengths <0.15 /an), the oxide 
equivalent thickness of gate dielectrics must be reduced pro- 
portionally to less than 3 nm, a thickness regime in which 
direct tunneling can play a significant role in the off-state 
leakage current.1 Benefits of nitridation of ultrathin oxides 
have been identified, and include (i) decreased defect genera- 
tion under accelerated stress bias testing, (ii) decreased 
Fowler-Nordheim and direct tunneling currents, and (iii) 
containment of boron penetration out of heavily doped p+ 

polycrystalline gate electrodes.2"4 The first two improve- 
ments are associated with interface nitridation at the mono- 
layer level,2'3 whereas the third is optimized by plasma- 
assisted top surface nitridation,3 or the use of stacked oxide- 
nitride (ON) dual-layer dielectrics.4 This article addresses 
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one aspect of interface nitridation by comparing charge- 
transfer dipoles at nitrided and non-nitrided Si-Si02 inter- 
faces. 

The driving force for the charge-transfer process underly- 
ing the results of this article was identified more than ten 
years ago.5"7 At that time, it was shown that equalization of 
the chemical potential across the interface layer was respon- 
sible for interfacial charge transfer. The chemical-potential 
equalization process was quantified using an empirical ap- 
proach by applying the principal of electronegativity equal- 
ization as formulated by Sanderson.8"10 The motivation for 
the analysis in Ref. 7 was to explain differences in the sign 
of the valence-band offset energies for Si-Si02 interfaces 
that had been hydrogenated or cesiated. The motivation in 
Refs. 8 and 9 was to explain differences between flatband 
voltages at Si(lll)-Si02 and Si(100)-SiO2 interfaces. The 
major contribution of this article is to go significantly beyond 
the zeroth-order model calculations of Refs. 7-9, and de- 
velop a more quantitative approach that could be applied to 
(i) nitrided Si-N-Si02 interfaces, (ii) Si-Si02 interfaces 
with suboxide transition regions, as well as (iii) other semi- 
conductor dielectric interfaces such as SiC-Si02. In addi- 
tion, the success of this model in addressing nitrided 
Si-N-Si02 and Si-Si02 interfaces with suboxide transition 
regions has provided an important perspective with respect 
to the different roles that interface nitridation and suboxide 
transitions regions play in strain relief at Si-Si02 interfaces. 
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FIG. 1. Molecular model for abrupt interfaces between Si(lll) and Si02 

"atoms." 

The approach of Refs. 8-10 is reviewed to provide a 
background for development of the calculations of this ar- 
ticle. The Sanderson electronegativity approach uses an em- 
pirically based method for determining charge transfer be- 
tween near-neighbor atoms with different electro- 
negativities.8"10 Figure 1 indicates the simplified structural 
model of Refs. 6 and 7 as it was first applied to abrupt 
Si(lll)-Si02 interfaces. The calculation of the charge- 
transfer dipole was performed at a molecular level where the 
two molecular constituents were the Si atoms of the crystal- 
line substrate and Si02 pseudoatoms of the oxide layer. The 
driving force for interfacial charge transfer is the electrone- 
gativity equalization principle of Refs. 8-10. If SA is the 
electronegativity of one atom of a diatomic molecule AB, 
and SB the electronegativity of the other atom, then charge is 
transferred between A and B until they reach the same elec- 
tronegativity or chemical potential. A geometric mean is 
used to define electronegativity equalization, so that if S% 
and 5| are the equalized atomic electronegativities after 
charge transfer has occurred, then S* = SB = (SAXSB) ■ . 
This approach has been extended to larger molecules in 
which the atoms have additional nearest, and/or more distant 
neighbors.11 Once the values of S* and Sf have been deter- 
mined, partial charges on A and B, epA, and epB, respec- 
tively, can be calculated using an empirical relationship de- 
veloped in Refs. 8-10, 

epA = (S*-SA)/0.8XS .0.5 

and 

epB=(S*-SB)/20.8XSB- ,0.5 (1) 

where the normalization constant in the denominator is based 
on an assumed ionicity of 75% for the NaF molecule. If A 
has lower electronegativity, the partial charge of A is positive 
and the partial charge of B is negative, indicating a direction 
of charge transfer consistent with the definition of electrone- 

1 7 
gativity as first proposed by Pauling. 

Applying the diatomic molecule model to the Si-SiOz 

interface in Fig. 1, the renormalized electronegativities after 
chemical-potential equalization are 3.85 for both Si and 

TABLE I. Calculated charges, dipole moments, and dipole potential steps for 

Si(lll) interfaces. 

Interface 
bonding 

Partial charge on 
Si ±0.01 (e) 

Dipole moment 
±0.01 (eXÄ) 

Potential step 
±0.01 (eV) 

(a) Abrupt Si-Si02 

Two-layer 
Empirical cluster 
Ab initio cluster 

0.18 
0.23 
0.22 

0.29 
0.37 
0.36 

0.54 
0.67 
0.68 

(b) Nitrided Si-N-Si02 

Two-layer                         0.15 
Empirical cluster              0.18 
Ab initio cluster                0.18 

0.26 
0.31 
0.36 

0.48 
0.57 
0.65 

(c) Si-SiO,-Si02 

Two-layer 
Empirical cluster 
Ab initio cluster 

0.16 
0.17 
0.18 

0.25 
0.28 
0.29 

0.47 
0.52 
0.54 

(d) Abrupt Si-Si304 

Two-layer 
Empirical cluster 

0.11 
0.14 

0.20 
0.24 

0.30 
0.36 

Si02, yielding partial charges of +0.18 e for Si and -0.18 e 
for Si02. If a less "electronegative" dielectric such as Si3N4 

is substituted for Si02, then the renormalized electronega- 
tivities are smaller, leading to reduced partial charges of 
+0.11 for Si and -0.11 for Si3N4. Applied to Si-Si02 in- 
terfaces in MOS structures, the molecular model of Refs. 6 
and 7 has yielded charge-transfer dipoles that account for 
differences in flatband voltages reported for MOS devices on 
Si(100) and Si(lll) substrates.6'7 In Refs. 6 and 7 a road 
map was presented for extending the electronegativity equal- 
ization approach to more complicated interfaces such as 
those that include interfacial nitridation, and/or interfacial 
suboxide bonding. This article follows that road map and 
focuses on interfacial bonding issues that have emerged as 
being important at Si-Si02 interfaces with ultrathin oxide 
dielectrics and nitrided interfaces. 

II. CALCULATIONS OF CHARGE-TRANSFER 
INTERFACE DIPOLES 

Charge-transfer dipoles are calculated in two different 
ways in this article: (i) by applying the empirical chemical 
method of Refs. 5-7 to larger clusters, which include the 

' effects of more distant neighbors in a manner consistent with 
the approaches previously developed for large molecules ' 
and disordered networks;14'15 and (ii) by using hydrogen- 
terminated molecular clusters as discussed in Ref. 16. These 
results are then compared in Table I with the results calcu- 
lated from the "pseudomolecule" approach of Refs. 6 and 7. 
In order to make these comparisons, it was necessary to ex- 
tend the approach of Refs. 6 and 7 to include monolayer 
interface nitridation and suboxide transition regions. For the 
nitrided interface, the "pseudomolecule" that was used to 
replace Si02 in Fig. 1 was characterized by the average elec- 
tronegativity of Si02 and Si3N4, 3.63. This gives a Si-atom 
partial charge of 0.15 e, as compared to 0.18 e for the 
Si-Si02 interface. Similarly, for the interface with a subox- 
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ide transition region, the ' 'pseudomolecule'' that was used to 
replace Si02 in Fig. 1 was characterized by the average elec- 
tronegativity of Si02 and SiO, 3.85, yielding a Si-atom par- 
tial charge of 0.16 e. Since the Si-N bond length is about 7% 
larger than the Si-O, this calculation gives essentially equal 
interfacial dipole moments of about 0.25 e Ä. 

Consider next the empirical chemical approach. As noted 
above, the computational basis for including near-nearest- 
and more-remote-neighbor chemical induction effects in 
molecules was first developed by Carver and Gray.11 This 
was subsequently extended by Lucovsky and co-workers to 
network amorphous solids.14'15 Using the method of Ref. 14, 
the interface between crystalline Si oriented in a (111) direc- 
tion, and noncrystalline Si02 is represented by the molecular 
cluster in Fig. 2(a). The Si side of the cluster consists of a 
three atomic shells (two are shown in the diagram): (i) the Si 
atom at the interface in shell (1), (ii) the three nearest- 
neighbor Si atoms in shell (2), and (iii) nine pseudoatoms in 
shell (3), which are characterized by the average electrone- 
gativity of the rest of the network. A similar construction is 
used for the Si02 network on the other side of the interface. 
In this case, the cluster contains atomic shells of alternating 
Si and O atoms, as well as a final shell that is comprised of 
pseudoatoms with the average electronegativity of the Si02 

network (Saverage=[(SSi)(Si0)2]1/3=4.26). A similar cluster 
has been used for the ab initio calculations, except that the 
terminating species are hydrogen atoms rather than pseudoa- 
toms with average properties. The cluster used for empirical 
calculations as applied to abrupt nitrided Si-N-Si02 inter- 
faces is shown in Fig. 2(b). It is not possible to characterize 
suboxide bonding by a single representative cluster. In order 
to illustrate the effects of suboxide bonding it is, therefore, 
reasonable to average over two clusters that emulate an av- 
erage SiO composition. This is done by combining the clus- 
ter in Fig. 2(a) for the idealized Si-Si02 interface with the 
cluster in Fig. 2(c), which effectively extends the Si substrate 
into oxide and increases the coordination of the interface Si 
atom of the substrate with oxygen atoms from one to three. 

Total energy ab initio calculations were performed using 
a many-electron embedding theory that permits accurate 
computation of molecule-solid-surface interactions. Calcula- 
tions were carried out at an ab initio configuration interaction 
(CI) level, in which all electron-electron interactions are ex- 
plicitly calculated and there are no exchange approximations 
or empirical parameters. The details of the method are exten- 
sively discussed in Refs. 17-19. The ab initio calculations 
are performed by first obtaining self-consistent-field (SCF) 
solutions for the H-atom-terminated dielectric and Si sub- 
strate clusters. The occupied and virtual orbitals of the SCF 
solution are then transformed separately to obtain orbitals 
spatially localized within the bonds of the dielectric cluster 
and the Si substrate. This unitary transformation of orbitals, 
which is based upon exchange maximization with atomic 
valence orbitals, enhances convergence of the configuration 

17—19 interaction expansion. 

(a) 
Si02 or H 

(b) 
Si >N Oo ^Si02 0rH 

(c) 
>si  Oo )Si02 or H 

FIG. 2. Cluster model for Si-dielectric interfaces: (a) abrupt Si(l 11)—Si02, 
(b) abrupt nitrided Si(lll)-N-Si02, and (c) Si(lll)-Si02 with interfacial 
transition region with suboxide transition region. The dipole charges in this 
figure are from the ab initio calculations. 

III. RESULTS 

Table I includes the results of the three calculations de- 
scribed above. Presented in Table I are: (i) the partial charge 
on the substrate Si atom, (ii) the charge-transfer dipole, and 
(iii) the calculated potential step at the interface. The poten- 
tial step A V was obtained using the approach of Refs. 6 and 
7, i.e., 
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AV=[> SiX/dXNSi(lll)Xsin */(eAv)]. (2) 

where ld is the atomic separation between the Si atom of the 
substrate and the first atomic shell of the dielectric, NSi(111) 
is the areal density of Si atoms on a Si(lll) surface, <E> the 
angle between the substrate Si-atom bond and the interface, 
and eAV is an average dielectric constant, e.g., eAv=(esi 
+ esi02)/2=7.75. 

Consider first the abrupt Si(lll)-Si02 interface. The em- 
pirical two-layer molecular model of Refs. 6 and 7 gives 
values of epSi and AV that are smaller, respectively, than 
those obtained by the cluster calculations approaches. In ad- 
dition, the value of A V is less than that given in Refs. 6 and 
7 due to the assumption of different charge separation dipole 
distances. In the calculations of this article, a nominal Si-O 
bond length of 0.162 nm (1.62 A) was used, whereas the 
calculations of Refs. 6 and 7 employed a larger value that 
was estimated from the covalent bonding radius of Si and the 
"size" of a Si02 "molecule." More importantly, the empiri- 
cal calculations and the ab initio calculations based on the 
cluster structures of this article [see Fig. 2(a)] give essen- 
tially the same results for the partial charge and the interface 
potential step at abrupt Si-Si02 interfaces. For the empirical 
calculation, the nominal dipole length of 0.162 nm was used 
in calculating AV, whereas for the ab initio approach, the 
~3% larger relaxed Si-0 bond length of the energy optimi- 
zation calculation was used. Based on an electron energy 
representation of the interface band structure, the direction of 
the dipole increases the potential step at the conduction-band 
discontinuity between the Si(lll) substrate and the Si02 

conduction band. This would lead to negative shifts of the 
flatband and threshold voltages in MOS devices.6'7 

Similar results were obtained using the cluster in Fig. 2(b) 
for an abrupt N-atom-terminated interface Si-N-Si02. As 
displayed in Table I, the diatomic molecular model of Refs. 
6 and 7 gives values of epSi and AV that are again smaller 
than those obtained by the cluster calculations of this article. 
However, as the case of the Si-Si02 calculations, the em- 
pirical and ab initio calculations based on the cluster model 
of this article give essentially the same results for the partial 
charge and the interface potential steps. The difference be- 
tween the nominal Si-N bond length of 0.174 nm, and the 
one obtained in the ab initio calculation accounts for the 
differences in A V between these calculations. The significant 
result of these calculations on nitrided Si-Si02 interfaces is 
that the partial charge on the Si atom of the substrate is 
reduced by the interposition of a N atoms at Si-Si02 inter- 
faces, and that this leads to a small reduction of the interface 
potential step of approximately 0.1 eV with respect to non- 
nitrided abrupt Si-Si02 interfaces. To confirm the trends in 
epSi and AV for interface nitridation, calculations based on 
the molecular model of Refs. 6 and 7, and the empirical 
cluster model of this article were performed for a 
Si(lll)—Si3N4 interface, and these have also been included 
in Table I. These calculations support the differences ob- 
tained for the abrupt Si(lll)—Si02 and nitrided 
Si(lll)-N-Si02 interfaces, since increased nitridation leads 

to smaller interfacial dipoles with correspondingly smaller 
contributions to the conduction-band offset energies. 

Finally, Table I includes the results of calculations for 
Si(lll)-SiOx-Si02 interfaces with suboxide transitions re- 
gions. Different degrees of suboxide bonding have been ap- 
proximated by placing a Si atom in the first shell of the 
dielectric and then increasing the number of Si atoms in the 
second shell bonded to that atom [see Fig. 2(c)]. As the num- 
ber of Si atoms in the second shell increases, the partial 
charge on the Si atom of the substrate decreases, and the 
potential step contribution AV also decreases proportionally. 
However, the ab initio calculation for this type of interface 
was performed for the cluster with only one layer of subox- 
ide bonding with no additional Si atoms attached to the Si 
atom of the first shell of the transition region. For purposes 
of comparison, the entries into Table I for the interface with 
suboxide bonding, Si(lll)-SiOx-Si02, are the average of 
the results obtained for the clusters in Figs. 2(a) and 2(c). 

The charge transfer interface dipole has been calculated as 
a function of the interatomic distance of the interface atoms, 
i.e., the Si-0 distance as in Fig. 2(a), Si-N distance as in 
Fig. 2(b), and Si-Si distance as in Fig. 2(c), and these results 
are presented in Figs. 3(a), 3(b), and 3(c). The results in Figs. 
3(a) and 3(b) for the clusters of Figs. 2(a) and 2(b), respec- 
tively, demonstrate that the charge-transfer dipole decreases 
approximately linearly with increasing interatomic distance 
for the abrupt Si-Si02 and nitrided Si-N-Si02 interfaces. 
This dependence of the charge-transfer dipoles requires that 
the partial charge on the Si atom decrease approximately 
quadradically with increasing interatomic spacing for the 
range of the interfacial bond lengths explored. In contrast 
and as shown in Fig. 3(c), the variation of the charge-transfer 
dipole with interface bond length is reversed for the cluster 
that is used to emulate suboxide bonding so that the dipole 
increases with increasing Si-Si separation. Analysis of this 
dependence shows that it is a direct consequence of compe- 
tition between two different contributions to the interface 
dipole. One contribution comes from a dipole between the Si 
substrate atom and the Si atom of the first shell of the dielec- 
tric that is directed toward the Si substrate, and the second 
contribution that is oppositely directed comes from the atoms 
of the second and third shells of the dielectric. The net effect 
of these two contributions is to give an effective interfacial 
dipole that is significantly smaller than that of an abrupt 
Si(lll)-Si02 interface. This explanation is supported in Fig. 
3(c) by an additional observation that shows that as the Si-Si 
distance is increased out of a linear regime the value of the 
interfacial charge-transfer dipole approaches the value of the 
dipole expected for a Si-Si02 bonding arrangement. 

The calculations of this article have been extended to 
Si(100)-SiO2 interfaces for the empirical cluster calculation 
method, and the results of the these calculations are pre- 
sented in Table II. In all instances the partial charge on the 
Si(100)-substrate atom is increased, but the dipole, and 
hence, the potential step are decreased. The increase in par- 
tial charge is due to the increase in the number of bonding 
connections per Si interface atom (from one to two) to the 
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FIG. 3. Interface dipole as a function of interface bonding distance from the 
abate calculations: (a) abrupt Si(lll)-Si02, (b) abrupt nitrided 
Si(lll)-N-Si02, and (c) Si(lll)-Si02, with interfacial transition region 
with suboxide transition. The solid lines in (a) and (b) are a linear fit to the 
calculated data points; the solid line in (c) is a smooth fit to the calculated 
data points. 

dielectric, and the decrease in the potential step is due to the 
bonding geometry. In particular, the sin <& factor is reduced 
from 1 to 0.577 as the projection angle of the dipole onto a 
normal to the plane of the interface decreases from 90° to 
35.25°. 

TABLE II. Calculated charges, dipole moments, and dipole potential steps for 
Si(100) interfaces. 

Interface Partial charge on    Dipole moment    Potential step 
bonding Si ±0.01 (e)        ±0.01 (eXÄ)       ±0.03 (eV) 

(a) Abrupt Si-Si02 

Empirical cluster 0.32 

(b) Nitrided Si-N-Si02 

Empirical cluster 0.26 

(c) Si-Si(\-Si02 

Empirical cluster 0.21 

0.28 

0.26 

0.24 

0.46 

0.41 

0.38 

Table III presents the results of empirical cluster calcula- 
tions for SiC(0001)-SiO2 interfaces. The major difference 
between the calculated partial charges on the Si atom on the 
SiC(0001) substrate and on the Si(lll) substrate are driven 
by the heteropolar character of the SiC semiconductor. The 
increased polar character of the SiC substrate reduces the 
partial charge on the Si surface atom relative that of the 
Si(lll) substrate. 

IV. DISCUSSION 

This section addresses several different aspects of the cal- 
culations of Sec. Ill including (i) development of a band 
model for the Si-Si02 interface that takes into account dif- 
ferences due to interface nitridation, and interfacial suboxide 
regions; (ii) the comparison of these calculations with ex- 
perimental results for Si-Si02 interfaces; and (iii) a perspec- 
tive for semiconductor dielectric interfaces that parallels a 
framework        established for        lattice-mismatched 
semiconductor-semiconductor heterointerfaces. 

A. Band model for Si-Si02 interfaces 

Figure 4 presents a band model for the conduction- and 
valence-band offset energies between Si and Si02. As shown 
in the diagram, there are two contributions to the conduction- 
band (and therefore, also the valence-band) potential steps: 
(i) the first comes from differences between the potential 
steps of the respective interface components relative to 

TABLE III. Comparisons of partial charges on Si interface atoms between 
Si(lll) and Si-atom terminated SiC(0001) interfaces. 

Partial charge on Si 

Interface 
bonding 

Si(lll) 
±0.01 (e) 

SiC(0001) 
±0.01 (e) 

(a) Abrupt Si-Si02 

Two-layer 
Empirical cluster 

0.18 
0.23 

0.13 
0.17 

(b) Nitrided Si-N-Si02 

Two-layer 
Empirical cluster 

0.15 
0.18 

0.10 
0.12 

(c) Si-Si3N4 

Two-layer 
Empirical cluster 

0.11 
0.14 

0.06 
0.08 
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SVdipole 
Si(+) 

SVvacuum 

Silicon 

interfacial 
bond-length 

effective conduction 
band off set energy 

Si02 

FIG. 4. Band model for Si-Si02 interfaces show interface potential due to 
charge-transfer dipoles. 

vacuum, and (ii) the second comes from the interfacial di- 
poles of this article. DiMaria and co-workers performed in- 
ternal photoemission measurements to determine the 
conduction-band potential steps between Si and Si02 (Ref. 
20) and Si and Si3N4,21 and these values have been used 
extensively in characterizing interface properties, as for ex- 
ample, in calculations of direct tunneling currents.22 The re- 
sults of this article indicate that care must be taken in apply- 
ing these nominal conduction-band offset potential-energy 
steps. For example, the calculations of this article have dem- 
onstrated significant differences in effective conduction-band 
offset energies that depend on the local atomic bonding at 
the interface, including both interface nitridation, and transi- 
tion regions with suboxide bonding. 

B. Comparison with experiments 

The calculations of this article are now compared with 
results of several different experimental studies. First, a word 
of caution regarding such comparisons. There are two factors 
involved in interface formation that contribute to differences 
in interfacial bonding arrangements of the types discussed in 
this article: (i) the process, or process steps by which the 
interface is formed, as for example, thermal oxidation, 
plasma-assisted oxidation, plasma-assisted oxidation com- 
bined with post-oxidation nitridation, etc., and (ii) the chemi- 
cal and structural interfacial relaxations associated with post- 
formation rapid thermal annealing (RTA), or downstream 
thermal exposures. The combination of these two interface 
fabrication effects is illustrated by results obtained from op- 

2196 

TABLE IV.  Summary of results from studies of vicinal Si(lll) surfaces 
off-cut ~5° in the 112 bar direction. 

Phase: A<t>13 A,M3 

(a) Surface treatment—plasma processing1 ±2° ±0.03 

02, 15 s, 300 °C 68 0.20 

02> 15 s, 30 s 900 °C RTA (0.5%O2/Ar)b 23 0.35 

N20, 15 s, 300 °C 67 0.21 

N20, 15 s, 30 s 900 °C RTA (Ar) 11 0.37 

N20, 30 s, 300 °C 65 0.17 

N20, 30 s, 30 s 900 °C RTA (Ar)b 11 0.35 

(b) Surface treatment—thermally grown interfaces 
Furnace oxidation at 850 °C 72 0.19 

Postoxidation anneal 23 0.33 

(30sat950°C(0.5%O2/Ar) 

"Predeposition remote plasma-assisted oxidation step. 
'Processing conditions for optimum electrical properties. 

tical second-harmonic-generation (SHG) experiments on 
vicinal Si(lll)-Si02 interfaces,23"25 which are presented in 
Table IV. 

The experimental approach and the data reduction proce- 
dures for the optical SHG studies are described in detail in 
Refs. 23 and 24. The columns in Table IV labeled AXIA3 

and A<513, which are obtained from a harmonic analysis of 
angular anisotropy measurements in vicinal Si(lll) surfaces 
and reflect differences in interface bonding as a function of 
the two processing factors identified above. The SHG re- 
sponse is dominated by the Si-Si02 interface for the polar- 
izations of the incident and reflected optical waves at a> and 
2(0, respectively. Combined with the results presented in Ref. 
26, which demonstrate significant reductions in interfacial 
transition regions following a 30 s 900 °C RTA in a chemi- 
cally inert ambient such as Ar or He, the SHG results in 
Table IV demonstrate that interfaces formed by thermal oxi- 
dation at temperatures below 850 °C, and remote plasma- 
assisted oxidation/nitridation at 300 °C, display the same val- 
ues of A, IA 3 and A<3>13, and are essentially the same with 
suboxide transition regions being the determinant factor in 
determining interface properties. After the anneal, the non- 
nitrided interfaces formed by either thermal or remote 
plasma-assisted oxidation are essentially the same, but are 
different from the interfaces that contain approximately 1 
monolayer (ML) of interface nitridation. X-ray photoelectron 
spectroscopy (XPS) studies on non-nitrided interfaces have 
established that (i) there is a reduction of suboxide bonding 
following the 30 s 900 °C RTA for non-nitrided interfaces 
formed by both thermal and plasma-assisted oxidation, and 
(ii) following the RTA, there is still measurable suboxide 
bonding —1.5 excess monolayer equivalents of suboxide 
bonded Si atoms, as opposed to approximately 3 ML equiva- 
lents before RTA.27 

In the examples that are discussed below, the Si-Si02 

interfaces were subjected to a 30 s 900 °C RTA so that com- 
parisons between the calculations and experiment will utilize 
the results of the ab initio calculations for the abrupt nitrided 
Si-Si02, and the interface with the smallest amount of sub- 
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oxide bonding. The interfaces characterized by optical SHG 
have been prepared on Si(lll) surfaces, where as those dis- 
cussed below for MOS devices were formed on Si(100) sub- 
strates. It was established earlier in Tables I and II that quali- 
tative trends in interface potential steps as a function of 
interface bonding are the same for Si(lll) and Si(100) inter- 
faces. The differences are in the quantitative aspects of the 
calculations, namely, the magnitudes of the AVs, and differ- 
ences in these values for different interface bonding on 
Si(lll) and Si(100) substrates are small and within the ex- 
perimental uncertainties of the experimental data. 

It is tempting to compare the results of these calculations 
with barrier heights used to interpret tunneling studies on 
MOS devices with ultrathin gate dielectrics; however, the 
extraction of effective barrier heights from tunneling data is 
not unambiguous. For example, it depends on assumptions 
made about the magnitude of the effective mass of the tun- 
neling electrons, and approximations made taking into ac- 
count potential drops in the substrate and polycrystalline gate 
electrodes.22 The results presented in Ref. 28 demonstrate 
that tunneling current densities are markedly different for 
nitrided and non-nitrided interfaces with nitrided interfaces 
showing reductions in tunneling current that are independent 
of the direction of the injection, substrate, or gate, and that 
are also quantitatively the same for tunneling in the Fowler- 
Nordheim (5 nm) and direct tunneling (2 and 3 nm) regimes. 
However, since the flatband voltages vary by no more than 
0.05 eV, the reductions in tunneling current are not due to 
deferences in barrier heights at the substrate-Si/dielectric 
layer interface. Since the samples in Ref. 28 were subjected 
to postdeposition annealing in inert ambients at 900 °C, this 
leads us to conclude that the effective barrier heights at struc- 
turally and chemical relaxed, nitrided, and non-nitrided inter- 
faces are essentially the same. This suggests that the effec- 
tive barrier height at Si-Si02 interfaces with minimal 
suboxide bonding is essentially the same are for a fully ni- 
trided interface. This result is consistent with the calculations 
presented in Tables I and II. The agreement between the 
predictions of the calculation and the tunneling experiments 
validates the average bonding model used for the interfaces 
with minimal suboxide bonding. 

C. Stress relief at Si-Si02 interfaces 

The results presented in this article, and in particular, the 
good agreement between the calculations and the tunneling 
experiments provide an important insight into the issue of the 
different roles of suboxide bonding and interface nitridation 
in stress relief at Si-Si02 interfaces. There is a large molar 
volume mismatch between Si and Si02 that means that the 
effective spacing of Si atoms in these two materials is mark- 
edly different. The Si-Si bond length in crystalline Si is 
0.235 nm (2.35 A), whereas the second-nearest-neighbor 
Si-Si distance in Si02 is 0.305 + 0.005 nm (3.05 ±0.05 Ä). 
The large mismatch in interatomic distances means that the 
Si-Si02 interface is in many respects an analog of lattice- 
mismatched semiconductor heterointerfaces. The formation 
of non-lattice-matched semiconductor heterointerfaces is ac- 

complished in several different ways: (i) by pseudomorphic 
growth habits, where there are large strains in the epitaxial 
overgrowth layer and wherein the maximum thickness of the 
pseudomorphic overgrowth is inversely proportional to the 
strain; (ii) by the formation of interface defects in the form of 
dislocations; and (iii) by reduction of interface strain through 
the use of buffer layers with intermediate values of lattice 
constants. 

The formation of non-nitrided Si-Si02 interfaces requires 
a transition region with suboxide bonding to reduce the very 
large strain mismatch between the Si and the Si02. From the 
XPS studies, it can be concluded that the minimum suboxide 
bonding region after postoxidation annealing at 900 °C con- 
tains about 1.5 ML of Si.27 The incorporation of interfacial 
nitrogen at the monolayer level is an analog of the buffer 
layer approach, where a material with a different composi- 
tion can accommodate a significant fraction of the strain mis- 
match and thereby reduce the strain and require reduced sub- 
oxide bonding. 

Strain is developed differently at interfaces formed in dif- 
ferent ways. For example, it has been shown that Si-Si02 

interfaces with relatively thick oxide layers (>50 nm) 
formed by conventional thermal oxidation in dry 02, display 
very nearly uniform levels of compressive stress in the oxide 
regions, thereby being analogous to pseudomorphic 
semiconductor-semiconductor heterostructures. Additional 
experiments have demonstrated strain relief in these oxides 
at annealing temperatures greater than or equal to about 
1000 °C. After such anneals, there is a considerable strain 
gradient in the oxide layers extending to distances of ap- 
proximately 20 nm. Finally, strain is pinned at the Si-Si02 

interface at a level that corresponds to ~0.002-0.003.29 Re- 
cent experiments on significantly thinner oxides, <50 nm, 
have identified transition regions and interfaces formed in 
this way, and additionally at interfaces formed by remote 
plasma-assisted oxidation.26 This leads us to conclude that 
one class of optimally relaxed interfaces contain a relatively 
thin transition region between the Si substrate and Si02 layer 
in which the excess concentration of Si atoms with suboxide 
bonding is of the order of 1.5 ML. Oxides under about 100 
nm do not appear to support significantly strain, and inter- 
face chemical and mechanical strain appear to be completely 
relaxed by the 900 °C RTAs discussed above. Finally, a 
monolayer of interfacial N atoms at Si-Si02 interfaces pro- 
vides an alternative pathway for interface relaxation parallel- 
ing the introduction of graded strain relief layers in 
semiconductor-semiconductor heterostructures. As dis- 
cussed in other publications, the preferential bonding of ni- 
trogen atoms at Si-Si02 interfaces is determined by three 
factors.30 The Si-N bond energy is estimated to be about 0.3 
eV smaller than the Si-0 bond energy. However, the me- 
chanical and chemical strain produced by nitrogen atom 
bonding to Si atoms are both less than the corresponding 
Si-0 strain energies. The preferential bonding of nitrogen 
means that the decrease in these strain energies more than 
compensates for the difference in bond energies. 
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V. SUMMARY 
In summary, this article has demonstrated that interfacial 

transition regions at non-nitrided Si-Si02 interfaces reduce 
the partial charge of Si atoms on the Si side of that interface, 
thereby reducing the interfacial charge-transfer dipole below 
the value it would have for an abrupt Si-Si02 interface with 
no suboxide bonding beyond what is required to define the 
interface. Monolayer concentrations of nitrogen atoms incor- 
porated at Si-Si02 interfaces have a similar effect in the 
context that they also reduce the partial charge on the Si 
atoms on the Si side of the interface below the value it would 
have had at an abrupt Si-Si02 interface. The model calcula- 
tions based on empirical chemistry and ab initio approaches 
applied to the same interface cluster models, combined with 
the two-layer molecular approach indicate the conduction- 
band offset between Si and Si02 is only slightly increased by 
monolayer nitrogen-atom incorporation as compared to mini- 
mal suboxide bonding. For Si(lll) interfaces, the calculated 
average difference in interfacial conduction-band offsets, 
SAV, is estimated to be 0.05±0.03 eV. Similar differences 
are obtained for Si(100) interfaces using the empirical cluster 
model. The results of recent experiments on tunneling cur- 
rents in fully nitrided Si(100)-SiO2 interfaces are in accord 
with the predictions of these calculations. The reduction in 
tunneling currents for nitrided interfaces reported in Ref. 29 
must then be attributed to other factors including, for ex- 
ample, reductions in interface roughness that accompany in- 
terfacial nitridation. 
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Multilayer oxidation of AlAs by thermal and electron beam induced 
decomposition of H20 in ultrahigh vacuum 
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The oxidation of AlAs by the decomposition of water has been investigated in ultrahigh vacuum 
using high-resolution electron energy loss spectroscopy, Auger electron spectroscopy, and 
temperature-programmed desorption. Significant oxidation of the AlAs near-surface region was 
observed after a single adsorption/anneal cycle in which multilayers (>10 monolayers) of water, 
adsorbed at 100 K, were annealed to above room temperature. Sputter profiling shows that repeated 
cycles of multilayer water exposure at 100 K followed by annealing results in a surface oxide that 
is at least 20-30 A thick. The extent of surface oxidation, as measured by Auger electron 
spectroscopy, is not affected by annealing to 700 K. However, at temperatures in excess of 800 K, 
diffusion of subsurface AlAs to the oxide surface was observed. Moreover, it was found that 
irradiating a partially oxidized AlAs surface with a 3 keV electron beam for sufficiently long times 
would significantly increase the extent of surface oxidation. © 1998 American Vacuum Society. 
[S0734-211X(98)07904-9] 

I. INTRODUCTION 

The excellent properties of AlAs oxide films formed by 
wet oxidation have recently attracted much attention.*~4 At 
700-800 K, exposure of gas-phase H20 to AlAs films gives 
rise to robust, high quality oxide layers that have been incor- 
porated into III-V metal-oxide-semiconductor (MOS) 
devices5"7 and used as apertures in vertical cavity lasers, 
confining both optical mode and drive current.8-11 

The majority of current research is directed at understand- 
ing the structural, compositional, and electrical properties of 
the fully oxidized films that result after atmospheric pressure 
oxidation in tube furnaces.1-11 The evolution of the oxide at 
a fundamental level has been addressed only recently.12 It 
was found that molecularly adsorbed H20 on AlAs(100) at a 
surface temperature of 100 K both dissociates and desorbs 
upon annealing to 150-200 K, by virtue of overlapping ki- 
netics. The formation of aluminum hydroxide, aluminum ox- 
ide, and arsenic hydride results from the dissociation of H20. 
The arsenic hydride ultimately desorbs over a wide tempera- 
ture range as arsine, disrupting the near-surface AlAs matrix 
and exposing subsurface Al to further oxidation. The alumi- 
num hydroxide either rehydrogenates and/or disproportion- 
ates between 400 and 650 K to produce desorbing water, or 
it dissociates between 500 and 750 K to produce hydrogen 
which desorbs. The latter two processes also result in alumi- 
num oxide. 

In this work, the interaction of large multilayers [>10 
monolayers (ML)] of water with the AlAs(100) surface is 
investigated using Auger electron spectroscopy (AES) and 
high-resolution electron energy loss spectroscopy 
(HREELS). 

a)Author to whom correspondence should be addressed; electronic mail: 
sanginyi@engineering.ucsb.edu 

b)Center for Quantized Electronic Structures (QUEST). 
^Department of Chemical Engineering. 

II. EXPERIMENTAL METHODS 

The samples used in this study were 50 Ä thick AlAs 
(undoped) films, grown on GaAs(OOl) substrates by molecu- 
lar beam epitaxy, and which were As capped to prevent oxi- 
dation by air upon exposure to the atmosphere. The complete 
AlAs(100) surface preparation procedure has been outlined 
in detail elsewhere.12 The sample temperature was monitored 
indirectly by a type-^T thermocouple attached to the heater 
housing upon which the sample is mounted. An estimate 
within ±50 K of the true sample temperature from this ther- 
mocouple reading has been made [using the known 
GaAs(OOl) phase transition temperatures and low-energy 
electron diffraction (LEED)] and is used in all the spectra 
presented here. Sample heating to 1000 K is achieved by 
radiative heating from small W filaments located within a 
heater housing behind the sample. When using liquid nitro- 
gen as the coolant in the cryostat reservoir, it is possible to 
cool the sample'to 100 K. 

AES was used primarily to monitor the extent of AlAs 
oxidation. Low-energy (10-100 eV), mid-energy (450-550 
eV) and high-energy (1150-1500 eV) spectra were recorded 
in the differential mode [dN(E)/dE vs E] using an electron 
beam energy of 3 keV. The energy of a given Auger transi- 
tion was taken to be the minimum of the differential peak. 
The low-energy data include the reduced As(M4VV) transi- 
tions at 31 and 38 eV, the reduced A1(L1L23^/) and 
A1(L23W) transitions at 42 and 64 eV, and the oxidized 
A1(L23)0(L23)0(L,) and A1(L23)0(Z,23)0(L23) interatomic 
transitions at 39 and 54 eV. All of these transitions are sur- 
face specific since they exhibit electron escape depths of less 
than 8 Ä.13 To enhance signal resolution in the low-energy 
spectra, a 1 V peak-to-peak modulation voltage was used. 
The mid-energy spectrum monitors the oxygen coverage di- 
rectly via the 0(AX[L23) transition at 510 eV. 

The HREEL spectra were all recorded in the specular di- 
rection. The resolution of the spectrometer was approxi- 
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FIG. 1. HREEL spectra recorded after the indicated exposure of H20 to 
AlAs(100) at 100 K followed by annealing to the indicated temperature, (a) 
3 L exposure, 300 K anneal, (b) 37 L exposure, 300 K anneal, (c) 3 L 
exposure, 600 K anneal. 

mately 70 cm-1 (elastically scattered peak full width at half 
maximum) while maintaining a count rate of at least 10 Hz 
in the specular, elastically scattered beam from the clean 
AlAs(OOl) surface. Incident beam energies of 7.5 eV were 
used. 

The H20 was dosed through a directional 5 /an pin hole 
gas doser backed by a pressure of 3-10 Torr in the gas 
reservoir. To purify the H20, the reservoir which contains 
de-ionized H20 was frozen, pumped, and thawed. The expo- 
sures were measured in Torrs, which is the product of the 
backing pressure in the reservoir and the exposure time. It 
was found in a previous calibration with acetylene that 80 
Torrs of acetylene with this doser is equivalent to 1 L of 
background pressure dosing. Using the relationship that the 
flux is proportional to (mass)"05, 96 Torrs of H20 is equal 
to 1 L. 

III. RESULTS 

A. Oxide overlayer formed from a multilayer of H20 
on AIAs(100) 

HREEL spectra recorded from overlayers formed by ad- 
sorption of H20 at 100 K followed by annealing to the indi- 
cated temperatures are shown in Fig. 1. At surface tempera- 
tures of 200 and 300 K, the O-H stretching vibrational mode 
at 3720 cm""1 is observed without the H20 scissoring mode 
at 1650 cm""1, indicating that the surface is populated by 
hydroxides from the dissociation of H20.12,14,15 The intensity 
of this O-H stretching vibrational mode is independent of 
H20 exposures above ~3 L at 100 K, indicating that the 
coverage of surface hydroxide has saturated.12 In compari- 
son, the As hydrides are not well resolved; possible depletion 
of the As hydrides by desorption of AsH3 below room tem- 
perature may be responsible.12 Upon annealing to a tempera- 

i| ni|iiinuii|iniiiiii| HIIIIIIIII| ■■■[  
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 i"iiitiiif ■'" 
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FIG. 2. Auger spectra recorded after exposing 2 and 16 L of H20 to the 
AlAs(100) surface at 100 K followed by annealing to 300 K. Al(r) and 
Al(o) refers to the metallic Al and the oxidized Al3+ transitions, respec- 
tively. 

ture of 600 K, the O-H stretching vibrational mode intensity 
is nearly eliminated, as desorption of H20 and H2 occurs. 

The extent of oxidation, observed from Auger spectra, for 
AlAs(100) with 16 and with 2 L of adsorbed H20 at 100 K 
followed by annealing to 300 K is shown in Fig. 2. With 16 
L of adsorbed H20 at 100 K, considerable oxidation of 
AlAs(100) occurs upon annealing, as judged from the emer- 
gence of the Al3+ Auger transitions (39 and 54 eV) and 
oxygen Auger transition (510 eV). The reduced Al state (64 
eV), indicative of AlAs(100), is substantially decreased in 
intensity. Furthermore, nearly complete depletion of the As 
(32 and 38 eV) Auger transitions is observed, which suggests 
that several layers of AlAs, beyond the escape depth of the 
As Auger electron (~8 Ä), is disrupted, i.e., the Al-As 
bonds are broken and an Al hydroxide/oxide has formed. In 
contrast, after a much smaller 2 L exposure of H20 at a 
surface temperature of 100 K followed by annealing, the 
extent of oxidation is minimal. The growth of Al3+ (39 and 
54 eV), oxygen (510 eV), and the reduction in As (38 and 32 
eV) are much less, despite a near saturation of the surface 
hydroxide as deduced by HREELS (vide supra). The 
temperature-programmed desorption (TPD) intensities of H2 

and H20, produced by the rehydrogenation, disproportion- 
ation, and dissociation of surface hydroxide at 400-700 K, 
also saturate.12 This shows that the growth of the Al3+ Auger 
transition (39 and 54 eV) does not necessarily suggest 
greater coverage of the Al hydroxide but rather the formation 
of Al oxides. 

The oxide structures resulting from adsorption of H20 at a 
surface temperature of 100 K, followed by annealing were 
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FIG. 3. HREEL spectra recorded after the indicated exposure at 100 K/ 
anneal cycle, (a) 3 L exposure, 200 K anneal, (b) 3 L exposure, 600 K 
anneal, (c) 3 L exposure, 800 K anneal, (d) five cycles of H20 exposure (3.5, 
7, 14, 23, and 46 L), and 800 K anneal, (e) surface in (d) exposed to 46 L, 
240 K anneal. 
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FIG. 4. Auger spectra recorded after sputtering (for the indicated depths) the 
oxidized AlAs film that results from eight cycles of 20 L of H20 exposure at 
100 K followed by annealing to 800 K. Al(r), Al(o), and Al(i') refers to the 
metallic Al, the oxidized Al3+, and the intermediate oxide Al transitions, 
respectively. 

also monitored with HREELS in order to compare the AlAs 
and GaAs phonon modes, and the Al oxide modes. Because 
of the strong dipolar characteristics of the phonon modes, the 
GaAs phonon mode at 290 cm"1 (from the buried GaAs 
layer) is observed adjacent to the AlAs phonon mode at 
400 cm"1.16 In Fig. 3, the HREEL spectra recorded after 
various H20 treatments are shown. The spectra recorded af- 
ter exposing 3 L of H20 at a surface temperature of 100 K 
followed by annealing to 200, 600, and 800 K are presented 
in Figs. 3(a), 3(b), and 3(c), respectively. The attenuation in 
the AlAs phonon mode is minimal, indicating that much of 
the AlAs lattice remains intact. In fact, upon annealing to a 
temperature of 800 K, the AlAs phonon mode has regained 
some of its lost intensity, presumably due to restructuring 
following desorption of the surface hydrides and the 
hydroxides.12 Irreversible attenuation of the AlAs phonon 
mode is observed after many (>5) adsorption/anneal cycles 
in which the AlAs is exposed to a multilayer of water at 100 
K and then annealed to 800 K, cf., Figs. 3(d) and 3(e). It is 
also clear after such a treatment that the Al oxide mode at 
850-900 cm"1 has grown substantially.17 The broad nature 
of the Al oxide mode suggests that suboxides may co-exist. 

The extent of oxidation possible on this 50 Ä thick AlAs 
overlayer on GaAs(100) was examined with an Auger sput- 
tering profile, as shown in Fig. 4. The AlAs surface was 
oxidized by eight adsorption/anneal cycles in which the sur- 
face was exposed to 20 L of H20 at 100 K followed by 
annealing to 800 K. It is clear that the oxygen (510 eV) 
signal does not significantly diminish in the near-surface re- 
gion with sputtering, despite the emergence of an intermedi- 
ate Al oxidic state at 58 eV (perhaps indicative of the range 
of oxidation states that could result from H20 decomposition 
on AlAs) as well as the As signal at 31 eV. With further 
sputtering into the bulk, the Al3+ (39 and 54 eV) and oxygen 
(510 eV) peaks decrease substantially as the reduced Al(64 
eV) peak emerges. However, some residual oxygen content 

within the sputtered matrix is maintained even as the subsur- 
face GaAs layer is exposed. This shows that the AlAs lattice 
has been severely disrupted by oxidation and that an Al ox- 
ide has formed on the top 20-30 Ä of the lattice. 

B. Diffusion of the subsurface AlAs through the oxide 
overlayer 

Shown in Fig. 5 are Auger spectra recorded after an AlAs 
surface that has been exposed to 15 L of H20 at 100 K is 
annealed to 850 K and held at that temperature for the indi- 
cated times. The initial oxidation state of the surface is as 
expected from the analysis presented above. However, with 
increasing time at 850 K, we can see a clear increase in the 
metallic Al (64 eV) state with the annealing time. There is no 

Al(r) 

Oxygen 

146 min 

Electron Energy, eV 

FIG. 5. Auger spectra recorded from the oxidized AlAs(100) surface that 
results from an exposure of 15 L of H20 at a surface temperature of 100 K 
followed by annealing to 850 K for the indicated annealing times. Al(r) and 
Al(o) refers to the metallic Al and the oxidized Al3+ transitions, respec- 
tively. 
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FIG. 6. Peak-to-peak Al(64 eV)/Al3+(54 eV) Auger intensity ratio as a func- 
tion of exposure time to a 3 keV electron beam at a surface temperature of 
300 K. The AlAs(lOO) surface had been exposed to 16 L of H20 at 100 K 
and annealed to 300 K. 

desorption of Al oxides, such as A120 or A1203, detectable 
by mass spectrometry. Moreover, there is no decrease in the 
near-surface oxygen concentration (peak at 510 eV), as 
shown in Fig. 5 An As (31 eV) peak is also observed to 
emerge. Taken together, these results indicate that metallic 
Al and As can diffuse through the oxide layer to the surface 
(where they can react directly with H20) which explicitly 
reminds us that cationic diffusion also plays a part in the 
overall oxide growth mechanism. 

C. Electron beam enhanced oxidation 

We also considered the effects of electron beam exposure 
on the AlAs wet oxidation reaction. The AlAs surface was 
first exposed to 16 L of H20 at 100 K and annealed to 300 K 
to produce a surface that is rich in surface hydroxides (vide 
supra). This partially oxidized surface was then exposed to a 
3 keV electron beam (~3 /JA current with a beam diameter 
on the order of 100 /jm) for different times, whereupon the 
peak-to-peak intensity ratios of the reduced Al (64 eV) to the 
oxidized Al (54 eV) Auger transitions were recorded (see 
Fig. 6). The Auger spectra required —70 s of electron beam 
exposure. It is clear from Fig. 6 that the surface Al undergoes 
further oxidation after a beam exposure time of ~2 h, as 
measured by the dramatically decreased peak-to-peak inten- 
sity ratio. The oxygen (510 eV) Auger transition intensity 
was found not to change with the electron beam exposure. 
Note that the surface regions which were not exposed to the 
electron beam maintained the initial oxidation state shown in 
Fig. 6. However, if the surface was annealed to temperatures 
at which the hydroxide phase is depleted (forming H2 and 
H20 which desorbs and Al oxide12), electron beam enhanced 
oxidation was not observed, indicating that the presence of 
surface hydroxides is critical to the effect. 

IV. DISCUSSION 

It has been observed that the near-surface region of AlAs 
is disrupted and an oxidic overlayer can form after a single 
multilayer water adsorption at 100 K/anneal to 300 K cycle. 
This is indicated by the substantial growth of the Al3+ state 
and depletion of the reduced Al and As transitions in Auger 
electron spectroscopy as well as the decrease in intensity of 
the AlAs phonon modes using HREELS. 

These observations are the direct corollary of our earlier 
findings in which we observed overlapping dissociation and 
desorption kinetics of H20 at a surface temperature of 150- 
250 K on AlAs(lOO).12 Thus, from a multilayer of adsorbed 
H20, a greater coverage of H20 is able to undergo the dis- 
sociation pathway even as the surface temperature is raised 
to 200 K. Furthermore, it is observed that oxidation of the 
subsurface region is possible, confirming the mechanism 
which disrupts the near-surface AlAs lattice. This is consis- 
tent with the observed desorption of AsH3 at 150-250 K; 
AsH3 is formed from the dissociation of H20, depleting As 
from the forming oxide matrix and exposing the subsurface 
to further oxidation.12 

It was also found that subsurface Al and As can diffuse 
through the oxide overlayer at temperatures above 800 K. 
The high temperature required to observe this effect may be 
a result of a high activation barrier reaction that produces 
metallic Al and As at the bottom interface and/or diffusion of 
the metallic species through the oxide to the surface.18 How- 
ever, in an atmospheric steam furnace, propagation of the 
oxidation front occurs at temperatures as low as 700 K. 
Thus, the present article cannot confirm cationic diffusion 
through the oxide as an integral part of the overall oxidation 
mechanism. Note, however, that more porous oxides are ex- 
pected under atmospheric conditions due to the much higher 
flux of H20. 

It has been observed that a partially oxidized AlAs sur- 
face populated with Al hydroxides can be further oxidized by 
prolonged exposure to a 3 keV electron beam. This suggests 
that the electron beam is able to induce dissociation of hy- 
droxides and form Al oxides. This observation is analogous 
to that obtained from the isoelectronic system: electron beam 
enhanced sulfidization of GaAs from adsorption of H2S.19 

V. CONCLUSIONS 

We have found that a large fraction of molecularly ad- 
sorbed H20 on cold (100 K) AlAs surfaces undergoes disso- 
ciation upon annealing to form Al oxides and hydroxides. 
Thus, the extent of oxidation after a single adsorption/anneal 
cycle can be increased significantly by using water exposures 
that greatly exceed monolayer coverage. A substantial reduc- 
tion in the AlAs phonon mode and growth of Al oxide modes 
at 850-900 cm"1 was observed (with HREELS) after re- 
peated adsorption/anneal cycles. Sputter profiling shows that 
the Al3+ and O transitions (in AES) are present 20-30 Ä 
below the surface. It was also found that electron beam irra- 
diation of a partially oxidized surface could increase the sur- 
face oxidation, a result which may have implications for an 
in situ electron beam lithography application. Finally, after 
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annealing to temperatures in excess of 800 K, diffusion of 
the subsurface AlAs through the oxide overlayer was ob- 
served. 
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Emission mechanisms of a device-quality quantum well (QW) structure and bulk three dimensional 
(3D) InGaN materials grown on sapphire substrates without any epitaxial lateral overgrown GaN 
base layers were investigated. The In/Ja^N layers showed various degrees of in-plane spatial 
potential (band gap) inhomogeneity, which is due to a compositional fluctuation or a few 
monolayers thickness fluctuation. The degree of fluctuation changed remarkably around a nominal 
InN molar fraction x = 0.2, which changes to nearly 0.08-0.1 for the strained In^Ga^N. This 
potential fluctuation induces localized energy states both in the QW and 3D InGaN, showing a large 
Stokes-like shift. The spontaneous emission from undoped InGaN single QW light-emitting diodes 
(LEDs), undoped 3D LEDs, and multiple QW (MQW) laser diode (LD) wafers was assigned as 
being due to the recombination of excitons localized at the potential minima, whose lateral size was 
determined by cathodoluminescence mapping to vary from less than 60 to 300 nm in QWs. Those 
structures are referred to as quantum disks (Q disks) or segmented QWs depending on the lateral 
size. Blueshift of the emission peak by an increase of the driving current was explained to be 
combined effects of band filling of the localized states by excitons and Coulomb screening of the 
quantum confined Stark effect induced by the piezoelectric field. The lasing mechanisms of the 
continuous wave In0i5Ga085N MQW LDs having small potential fluctuations can be described by 
the well-known electron-hole-plasma (EHP) picture. However, the inhomogeneous MQW LDs are 
considered to läse by EHP in segmented QWs or Q disks. It is desirable to use entire QW planes 
with small potential inhomogeneity as gain media for higher performance LD operation. © 1998 
American Vacuum Society. [S0734-211X(98)05704-7] 

I. INTRODUCTION 

The InGaN alloys are attracting special interest because of 
their potential for the fabrication of light emitting devices 
operating in the red to ultraviolet (UV) energy region. Bright 
blue, bluish-green, and pure green light-emitting diodes 
(LEDs) have been put into practical use,1 and the device 
lifetime of continuous wave (cw) operation of purplish-blue 
multiple quantum well (MQW) laser diodes (LDs) with 
modulation-doped strained-layer superlattice cladding layers 
grown on epitaxial lateral overgrown GaN (ELOG) sub- 
strates has been extended up to 10 000 h at room temperature 
(RT), as estimated from accelerated testing.2 

All the good performance blue/green LEDs1 and purplish- 
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chichibu@engineering.ucsb.edu 
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blue or UV LDs1"9 reported to date have InGaN active lay- 
ers. However, the material physics in InGaN is still unclear. 
One of the important issues in InGaN material is its phase- 
separating nature10'11 due to a mismatch of thermodynamical 
and chemical stabilities between GaN and InN, " strain in 
InGaN caused by lattice mismatch between the InGaN and 
the GaN base layer,15'16 or threading dislocation (TD) or 
defect-related driving forces.15'17'18 Remarkable composi- 
tional separation and inhomogeneities are reported both in 
bulk three dimensional (3D) epilayers10'11'14'16'17'19"22 and 
QWs.17'18'23-28 

The practical LEDs and LDs grown on sapphire substrates 
have large TD densities up to 109 cm"2.1'23 However, they 
exhibit intense electroluminescence (EL) peaks or lasing op- 
eration. Thus it is interesting to clarify the emission mecha- 
nisms of InGaN-based QW and double-hetero (DH) struc- 
tures for further improvement of device performance. A 
strong piezoelectric field in strained InGaN has been reported 
to significantly affect the optical properties of wurtzite ni- 
tride materials.23'29'30 Moreover, since 3D wurzite GaN ex- 

2204     J. Vac. Sei. Technol.B 16(4), Jul/Aug 1998      0734-211X/98/16(4)/2204/11/$15.00      ©1998 American Vacuum Society     2204 



2205        Chichibu ef a/.: Exciton localization in InGaN QWs 2205 

hibits an excitonic photoluminescence (PL) peak even at 
RT,31'32 it has been also important to investigate the contri- 
bution of excitons on the spontaneous emission mechanisms 
in InGaN QW structures and 3D epilayers. 

This article describes the current understanding of emis- 
sion mechanisms in InGaN materials and presents experi- 
mental results of optical and structural properties of device- 
quality InGaN single QW (SQW), MQW, and 3D layers 
grown on sapphire (0001) substrates with a low-temperature 
GaN buffer layer1 only. These devices grown on ELOG sub- 
strates were not examined in this study. The spontaneous 
emission from them is assigned as being due to the recom- 
bination of excitons spatially localized at potential 
minima23'25'28 whose lateral size varied from less than 60 to 
up to 300 nm (Ref. 27) due to the potential 
inhomogeneity.18'19'21-23'25-28'33'34 Their sizes correspond to 
structures that are referred to as quantum disks (Q disks)35 

and segmented QWs depending on the lateral size. The las- 
ing mechanisms of cw In015Gao85N MQW LDs with small 
potential inhomogeneity are explained well by the electron- 
hole-plasma (EHP) model with strong Coulomb 
enhancement.36 However, those LDs having inhomogeneous 
MQWs exhibited characteristic gain peaks within the Q disks 
or segmented QWs having lower resonance energies. 

II. EXPERIMENT 

The samples used in this study were grown on sapphire 
(0001) substrates by metalorganic vapor phase epitaxy 
(MOVPE) with low-temperature GaN buffer layers.1 The 
AlGaN/InGaN 3D DH LED structures1 were modified to 
have (i) a 50-nm-thick In006Ga094N active layer codoped 
with Si and Zn, (ii) the same structure as (i) except for an 
undoped In0 06Gao 94N active layer, and (iii) the same struc- 
ture as (i) except for a Si-doped (1019 cm-3) In006Gao94N 
active layer. For PL and PL excitation (PLE) measurements, 
a 50-nm-thick undoped 3D In0 09Gao.91N layer was grown on 
a 50-nm-thick In001Ga099N:Si/50-nm-fhick Alo.3Gao.7N:Si/ 
2-/um-thick GaN:Si epilayer base. 

The blue/green SQW LEDs have a 3-nm-thick undoped 
In^Ga^N QW (x = 0.3 and 0.45), respectively.1 For both 
spatially resolved and integrated cathbdoluminescence (CL) 
measurements, 3-nm-thick undoped In^Ga^^N (x = 0.05, 
0.2, and 0.5) SQWs were grown on a 3-^u.m-fhick Si-doped 
(5 X 1018 cm"3) GaN layer. The SQWs were subsequently 
capped by a 6-nm-thick undoped GaN layer, or left un- 
capped. 

Several MQW LD wafers1'2 were prepared. One of them 
has 10 periods of 2.5-nm-thick undoped In02Ga08N wells 
and 7.5-nm-thick In005Ga095N undoped barriers, whose 
pulsed lasing wavelength is 410 nm and whose spontaneous 
EL peak is 399 nm (3.11 eV) at RT.1,23 Its threshold current 
density (Jth) was 11.4kA/cm2. The other cw LD wafer 
group had three 3.5-nm-fhick Si-doped In015Ga085N wells 
and Si-doped In002Gao98N barriers. Two LD wafers, CW1 
and CW2, were examined. A remarkable difference between 
the two is that the potential fluctuations in the QW plane in 
CW1 are much weaker than those in CW2. The /th for RT 

cw operation was 7.4 and 9.4 kA/cm2, and the wavelength 
was 398 and 409 nm for CW1 and CW2, respectively. The 
device lifetime was less than 1 h for both LDs. As will be 
shown later, CW1 has a small potential fluctuation, and 
showed a gain spectrum that can be fully explained by the 
EHP picture. 

EL and photovoltaic (PV) spectra were measured using 
the   LED   or   LD   devices.   PL,   PLE,   and   modulated- 
electroabsorption (EA) spectra 19,23,27 were measured using 
the device wafers. For comparison, we also characterized 
single GaN epilayers by photoreflectance (PR) measure- 
ments.37 Both the PR and EA spectra were analyzed using 
the Lorentzian line shape functional form. Static PL was 
mainly excited by the 325 nm line of a cw He-Cd laser. 
Time-resolved PL (TR-PL) measurements were also carried 
out using a N2 pulsed laser or a frequency-doubled Ti: sap- 
phire laser as an exciter. These measurements were carried 
out between 10 K and RT. 

Spatially integrated or spatially resolved CL27 was excited 
by a cw electron beam (e-beam) with or without e-beam 
scanning, and dispersed by a 25 cm focal-length grating 
monochromator coupled to a scanning electron microscope. 
The energy resolution of the CL spectrum was about 15 meV 
at 410 nm. The acceleration energy and current of the e- 
beam were typically 3 kV and 20 pA, respectively. Mono- 
chromatic spatially resolved CL images were taken under a 
fixed wavelength by e-beam scanning. The spatial resolution 
of the CL mapping is essentially limited by the diffusion 
length in the matrix, which corresponds approximately to 
less than 60 nm in this experiment, judging from the mini- 
mum dark area width. All CL measurements were carried out 
at 10 K. 

To study gain spectra, spectrally resolved emission sig- 
nals were measured using the variable excitation-stripe 
length (VEL) optical pumping method.38 The excitation light 
was obtained from a frequency-tripled 10 Hz Q-switched 
Nd+:YAG laser with a pulse duration of 10 ns. The excita- 
tion wavelength 355 nm nearly matches the exciton reso- 
nance energy of GaN at RT.31'39 The net modal gain, g(E), 
is obtained by measuring the stimulated emission intensity as 
a function of stripe length and pumping power intensity.40 

III. RESULTS AND DISCUSSION 

A. Excitonic structures in GaN 

Excitonic features in optical spectra of GaN at RT are 
described as background to this work first. The optical ab- 
sorption (OA), PR, and PL spectra of a GaN epilayer31 mea- 
sured at RT are summarized in Fig. 1. A clear excitonic 
resonance is found in both OA and PR spectra. Indeed, the 
resonance structures consist of two free excitonic (FE) reso- 
nances related to A and B transitions [FE(A) and FE(ß), 
respectively]. The PL peak is a convolution of FE(A) and 
FE(ß) emissions.31 It is natural to observe FE emission from 
3D GaN at RT, since this material satisfies several restric- 
tions for excitons to survive at RT: (1) small numbers of 
active longitudinal optical (LO) phonons at RT, which is 
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FIG. 1. Room-temperature PL, PR, and OA spectra of GaN/sapphire. The PL 
and PR spectra were obtained from 4-/u,m-thick GaN. The OA spectrum was 
obtained from a 1-^m-thick h-GaN/sapphire because the transmitted light 
intensity from the 4-/mi-thick sample was so weak that we could not mea- 
sure the spectrum. Since the degree of biaxial compressive strain differs for 
each, the spectral position (horizontal axis) of the OA spectrum is appropri- 
ately adjusted by referring to the FE(A) energy values of both samples, 
according to Ref. 39. FE emission is clearly observed from 3D GaN. 
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FIG. 2. EL, PV, and EA spectra for InGaN green and blue SQW LED 
structures and the MQW LD structure. The EL spectrum of the MQW LED 
was measured below Jth. The values of x in the In^Ga, _^N QW for green, 
blue, and MQW LEDs is 0.45, 0.3, and 0.2, respectively, assuming free- 
standing layers. The shoulderlike noticeable fringes in the EL and PV spec- 
tra are due to interference from multiple reflections. The structures in the EA 
spectra correspond to FE resonances. 

satisfied if the LO phonon energy is far larger than the ther- 
mal energy kBT of RT (26 meV), and (2) large binding en- 
ergy of FEs (£ex) greater than kBT. Two other restrictions 
depend on the injected carrier density and the device struc- 
ture; (3) exciton Bohr radius aB smaller than the screening 
length, which is satisfied if the charge density is smaller than 
the critical charge density Nciit (Ref. 36) and (4) the electric 
field is weaker than the critical value (EeJaB). The two 
former are easily satisfied, because the LO phonon energies 
in GaN are very large [91 meV for A, (LO) mode and 93 
meV for Ex (LO) mode]41 and few LO phonons are ther- 
mally activated even at RT.42 Also, GaN has a large £ex of 
26 meV,31,32,39 which is comparable to kBT. The small di- 
electric constant (e=8.2) (Ref. 39) and aB (3.4 nm),39 and 
large effective masses43 lead to Ncrit as high as 1 
X 1018 cm"3 according to Debye-Hiickel screening.36 Fur- 
thermore, the critical electric field strength is calculated to be 
7.6X 104 V/cm, which means that excitons in GaN are field- 
resistant particles. These excitonic material properties, which 
come from the strong Coulomb interaction in GaN, make it 
possible to observe FE emissions at RT.31'32 

B. Optical properties of InGaN 

Figure 2 summarizes the spontaneous EL, PV, and EA 
spectra of SQW (x = 0.3, 0.45) and MQW (JC = 0.2) LEDs at 
RT. The EA spectra exhibit a derivativelike resonance struc- 
ture. Because the broadening parameter T (Ref. 37) of the 
structures is very large, the structures due to the A and B 
transitions31'39'44'45 are not resolved. The EA measurement 
monitors the FE resonance rather than the band-to-band tran- 

sitions even at RT in wide gap semiconductors provided that 
aB is small.19'22'23'31'37'39'46 Therefore each PV peak and EA 
resonance corresponds to FE absorption in the QW. The re- 
sult that the PV spectra exhibit a peaklike line shape also 
supports the FE resonance being observable at RT. The PV 
peak energy decreases from 3.21 to 2.91 eV with increasing 
x from 0.2 to 0.3. However, the peak energy is nearly un- 
changed for x = 0.3 and x = 0.45, and the full width at half 
maximum (FWHM) of all structures seems to increase with 
increasing x. These broadened EA and PV structures are dis- 
cussed later. The spontaneous EL peak is located at the lower 
energy tail of the FE resonance, exhibiting the large Stokes- 
like shift in the QWs. 

The observation of a Stokes-like shift in actual QWs, 
which are defined as ultrathin films whose thicknesses are 
smaller than the 3D exciton Bohr radius (in this case, thinner 
than 3 nm), directly proves the existence of potential fluctua- 
tion in the QW plane, since electron and hole quantized en- 
ergy levels do not suffer from energy broadening due to the 
electric field normal to the QW plane.47'48 

Supporting evidence for the potential fluctuation in In- 
GaN materials was also obtained from the optical properties 
of 3D bulk InGaN layers with small x as follows. Figure 3 
shows PL and PLE spectra at 10 K of a 50-nm-thick 3D 
In009Gao.9iN epilayer grown on an Ino.01Gao.99N/Alo3Gao.7N 
stacked buffer layer.19'23 The PL peak energy is unchanged 
by changing the excitation intensity up to four orders of 
magnitude. The PL peak at 3.28 eV is effectively excited by 
the FE absorption in both the active and barrier layers, 
shown by the arrows followed by a band-to-band (B-B) con- 
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FIG. 3. PL and PLE spectra of a 50-nm-thick undoped 3D In009Gao9iN layer 
at 10 K. The PLE spectrum exhibits two excitonic absorption peaks origi- 
nating from the In009Gao9iN top active layer and the In00|Gao99N barrier 
layer, as shown by the arrows. The Stokes-like shift is 85 meV. 

tinuum. The PL peak is located at the lower energy tail of the 
FE absorption. The FWHM of the FE resonance in the 
Irio.09Gao.91N active layer is estimated to be about 75 meV, 
showing a large potential fluctuation. The Stokes-like shift is 
85 meV.19'23 

Various optical spectra of the 50-nm-thick 3D 
Ino.ogGao.94N layers at RT are shown in Fig. 4. The EA spec- 
trum of the undoped layer exhibits a derivativelike, broad- 
ened resonance structure without any Franz-Keldysh49 oscil- 
lations, as is the case with the PR spectra of 3D thick InGaN 
layers.22,50,51 The broadening is attributed to the potential 
fluctuations in InGaN. This is proved later by the spatially 
resolved CL measurement. The FE energy in 3D 
Ino.ogGao.94N at RT is 3.298 eV, which agrees well with the 
PLE peak energy in Ino.06Gao.94N codoped with Si and Zn, as 
shown in the bottom trace. The decrease of the PLE signal in 
the higher-energy side is due to the absorption by the top 
p-GaN layer. Nevertheless, the PLE spectrum exhibits an 
excitonic absorption even at RT, as is the case at 10 K (Fig. 
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FIG. 4. Optical spectra of 50-nm-thick 3D In0 06Ga<) 94N device structures at 
RT. The PLE spectrum of the Si- and Zn-codoped InGaN monitored a blue 
emission band around 460 nm. The Stokes-like shift of the undoped 
In0 oöGau 94N active layer was nearly 40 meV at RT. 
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3). Again in the undoped 3D Ino.05Gao.94N device structure, 
the spontaneous EL peak appeared in the lower-energy tail of 
the FE resonance even at RT, showing a Stokes-like shift of 
40 meV.19,23 We note here that radiative decay of localized 
excitons in 3D InGaN layers has been reported by TR-PL 
measurements,52 temperature-dependent PL measurements,53 

and modulation spectroscopy measurements.19'23 

The relation between the Stokes-like shifts and x is shown 
in Figs. 5 and 6. As shown in Fig. 5, the energy difference 
between the FE resonance and the emission increases with 
increasing x both in the QWs and in the 3D layers. The 
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longer component of the decay time obtained by the TR-PL 
measurements also increases with increasing x. Such increase 
of the decay time is one of the characteristics of localized 
electronic systems,35 and detailed TR-PL measurements have 
been done by Narukawa et al25 and by Im et al54 However, 
further experiments are necessary to explain the long decay 
time; e.g., enhancement of the decay time by the piezoelec- 
tric field should be taken into account. 

It should be mentioned here that there is a certain critical 
InN molar fraction, nominally nearly A: = 0.2, where the de- 
pendences of the FE resonance, Stokes-like shift, and decay 
time on x change remarkably. The Stokes-like shift, espe- 
cially, increases rapidly for x>0.2. The 3-nm-fhick well 
width MQW LD structure with x = 0.2 exhibited a Stokes- 
like shift of 100 meV;23 however, other 3-nm-thick QW 
samples with x = 0.2 exhibited a larger Stokes-like shift of 
250 meV.25'27 This means that the degree of potential fluc- 
tuation changes around x = 0.2, which can explain the incon- 
sistency between the results of Narukawa et al2 and our 
results,23'27 and which has been argued before. The 
InAGa,_xN layers having x>0.2 are considered to have 
some extra mechanisms for producing the Stokes-like shifts. 

Recently, Takeuchi et al29 reported that AlGaN and In- 
GaN alloys grew coherently on thick GaN layers at least up 
to thicknesses of 650 and 40 nm, respectively. Therefore, x 
values in strained InGaN layers, especially QWs, must be 
carefully estimated. If this is also the case for our InGaN 
samples, the x values may be modified to about half of the 
original values determined by the x-ray diffraction (XRD) 
measurements, according to their reliable bowing parameter 
for strained InGaN (3.2 eV).29 

C. Quantum confined Stark effects in InGaN QWs 

Another characteristic observed for the emission proper- 
ties of InGaN QW devices is a blueshift of the EL peak with 
increasing driving current or excitation intensity. Taguchi 
et al55 and the authors of Ref. 23 have found a blueshift of 
the EL peak in blue and green SQW LEDs23,55 and MQW 
LDs.23 EL spectra of the SQW LEDs are shown in Figs. 7(a) 
and 7(b) as a function of driving current. The emission in- 
tensity increases approximately linearly by increasing driv- 
ing current. A similar relation between the intensity and the 
excitation level was observed for the PL and EL spectra of 
all the QW and 3D structures investigated here. The emis- 
sion intensity is nearly constant from 10 K to RT in these 
SQW LEDs. Note that the distinct shoulderlike fringes in the 
EL spectra are due to internal multiple reflections at the sur- 
face and at the «-GaN/sapphire interface. The EL peaks 
shifted to higher energy by 60 and 110 meV, respectively, 
for the blue and green SQW LEDs. 

Takeuchi and co-workers29'56 have also found a blueshift 
of the PL peak in InGaN/GaN QWs by increasing the exci- 
tation level. They observed tremendous blueshifts up to 280 
meV by exciting the sample above the threshold power to 
obtain stimulated emission, and concluded that the blueshift 
was due to Coulomb screening of the quantum confined 
Stark effect (QCSE)47'48 induced by the piezoelectric field.57 

Green SQW-LED 
300 K 
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FIG. 7. EL spectra of (a) blue and (b) green InGaN SQW LEDs (product ID 
Nos. NSPB and NSPG) as a function of the driving current. The shoulder- 
like noticeable fringes in the spectra are due to the interference effect from 
multiple reflections. Spectral broadenings can be recognized as well as a 
blueshift of the emission peak with increasing driving current. 

Actually, in hexagonal nitrides, the QCSE due to the piezo- 
electric field as well as that due to the built-in field in the 
(OOOl)-oriented strained QWs should be taken into 
account23'29'30'56 to estimate the Stark shifts and to consider 
exciton wave functions in the QWs. It was reported that the 
directions of the piezoelectric and the built-in field are 
opposite.29 Thus both effects are estimated as follows. Since 
the QWs are very thin (3 nm) and both n-GaN and 
p-Al0.2Gao.8N barriers are highly doped, a strong built-in 
electric field exists across the QW plane. The field strength is 
as high as 8.5 X 105 V/cm, which is estimated from the val- 
ues of electron and hole concentrations in n- and p-type bar- 
riers (5 X 1018 and 1X1018 cm"3, respectively). The piezo- 
electric field strength in a 1% strained GaN QW is estimated 
to be of the order of MV/cm.23'29'56'58 Thus the Stark shift 
due to the QCSE in a 3-nm-thick undoped QW with an un- 
doped barrier is estimated to be less than 100 meV for a field 
of 1 MV/cm and rapidly increases up to a few hundred meV 
for the fields more than a few MV/cm.23'58 Under such a high 
electric field, the emission intensity should decrease and the 
emission lifetime should increase. However, we have ob- 
served very bright EL from InGaN QW devices, showing 
that the effect of the piezoelectric field is not so strong in 
actual devices. Both injected carriers and doped impurities in 
the barriers (sometimes also in the wells) are considered to 
result in effective Coulomb screening of those fields.5 

Figure 8 shows PL spectra at RT of an In0 45Ga0 55N green 
SQW LED structure as a function of external bias. The PL 
was excited by the 457.9 nm (2.71 eV) line of a cw Ar+ laser 
(50 mW), which excites carriers only in the SQW. The peak 
intensity decreases with increasing reverse bias.' The PL 
spectrum for V='+ 1.991 V corresponds to that taken under 
open-circuit conditions. By applying -2 V reverse bias, the 
PL intensity decreases to one-third that for the +2 V bias. 
The emission vanishes for a reverse bias of -10 V. How- 
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FIG. 8. PL spectra of a 3-nm-thick In0 45Gao 55N SQW structure as a function 
of external bias measured at RT. The PL was excited by the 457.9 nm (2.71 
eV) line of a cw Ar+ laser (50 mW), which excites carriers only in the 
SQW. From Fig. 2, it is clear that the excitation energy is in the energy 
range for free excitonic absorption in the QW. The EL spectrum is also 
shown for comparison. The open-circuit voltage with the weak laser irradia- 
tion is 1.991 V. 

ever, it is difficult to judge the direction of the peak energy- 
shift, since the QW thickness is only 3 nm. 

As shown in Figs. 7(a) and 7(b), the blue and green EL 
peaks shifted to higher energy by 60 and 110 meV, respec- 
tively, in actual devices. These blueshifts could be explained 
by the QCSE assuming the appropriate degree of residual 
strain. However, both of the EL spectra shown in Fig. 7 
exhibited spectral broadening with the blueshift (increasing 
the current). This phenomenon cannot be explained only by 
the QCSE in terms of Coulomb screening of the piezoelectric 
field by current injection. Therefore the blueshift in the EL 
peak energy may be due to combined effects of band filling 
of the local potential minima by excitons and Coulomb 
screening of the QCSE due to the piezoelectric and the 
built-in fields. 

D. Potential inhomogeneity and exciton localization 
in InGaN 

Usually, the energy difference between the absorption and 
emission, which is referred to as the Stokes shift, is caused 
by a potential inhomogeneity in the active layers. There are 
several mechanisms for carrier localization in QWs that ex- 
hibit the Stokes-like shift shown in Fig. 9: (i) monolayer 
thickness fluctuation, (ii) spatial compositional (or strain) un- 
dulation, and (iii) complete phase separation. These are re- 
ferred to as cases A, B, and C, respectively, hereafter. Case 
A and relatively weak potential fluctuation (case B) usually 
produce a weak potential undulation in QWs. A strong com- 
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FIG. 9. Schematic illustration of the origin of the Stokes-like shift and car- 
rier localization in InGaN. Each structure may act as a QW, segmented QW, 
Q disk, or Q dot depending on the lateral size and the degree of the potential 
inhomogeneity at RT. 

plete phase separation (case C) produces well-defined quan- 
tum dots (Q dots), Q disks, or segmented QWs depending on 
the lateral size. The case in between B and C produces a 
strong potential undulation where a Q-disk potential or seg- 
mented QW condition is sustained. 

In order to figure out the spatial distribution of the emis- 
sion, three 3-nm-thick In^Ga^N SQWs (x = 0.05, 0.2, and 
0.5) capped by a 6-nm-thick GaN layer were prepared. The 
growth parameters were exactly the same as those for the 
blue and green SQW LEDs1 except for the GaN capping. 

First we observed cross-sectional transmission electron 
micrographs (TEM) and found very abrupt heterointerfaces 
between the SQW and GaN in all the samples.27 The TD 
density was less than 109 cm-2. Abrupt heterointerfaces 
were also observed in the In0 2Ga0 8N/In0 05Ga0 95N MQW 
LD wafer.1'23 The atomic force microscopy (AFM) images of 
GaN-capped and uncapped In05Ga05N SQWs were also ex- 
amined. The GaN-capped SQW exhibited a flat surface with 
nanoscale holes due to TDs. Also, a several monolayer step 
structure presumably due to spiral growth initiated by TDs59 

was found.27 The spiral growth is considered to create sev- 
eral monolayers of thickness fluctuation in the QW plane. On 
the other hand, the uncapped bare SQW exhibited many 
grooves (10-50 nm in diameter, 1-2 nm in depth). These 
grooves are considered to be areas of reevaporated InN-rich 
materials in the SQW since the MOVPE recipe was termi- 
nated just after the SQW growth at a growth temperature 
where the vapor pressure of InN is higher than that of GaN. 

A wide-area (500X500 /am2) PL spectrum and its PLE 
spectrum of the GaN-capped In0 2Gao.gN SQW taken at 10 K 
are shown in Fig. 10. The PL peak energy is 3.017 eV, and 
the FWHM is nearly 130 meV. The averaged FE resonance 
energy in the SQW is 3.28 eV, showing a Stokes-like shift of 
270 meV at 10 K. These values are larger than those reported 
before25'27 and suggest the presence of large potential fluc- 
tuation, although we should consider the separation of the 
e — h wave function in triangular potentials formed at oppo- 
site sides of the well. 
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FIG. 10. Wide-area scanning CL spectrum and its PLE spectrum of a 3-nm- 
thick InozGao.gN SQW capped by a 6-nm-thick GaN. Both spectra were 
measured at 10 K. The scanning area for the CL measurement was 10 
X 10 /im2. The spectral modulation in the PLE spectrum is the interference 
effect. A large Stokes-like shift of 260 meV was observed. 

A wide-area (10X 10 ^trn2) integrated scanning CL spec- 
trum from two different positions on the same sample mea- 
sured at 10 K is shown in Figs. 11(a) and 11(b). As the case 
with the result reported before,27 the CL peak energies ob- 
tained from limited spot areas (-500X60 nm2) varied from 
position to position. The FWHM values of the spot CL peaks 
(-20 meV) are much smaller than that of the wide-area 
scanning CL peak [-90 (Ref. 27) or 130 meV (Ref. 23)]. 
Note that the spectral resolution is as large as 15 meV. These 
results clearly show that the wide-area broadened CL (and 
PL) peak consists of sharper emission peaks having various 
peak energies, which are separated by nearly 50 meV. The 
appearance of several CL peaks in the spectra (b)-(e) in 
Figs. 11(a) and 11(b) is not due to a multiple interference 
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FIG. 11. Typical CL spectra of a GaN-capped InozGao.gN SQW measured at 
10 K. The wide area scanning CL spectra were obtained from an area 10 
XlO/ttm2. The fixed spot-area CL spectra were taken from an area of 
smaller than -500X60 nm2. The CL peak energies obtained from limited 
spot areas varied from position to position, as shown in traces (b)-(e) in 
both (a) and (b). The FWHM values of the spot CL peaks (less than 30 
meV) are much smaller than those of the wide-area scanning CL peak (90- 
130 meV). 
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effect. Therefore, there exist several nanoscale structures 
having different net band gap energies. This structure can act 
as a segmented QW, a Q disk, or Q dots having composi- 
tional and/or size inhomogeneity depending on their lateral 

size. 
Monochromatic scanning CL images of the GaN-capped 

In02Gao.8N SQW taken at wavelengths of 400 (3.100 eV) 
and 420 nm (2.952 eV), which correspond to the higher- and 
lower-energy sides of the wide-area integrated CL peak at 
411 nm (3.017 eV), indicated the following results;27 (i) each 
bright area emitting CL consists of emissions from regions of 
less than 60 up to 300 nm in lateral size; (ii) some dark areas 
in one wavelength correspond to bright ones in the other 
wavelength; (iii) some areas exhibit both 400 and 420 nm 
CL emissions; and (iv) approximately 40% of the entire ar- 
eas are dark at both wavelengths. These results can be ex- 
plained by the presence of potential inhomogeneity whose 
lateral size/interval is smaller than 60 nm. This value is the 
spatial resolution of the system, and is essentially limited by 
the carrier diffusion length. 

The structures having lateral sizes smaller than the exci- 
ton resonance wavelength, which is the emission wavelength 
divided by the refractive index and corresponds approxi- 
mately to 160 nm in GaN, are defined as Q disks.35 In Q 
disks, the spontaneous emission lifetime of excitons is longer 
than that in two dimensional QWs.35 Here we should men- 
tion that both Q disks and segmented QWs läse via EHP with 
the Coulomb enhancement,36'60 since there is no or only very 
weak carrier/exciton confinement in the lateral directions. 
Therefore we call the structure Q disks and/or segmented 
QWs hereafter, because we cannot define their absolute 
sizes. Note that the electron and hole wave functions in Q 
disks or segmented QWs are quantized at least with respect 
to the z direction even under the electric field.47'48 Result (iv) 
can also be interpreted as the presence of Q disks superim- 
posed on the large scale inhomogeneity expanding up to 300 
nm in lateral size. 

At 420 nm, the bright area density is about 5 X 108 cm 2, 
which is close to the TD density. Also, the spacing between 
the large bright areas is also close to that of the TD spacing. 
Very recently, Sato et al}1 showed featureless CL images 
for 110-nm-thick In014Ga086N layers grown on homoepitaxi- 
ally grown thick GaN layers having very low TD densities. 
Their result was quite different from the inhomogeneous CL 
images.18'27 Thus the TDs are likely to act as some kind of 
driving force of the potential fluctuation in InGaN. The 
monochromatic CL image of the In0 05Gao 95N SQW also ex- 
hibited an inhomogeneous fine structure, and the Stokes-like 
shift was nearly 60 meV. The structure size was smaller than 
that of the SQW with x = 0.2. 

There are two possible origins of the potential fluctuation: 
(1) compositional inhomogeneity and (2) monolayer thick- 
ness fluctuation. If we assume a coherent growth of InGaN, 
the relative change in the x value is estimated to be less than 
a few percent to reproduce a band gap change of nearly 100 
meV. It is rather difficult to distinguish such small composi- 
tional inhomogeneity. In addition, InN-rich regions should 
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suffer from a larger QCSE because the residual strain in 
InN-rich regions is larger than that in InN-poor regions, re- 
sulting in a stronger piezoelectric field in the InN-rich re- 
gion. Thus the energy difference between two regions having 
different InN molar fractions is a sum of the change in the 
alloy energy gap and the change in the Stark shift due to the 
piezoelectric QCSE if we assume coherent growth. In such 
QWs, local strain distribution inhomogeneity may present. 
Ponce et a/.18 have found such local strain inhomogeneity in 
InGaN SQWs. Next, if we assume monolayer thickness fluc- 
tuation without any compositional inhomogeneity, the en- 
ergy difference between two regions having different well 
thicknesses is a sum of the change in the quantized energy 
level and the change in the Stark shift due to the piezoelec- 
tric QCSE. Since several groups27'59 have shown 4-6 mono- 
layer thickness steps in AFM images of GaN-capped SQW, 
it might explain the appearance of several sharp CL peaks 
shown in Fig. 11. In both cases, the carrier localization due 
to the potential fluctuation is enhanced by the Stark effect. In 
this case, the electronic confinement system can be referred 
to as the Stark-enhanced Q-disk/segmented QW potential. 

It has been argued that InGaN QWs contained InN-rich Q 
dots having a lateral size of a few mn.1,18,21'24,26 Since the 
spatial resolution of our CL system is 60 nm, it is impossible 
to discuss that question. The large Stokes-like shift (260 
meV) due to potential inhomogeneity in the SQW indicates 
that most parts of the SQW could have larger band gap en- 
ergies. Those parts would be seen as dark areas at the wave- 
lengths monitored here provided that the diffusion length is 
short enough. It follows from result (iv) that the real area 
emitting CL is much smaller than the bright area observed. 
Anyway, it has been proven that electrons injected in such 
wide gap areas move to narrow gap areas to emit CL. Such Q 
disks or segmented QWs can enhance the emission effi- 
ciency in the QW due to the limitation of exciton movement 
in small spaces, which can reduce nonradiative pathways. A 
schematic representation of the potential fluctuation, Stokes- 
like shift, and localized tail states in InGaN QWs is shown in 
Fig. 12. 

E. Localized excitons in mesoscopic semiconductor 
quantum disks in inhomogeneous In^Ga^^N 
QWs 

The spontaneous emission peak from InGaN QWs and 3D 
layers is assigned as being due to the recombination of exci- 
tons localized at potential minima1'19'23'25-27 as follows. We 
compared the environmental conditions for excitons assum- 
ing that LED devices are operated under the catalog dc val- 
ues (7 = 20 mA) or less. (1) As is the case with GaN, few LO 
phonons are thermally activated in InGaN at RT due to their 
large energies [91.8 meV for GaN (Ref. 41) and 73.6 meV 
for InN (Ref. 61)]. (2) Because the InN molar fraction x of 
the undoped DH LED is as small as 0.06, which can be 
deduced to be nearly 3% provided that the 3D layer is 
strained, Eex of a 3D layer is considered to be nearly the 
same as that of GaN (26 meV).31'39'43'45 

For the undoped 3D DH LEDs, (3) the injected carrier 
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FIG. 12. Schematic illustration of the potential inhomogeneity, size, joint 
density-of-states, Stokes-like shift, and localized excitons in InGaN QWs. 

density for dc EL operation is estimated to be less than 
1017 cm-3 using the values of active layer thickness (50 nm), 
injected current density, and emission decay time (T 

= 1 ns). (4) The piezoelectric field is weaker than the critical 
value (7.6X 104 V/cm), since there is less than 0.3% lattice 
mismatch. Under these conditions, 3D FEs can survive at RT 
in the undoped 3D LED. The localization energy for the 
particular sample was 40 meV at RT, which is larger than the 
thermal energy at RT. Note that emission is either localized 
or nearly free depending on the sample quality, since x is 
very small. 

Two restrictions, (3) and (4), are critical for QWs, since 
there exist strong piezoelectric and built-in fields, and high 
carrier density is established in very thin 3-nm-thick SQWs. 
It is known that excitons can survive up to RT in QWs be- 
cause of the increase of Eex due to the confinement of the 
wave functions.47'62""65 Thus we have calculated Eex in 3-nm- 
thick GaN QWs by a variational approach taking the 
electron-hole pair motion in the QW into account.23'66 The 
value obtained (47 meV) is about 1.8 times larger than that 
in the 3D case. Uenoyama67 has also calculated Eex of 4-nm- 
thick GaN QWs as 40 meV, which agrees with our calcula- 
tion. Therefore the electric field needed to dissociate FEs in 
the GaN QWs is as high as 6.0X 105 V/cm. Note that, even 
in GaAs QWs, excitons survive at RT under an electric field 
of 105 V/cm.47'65 If we assume the entire Stokes-like shift is 
a superficial effect due to the piezoelectric QCSE, which will 
appear when the absorption and emission are measured un- 
der different field strengths, the piezoelectric field exceeds 
this value. However, we measured both the absorption and 
luminescence under low excitation conditions. Thus both the 
QWs and the 3D layers still have areas having a potential 
minimum even at RT, where carriers or excitons are spatially 
localized. The spectral broadening due to the increase of the 

1 

JVST B - Microelectronics and Nanometer Structures 



2212 Chichibu ef a/.: Exciton localization in InGaN QWs 
2212 

100^ 

z 
< 
(5 -2- 

o 
5 

-50   UJ 

2.8      2.9      3.0      3.1       3.2      3.3      3.4 

PHOTON ENERGY (eV) 

z 
LU 

In,X3a  NMQ' 
D.15^ 0.85 

1.25MW/crri 

*—rjcröj1- 

50 
Z 
< 
O 
-J 

g o 
■ -50     H- 

100     £ 

■150 

< 2.8      2.9      3.0     3.1      3.2      3.3      3.4 

PHOTON ENERGY (eV) 

FIG. 13. Optical gain spectra of the cw 
In0.15Gao.85N/In002Ga0.98N MQW LD wafers with less 
inhomogeneous (a) and certainly inhomogeneous (b) 
QW potentials. The two samples are abbreviated as 
CW1 and CW2, respectively. Spontaneous EL, stimu- 
lated PL, and EA spectra are shown to compare the 
sample properties. The average InN molar fraction x in 
the well for CW2 is slightly higher than that of CW1. 
CW1 exhibits a gain spectrum which can be explained 
by EHP picture including the band gap renormalization. 
CW2 lases lower energy parts of the QW plane, which 
are segmented QWs and/or Q disks. 

driving current shown in Fig. 7 is a sign of the band filling of 
such regions, where the electric field is weakened by the 
forward current injection. Chichibu et al.19'23 observed clear 
FE absorption from both 3D and QW InGaN materials at RT, 
the data being consistent with the presence of excitonic ab- 
sorption. Indeed, the piezoelectric field is already partly 
weakened by doping Si in the barrier layer.1 

The carrier density in the SQW is estimated to be about 
1.2X 1018 cm""3 (7=20 mA, T=3 ns). This value is compa- 
rable to the critical charge density for FEs in 3D GaN. Thus 
observation of the excitonic emission seems to be possible in 
the potential minima in QWs, where the electron-hole dis- 
tance is shorter than that in the 3D case.62"64 The improve- 
ment of the emission intensity in QWs compared to that in 
the 3D case23 may be attributable to the increased Eex and 
oscillator strength of localized excitons in the Q disks or 
segmented QWs in the QW plane. 

It should be noted here that electron and hole wave func- 
tions are slightly separated towards the p- and «-type barrier 
sides of the QW by the piezoelectric field,58 but they main-       |V. CONCLUSION 

The appearance of sharp stimulated emission and gain 
peaks on the spontaneous EL peak for CW2, which appeared 
for high pumping energy density or long excitation-stripe 
lengths, indicates that there exist actual energy states below 
the averaged FE resonance energy. A remarkable induced- 
absorption peak near the FE resonance energy appeared4 

simultaneously with the appearance of the sharp gain peaks. 
This induced absorption might be due to the effective reso- 
nance between two degenerate levels having lower transition 
energy and one undegenerate level (three-level lasing 
model).60'67'70'71 Mohs et al.12 have also found induced ab- 
sorption in the InGaN MQW LD structure. However, further 
experiments are necessary to disclose the physics underlying 
this gain/absorption mechanism. At any rate, the result 
shows that CW2 lases by EHP in segmented QWs or Q 
disks. The J& value for CW1 is smaller than that of CW2, 
and therefore it is desirable to use entire QW planes as gain 
media for higher performance LD operation. 

tain enough overlap to emit bright emissions.1 The electron- 
hole pair present in the potential minima of QWs can be 
referred to as localized excitons, because the wave functions 
are confined in the QW and under such conditions the elec- 
tron and hole produce a bound state, which are pictures of 
quantized excitons, even if the wave function overlapping is 
partly weakened.62"64 

F. Optical gain in cw LDs with relatively homogeneous 
and inhomogeneous MQWs 

The optical gain spectra of CW1 and CW2 are compared 
in Figs. 13(a) and 13(b), respectively. The arrows on the EA 
spectra indicate the average FE resonance energy in the 
QWs. The stimulated emission peak energy of CW1 is close 
but slightly lower than the FE resonance energy, and the gain 
spectrum can be well explained by the EHP model.36'4 ' ' 
The FWHM of the gain peak for CW1 is smaller than that of 
CW2, which means that potential fluctuation for CW1 is 
smaller than that of CW2. It is obvious that CW2 contains 
more In in the well, since the EA resonance energy of CW2 
is lower than that of CW1. 

Emission mechanisms of the device-quality InGaN SQW 
and MQW structures grown on sapphire substrates without 
any ELOG base layers were investigated. The In^Ga^N 
layers showed various degrees of spatial effective band gap 
inhomogeneity. The dependence of the degree of inhomoge- 
neity on x had a critical InN molar fraction around, nomi- 
nally, x = 0.2 (nearly 0.08-0.10 for the strained In.Ga^N). 
The potential undulation induces the localized energy states 
both in QW and 3D InGaN, and shows a large Stokes-like 
shift. 

The spontaneous emission from undoped InGaN SQW 
LEDs, undoped 3D DH LEDs, and MQW LD wafers was 
assigned as being due to the recombination of excitons local- 
ized at the potential minima, whose area was determined by 
monochromatic CL mapping to vary from less than 60 up to 
300 nm in lateral size. 

The blueshift of the emission peak by increasing the driv- 
ing current was explained as being due to combined effects 
of band filling of the localized states by excitons and Cou- 
lomb screening of the quantum confined Stark effect induced 
by the piezoelectric field. 
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The lasing mechanisms of the cw I%15Gao85N MQW 
LDs with small potential fluctuation can be described by the 
well-known EHP picture with strong Coulomb enhancement 
while LDs with a strongly inhomogeneous MQW exhibited a 
sharp gain peak in the lower energy parts of the QW planes. 
Such inhomogeneous systems are considered to läse by EHP 
in segmented QWs or Q disks (energy tail states). It is desir- 
able to use entire QW planes as gain media for higher per- 
formance LD operation. Note that use of InGaN QWs with 
small potential fluctuation results in lasing operation while 
GaN QWs, which are supposed to have homogeneous poten- 
tials, have not shown electrically pumped lasing. 
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By using a "nanoscale aperture" method, we studied the dynamics of localized excitons in active 
InGaN layers in an InGaN/GaN multiple quantum well (MQW). Local photoluminescence (PL) 
from local excitation shows very different characteristics from far-field luminescence. PL spectra 
from these nanoapertures are, in general, blueshifted relative to the spectra acquired in the unmasked 
regions. The spectra vary from aperture to aperture, reflecting the spatial fluctuation of the In 
composition in the MQW. In addition, one typically observes spectra with clearly resolved multiple 
peaks from the small apertures, which may be attributed to compositional and size fluctuations over 
a length scale longer than the exciton diameter but smaller than the aperture size. The excitation 
intensity dependence of PL indicates a band-filling effect in the multiple-peak structure. Finally, 
time-resolved studies reveal a very interesting spectral weight shifting between the higher-energy 
peaks and the lower-energy peaks. © 1998 American Vacuum Society. [S0734-211X(98)08104-9] 

The recent breakthrough in the development of nitride- 
based blue and green light-emitting diodes (LEDs) and laser 
diodes (LDs) opens a new era in modern optoelectronic 
technology.1-3 However, many important materials issues re- 
main to be investigated. The lack of detailed understanding 
of the optoelectronic processes in these GaN-based devices 
presents scientific challenges and research opportunities. An 
important issue is related to the InGaN active layers in 
InGaN/GaN quantum wells.1 Due to the large mismatch of 
the lattice constant between GaN and InN, it is very difficult 
to grow homogeneous InGaN layers. Phase separation into 
regions of different In composition is the rule rather than 
exception.4'5 In such highly inhomogeneous active layers, 
optoelectronic processes such as carrier transport and exciton 
dynamics are highly complex. It has been suggested that the 
localized In-rich regions act as quantum dots (QDs), which 
are responsible for the lasing action in GaN-based LDs.6-8 

The samples used in this study are InGaN multiple 
quantum wells (MQWs) grown on a 1.5-/im-thick GaN:Si 
layer deposited on a sapphire (0001) substrate by low- 
pressure metalorganic chemical vapor deposition. The MQW 
structure consists of five periods of 3.5-nm-thick 
In013Gao87N Si-doped quantum wells and 7-nm-thick 
In003Ga097N Si-doped barrier layers.9'10 A 16-nm GaN:ud 
(undoped GaN) cap is grown on top of the MQW structures. 
The dynamic behavior of localized excitons in the InGaN 
MQW is studied using a "nanoaperture" method. Such a 
method has been used previously by others to study optical 
properties of single GaAs QDs.11'12 However, instead of us- 
ing electron-beam lithography, here we use a much simpler 
way to create nanoapertures by utilizing polystyrene (PS) 
beads. 

The fabrication of the nanoscale apertures is shown sche- 
matically in Fig. 1. A suspension 0.3- or 0.6-/tm-diam poly- 

styrene beads diluted with alcohol was dropped onto the 
sample. After the alcohol evaporated, sparsely distributed PS 
beads were then left on the sample surface. After the depo- 
sition of 100 nm Al thin films followed by the removal of the 
PS beads using dichloromefhane solution and ultrasonic agi- 
tation, an Al metal film with small apertures is formed. Most 
of the apertures have the same size as the diameter of the PS 
bead as revealed by the atomic force microscope (AFM) im- 
age (Fig. 2). However, some apertures are larger with an 
apparent shape due to the aggregate of a few PS beads. Using 
this method, we create apertures with size ranging from 0.3 
to 3 /Jim. The holes were spaced sufficiently far apart to 
allow optical probing of a single hole. The photolumines- 
cence (PL) was excited by temperatures from 10 to 300 K 
through a given hole with a picosecond laser system, and the 
PL was detected from the same hole with 1.33-m-long spec- 
trometer and microchannel-plate photomultiplier tube to- 
gether with a single-photon counting system.5 Hence, the 
excitation and PL detection was performed via the same ap- 
erture. 

The cw PL spectra acquired at 10 K from the submicron 
apertures and the spectrum from the unmasked region are 
shown in Fig. 3. It can be clearly seen that the PL peak 
positions of the masked region shift to higher energy as com- 
pared to the unmasked region. This blueshift trend can be 
explained in the context of exciton diffusion out of the aper- 
ture region, from higher-energy sites to lower-energy sites. 
Excitons localized in random wells induced by composition 
fluctuation will transfer from higher-energy site to lower- 
energy site by thermal relaxation. Those excitons which dif- 
fuse out of the aperture then will have lower energies and 
will not be detected due to the opaque Al cover. While for 
the unmasked sample, PL is dominant from the lowest- 
energy region due to the localization effect. Thus, PL emitted 
from an aperture will have a relatively higher-energy portion, 
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FIG. 1. Schematic diagrams of the preparation of the nanoscale apertures. 

i.e., exhibit a blueshift. In the masked sample, if there is no 
such potential difference, or no composition fluctuation 
when excitons diffuse out of the aperture, there will be no 
peak position shift of the spectra. Therefore, blueshift of the 
spectra indicates there is a composition fluctuation in the 
MQW and excitons are localized to the lower-band-gap re- 
gions of MQW corresponding to higher In composition. It 
also indicated that the exciton diffusion and localization pro- 
cess covers at least 1 /an. 

One also sees in Fig. 3 multiple peaks on the spectra from 
the masked area. The appearance of several PL peaks in the 
spectra is not due to an interference effect, because there is 
no spacing in the structure that will give rise to the peak 
energy separation in the wavelength region we are studying. 
These peaks are also not phonon replicas, as has been ob- 
served in other studies on InGaN/GaN and GaN/AlGaN 
MQWs. The longitudinal optical phonon energies of InN and 
GaN are 86 and 91 meV, respectively,13 while the energy 
separations between neighboring peaks in our spectra are, 
typically, about 30 meV, though the separations vary from 
one to another. The multiple-peak structure may be attributed 
to the compositional and size fluctuation over a length scale 
longer than the exciton diameter but smaller than the aper- 

energy (eV) 

FIG. 3. Photoluminescence spectra taken from unmasked and masked re- 

gions. 

ture size. It is interesting to note that in contrast to the Gam- 
mon and co-workers work, where sharp peaks from single 
GaAs quantum dots with a linewidth as small as 80 /zeV can 
be resolved,11'12 here the smallest linewidth is about 20 meV. 
The reasons for this may be due to the following. First, the 
size of the aperture here is not as small as in the Gammon 
and co-workers work. Second, the Bohr radius of the exci- 
tons in GaN is about 3.4 nm,4 much smaller than that in 
GaAs, i.e., 20 nm.11 Third, in their work, the excitons are 
formed due to the well width fluctuations of the quantum 
wells in GaAs, which are of a lateral size larger than 20 
nm.11 In InGaN MQW the composition fluctuations are ex- 
pected to be of the size of several nanometers, consequently, 
the exciton localization effect will be much stronger than that 
in GaAs quantum dots, and give rise to broader peaks due in 
part to localization and in part due to phonon coupling to 
higher-energy phonons in InGaN. 

Figure 4 shows PL spectra from the same aperture at 10 K 
for two different excitation intensities. The excitation inten- 
sity /exc is proportional to 10"D. The arrows indicate the 
multiple peak positions of the PL spectra. It is clear that the 
multiple emission peak positions remain at the same energies 
when changing the intensity, while the spectral weight shifts 
toward higher energies with increasing intensity. This exci- 
tation intensity dependence indicates a band-edge-filling ef- 
fect of the multiple-peak structure, where the band edge is 
due to the local fluctuation of In composition. 

FIG. 2. 2.5 /mi X 5 /um AFM images showing apertures fabricated using PS 
beads of 0.3 /an size. Most of the apertures made are 0.3 /im, in some cases, 
apertures are of 1 /an size due to clustering of the PS beads. 

FIG. 4. Photoluminescence spectra from the same aperture with different 
excitation intensities. 
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FIG. 5. Time-resolved photoluminescence spectra from the same aperture as 
in Fig. 4 showing the spectral shifting from high energy to lower energy 
with increasing delay time. 

Time-resolved PL spectra have also been measured on 
both masked and unmasked regions to study the dynamics of 
the localized excitons. Figure 5 shows time-resolved emis- 
sion spectra of the 3.164 eV emission line measured on the 
same aperture as in Fig. 4 at 10 K at several representative 
delay times. The arrows in Fig. 5 indicate the spectral peak 
positions at different delay times. It can be seen that the 
spectral peak position shifts toward lower energies as the 
delay time increases and the linewidth of the emission line 
also increases with delay times. This luminescence spectral 
shift with delay time is a direct consequence of a strong 
emission energy dependence of the recombination lifetime. 
If the optical transition involves only a single exciton energy 
level, the spectral shift with delay time and the variation of 
the recombination lifetime with emission energy are not ex- 
pected. Thus, these results indicate that localized exciton en- 
ergy levels in the aperture under study have a distribution. 
With the increasing delay time, the localized excitons are 
transferred from high-energy levels to low-lying levels 
within the aperture region. 

Two important effects caused by this alloy fluctuation and 
local excitation/detection of microapertures have to be con- 
sidered. First, in energy space, excitons relax towards the 
lower-energy regions due to the exciton localization effect. 
Second, in real space, excitons simultaneously diffuse away 
from the aperture due to the presence of the microapertures. 
Thus, only those excitons which radiatively recombine 
within the apertures will be detected in this special local 
excitation/detection configuration. This is the key difference 
between our results obtained here and previous results of 
unmasked samples. For samples without apertures, the cw 

PL emission spectra are always dominated from those exci- 
tons localized in the lower-energy regions, reflecting the fact 
that exciton localization and diffusion are very fast pro- 
cesses. 

In conclusion, a "microaperture" method has been em- 
ployed to study the dynamics of the localized excitons in 
InGaN/GaN MQWs. The cw spectra from masked and un- 
masked regions revealed that excitons are localized into spa- 
tially different regions due to the phase separation into dif- 
ferent In composition regions in InGaN and the resulting 
composition fluctuation in quantum wells. The blueshift 
trend and the spectral shift with delay time have demon- 
strated that the localized excitons are transferred spatially 
from high potential energy sites to low potential sites and 
temporally from high-energy levels to low-energy levels. 
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Investigation of the chemistry and electronic properties of metal/gallium 
nitride interfaces 
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We present a systematic investigation of the formation of Schottky barriers between n- and 
p-GaN(OOOl) - (1 X 1) grown by metalorganic chemical vapor deposition and a series of high and 
low work function metals (Mg, Al, Ti, Au, and Pt). Al, Ti, and Mg react at room temperature with 
nitrogen, whereas Au and Pt form abrupt, unreacted interfaces. We find that the Fermi level 
movement on both n- and p-GaN is consistent with variations in metal work functions, but limited 
by surface or interface states. Upon annealing, the incorporation of Mg increases the density of 
acceptors as seen on both n- and j?-GaN. In spite of similar work functions and chemical reaction 
with nitrogen, Ti and Al show drastic differences in Schottky barrier formation due to differences 
in the nature of the products of reaction. A1N is a wide band gap semiconductor whereas TiN is a 
metallic compound.   © 1998 American Vacuum Society. [S0734-211X(98)10504-8] 

I. INTRODUCTION 

The structural and electronic quality of GaN and related 
compounds has been substantially improved during the past 
few years, leading to major advances in blue-green light 
emitting devices. GaN-based light emitting diodes have been 
commercialized and blue laser diodes, with lifetimes of 
10 000 h under continuous wave (cw) mode operation at 
20 °C, have been projected.1 However, the performance of 
GaN-based laser diodes is still limited by several materials 
problems related to substrates and to the difficulty in making 
low resistance ohmic contacts, especially to p-GaN. The 
large ionization energy of this semiconductor causes diffi- 
culty in making low resistance contacts to p-GaN by just 
using high work function metals.2'3 The highest ^-doping 
levels achieved to date are too low for making contact via 
tunneling through the depletion region. For «-GaN, although 
several reacted metal-nitride interfaces have been found to 
produce reasonably good contacts,4"6 the relationship be- 
tween injection and interfaces electronic structure is still not 
clear. Furthermore, the interface chemistry, which has direct 
bearing on the stability of these devices, has not been ex- 
plored in detail. Only a few studies on the chemistry and 
electronic properties at metal-GaN interfaces have been 
reported.7-9 

We present a systematic investigation of the formation of 
Schottky barriers between GaN and a series of metals (Mg, 
Al, Ti, Au, and Pt) with a range of low to high work func- 
tions. Clean and ordered (1X1) surfaces are obtained by 
nitrogen ion sputtering and annealing (ISA). The chemistry 
and electronic properties of the surfaces and interfaces are 
studied by low energy electron diffraction (LEED), Auger 
electron spectroscopy (AES), x-ray photoemission spectros- 
copy (XPS), and ultraviolet photoemission spectroscopy 
(UPS). We find that Al, Ti, and Mg react at room tempera- 
ture with GaN, whereas Au and Pt form abrupt, unreacted 
interfaces. The Fermi level movements on n- and p-type 

''Corresponding author; electronic mail: kahn@ee.princeton.edu 

GaN are found to be consistent with the changes in the metal 
work function, but are limited by the interface states. Chemi- 
cal reactions also play a dominant role in the Schottky bar- 
rier behavior. 

II. EXPERIMENT 

N- and p-type wurzite GaN layers were grown by metal- 
organic chemical vapor deposition (MOCVD) on SiC sub- 
strates at Philips Laboratories, Briarcliff Manor, NY. The 
orientation of the layers is labeled (0001), even though the 
polarity of these MOCVD-grown nitride layers remains un- 
certain. The «-type layers were 1 /xm thick and doped with 
1X1019 cm"3 Si, whereas the p-type layers were 0.1 fim 
thick and doped with 5 X 1017 cm"3 Mg. After removal from 
the growth reactor, the samples were stored in air for periods 
of days, then loaded in an ultrahigh vacuum (UHV) system 
(base pressure of 10"10 Torr) equipped with LEED, AES, 
XPS, and UPS. The samples were cradled in tantalum foils 
which could be heated resistively up to 1000 °C. The sub- 
strate temperature in UHV was measured by a thermocouple 
and an infrared pyrometer. The GaN(0001)-(l X 1) surfaces 
were prepared by multiple cycles of nitrogen ion sputtering 
(0.5 keV) and annealing (900 °C, 10 min).10 All the metals 
were deposited by thermal evaporation. 

The AES, UPS, and XPS spectra were recorded with a 
double-pass cylindrical mirror analyzer. The GaN surface 
composition was estimated from the ratio of the 1070 eV Ga 
LMM and 379 eV N KLL AES peak-to-peak amplitudes 
corrected for elemental sensitivities.10 The valence band 
spectra were recorded using the He II photon line (40.8 eV) 
from a gas discharge lamp. The He pressure in the analysis 
chamber during UPS measurement was kept in the low 
10"9 Torr range. The onset of photoemission, which corre- 
sponds to the vacuum level (Emc) of the sample, was mea- 
sured with a -3 V bias on the sample to clear the detector 
work function. The overall resolution of the UPS measure- 
ment was 0.15 eV. The valence band maximum (VBM) was 
measured by linear extrapolation of the high kinetic energy 
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FIG. 1. LEED pattern from the clean GaN(0001)-(lXl) surface for pri- 
mary beam energy equal to (a) 96 and (b) 149 eV. 

side of the valence band on spectra corresponding to clean 
and ordered surfaces. The band bending caused by metal 
deposition was evaluated from the displacement of the Ga 
3d core level measured using the Ml, photon line (151.4 eV) 
from the Zr anode of the x-ray source. The absolute resolu- 
tion of the XPS measurement was 0.8 eV, but the accuracy 
of the core level displacement was 0.1 eV. The position of 
the Fermi level (EF) was measured by UPS on clean gold 
films. All the measurements were done at room temperature. 

III. RESULTS AND DISCUSSION 

A. GaN(0001)-(1 x1) surface 

The as-loaded GaN surface is disordered and heavily con- 
taminated by carbon and oxygen. Following several ISA 
cycles, the surface exhibits a sharp 1X1 LEED pattern with 
very low background (Fig. 1). The Ga-to-N AES peak ratio 
levels off to a value which we have previously associated 
with a nearly stoichiometric surface.10 This preparation pro- 
duces surfaces which appear to be comparable to those pre- 
pared under Ga flux.11 The (1 X 1) structure is unexpected in 
view of the fact that GaN(OOOl) is a polar surface and, ac- 
cording to electron counting arguments,12 should reconstruct 
to lower its energy and remain semiconducting. Whether the 
observed structure is a real or a slightly disordered (1 X 1) 
structure, and whether the surface is truly semiconducting or 
impurity stabilized is unknown at this point. However, a re- 
cent scanning tunneling microscopy study has confirmed the 
existence of an ordered (1X1) phase and has suggested that 
it corresponds to a Ga layer on top of a N-terminated 
surface.13'14 

Valence band spectra from «-GaN following only two 
cycles of ISA and from the clean and ordered (1X1) surface 
are shown in Fig. 2. The peak at 12.8 eV below EF corre- 
sponds to the Ga 3d core level excited by the He III (48.4 
eV) photon line. The spectra in Figs. 2(a) and 2(b) are nearly 
identical, except for a residual shoulder at the top of the 
valence band indicated by the arrow in Fig. 2(a). Given that 
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FIG. 2. UPS valence band spectra for a (a) contaminated and nonstoichio- 
metric and (b) clean and ordered (1X1) n-type GaN surface. The binding 
energy is referenced to the Fermi level. The vertical arrow indicates a sur- 
face state-related feature. 

the positions of the main valence features and of the Ga 3 d 
core level are identical on these two surfaces, we attribute 
the shoulder to surface states: AES shows that the surface 
[Fig. 2(a)] still contains carbon and oxygen and is N deficient 
(Ga-to-N ratio of about 1.2). The observed surface states at 
or near the VBM are therefore contamination related and, if 
not eliminated, lead to errors in the determination of the 
VBM. The VBM determined by linear extrapolation of the 
high kinetic energy edge of the valence band on spectrum (b) 
of Fig. 2 is at 2.6 eV below EF, whereas it is nearly 1 eV 
higher on spectrum (a) of Fig. 2. Given a 3.4 eV band gap 
and the fact that EF is approximately 50 meV below the 
conduction band minimum in the bulk of this n-type mate- 
rial, spectrum (b) leads to a value of 0.75 ±0.1 eV for the 
upward band bending at the clean and ordered n-type sur- 
face. This value is in reasonable agreement with previous 
results.11 The ionization energy (IE=£vac— Ev) is 6.9 
±0.1 eV and the electron affinity (EA) is 3.5±0.1 eV, also 
in good agreement with previous results.11 Finally, the bind- 
ing energy of the Ga 3d core level with respect to the VBM 
is 17.8 eV. 

The p-type surface was studied according to the same 
procedure. Spectrum (a) in Fig. 3 shows that surface states 
are again detectable near the VBM on the contaminated and 
nonstoichiometric surface. The VBM of the clean surface 
[spectrum (b) of Fig. 3] is found at 1.0 eV below EF. With 

■EF about 250 meV above the VBM in the bulk of the 
sample, that is, the Mg acceptor level in GaN,15 the down- 
ward band bending is estimated to be 0.75 ±0.1 eV. The 
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FIG. 3. Same data as in Fig. 2 for ap-type GaN surface. 

3 

CO 

to c 
03 

Ga3d 
rm=151.4eV 

Al / n-GaN 

1.7 eV 

120       122       124       126       128       130       132       134 

(a) Kinetic energy (eV) 

measured ionization energy and Ga 3d binding energy are in 
complete agreement with the values found for n-GaN. 

B. AI/GaN and Ti/GaN 

The Al/GaN interface undergoes a Ga-Al exchange reac- 
tion driven by the large heat of formation of A1N as com- 
pared to that of GaN (see Table I). In the process, Ga is 
released from the substrate. A free Ga component, shifted by 
— 1.7 eV toward lower binding energy with respect to the 
bulk component, is clearly seen for Al coverages larger than 
6 Ä (Fig. 4). At low Al coverage, the Al 2p core level 
appears in a high binding energy position corresponding to 
reacted Al (presumably with N), indicating a strong interac- 
tion with the substrate and a two-dimensional initial growth. 
A weak metallic Al 2p component shifted by 2.0 eV with 
respect to the reacted component appears at —10 Ä, pointing 
out the beginning of three-dimensional growth and clustering 
on top of the reacted layer. A Fermi edge is observed in the 
UPS spectra for coverages above 10 A. The metallic compo- 
nent dominates the Al 2p spectrum at high coverage. An- 
nealing the interface at high temperature results in an en- 
hancement of the chemical reaction and the nearly complete 
elimination of the metallic Al component. The free Ga com- 
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FIG. 4. (a) Ga 3d core level and (b) Al 2p core level as a function of Al 
deposition on n-GaN. The Ga-in-GaN and free Ga, and the metallic and 
reacted Al components are indicated. The annealing was done at 900 °C for 
1 min. 

TABLE I. Heat of formation of various nitrides (after Ref. 16). 

GaN               A1N               TiN Mg3N2 

A//(kJ/mol)            -110.9           -318.1           -265.5 -461.1 

ponent is increased at annealing temperatures below 900 °C, 
but is eliminated due to re-evaporation beyond 900 °C. The 
Ti/GaN interface leads to an almost identical result from the 
point of view of chemical reaction. 
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FIG. 5. Movement of the surface Fermi level on n- and p-GaN(OOOl) as a 
function of Al and Ti coverage; the right-hand side panel shows positions 
following annealing at 900 °C for 1 min. 

The movement of EF at the n- and £>-GaN surfaces as a 
function of Al and Ti coverage is determined by XPS and is 
shown in Fig. 5. For both n- and p-GaN, EF moves by less 
than 0.15 eV throughout the deposition of the first 20 Ä of 
Al. On the other hand, Ti causes an additional band bending 
of 0.5 eV for «-GaN and 0.8 eV for p-GaN in spite of 
having a similar metal work function (4.28 eV for Al and 
4.33 eV for Ti) and undergoing similar chemical reactions 
with GaN. The difference can be explained by comparing the 
electrical properties of the products of the reaction, i.e., A1N 
and TiN. As soon as Al is evaporated onto GaN, it forms 
A1N, an insulator with a band gap of 6.2 eV. As the Al 
coverage increases, the interface consists of a three- 
component metal-insulator-semiconductor structure, Al/ 
AIN/GaN, and the Al metal-induced states are decoupled 
from the semiconductor. In the case of Ti/GaN, the reaction 
product is TiN, a metallic compound with conductivity 1.3 
times that of Ti. The interface is a simple metal- 
semiconductor system and the Fermi levels of n- and p-GaN 
converge at high Ti coverage to nearly the same energy po- 
sition with respect to valence band maximum. The relation 
between Fermi level movement and interfaces states will be 
discussed in Sec. Ill E. Annealing after metal deposition only 
enhances the chemical reaction but does not affect the rela- 
tive band positions of either Al or Ti. 

C. Mg/GaN 

The Mg/GaN interface shows both similarities and differ- 
ences with the two preceding cases. Like Al and Ti, due to 
large differences in heats of formation between Mg3N2 and 
GaN (see Table I), Mg replaces Ga at the GaN surface, as is 
evidenced by the appearance of a free Ga component in the 
Ga 3 d core level spectrum [Fig. 6(a)]. Note that the intensity 
of the Ga 3d core level is considerably attenuated by the Mg 
layer on the 15 and 25 Ä spectra. Because of its low work 
function (3.7 eV), Mg pulls EF upward at the interface by 
about 0.95 eV on p-GaN, but does not substantially affect 
the band position on «-GaN. The initial 3 Ä Mg peak in Fig. 
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FIG. 6. (a) Ga "id core level and (b) Mg 2p core level as a function of Mg 
deposition on p-GaN. The metallic and reacted Mg components are indi- 
cated. The annealing was done at 900 °C for 1 min. 
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FIG. 7. Movement of the surface Fermi level on n- and p-GaN as a function 
of Mg, Ti, Au, and Pt coverage. The final stabilized position gives the 
Schottky barrier height. The right-hand side panel shows positions following 
annealing at 900 °C for 1 min. 

6(b) corresponds to Mg reacted with N. The 15 Ä spectrum 
is dominated by the metallic Mg 2p core level and a Fermi 
edge is clearly seen in the UPS spectrum. The high binding 
energy reacted component is shifted by 0.95 eV with respect 
to the 3 Ä spectrum. This shift represents the band bending 
induced by metallic Mg, as already seen on the Ga 3d core 
level [Fig. 6(a)]. Unlike with Al and Ti, however, annealing 
the sample after Mg deposition not only enhances the Mg- 
GaN reaction but also drastically changes the EF position. 
The Ga 3d and reacted Mg 2p core levels shift toward 
higher kinetic energy by about 1.35 eV, as the sample is 
annealed at 900 °C [Figs. 6(a) and 6(b)]. Concomitantly, EF 

moves down in the gap by the same amount (Fig. 7). As 
evidenced by the Mg signal, there is still a substantial 
amount of Mg near the GaN surface following annealing, 
even though the annealing temperature is considerably 
higher than the sublimation temperature of Mg (—250 °C). 
This indicates that part of the Mg diffuses into the GaN bulk 
and is not re-evaporated. Furthermore, EF at the annealed 
Mg/p-GaN interface is 0.35 eV lower than at the clean 
/7-GaN surface, indicating that the incorporation of Mg in- 
creases the density of acceptors in GaN. For the same reason, 
EF also shifts downward by 0.25 eV at the Mg/n-GaN in- 
terface after annealing (Fig. 7). 

D. Pt/GaN and Au/GaN 

Pt and Au show considerably less chemical reactivity with 
GaN than the three metal described above. Figure 8 presents 
the evolution of the Ga 3d core level as a function of Pt 
deposition. No free Ga component is detectable at this inter- 
face. In addition, the Pt 4/ core level appears from the first 
deposition at the energy of the metallic Pt and exhibits the 
expected spin-orbit splitting (not shown here). The interface 
is therefore unreacted and abrupt. Pt and Au are high work 
function metals and cause 0.9 and 0.5 eV downward move- 
ments of EF on «-GaN, respectively. The EF movements are 
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FIG. 8. Ga 3d core level as a function of Pt deposition on n-GaN. 

relatively small for both metals on p-GaN. The Schottky 
barrier heights evaluated at high metal coverage on p-GaN 
are 0.9 and 1.2 eV for Pt and Au, respectively, consistent 
with the known difficulty in making low resistance ohmic 
contacts to p-GaN, even using high work function metals 
like Pt and Au. 

E. Fermi level position and interface states 

Figures 5 and 7 show the EF position at n- and 
p-GaN(OOOl) interfaces as a function of metal coverage. 
Several remarks can be made. First, the sputtered and an- 
nealed surfaces, although atomically well ordered, include 
defects which introduce both donor and acceptor states and 
cause a ~0.8 eV band bending on both n- and 
p-GaN(OOOl). Second, the surface EF position (and thus the 
Schottky barrier) depends on the metal work function. There 
is a -1.0 eV difference in barrier heights between Mg and Pt 
on n- and p- GaN. The barrier dependence, however, appears 
to be limited by states which are induced by the metal depo- 
sition and which cause the convergence of the EF at about 
2.0 eV above the VBM for a number of interfaces. Third, the 
difference between the Al and Ti results is indicative of the 
nature of these states. As discussed above, Al and Ti undergo 
very similar reactions with the substrate and have an essen- 
tially identical work function. However, the former gives 
A1N, an insulator, and the latter TiN, a metal. With Ti, EF 

converges to 2.0 eV above the VBM, whereas a 1.7 eV split 

J. Vac. Sei. Technol. B, Vol. 16, No. 4, Jul/Aug 1998 



2223 C. I. Wu and A. Kahn: Investigation of metal/GaN interfaces 2223 

remains between the EF positions on n- and /?-GaN with Al. 
Such behaviors suggests that metal-induced gap states play 
an important role in the definition of the barriers, and tend to 
stabilize EF near 2.0 eV above the VBM. With the density of 
metal-induced gap states being relatively small in wide-gap 
semiconductors,18 the low and high work function metals, 
e.g., Mg, Au, and Pt, are able to pull EF above or below the 
2.0 eV mark, respectively. The final EF position is therefore 
likely to be the result of several competitive processes in- 
volving states due to defects, to products of reactions, and to 
the metal-semiconductor boundary conditions. 

IV. SUMMARY 

We used photoemission spectroscopy to investigate the 
chemistry and electronic properties of the GaN(0001)-(l 
X1) surface and interfaces with various metals. Mg, Al, and 
Ti were found to react with GaN at room temperature, 
whereas Au and Pt were found to produce abrupt and unre- 
acted interfaces. A substantial dependence of the Fermi level 
position on the metal work function was found, in agreement 
with previous studies on wide-gap semiconductors. The Ti/ 
GaN and Al/GaN interfaces differ significantly in spite of 
similarities in the metal work function and chemical reaction 
with nitrogen. The difference is accounted for by the nature 
of the reaction products (A1N and TiN) and by the presumed 
role of metal-induced gap states in the definition of Schottky 
barriers. Upon annealing, the incorporation of Mg increases 
the acceptor density as seen in both n- and p-GaN. Finally, 
we verified that high work function metals, i.e., Au and Pt, 
stabilize the Fermi levels around 1 eV above the valence 
band maximum of />-GaN, giving large barriers for holes 
and exemplifying the difficulty of making ohmic contacts to 
this material. 
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The adsorption of cesium on clean n- and /?-GaN(0001)-l X 1 surfaces at 150 K was investigated 
using x-ray photoemission spectroscopy, photoemission spectroscopy with monochromatized He I 
radiation ultraviolet photoelectron spectroscopy (UPS) and a Kelvin probe (contact potential 
difference, CPD). The CPD measurements gave work functions of 3.88±0.15 and 3.6±0.15 eV for 
clean n- and p-GaN(OOOl) surfaces, respectively. The widths of UPS energy distribution curves 
yield an ionization energy of 6.8±0.15eV. Thus, depletion and inversion layers exist at clean 
surfaces of n- and p-GaN(OOOl) surfaces, respectively. As a function of Cs coverage, the work 
function displays the well-known behavior in that it first decreases, passes through a minimum, and 
eventually reaches a value of 2.1 eV, the work function of metallic cesium. In the submonolayer 
coverage regime, the ionization energy decreases by 2.3±0.15 eV. At cleanp-GaN(0001) surfaces 
the vacuum level lies by only 0.3 eV above the conduction-band minimum in the bulk. Already 
minute amounts of Cs suffice to produce negative electron affinity. The Schottky barrier height of 
metallic Cs films on n-GaN(OOOl) is determined as 0.2±0.15 eV. This value is in good agreement 
with what is predicted by the MIGS and electronegativity model. © 1998 American Vacuum 
Society. [S0734-211X(98)09004-0] 

I. INTRODUCTION 

A most challenging proposal is the development of super- 
flat field-emission displays based on group-Ill nitrides.1 Such 
devices are based on the concept of negative electron affinity 
(NEA).2 Quite generally, the electron affinity of a clean or an 
adsorbate-covered semiconductor surface is defined as the 
energy distance between the vacuum level and the bottom of 
the conduction band right at the surface. Provided the surface 
band bending is such that the vacuum level is below the 
conduction-band minimum in the bulk then the surface is 
said to have a NEA. Such surfaces are efficient electron 
emitters. 

The electronic surface properties of semiconductors are 
generally modified by adsorbate-induced surface dipoles and 
surface states.3 Adatoms form covalent bonds with surface 
atoms of the substrate. Such bonds are partly ionic and the 
bond charge is displaced towards the more electronegative 
atom. The respective adatom-induced surface dipoles will 
lower or increase the electron affinity of the semiconductor 
depending on whether the surface bond charge is shifted 
towards the surface atom or towards the adatom. Adatom- 
induced surface states will have either acceptor or donor 
character. Their charging state varies from neutral to nega- 
tive and from positive to neutral, respectively, when their 
energy levels move from above to below the Fermi level. A 
space charge below the surface compensates the net charge 
in surface states. Space charges of positive and negative sign 

a)Author to whom correspondence should be addressed; electronic mail: 
kampen @ physik.tu-chemnitz.de 

are correlated with an upward and a downward band bend- 
ing, respectively. 

Adatom-induced surface dipoles and band bending may 
move the vacuum level at the surface to below the 
conduction-band minimum in the bulk although right at the 
surface the vacuum level is still above the conduction-band 
bottom. This situation is commonly referred to as NEA. 
Electrons excited over the band gap in the space charge re- 
gion and in the bulk will be freely emitted into vacuum pro- 
vided they are not scattered to energies below the vacuum 
level. NEA is commonly achieved on samples doped p type. 

Hydrogen has been reported to create NEA on (111) ~ 
and (001)7'8 surfaces of p-diamond. Based on ab initio mod- 
eling, the change in the position of the conduction-band edge 
with respect to the vacuum level was believed to be the result 
of surface dipoles induced by the electropositive H adatoms. 
Küttel et al9 evaporated cesium on (100) surfaces of p- 
diamond and investigated the resulting NEA with ultraviolet 
photoemission spectroscopy and electron field emission mea- 
surements. Moreover, nitrides such as A1N (Ref. 10) and 
ALXJa^N (Ref. 11) for x>0.75 were reported to exhibit 
NEA. 

Previously, we studied the change of the electronic prop- 
erties of n-GaN(OOOl) surface as the function of Cs 
coverage.12 As to be expected, the Cs-induced surface di- 
poles reduced the work function. Our present investigations 
are focused on the electronic properties of Cs-covered 
p-GaN(OOOl) surfaces. Our experimental results clearly re- 
veal cesiated p-GaN(OOOl) surfaces to exhibit NEA. Fur- 
thermore,   we  determined  the   surface  band  bending   at 
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Cs/jo-GaN(0001) interfaces. The respective Schottky barrier 
height confirms a prediction resulting from the theory of 
interface-induced gap states. 

II. EXPERIMENT 

Thep-type GaN(OOOl) layers were grown on c-plane sap- 
phire by plasma-induced molecular beam epitaxy (PIMBE). 
Ga and Mg effusion cells and a rf plasma source (Oxford 
Applied Research CARS) providing nitrogen radicals were 
used in the deposition process. The layers were grown at 
810 °C with a growth rate of —0.5 //rn/h and without a 
buffer layer. The layer thickness of 500 nm was determined 
by scanning electron microscopy with an accuracy of ±10 
nm.13 The hole concentration of 1.2X 1017 cm"3 was deter- 
mined from Hall measurements. As «-type substrates we 
used GaN(0001) epilayers on sapphire with a thickness of 
— 1.5 fim obtained from Cree Research Inc. The doping level 
was specified as below 5 X 1016 cm-3. 

To obtain clean surfaces the following procedures were 
applied. The samples were dipped for 1 min into hydrofluo- 
ric acid (HF), rinsed in de-ionized water, blown dry with N2 

gas, and immediately transferred into a ultrahigh vacuum 
(UHV) system via a fast load-lock. There they were heated 
to a temperature of about 800 °C with a rate lower than 
1.5 °C/s. At 800 °C they were exposed to a flux of 1 
X 1016 Ga atoms per cm2/s for 10 min and subsequently an- 
nealed at the same temperature for another 30 min. The 
samples were then carefully cooled down to room tempera- 
ture. This procedure gave clean and well-ordered surfaces as 
was monitored by using x-ray photoelectron and Auger elec- 
tron spectroscopy (XPS, AES) and low-energy electron dif- 
fraction (LEED), respectively. 

For the deposition of Cs and the subsequent measure- 
ments, the samples were cooled to 150 K. Cesium was 
evaporated from dispensers (SAES Getters) which were thor- 
oughly degassed. They were heated with a constant current 
of 6 A while the durations of Cs exposures were controlled 
by a shutter. The Cs uptake of the samples was monitored by 
recording x-ray photoemission spectra. 

The Kelvin method was used to measure the contact po- 
tential between the GaN surfaces under study and a vibrating 
probe. The work function of the Kelvin probe itself was cali- 
brated as 4.28±0.1 eV utilizing cleaved /?-GaAs(110) sur- 
faces as reference. Their work function is known to be in- 
sensitive to cleavage-induced defects. The Kelvin probe was 
operated in the dark to avoid any surface photovoltage. 

In the submonolayer coverage range, the ionization en- 
ergy was determined from the width of the energy distribu- 
tion curves (EDCs) of photoemitted electrons which were 
excited by using monochromatized He I radiation, i.e., 21.2 
eV photons. 

III. RESULTS 

The adsorption of Cs on GaN(0001) at 150 K was fol- 
lowed by XPS. Figure 1 shows the ratio of the emission 
intensities from the Cs(3d3/2) and the Ga(3p) core levels as 
a function of Cs exposure. The data points may be fitted by 
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FIG. 1. Ratio of emission intensities of Cs(3d3/2) and Ga(3/?) core levels 
recorded with a n-GaN(OOOl) surface kept at 150 K as a function of the Cs 
evaporation time. 

two straight lines. Such sequence of straight-line segments 
indicates layer-by-layer or Frank-van der Merwe growth. 
The break at approximately 400 s is then assigned to the 
completion of the first continuous adsorbate layer. Layer-by- 
layer growth of cesium at low temperatures is well known 
from other semiconductors.14'15 The evaporation time neces- 
sary for deposition of the first complete cesium layer varied 
with the specific Cs dispenser used. During the formation of 
the second layer the Cs film becomes metallic. A Fermi edge 
was observed in ultraviolet photoemission spectra (UPS) ex- 
cited with monochromatized He I radiation. 

Figure 2 displays the kinetic energies of the N(ls), 
Ga(3p1/2), Ga(3p3/2), and Cs(3d3/2) core-level signals as a 
function of Cs exposure. Initially, the core signals of the 
substrate atoms move to higher kinetic energies. For expo- 
sures larger than 250 s the kinetic energies off all core-level 
signals decrease by up to 0.5 eV and eventually become 
constant for exposures larger than 500 s, i.e., after the 
completion of the first continuous Cs layer. Core-level shifts 
may be caused by surface band bending or chemical bond- 
ing. Since the N(ls), Ga(3p1/2), Ga(3p3/2), and Cs(3d3/2) 
core-level signals behave the same their shifts are attributed 
to Cs-induced changes in surface band bending. 

Using a Kelvin probe the work functions of clean and 
subsequently Cs-covered n- and /?-GaN( 0001) surfaces were 
measured. The results are plotted in Fig. 3. Clean n- and 
p-GaN(OOOl) surfaces have a work function of 3.88±0.15 
and 3.6±0.15 eV, respectively. As a function of Cs cover- 
age, the work functions first decrease, then pass through a 
minimum, and eventually reach a constant value of 2.1 
± 0.1 eV irrespective of the type of doping. This final value 
agrees with the work function, 1.81 eV (Ref. 16) and 2.1 eV 
(Ref. 17) reported for metallic cesium. 

Figure 4 displays some of the EDCs recorded with clean 
and subsequently Cs-covered n- and p-GaN(OOOl) surfaces. 
The ionization energy / of a surface under study may be 
determined from photoemission spectra. The width W of the 
EDCs of the photoemitted electrons equals the difference of 
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FIG. 2. Energy position of the N(1J), Ga(3/>1/2), Ga(3p3/2), and Cs(3rf3/2) 
core-level signals as a function of Cs exposure. 

the photon energy hco of the exciting light and the ionization 
energy, i.e., 

W=h<o-I. (1) 

Using Eq. (1) and the spectra displayed in Fig. 4 one obtains 
the ionization energy of clean GaN(0001) surfaces as 6.8 
±0.1 eV, irrespective of the type of bulk doping. The ion- 
ization energy and the electron affinity of a semiconductor 
differ by the band gap of the semiconductor Wg which is 
3.45 eV for GaN at 150 K.18 Then the electron affinity of 
clean GaN(0001) surfaces results as 3.35±0.1 eV. Our find- 
ing is in good agreement with the values of 3.2 and 3.3 eV 
reported by Bermudez19 and Benjamin,10 respectively. With 
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FIG. 4. EDCs of photoemitted electrons excited by monochromated He I 
radiation from cleaned n- and p-GaN(OOOl) surfaces and after successive 
exposures to increasing amounts of Cs at 150 K. 

increasing Cs coverage the ionization energy decreases. Af- 
ter the completion of the first continuous Cs layer it reaches 
a value of 4.5 ±0.15 eV, again irrespective of the type of 
bulk doping. Consequently, the electron affinity now 
amounts to 1.05 ±0.15 eV. 

Three features of the EDCs displayed in Fig. 4 will be 
considered in more detail. First, the intensity of the intense 
structure slightly below the valence-band maximum (VBM) 
decreases as a function of Cs deposition. This behavior is 
typical for the emission of electrons from surface states that 
are removed by the adsorption of adatoms. Thus we attribute 
this structure to occupied surface states just below the 
valence-band top. Second, the feature at 11 eV below the 
VBM of the clean surfaces occurs at the same kinetic energy 
in photoemission spectra excited with He II radiation. There- 
fore, we attribute this structure to emission of secondary 
electrons which accumulate in a region of high density of 
states at an energy of hw — Wg—ll eV=6.8 eV above the 
conduction-band minimum. Third, the peak of the true sec- 
ondaries observed with the clean surfaces apparently remains 
present after the subsequent Cs exposures. Therefore, we 
conclude from this observation that there is another region of 
high density of states in the range of 4.9 eV above the 
conduction-band minimum. 
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FIG. 3. Work function of n- and p-GaN(OOOl) surfaces as a function of the 
Cs evaporation time at 130 K. 

IV. DISCUSSION 

A. Position of the Fermi level on clean and Cs- 
covered GaN(0001) surfaces 

The energy distribution of surface states determines the 
surface band bending or, in other words, the energy position 
of the Fermi level with respect to the valence-band maxi- 
mum. The work function <& and the ionization energy / are 
defined as the energy distance from the Fermi level WF and 
the valence-band maximum Wvs, right at the surface, respec- 
tively, to the vacuum level. Therefore, the position of the 
Fermi level with respect to the valence-band maximum at the 
surface is given by 

WF-Wvl = I-&. (2) 

J. Vac. Sei. Technol. B, Vol. 16, No. 4, Jul/Aug 1998 



2227        Eyckeler ef a/.: Negative electron affinity of cesiated p-GaN(OOOI) 2227 

Cs:GaN(0001) 
T=150K 

■    n-GaN(OOOI) 
•    p-GaN(OOOI) 

200 400 600 800 

Cs exposure [s] 
1000 

FIG. 5. Energy difference between Fermi level and valence-band maximum 
at clean and cesiated n- and />-GaN( 0001) surfaces at 150 K as a function of 
Cs exposure. 

On clean n- and /?-GaN(0001) surfaces the Fermi level is 
positioned 2.94 and 3.22 eV above the valence-band maxi- 
mum, respectively. Thus, depletion layers exist on n- but 
strong inversion layers on p-GaN(OOOl) surfaces. 

The core-level shifts displayed in Fig. 2 are attributed to 
Cs-induced variations in surface band bending on 
«-GaN(OOOl) surfaces. They thus allow for a determination 
of the Fermi-level position relative to the valence-band 
maximum on Cs-covered n-GaN(OOOl) surfaces. The re- 
spective data are displayed in Fig. 5. In the submonolayer 
coverage range, the energy position of the Fermi level on 
Cs-covered p-GaN(OOOl) surfaces, on the other hand, may 
be determined using the work function data displayed in Fig. 
3. On clean as well as on Cs-covered surfaces, the ionization 
energies are the same on n- and p-type samples. Therefore, 
the differences of the work functions of n- and /?-type 
samples measured at identical Cs coverages equal the differ- 
ences between the Fermi-level positions with regard to the 
valence-band maximum on n- and p-GaN(OOOl) surfaces. 
As displayed in Fig. 5 the band bending on /»-type GaN is 
constant while it is increased for «-type GaN. For metallic Cs 
films the position of the Fermi level is the same for both 
types of doping and constant. The barrier heights for 
Cs:«-GaN(0001) and Cs:p-GaN(0001) contacts are 0.2 
±0.15 and 3.2±0.15 eV, respectively. 

B. Cs-induced surface dipoles 

Adatom-induced surface dipoles will vary the ionization 
energy of semiconductor surfaces. Cesium is much more 
electropositive than both gallium and nitrogen. Cesium- 
induced surface dipoles on GaN are thus oriented such as to 
lower the surface barrier for electrons in agreement with 
what is found experimentally. The adatom-induced reduction 
of the ionization energy as a function of coverage O is given 
by 20 

81= 
*o ^0© 

where e0 and e0 are the electronic charge and the permittiv- 
ity of vacuum, /x0 is the dipole moment of the adatom- 
induced dipoles, and aad is the polarizibility of the adatom. 
The dipole moment of the adatom-induced dipoles may be 
written as 

/io = A?e0(ri+rad), (4) 

where rs and rad are the covalent radii of the substrate atoms 
and the adatoms, respectively. Pauling20 described the partial 
ionic character Aql of covalent single bonds by the elec- 
tronegativity difference of the respective atoms. A revised 
version21 of Pauling's original correlation gives 

A9I = 0.16|X,-Xj + 0.035(X,-Xad)2, (5) 

en l+9aariO 3/2 > (3) 

where Xs and Xad are the electronegativities of the substrate 
atom and the adatom, respectively. 

Experimental and theoretical studies concluded that 
GaN(0001) surfaces should be Ga-terminated.22 Therefore, 
we assume that covalent Cs-Ga bonds are present after the 
deposition of Cs on Ga(0001) surfaces. The maximum reduc- 
tion of the ionization energy is obtained when the first con- 
tinuous layer of covalently bonded Cs atoms is completed. 
Using the polarizability aCs= 1.63X 10~23 cm3 of adsorbed 
Cs,23 the covalent radii rGa=0.126nm and rCs=0.235nm 
and the electronegativity difference XGa-XCs= 1.02 one ob- 
tains <S/max=2.5 eV. This value is very close to the experi- 
mental result <?Ca

p
x=2.3±0.2 eV. 

C. Negative electron affinity on Cs-covered GaN 

The position of the conduction-band minimum Wcb in the 
bulk with respect to the vacuum level is given by 

(Wmc-Wcb)n = $n-Wn (6a) 

on «-type substrates and 

(Wmc-Wcb)p=$p+Wp-Wg (6b) 

on p-type substrates, where Wn= Wcb- WF=0.03 eV and 
Wp=WF- Wvh= 0.05 eV are the energy separations between 
the respective edges of the majority-carrier bands and the 
Fermi level. The data plotted in Fig. 3 always give positive 
(Wvac-Wcb)„ values. On p-GaN(OOOl) surfaces, on the 
other hand, very small cesium coverages already reduce the 
clean-surface value (Wvac- Wcb)p<**03 eV to negative val- 
ues. Thus, minute Cs coverages suffice to achieve negative 
electron affinity on^-GaN(OOOl) surfaces. After completion 
of the first continuous Cs layer, the vacuum level is by 2.1 
eV below the conduction-band minimum in the bulk. 

D. Schottky barrier height of Cs/GaN(0001) contacts 

In the coverage regime above the first continuous Cs layer 
on GaN(0001) surfaces, the UPS spectra reveal a pronounced 
Fermi edge, i.e., the Cs overlayer becomes metallic. This 
finding is further supported by the observations that in this 
coverage range the work function assumes the value of com- 
pact cesium metal and the band bending reaches a constant 
value. Metal-semiconductor contacts are characterized by 
their Schottky barrier height </>Bn=Wci-WF and <f>BP=WF 

JVST B - Microelectronics and Nanometer Structures 



2228        Eyckeler et al.: Negative electron affinity of cesiated p-GaN(OOOI) 2228 

- Wvi which are the energy differences between the Fermi 
level and the edge of the respective majority-carrier band 
right at the interface. The data plotted in Fig. 5 give <£Bn 

= 0.2±0.15 eV for Cs/n-GaN(0001) contacts at 150 K. 
The continuum of metal-induced gap states determines 

the electronic properties of ideal metal-semiconductor 
interfaces.3 The charge transfer between the semiconductor 
and the metal may be modeled by applying Pauling's con- 
cept mentioned which was originally designed for small mol- 
ecules. The variation of the Schottky barrier height as a func- 
tion of the difference Xm-Xs of the metal and the 
semiconductor electronegativities is then given by24 

4>Bn=<f>bp+Sx(Xm~Xs)' (7) 

where 4>bp= Wc-Wbp is the zero-charge-transfer barrier 
height. 

The energy positions of the branch point Wbp- Wv in the 
continuum of interface-induced gap states were calculated by 
using an empirical tight-binding method.25 The branch point 
energy of GaN resulted as Wbp- Wv = 2.35 eV, i.e., the zero- 
charge-transfer barrier height cf>bp of GaN measures 1.1 eV 
since the GaN band gap measures 3.45 eV. The slope param- 
eters Sx=d<pB/dXm are related to the optical dielectric con- 
stants e„ of the respective semiconductors by 

Ax/Sx-l = 0.1(eK-l)2, (8) 

with A^=0.86eV/Miedema unit. With £» = 5.45 (Ref. 27) 
for GaN the slope parameter results as Sx 

= 0.29 eV/Miedema unit. With the Miedema electronegativi- 
ties of 5.3 and 1.95 for GaN and Cs, respectively, the MIGS- 
and-electronegativity model predicts a barrier height of 0.13 
eV for Cs:n-GaN(000) contacts. This value is in excellent 
agreement with the experimentally determined Schottky bar- 
rier height of 0.2±0.15eV. This finding corroborates our 
earlier conclusion28 that the MIGS-and-electronegativity 
model provides an excellent description of the chemical 
trend of barrier heights of ideal GaN Schottky contacts. 

V. CONCLUSION 

We investigated the electronic properties of clean and Cs- 
covered n- and p-type GaN(OOOl) surfaces at low tempera- 
tures. Clean n- and/?-type GaN(OOOl) surfaces exhibit deple- 
tion and inversion layers, respectively, and the Fermi level is 
pinned by surface states close to the conduction-band mini- 
mum. Cs-induced surface dipoles reduce the ionization en- 
ergy from its clean-surface value of 6.8-4.5 eV after the 
completion of the first continuous Cs layer. At clean 
/?-GaN(0001) surfaces the vacuum level lies only 0.3 eV 
above the conduction-band bottom in the bulk. Already 

minute amounts of Cs suffice to produce negative electron 
affinity. After the completion of a continuous Cs layer the 
vacuum level is by 2.1 eV below the condition-band mini- 
mum in the bulk. The Schottky barrier height of 
Cs/«-GaN(0001) contacts is determined as 0.2 eV. This 
value is in excellent agreement with the predictions of the 
MIGS-and-electronegativity model. 
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We summarize our results on plasma-assisted molecular beam epitaxy of cubic GaN on GaAs(OOl) 
and on Si(OOl) and of hexagonal GaN on 6H-SiC(0001) with emphasis on the nucleation process. 
A two-step growth sequence must be used to optimize and control the nucleation and the subsequent 
growth independently. While a perfect epitaxial orientation exists for GaN-on-GaAs due to the 
coincidence lattice relationship of the two constituents. The same effect is impeded for'GaN-on-Si 
by the growth of Si^N^, inclusions at the interface which act as nucleation cores for the formation of 
the hexagonal GaN phase. A suitable template, such as a thin GaAs or SiC insertion layer, avoids 
formation of the Si^Ny inclusions. Finally, growth of hexagonal GaN-on-6H-SiC without any buffer 
layer requires very careful adjustment of the N-to-Ga flux ratio and the substrate temperature, 
independently for the nucleation stage and for the subsequent layer-by-layer growth. The structural 
perfection and the optical properties of the resulting 1 ^m thick GaN films then reach 
state-of-the-art quality even without a buffer template. © 7995 American Vacuum Society. 
[S0734-211X(98)04904-X] 

I. INTRODUCTION 

The lack of GaN substrates of suitable size and structural 
perfection has prompted numerous investigations of het- 
eroepitaxial growth of GaN under conditions of a large mis- 
match of lattice constants, thermal properties, etc. The exis- 
tence of a metastable cubic GaN phase in addition to the 
stable hexagonal phase imposes added problems to the fab- 
rication of GaN films suitable for device application. In this 
article we will summarize our results on plasma-assisted mo- 
lecular beam epitaxy (MBE) growth of cubic GaN on 
GaAs(OOl) (Refs. 1-4) and on Si(OOl) (Refs. 5 and 6) and of 
hexagonal GaN on 6H-SiC(0001),7'8 with special emphasis 
on the nucleation process. While an epitaxial "cube-on- 
cube" orientation exists for GaN-on-GaAs due to the coin- 
cidence lattice of the two components, the same effect is 
hampered for GaN-on-Si by the formation of amorphous 
Si^Nj, inclusions at the interface which act as nucleation cen- 
ters for the formation of the hexagonal GaN phase. A suit- 
able template, such as a thin GaAs or SiC insertion layer, 
prevents formation of the Si^Nj, inclusions. Finally, we dis- 
cuss the conditions for the direct nucleation of hexagonal 
GaN on 6H-SiC without the frequently employed buffer 
layer. This is an important step towards the realization of 
vertically conductive hexagonal group III nitride devices. As 
the nucleation process has a direct impact not only on the 
structural but also on the electronic properties of the result- 
ing GaN films, we also highlight some key optical features of 
the GaN-on-SiC heterostructures. 

II. EXPERIMENT 

The GaN films were grown in a homemade MBE system 
equipped with a dc glow discharge nitrogen plasma source 
(NPS) (Riber NPS 200) operated at a power of 30 W. The 
substrate preparation, nucleation process, and film growth 

''Electronic mail: ploog@pdi-berlin.de 

were monitored in situ by reflection high-energy electron 
diffraction (RHEED), using an incident angle of l°-2° at an 
acceleration voltage of 15 keV. The RHEED patterns were 
recorded by a charge-coupled device (CCD) camera con- 
nected to an image processing system. In addition to in situ 
RHEED, the morphology and the structure were investigated 
ex situ by atomic force microscopy (AFM), high-resolution 
x-ray diffraction (XRD), and high-resolution transmission 
electron microscopy (HRTEM). A two-step growth sequence 
was employed to optimize and control the nucleation stage 
and the subsequent layer growth independently. For the lat- 
ter, the growth rate was typically 0.1 monolayer (ML)/s. 

III. RESULTS AND DISCUSSION 

A. Cubic GaN-on-GaAs(OOI) 

Cubic GaN(OOl) exhibits two Ga-terminated surface re- 
constructions with the RHEED patterns shown in Fig. 1, one 
with (2X2) symmetry and the other with c(2X2), while the 
N-terminated (1X1) surface remains unreconstructed.1-3 

The (2X2) reconstructed surface is thermally stable in ultra- 
high vacuum (UHV) up to 700 °C. It transforms to the c(2 
X2) reconstruction after Ga deposition at r,^600°C. As 
the transitions between the different reconstructions can be 
monitored in situ by RHEED, the RHEED transients have 
been used for a detailed study of the GaN(OOl) surface phase 
diagram and hence the GaN growth kinetics.1'2 Moreover, 
these results allowed us to determine the effective N-to-Ga 
flux ratio in real time by means of the RHEED transients.9'10 

The observed surface phase transitions as a function of 
the impinging Ga or N flux led to the conclusion that the 
(2X2) and the c(2X2) reconstructions correspond to sur- 
faces covered with 0.5 and 1.0 ML Ga, respectively.1'2 

Simple surface models1 assumed that the (2X2) structure is 
formed by Ga2 dimer rows along [110] which are separated 
by one missing dimer row. Filling the missing dimer rows at 
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FIG. 1. RHEED patterns of cubic GaN(OOl) taken along [110] and [100] 
azimuths at two different N-to-Ga flux ratios. The patterns are grayscale 
encoded for better visibility. The two spots at the right of each pattern stem 
from light emitting diodes indicating the "open" state for both the Ga and 
the N shutters. 

the center positions of four adjacent Ga2 dimers at full mono- 
layer coverage should then correspond to the c(2X2) struc- 
ture. While our more recent scanning tunneling microscopy 
(STM) studies11 confirm the surface structure model of the 
(2X2) reconstructions with the Ga2 dimers along [110] at 
half-monolayer coverage, the c(2X2) surface previously 
noticed exhibits the more complicated (VlOX ^10) 7?18.4° 
reconstruction with a Ga coverage of 0.8 instead of 1.0 ML. 
Using a ball-and-stick model the (VlÖX VIÖ) #18.4° recon- 
struction can be constructed as a vacancy structure of the 
c(2X2) reconstruction by removing one of the five Ga2 

dimers. Neither reconstruction can be distinguished by 
RHEED. 

Prior to the deposition of GaN, a GaAs buffer layer is 
grown under conditions suitable to obtain an atomically flat 
surface.1,12 The nucleation of GaN on this /3-(2X4) recon- 
structed GaAs(OOl) surface is then initiated by closing the 
As4 shutter and immediately opening the N shutter. The 
growth conditions of GaN must be adjusted such that a com- 
plete coverage of the GaAs surface by GaN is most rapid. 
This demand is met by minimizing the size and maximizing 
the density of the nuclei. We have found10'12 that at substrate 
temperatures of 580-620 °C, a growth rate of 0.03 ML/s and 
an effective N-to-Ga flux ratio of 3 yield the best nucleation 
results. After deposition of 5-7 ML GaN a continuous film 
has been formed, and the growth rate and the growth tem- 
perature can be increased (0.1 ML/s at 680 °C). To prevent 
the formation of hexagonal domains in the cubic GaN ma- 
trix, growth now has to be carried out with a N-to-Ga flux 
ratio close to unity, yielding the transition from the (2X2) to 
the c(2X2) reconstruction. Monitoring these distinct 
GaN(OOl) surface structures in real time by RHEED pro- 
vides a unique means for the realtime control of the surface 
stoichiometry, and hence enables us to synthesize single- 
phase cubic GaN films. The phase purity degrades with de- 
viations from the optimum flux ratio, and the phase mixture 
is an important factor that governs the crystal quality of cu- 
bic GaN films. 

To overcome the large lattice mismatch of 20% between 
cubic GaN and GaAs and to guarantee phase purity, accurate 

FIG. 2. Nucleation state of cubic GaN-on-GaAs(OOl) observed by cross- 
sectional HRTEM. GaN nuclei after deposition of nominally (a) 0.5 and (b) 
5 ML thicknesses (the images are Fourier filtered). 

control of the nucleation state (i.e., the first 5 ML) with the 
small cubic GaN nuclei exhibiting the desired epitaxial rela- 
tion is most crucial. In the following we show that the result- 
ing microstructure of the cubic GaN film is a direct conse- 
quence of the atomic configuration of the interface,1 which 
can be understood in terms of a coincidence lattice model. 
The cross-sectional HRTEM image of a nominally 0.5 ML 
GaN sample [Fig. 2(a)] demonstrates that the nucleation oc- 
curs by the formation of nanoscale three-dimensional (3D) 
islands, which exhibit a well-defined epitaxial relationship. 
Even the smallest islands observed, which have a volume of 
less than 10 nm3, are relaxed by misfit dislocations. The is- 
land shown in Fig. 2(a), for example, contains an edge-type 
dislocation in the center and a second one which is about to 
form at the edge of the island. The atomic structure close to 
the interface within the GaN island is highly distorted be- 
cause the extension of the strong lattice plane bending near 
the dislocation core is of the same order of magnitude as the 
radius of the observed island. Additionally, elastic relaxation 
processes at the island surface may also influence the lattice 
image of the interface. The cross-sectional HRTEM image of 
the 5 ML GaN sample in Fig. 2(b) evidences that this sample 
exhibits a connected filmlike morphology with a thickness 
comparable to that of the 0.5 ML sample. The initial nuclei 
thus seem to grow almost exclusively laterally, with little 
growth at this stage along the [001] direction. Moreover, 
misfit dislocation cores are detected with a distance of five 
{111} GaN lattice planes. The density of these edge-type dis- 
locations is just sufficient to relieve the entire misfit strain of 
20%. 

These results directly visualize that pure edge-type misfit 
dislocations are formed instantaneously during the initial 
nucleation of islands via the incorporation of extra {110} 
lattice planes into the edge of the growing island without any 
climb or glide mechanism.13 On the other hand, it is clear 
that the epitaxial cubic interface must be energetically more 
favorable than an interface involving the thermodynamically 
stable hexagonal lattice. Assuming that the strain energy rep- 
resents the most important part of the total interfacial energy 
(the chemical portion should be comparable between cubic 
and hexagonal phases), the results can be explained by a 
coincidence lattice or a "magic mismatch" occurring be- 
tween cubic GaN and GaAs. A true coincidence between the 
epilayer (aept) and substrate lattice (asub) occurs when 
aepi/asub=m/n, where m and n are integers. If m = n±l, 
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FIG. 3. Cross-section HRTEM image of the GaN-GaAs(OOl) heterostruc- 
ture taken along the (110) direction. The arrows depict an atomically flat 
part of the interface containing regularly arranged misfit dislocations (mag- 
nified in the inset). 

there is one extra lattice plane, i.e., a simple edge dislocation, 
in each unit cell of the coincidence lattice. However, the 
epitaxial system is in general not at true coincidence, and the 
coincidence-lattice mismatch/expresses this deviation from 
true coincidence as /= (masuh- naepi)/masub. This devia- 
tion introduces elastic strain at the interface in addition to the 
strain accommodated by the misfit dislocations. Therefore, 
the energy of heteroboundaries is small only if / does not 
deviate substantially from true coincidence. For the present 
heterosystem/= -0.0002 ±0.0020 by taking m/n = 4/5 and 
the most accurate values for the lattice constants available at 
growth temperature, i.e., aGaN= 0.455±0.01 nm and aGaAs 

= 0.568886 nm. This system is thus close to true coincidence 
(magic mismatch), and an array of edge dislocations with a 
period of five GaN lattice planes indeed accounts for the 
entire misfit. The occurence of a magic mismatch between 
cubic GaN and GaAs thus provides an explanation of the 
phenomenon of epitaxial growth for a strain at which epitaxy 
of covalently bonded materials is usually no longer achieved. 

The subsequent growth and the evolution of the defect 
microstructure detected in the TEM micrographs (Fig. 3) are 
determined by the initial nucleation of the islands. While no 
planar defects are observed in the isolated nuclei [cf. Fig. 
2(a)], stacking faults and microtwins are generated during 
the coalescence stage of the nuclei as observed in the HR- 
TEM images of the 5 ML sample [Fig. 2(b)]. In fact, since 
the spacing of the individual nuclei is not necessarily in 
phase with respect to their dislocation array, the periodicity 
of the dislocation array is in general broken upon their coa- 
lescence. These locations are centers of high local strain 
(e.g., a 4/3 ratio between GaN and GaAs lattice planes cor- 

FIG. 4. (110) cross-sectional HRTEM micrographs of a 10-ML-thick GaN- 
on-Si(OOl) nucleation layer, (a) Overview, (b) higher magnification, show- 
ing the presence of amorphous material at the interface, (c) higher magnifi- 
cation, showing a hexagonal GaN grain nucleating on top of the amorphous 
material, and (d) higher magnification, showing an area where a well- 
defined epitaxial relation between cubic GaN and Si is achieved. In (a) and 
(b), the arrows point to the locations of the amorphous material; in (d) the 
arrows indicate the edge-type dislocations formed every 5 Si-Si interatomic 
distances. 

responds to a residual misfit of/=6.7%). These local strain 
concentrations are probably responsible for the generation of 
secondary defects in the layers, i.e., stacking faults and mi- 
crotwins, which are able to fit the coincidence lattice in the 
region of the coalesced islands. The interface is sharp on an 
atomic scale with an overall vertical roughness of only a few 
monolayers. A more careful inspection of the interface struc- 
ture (see the inset in Fig. 3) reveals that the boundary con- 
tains atomically straight parts. Within these regions no planar 
defects originate from the interface and, simultaneously, 
regularly arranged pure edge-type dislocations appear at the 
interface. The cores of these dislocations are observed at 
every fifth GaN {111} lattice plane as expected from the 
nucleation state described above (Fig. 2). 

Cubic GaN-on-GaAs(OOl) films grown under optimized 
nucleation conditions exhibit a bright luminescence at room 
temperature4 which makes them promising for application in 
optoelectronic devices. 

B. Cubic GaN-on-Si(001) 

The GaN films are grown on Si(001) also in two steps, 
i.e., a lower temperature nucleation at 520-550 °C is fol- 
lowed by a higher temperature growth at 650-680 °C for the 
rest of the film.5' However, achieving homogeneous wetting 
of cubic GaN on Si(001) is much more difficult than on 
GaAs(OOl). Therefore, only when nucleation is performed on 
a single-domain (lX2)-Si(001) surface (which requires sub- 
strates oriented 4° off toward (110)), the RHEED patterns 
indicate a well-defined cubic symmetry after growth of 10 
ML GaN. Atomic force micrographs reveal a smooth and 
connected surface morphology of these films. However, a 
more detailed analysis of the layers grown even under opti- 
mized conditions by HRTEM shows that epitaxy is only par- 
tially achieved, as evidenced by the HRTEM micrographs of 
one of these layers in Figs. 4 and 5. Up- and downward 
arrows in Fig. 4(a) indicate regions directly at the interface 
and within the layer, respectively, which exhibit contrast dif- 
ferent from that of cubic GaN. Some portions of this micro- 
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graph shown at higher magnification in Figs. 4(b)-4(d) re- 
veal the following interesting phenomena. The nucleation 
layer is actually not a homogeneous and continuous GaN 
layer, but is interrupted by randomly distributed amorphous 
domains [as indicated by the downward arrow in Fig. 4(b)] 
in between the cubic GaN grains. Our detailed studies of the 
interaction between the active N plasma and the Si(OOl) sur- 
face demonstrate that this amorphous material at the GaN-Si 
interface is SixN},. At some GaN-Si interfacial regions [in- 
dicated by the upward arrow in Fig. 4(b)], the cubic GaN 
grains are heavily misoriented and contain a very high den- 
sity of stacking faults. Hexagonal GaN grains whose basal 
plane is parallel to the Si(OOl) surface are observed to grow 
on top of the amorphous patches at the interface [Fig. 4(c)]. 
For those GaN-Si interfacial regions where a good epitaxial 
relation between GaN and Si is established [Fig. 4(d)], the 
large lattice mismatch (~17%) between cubic GaN and Si is 
accommodated by misfit dislocations, which indeed form a 
5:6 coincidence lattice as expected from the ratio of the lat- 
tice constants. 

Continuous growth on top of the nucleation layer is found 
to lead to a transition from the cubic towards the hexagonal 
phase, as evidenced by RHEED. This transition is indepen- 
dent of both the thickness of the GaN nucleation layer and 
the conditions used for subsequent growth. The phase trans- 
formation is confirmed by x-ray diffractometry of a 700-nm- 
thick GaN film, where the dominant peak stems from the 
GaN(0002) reflection. Azimuthal scans across asymmetric 
reflections reveals the in-plane orientation of the characteris- 
tic columnar structure of hexagonal GaN. The columns are 
separated by straight boundaries and have well-defined sur- 
face facets. Within these hexagonal GaN grains, a high den- 
sity of planar defects exists, which are stacking faults lying 
in the close-packed basal plane. These stacking faults are 
running parallel to the GaN-Si interface, showing that the 
out-of-plane orientation spread of the columns is small, re- 
sulting in a highly textured, fiberlike microstructure. The 
change of contrast close to the GaN-Si interface originates 
from grains of cubic GaN, as demonstrated by means of 
HRTEM (see the inset of Fig. 5) and selected-area electron 
diffraction (SAD) patterns. They are separated from each 
other by the hexagonal GaN columns which extend from the 
amorphous Si^Ny patches at the interface. 

The nucleation and growth of GaN on Si (001) hence take 
place via two different parallel paths. Cubic GaN with an 
epitaxial relationship to Si(001) is formed on the bare Si 
surface, but complete coverage is inhibited by the simulta- 
neous formation of amorphous Si^Nj,. GaN condensing on 
top of this SiANy-covered Si does not experience an epitaxial 
constraint and grows thus in its hexagonal modification with 
random in-plane orientation. Further growth leads to largely 
columnar growth of hexagonal GaN which rapidly over- 
grows the initial cubic GaN grains. This latter fact implies a 
higher growth rate of the basal plane and/or a lower surface 
energy compared to the (001) plane of cubic GaN. In any 
case, the phase transformation seems inevitable unless the Si 
surface is protected against impinging N. 

FIG. 5. (110) cross-section TEM dark-field image of a 0.7-/im-thick GaN 
film grown directly on Si(001). The inset displays a high-resolution image 
of a cubic GaN grain at the interface. 

C. Cubic GaN on GaAs-buffered Si(001) 

In order to inhibit the formation of SixNy at the nucleation 
stage, a GaAs buffer is employed in our experiments.5 Opti- 
mized growth conditions are used to grow both the GaAs 
buffer layer and the cubic GaN epilayers. The x-ray diffrac- 
tion profile of a 0.7-/mi-thick GaN film grown on GaAs- 
buffered Si(001) is dominated by the (002) reflection of cu- 
bic GaN. The phase content and crystallinity of the GaN film 
are also characterized by taking SAD patterns from a (110) 
cross-sectional specimen of the GaN-GaAs heterostructure. 
The superposition of the diffraction patterns of the GaAs 
buffer layer and the GaN film along their (110) zone axes 
visualizes the epitaxial orientation relationship. The lattice 
mismatch of 20% measured from the distance of the corre- 
sponding GaN and GaAs diffraction spots is in agreement 
with the result obtained by x-ray diffraction. The streaks ob- 
served along the (111) directions reveal that the major struc- 
tural defects in this film are stacking faults. 

The cross-sectional HRTEM micrographs taken from both 
the GaAs-Si and the GaN-GaAs interfaces [Figs. 6(a) and 
6(b), respectively] demonstrate the well-defined epitaxial re- 
lationships. The large lattice mismatches at both interfaces 
are primarily accommodated by misfit dislocations. Further- 
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FIG. 6. (110) cross-sectional HRTEM images of 0.7-^m-thick GaN film 
grown on GaAs-Si(OOl) showing (a) the GaAs-Si interface and (b) the 
GaN-GaAs interface. 
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FIG. 7. In situ RHEED patterns taken from the (a) [1120] azimuth, 6fl-SiC 
substrate; (b) [1120] azimuth, 3 ML GaN nucleated under nonoptimized 
conditions; (c) [1120] azimuth, subsequent growth of GaN layer under non- 
optimized conditions; (d) [1120] azimuth, 3 ML quasi-2D nucleation layer; 
(e) [1120] azimuth, subsequent 2D growth, 2X; and (f) [1100] azimuth, 
subsequent 2D growth, 2X. 

more, stacking faults and microtwins penetrate into the epil- 
ayers. These and the above results are essentially identical to 
those obtained for cubic GaN layers grown directly on 
GaAs(OOl). However, TEM micrographs covering a larger 
interfacial length (not shown here) reveal the additional pres- 
ence of bundles of threading dislocations originating at the 
GaN-GaAs interface which are not observed for cubic GaN 
layers on on-axis GaAs(OOl) substrates. We speculate that 
the origin of these threading dislocations is related to the 
vertical mismatch between GaN and GaAs at the steps on the 
off-axis GaAs surface. The presence of these additional de- 
fects might also explain that, while band-edge photolumines- 
cence (PL) of cubic GaN is observed for these layers up to 
room temperature, its integrated intensity is substantially 
lower than that obtained from GaN films grown directly on 
GaAs(OOl).6 Therefore, growth of cubic GaN films on 
3C-SiC-buffered Si(001) is underway in our laboratory. 

D. Hexagonal GaN-on-SiC(0001) 

In order to fully exploit the advantages of doped SiC sub- 
strates for vertically conductive GaN-based light emitting de- 
vices, hexagonal GaN layers of high structural perfection 
must be grown directly on 6//-SiC(0001) substrates. How- 
ever, the major obstacle in nucleating single-crystal GaN di- 
rectly on SiC is the poor wetting of GaN due to the lower 
surface energy of 6ff-SiC(0001).14 As a consequence, 3D 
randomly oriented independent GaN islands tend to form 
upon the onset of nucleation, eventually leading to textured 
or polycrystalline growth. In addition, there are several pos- 
sible bonding configurations at the GaN-SiC interface.15 The 
growth conditions must hence promote the exclusive forma- 
tion of N-Si bonds at the interface. The conventional way to 
overcome these difficulties has been the insertion of an A1N 
buffer layer. However, even upon doping the A1N layer rep- 
resents a potential barrier for electrons injected from the SiC 
substrate. 

Smooth and clean 6//-SiC(0001) starting surfaces, as 
evidenced by the clear RHEED pattern and Kikuchi lines in 
Fig. 7(a), are obtained by heating carefully selected speci- 
men from commercial wafers to 850 °C for 30 min prior to 

growth. In a wide range of nucleation conditions, 3D poly- 
crystalline GaN islands are formed, as revealed by the spotty 
and tilted RHEED patterns from the (1101) and (1101) 
planes of GaN islands in Fig. 7(b). The observed tilt indi- 
cates a certain degree of orientational distribution of the GaN 
island planes, such as (1101) and (1101). Further deposition 
of GaN on such kind of nucleation layer leads to GaN films 
of poor crystallinity, as evidenced by the spotty RHEED pat- 
tern in Fig. 7(c) and by XRD measurements. Note that no 
reconstruction features exist in the pattern of Fig. 7(c). 

The wetting between 6H-SiC and GaN can be strongly 
improved by, first, nitriding the SiC surface at sufficiently 
high temperatures of 850 °C and, second, subsequent nucle- 
ation of GaN at a low substrate temperature of 620-650 °C 
and an effective N-to-Ga flux ratio of 1.5-2.0. Under these 
conditions, Si-N bonds are preferentially formed at the GaN/ 
SiC interface, the interfacial charge is altered, and the local 
microscopic lattice mismatch is minimized. This recipe thus 
leads to the onset of quasi-two-dimensional (2D) nucleation 
of single crystal GaN, as indicated by the elongated RHEED 
features from nominally 3 ML GaN in Fig. 7(d). Note the 
absence of any,tilt of the GaN nuclei planes. Upon further 
deposition, the quasi-2D GaN islands quickly coalesce and 
the growth mode changes to the layer-by-layer mode. This 
growth mode transition is evidenced by the corresponding 
transition in the RHEED patterns. In addition, after deposi- 
tion of 20 ML GaN, clear (2X2) reconstruction features ap- 
pear along the [1120] and [1100] azimuths [see Figs. 7(e) 
and 7(f)]. On such optimized GaN starting layers high- 
quality GaN films subsequently can be grown, if the (2X2) 
surface reconstruction is maintained. Stabilization of the (2 
X2) reconstruction is achieved in a rather narrow growth 
regime, i.e., a substrate temperature of 750 °C and an effec- 
tive N-to-Ga flux ratio close to unity. 

The specific nucleation and growth conditions in plasma- 
assisted MBE of GaN-on-6//-SiC(0001) deserve some ad- 
ditional comments. In general, higher substrate temperatures 
are expected to improve the structural perfection of the indi- 
vidual GaN nuclei. However, a low substrate temperature is 
required to promote the wetting process. Using in situ 
RHEED measurements we found that at substrate tempera- 
tures above 850 °C no growth of GaN occurs, probably due 
to the strongly increased desorption rate of the Ga and N 
species at elevated temperature from the foreign substrate as 
compared to a continuous GaN film. As a compromise, we 
have used substrate temperatures of 620-650 °C for nucle- 
ation. Being restricted in selecting the GaN nucleation tem- 
perature, the nucleation rate is hence limited to a rather nar- 
row range. In our experiments a low growth rate of 
nominally less than 0.01 ML/s turned out to be important for 
the nucleation of single crystal GaN directly on 6ff-SiC. 
Higher nucleation rates resulted inevitably in poor crystalline 
GaN nuclei. The reason for this behavior is assumed to be 
associated with the strongly reduced migration lengths of the 
reactive species, in particular Ga, at the rather low substrate 
temperature.   '    As longer times are needed for the species 
to arrive at their ideal lattice sites, a higher nucleation rate 
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FIG. 8. Double-crystal x-ray rocking curves from sample A (#8104, nucle- 
ation and growth under nonoptimized conditions, 0.9 fim thick), sample B 
(#8101, nucleation optimized and growth nonoptimized, 0.9 ftm thick), and 
sample C (#2290, both nucleation and growth optimized, 0.5 /im thick). 

would induce disorder, defects, and possibly excess strain in 
the GaN nuclei. Finally, the effective N-to-Ga flux ratio also 
plays an important role in the nucleation stage. If this flux 
ratio is below unity, separated polycrystalline GaN nuclei are 
formed. However, a flux ratio above 3 results in 3D growth 
after 2D nucleation. The optimum flux ratio of 1.5-2.0 in our 
experiments leads to quasi-2D nucleation of GaN-on- 
6//-SiC(0001). To understand this behavior we have to con- 
sider not only the wetting of the GaN nuclei to the SiC 
surface but also the strain relaxation process. As shown in 
Ref. 12, a higher N-to-Ga flux ratio reduces the Ga diffusion 
length, thus yielding a high density of small GaN nuclei 
which is favorable to force GaN nuclei to wet the SiC sur- 
face. On the other hand, relaxing as much as possible the 
3.4% lattice mismatch at the GaN/6//-SiC interface favors 
the stable 2D growth of GaN in the subsequent stage. A high 
N-to-Ga flux ratio, yielding a too high density of small GaN 
nuclei, would lead to the onset of 2D growth of a thin 
pseudomorphic GaN layer on the 6H- SiC substrate. The on- 
set of 2D growth of the pseudomorphic GaN layer under 
these conditions has been observed in situ by RHEED. The 
important results were the high density of threading disloca- 
tions formed when the GaN layer thickness reached the criti- 
cal value (about 5 ML for the 3.4% lattice mismatch) and the 
subsequent 3D growth mode when growth was continued. 
The value of 1.5-2.0 for the N-to-Ga flux ratio during GaN 
nucleation hence compromises the two prerequisites of en- 
forcing wetting and relaxing strain at the GaN/SiC interface. 

The results in optimizing both the nucleation and the sub- 
sequent growth of GaN-on-6H-SiC(0001) separately mani- 
fest themselves directly in the improved structural perfection 
and electronic properties of the as-grown films. As stated 
before, a sharp (2X2) surface reconstruction stabilized in the 
narrow growth regime of 750 °C substrate temperature and a 
unity N-to-Ga flux ratio is essential for continuous GaN 
growth. In Fig. 8 we show x-ray rocking curves (XRCs) 
taken from three GaN-on-6H-SiC samples grown under dif- 
ferent conditions. While the GaN(0002) reflection of sample 
C exhibits a linewidth of 8 arcmin, samples A and B have 

FIG. 9. Cross-sectional TEM images taken from sample C. The HRTEM 
image is viewed along the (1120) projection of the GaN/SiC interface. The 
left inset shows the SAD pattern taken from the GaN/SiC interfacial region. 
The right inset shows the overview TEM image taken along the (1120) 
6H- SiC lattice direction. 

much larger values of 60 and 36 arcmin, respectively, and 
much weaker peak intensities. In addition, the peak position 
of sample A is shifted to a higher angle, indicating a tilt of 
the c axis of the GaN film and a considerable amount of 
strain in the GaN film. These data clearly show that nonop- 
timized nucleation conditions result in GaN nuclei having a 
large oaxis tilt and excess inhomogeneous built-in strain 
(samples of category I). Nonoptimized conditions for the 
subsequent growth (samples of category II) do not reduce the 
defect density and the inhomogeneous strain with increasing 
GaN film thickness. If both the nucleation and the subse- 
quent growth conditions are optimized (samples of category 
III), the linewidth of the GaN(0002) reflection decreases lin- 
early with increasing film thickness reaching a value of 1 
arcmin at 0.8 /mi. 

The SAD pattern (left inset of Fig. 9) taken from the 
GaN/SiC interface region of sample C (category III) 
evidences the undistorted epitaxial relation of 
[0001]GaNll[0001]SiC, [1120]ll[1120]sic- The nearly sym- 
metric circular SAD features from the GaN layer also indi- 
cate that the epilayer is almost free from low-angle grain 
boundaries. The overview TEM image of the GaN film (right 
inset of Fig. 9) indicates the absence of columnarlike grains 
and a low density of stacking faults. Close to the GaN/SiC 
interface, a high density of defects is generated to relieve the 
lattice mismatch and to accommodate the large thermal mis- 
match between GaN and 6//-SiC. It is noticeable that the 
defect density strongly decreases with thickness, i.e., by 
more than one order of magnitude within 200 nm. Finally, 
mainly threading dislocations are left, and the dislocation 
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FIG. 10. PL spectra taken at 4.2 K from a sample of category III (solid line), 
sample of category II (dashed line), and the bare 6H- SiC wafer (open 
squares). 

density reaches 5X109 cm"2 at a thickness of 0.5 fim. This 
value approaches state-of-the-art GaN films of the same 
thickness grown with an A1N buffer layer on 6H-SiC.16 The 
HRTEM lattice image of Fig. 9 demonstrates that the GaN- 
SiC interface is atomically abrupt. 

The impact of the growth conditions on the optical prop- 
erties of the GaN-on-6//-SiC films is shown in Figs. 10 and 
11. The low-temperature PL spectrum taken from a sample 
of category III (Fig. 10) exhibits a sharp but weak peak at the 
GaN band edge and a broad dominant band centered at about 
2.6 eV. The broad PL band is ascribed to the (D°,A°) pair 
transitions in the 6H-SiC substrate. Owing to the specific 
energy band alignment of the wide-gap GaN film on the 
smaller-gap 6/f-SiC substrate, photogenerated carriers are 
readily lost from the GaN to the substrate if the epilayer is 
thinner than the carrier diffusion length. For comparison, the 
closed squares in Fig. 10 display the PL spectrum from a 
piece of bare 6/f-SiC. Note that both the peak position and 
the line shape coincide. Therefore, the appearance of this 
peak should not be confused with the yellow luminescence 
often observed from GaN layers of inferior quality. In fact, 
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FIG. 11. Spectroscopic ellipsometry spectra taken at 300 K from samples of 
category I (dotted lines) and samples of category III (solid lines). The ar- 
rows indicate the 300 K GaN band-edge PL energy of the respective 
samples. 

the better the quality of the GaN layer, i.e., the lower the 
background carrier concentration and the higher the carrier 
mobility, the more nonequilibrium carriers will be lost to the 
SiC substrate and hence the more intense the SiC lumines- 
cence will appear. The PL spectrum taken from a sample of 
category II, which was grown under nonoptimized condi- 
tions, covers almost the whole measured range and the band 
edge luminescence is absent. The very low integrated inten- 
sity clearly shows the existence of a high density of nonra- 
diative recombination centers in this sample. 

Finally, the spectroscopic ellipsometry measurements 
shown in Fig. 11 demonstrate the effect of growth conditions 
on the energy band structure of the GaN layers. The oscilla- 
tions on the low-energy side arise from interferences of re- 
flections from the GaN surface and the GaN/SiC interface 
and allow determination of the layer thickness (0.9 yam for 
the sample of category I and 0.43 /urn for the sample of 
category III). The pronounced absorption edge features of 
sample C are in strong contrast to those of sample B, indi- 
cating the presence of inhomogeneous strain in this sample 
which modulates the local band gap energy. The optical data 
clearly show that under optimized nucleation and growth 
conditions GaN-on-6//-SiC layers with promising electronic 
properties can be obtained even without the necessity of in- 
serting a buffer layer, such as, e.g., A1N. 

IV. CONCLUSIONS 

We have shown that the most important condition for the 
heteroepitaxial growth of GaN films with superior structural 
perfection is to optimize and control the nucleation stage and 
the subsequent layer growth independently. Using plasma- 
assisted MBE the growth rate, the N-to-Ga flux ratio and the 
substrate temperature can be adjusted carefully. Combined 
with in situ RHEED it allows accurate determination of the 
actual surface stoichiometry of the growing GaN nuclei and 
layer, which is crucial for the defect microstructure as well 
as for the phase purity. In the nucleation stage, sufficient 
wetting of GaN to the substrate surface, formation of the 
correct bonding at the interface, and minimization of the lo- 
cal microscopic lattice mismatch are the critical issues. The 
growth conditions must be adjusted such that the complete 
coverage of the substrate surface by GaN is very rapid, i.e., 
within 10 ML GaN. This demand is met by minimizing the 
size and maximizing the density of the GaN nuclei, i.e., at 
lower substrate temperature, lower growth rate, and higher 
N-to-Ga flux ratio. After complete wetting and relaxation of 
the strain by misfit dislocations, subsequent layer-by-layer 
growth of the GaN films needs a thorough readjustment of 
the growth parameters. If the proper conditions for nucle- 
ation and for subsequent layer growth as outlined before are 
fulfilled, the resulting GaN films are of high phase purity and 
of high structural perfection, the most important require- 
ments for promising device applications. 
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Reflection high-energy electron diffraction studies of wurtzite GaN grown 
by molecular beam epitaxy 
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We report a comprehensive reflection high-energy electron diffraction study of the surface structure 
of GaN as a function of substrate temperature and III-V ratio for growth using elemental gallium 
and active nitrogen derived from a rf plasma source. An emission spectroscopy analysis of the 
composition of the nitrogen plasma showed that the neutral atomic species dominated the growth 
process. The effect of substrate pretreatment is also discussed. It was found that good quality growth 
accompanied by a reconstructed surface are only obtainable during growth under a slightly Ga-rich 
regime and after pretreatment by nitridation and the growth of a low temperature buffer layer. 
Reconstruction mode diagrams are presented both for layers during growth and also for layers which 
have been cooled after growth. The implications of these plots are discussed in terms of surface 
vacancy densities.   © 1998 American Vacuum Society. [S0734-211X(98)12104-2] 

I. INTRODUCTION 

Group III nitride semiconductors such as GaN and A1N 
show great promise for both light emitting diodes and lasers 
operating in the blue/ultraviolet (UV) part of the spectrum 
(due to their large band gaps) and for high-power high- 
frequency field effect transistors (FETS) (because of their 
excellent thermal conductivities and breakdown fields). 
There are, however, several fundamental obstacles in the 
way of production of high quality material. These difficul- 
ties, which are still a long way from being resolved, are in 
part associated with the relatively poor quality of the bulk 
epitaxial material available at the present time, but are also 
caused by the difficulty of controlling the quality of the sur- 
faces and interfaces. A further barrier to progress arises from 
the fact that nitride semiconductors, unlike materials such as 
GaAs, are grown at temperatures which are relatively low 
compared with their melting points. Thus control of the sur- 
face stoichiometry during growth is more important with ni- 
trides than it is with other III-V compounds. In the nitride 
field, successful device results have preceded fundamental 
understanding, particularly of the growth dynamics of the 
materials and the nature and stability of their reconstructed 
and nonreconstructed surfaces. 

Group III nitride semiconductors have been grown by a 
variety of methods, including metalorganic vapor phase epi- 
taxy (MOVPE), hydride vapor phase epitaxy (HVPE), mo- 
lecular beam epitaxy (MBE), and chemical beam epitaxy 
CBE). In all cases, the stoichiometry of the material is a key 
issue and, in the latter two methods, this can be studied in 
situ using reflection high-energy electron diffraction 
(RHEED). RHEED studies of the growth of cubic (zinc- 
blende) GaN have shown the importance of controlling the 
surface reconstruction and hence surface stoichiometry in re- 
lation to the properties of the material,1"3 the last study con- 

a)Electronic mail: Owain.Hughes@nottingham.ac.uk 
b)Joint post with the Department of Electrical & Electronic Engineering, 

University of Nottingham. 

firming previous work on cubic phase GaN which had shown 
that the presence of arsenic changed the growth polytype 
from hexagonal (wurtzite) to cubic (zinc blende).4 For the 
technologically more important case of hexagonal material 
grown on sapphire or SiC substrates, there have been few 
detailed studies.5"8 In all the above work, it was found that 
substrate temperature played a key role in determining the 
surface stoichiometry and, in the case of transparent sub- 
strates such as sapphire or SiC, this temperature is particu- 
larly difficult to measure. 

In previous studies of the growth of group III nitrides by 
MBE, the importance of the choice of nitrogen source has 
been clearly demonstrated.6 In particular the presence of ni- 
trogen ions in addition to neutral atomic nitrogen has been 
shown to exert a profound influence on the surface recon- 
struction which in turn reflects a change in the electrical and 
optical properties, possibly due to departures from stoichi- 
ometry. In this latter study, deflector magnets were used to 
reduce the ion flux arriving at the substrate surface. 

In this article we present a comprehensive study of the 
surface structure of GaN grown under various temperature 
conditions, a range of III-V ratios, and also with and without 
pregrowth preparation processes. In all cases growth was 
carried out using elemental gallium and active nitrogen de- 
rived from a rf plasma source. We also report on spectro- 
scopic studies of the rf plasma source from which we deduce 
that the active component is atomic nitrogen, with very little 
evidence for the presence of molecular species and ions. 

II. EXPERIMENTAL DETAILS 

This work was carried out in a Varian modular GENII 
MBE reactor equipped with two rf plasma sources to provide 
active nitrogen — a liquid nitrogen cooled CARS25 and a 
water cooled HD25 (both manufactured by Oxford Applied 
Research Ltd.). The nitrogen gas supply was derived from 
liquid nitrogen and purified using an active metal getter sys- 
tem (UltraPure PF series). The nitrogen flow rate was con- 
trolled using a metal-sealed mass flow controller (MKS) and 
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was typically in the range 1-4 seem. All the remaining ma- 
terials (namely, Ga, Al, In, Si, and Mg) were derived from 
conventional elemental evaporation sources. 

The substrate temperature was monitored using an optical 
pyrometer but, because both GaN and sapphire are transpar- 
ent in the wavelength range available to us, the temperatures 
indicated are largely relative. The measured temperature re- 
flects that of the heater rather than that of the wafer itself. 

The MBE reactor was evacuated by a combination of ion 
and cryo pumps, but during growth, only the cryopump was 
used. The system pressure during growth was typically 
1-4X10"5 Torr. 

RHEED measurements were carried out using a VG 
LEG110 electron gun at a beam energy of 10-12 keV and a 
conventional phosphor. Diffraction patterns were recorded 
with a high sensitivity CCTV camera using a video recorder 
for studying growth dynamics and a video capture card for 
direct computer input of static images. To investigate the 
surface reconstruction, RHEED patterns were recorded for 
incident electron beams in both the [1100] and [1120] azi- 
muths. These azimuths refer to the axes of the GaN film. The 
axes of the epitaxial layer are rotated 30° with respect to 
those of the sapphire substrate. 

The emission spectrum of each plasma source was studied 
using an Oriel 0.25 m monochromator with a Si diode detec- 
tor, with significant sensitivity from 300 to 1100 nm. Light 
was conducted to the monochromator entrance slit by means 
of an UV-compatible optic fiber and, to improve the signal to 
noise ratio, beam modulation at 75 Hz with lock-in detection 
was used. For the present experiments, a slit width of 1.24 
mm was used giving a resolution of 4 nm. For the CARS25 
source, emission spectra had to be viewed through the PBN- 
lined quartz crucible. In the HD25 source, however, there is 
direct line-of-sight into the plasma region. This difference is 
fundamental and will be discussed below. 

III. EMISSION SPECTROSCOPY 

Figure 1 shows a series of spectra at different rf power 
levels for the HD25 source at a constant nitrogen flow rate of 
3 seem. In Fig. 1, the strong emissions correspond to atomic 
nitrogen (e.g., 869 and 745 nm), and the weaker features are 
associated with molecular and ionized molecular species. As 
can be seen from Fig. 2, the intensities of the two dominant 
atomic lines increase monotonically with rf power, whereas 
the intensities of the molecular and ionized molecular lines 
show hardly any change. Figure 2 also demonstrates that 
there is a saturation and slight decrease with nitrogen flow 
rate for the 869 nm line, which is not apparent in the case of 
the 745 nm line. There is, however, no evidence for satura- 
tion with increasing rf power. The slight decrease in the in- 
tensity of the 869 nm line which is observed at high nitrogen 
flow rates may be indicative of increased recombination due 
to the high pressure within the plasma volume. If this were 
the case, however, one might expect the 745 nm line to show 
similar behavior, but it is likely that a very small decrease in 
the intensity would not be detectable in such a weak line. 

Wavelength (nn,) 

FIG. 1. Emission spectra of the HD25 nitrogen plasma source as a function 

of rf power. 

Previous studies of the CARS source9 showed an apparent 
lack of molecular and ionized molecular species, but this is 
an artifact of the measurement technique due to absorption of 
short wavelength radiation by the PBN-lined quartz crucible. 
It is common to find comparative studies of rf plasma 
sources in the literature. Such studies should be treated with 
caution since the absorption of short wavelength light by the 
crucible material eliminates the molecular and ionized mo- 
lecular nitrogen lines in the emission spectrum, thus making 
the plasma sources appear to be artificially rich in atomic 
nitrogen. 

IV. RHEED STUDIES 
Using the CARS25 rf source with nitrogen flow rates of 

approximately 3 seem and a rf power of 500 W, typical 
growth rates of approximately 0.3 yu,m/h were achieved. With 
the new HD25 source, however, under the same conditions, 
with the same source of gaseous nitrogen and with the same 
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FIG. 2. Variation in intensity of the 745 and 869 nm atomic lines vs rf power 
for a range of nitrogen gas flow rates. 
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FIG. 3. Phase diagram showing the reconstructions observed during epitaxial 
growth of GaN films as a function of nitridation time and buffer layer 
thickness. 
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FIG. 4. Phase diagram showing the reconstructions observed upon cooling 
the epitaxial GaN films to 550 °C as a function of nitridation time and buffer 
layer thickness. 

source-substrate separation, growth rates of 0.8 fim/h were 
achieved. This growth rate could be increased to 1 ^m/h at 
600 W rf power. 

We have studied the growth of GaN on both GaAs(l 11) B 
and sapphire (0001) substrates, both with and without pre- 
treatment. Sapphire is a polarized material and, whereas we 
give the growth direction as (0001), we have no way of 
knowingwhether this is so, or whether growth was in fact in 
the (0001) direction. The authors hope to very soon have 
access to convergent beam electron diffraction equipment 
which will enable this problem to be resolved unambigu- 
ously. 

Nominal growth temperatures in the range 500-700 °C 
for GaAs substrates and 500-850 °C for sapphire were used. 
Both Ga-rich and N-rich growth regimes were investigated 
but it was found that good quality growth accompanied by 
clear RHEED patterns could only be obtained by growing 
just on the Ga-rich side of stoichiometric conditions. All the 
results reported below were obtained using such growth con- 
ditions. Without any pregrowth treatment, we observed only 
(1X1) unreconstructed surfaces for both plasma sources and 
both substrates. However, after pregrowth preparation we 
observed quite different behavior. 

The effects of nitridation and the use of low-temperature 
buffer layers prior to the growth of the epitaxial films have 
been studied in a series experiments for growth on sapphire 
substrates. This study was carried out using the CARS25 
source. All the samples were doped with Si to prevent elec- 
trostatic charging of the substrate surface. During the growth 
studies, nitridation times varying from 0 to 30 min and buffer 
layer thicknesses from 0 to 13 nm were used. The sapphire 
substrates were nitrided by exposure to the nitrogen plasma 
at 850 °C and the buffer layers were grown at a nominal 
temperature of 650 °C. The epitaxial GaN films were grown 
at 850 °C at a growth rate of 0.3 jum/h at a constant III/V 
ratio and at a fixed plasma power of 525 W and a nitrogen 
flow rate of 4 seem. 

Figure 3 shows a plot of the various reconstructions ob- 
served during growth and Fig. 4 shows the corresponding 

data obtained after cooling the films to a nominal tempera- 
ture of 550 °C. Films grown with thin buffer layers and/or 
after short nitridation periods exhibit an unreconstructed (1 
XI) surface. Those based on thick buffer layers and more 
extended nitridation periods show evidence of surface recon- 
struction either during growth or subsequently during cool- 
ing. Surface reconstructions of (2X2), (3X2), and (3 
X4) were observed under different conditions as shown in 
Figs. 3 and 4. Figure 5 shows an example of a typical 
RHEED pattern from a reconstructed surface. 

(a) 

• ill 

(b) 

FIG^5. Typical RHEED patterns taken along (a) the [1100] and (b) the 
[1120] azimuths of GaN. 

JVST B - Microelectronics and Nanometer Structures 



2240 Hughes er a/.: RHEED studies of wurtzite GaN grown by MBE 
2240 

SEM Image Courtesy of Sharp Laboratories of Europe 

FIG. 6. High resolution scanning electron microscopy photograph of a 4 /*m 
thick GaN epitaxial layer grown on sapphire at a growth rate of 0.8 fim/h. 

Surface reconstructions have also been observed with 
thick buffer layers and extended nitridation times for films 
grown using a two-step process, showing that the important 
steps are independent of the details of the epitaxial growth 
but that the details of growth initiation are of paramount 
importance. 

With the new HD25 source, using the same nominal tem- 
peratures for nitridation, buffer layer growth, and epitaxy, 
similar films have been produced at higher growth rates. Fol- 
lowing the growth of the buffer layer, annealing at 750 °C 
induces a (2 X 2) reconstruction which persists as long as the 
temperature is kept constant. Heating to 850 CC, however, 
produces a gradual change back to an unreconstructed (1 
X 1) surface. 

Thicker films grown with the new HD25 source at higher 
growth rates show much improved electrical and optical 
properties, which will be reported elsewhere, but the surface 
morphologies are similar to those we have reported before, 
as shown in Fig. 6. 

A consistent and reproducible pattern of growth behavior 
is revealed by the reconstructions listed above, but there is 
still no real explanation of what they signify in terms of 
atomic ordering. It has been suggested10 that the various re- 
constructions of the GaN surface can be attributed to ar- 
rangements of Ga vacancies. The authors, and indeed other 
workers,6 have observed that a reconstructed GaN surface 
can be returned to the unreconstructed state by flooding the 
surface with excess nitrogen. This fact would seem to sug- 
gest that, whereas Ga vacancies may exist on the surface, it 
is nitrogen vacancies which dominate the structure. 

Further weight is given to this argument by the results of 
the cooling experiment reported above. The GaN layers were 
grown at temperatures that were well below the congruent 
evaporation temperature of the material. This contrasts with 
the growth of other III-V compounds such as GaAs which is 
grown well above its congruent point. Thus, during the 
growth of GaN, one would expect, on decreasing the sub- 
strate temperature, to move into a more Ga-rich regime. 
Comparison of Figs. 3 and 4 shows that, when a GaN surface 

is growing with a reconstructed surface at high temperature, 
a decrease in temperature to 550 °C produces a change to a 
reconstruction with lower symmetry and, when growing with 
an unreconstructed surface, it may change to a reconstructed 
state. This implies that driving the surface into a more Ga- 
rich regime lowers the symmetry of the growing surface. It 
therefore seems more likely that the surface reconstruction of 
the GaN surface is controlled by the existence of nitrogen 
vacancies. 

V. DISCUSSION 

Previous studies of the GaN growth process6 have sug- 
gested that surface reconstruction can only be obtained with 
electron cyclotron resonance (ECR) sources by removal of 
the ions using magnetic deflection. In this study we have 
shown that with both the CARS25 and HD25 rf sources, 
using appropriate growth conditions, we can obtain recon- 
structed surfaces. In this present study the important param- 
eters in determining the surface reconstruction are the extent 
of nitridation of the sapphire surface prior to growth and the 
thickness of the low-temperature buffer layer deposited be- 
fore the deposition of the epitaxial film. This present study 
also indicates that it is possible to change the reconstruction 
by cooling the films after growth and shows that, so far, no 
complete picture of the surface phase diagrams has been ob- 
tained. There is evidence in the literature7 that the best qual- 
ity GaN is produced by a growth regime which corresponds 
to the borderline between the (1 X 1) unreconstructed surface 
and the (2 X 2) surface. The data shown in Figs. 3 and 4 may 
be of assistance in setting up the optimum pregrowth condi- 
tions for improved quality material. 

Further, more detailed, studies are continuing and will be 
presented in the future. After submitting this article the au- 
thors became aware of recent detailed scanning tunneling 
microscopy studies by Smith et al.n and by Feenstra et al.n 

that address reconstruction issues of GaN prepared by cleav- 
ing. The surface structures may correspond to those we ob- 
serve by RHEED. 
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Reconstructions of GaN(OOOl) and (OOOl) surfaces are studied by scanning tunneling microscopy 
and spectroscopy, by electron diffraction, by Auger electron spectroscopy, and using first-principles 
theory Attention is focused on Ga-rich reconstructions for each surface, which are found to have a 
metallic character involving significant overlap between Ga valence electrons. The electron 
counting rule is thus violated for these surfaces, but they nonetheless form minimum energy 
structures.   © 1998 American Vacuum Society. [S0734-211X(98)05404-3] 

I. INTRODUCTION 

Much effort in the past five years or so has been devoted 
to the study of gallium nitride, since its relatively large band 
gap (3.4 eV) makes it ideal for both optical applications in 
the blue-to-ultraviolet spectral range and in high power/high 
temperature electronic applications. Surface science studies 
of this material are just beginning, with recent reports of 
surface reconstructions for both cubic (zinc blende) and hex- 
agonal (wurtzite) material.1"9 A common theme regarding 
the growth of these surfaces (in the absence of hydrogen) is 
that stable growth occurs under metal-rich or near-metal- 
rich conditions, suggesting that GaN surfaces are stabilized 
by Ga atoms.5"13 This behavior can be viewed as arising 
from the small size of nitrogen compared to gallium, so that 
reconstructions on the GaN surface are possible which in- 
volve purely Ga layers with Ga-Ga separations small 
enough to produce highly dispersive metallic bands, thereby 
producing low total energies (a similar situation has been 
reported recently for Sb-rich GaSb surfaces14). Such metallic 
surfaces violate the simple electron-counting rule,15 but of 
course this rule is only meant to give a rough guide to the 
existence of minimum energy structures, and the highly dis- 
persive metallic bands discussed here provide an alternative 
means of lowering the energy of a system. 

In this article we discuss details of the structural and elec- 
tronic properties of two reconstructions for wurtzite GaN: the 
1X1 structure of the GaN(OOOl) surface (or N face), and a 
pseudo-lXl structure, denoted by "1X1," of the 
GaN(OOOl) surface (or Ga face). On the basis of scanning 

"'Electronic mail: feenstra@andrew.cmu.edu 

tunneling microscopy (STM) measurements and first- 
principles theory, the former reconstruction has recently 
been shown to consist of a single monolayer of Ga bonded to 
the outermost N atoms of the N-terminated bilayer on the 
GaN(OOOl) face.6 Not surprisingly, this structure, pictured in 
Fig. 1(a), is found to be metallic; theoretical and experimen- 
tal evidence for this metallicity is presented in Sec. Ill A, 
including scanning tunneling spectroscopy (STS) measure- 
ments. This 1X1 arrangement of the GaN(OOOl) surface is 
not the most Ga-rich structure possible on this surface- 
adding additional Ga adatoms produces a 3X3 arrangement 
[shown in Fig. 1(b)] and also 6X6 and c(6Xl2) arrange- 

ments. 
The second structure discussed in this work, the "1X1" 

arrangement of GaN(OOOl), is less well understood than 
the GaN(0001)lXl. Experimental evidence will be pre- 
sented in Sec. Ill B based on STM, reflection high energy 
electron diffraction (RHEED), low energy electron diffrac- 
tion (LEED), and Auger electron spectroscopy (AES) 
that this surface contains at least 2 monolayers (ML) 
(1 ML=1.14X1015 atoms/cm2) of Ga residing on top of a 
Ga-terminated bilayer of the GaN(OOOl) surface. These Ga 
adlayers are found to have a structure well characterized by a 
discommensuration-fluid phase, similar to that observed on 
Au(lll) and Pt(lll).16"18 Model calculations confirm that 
an incommensurate structure of Ga, containing about 7X7 
unit cells of Ga in a 6X6 region of the GaN lattice, is ener- 
getically quite reasonable, although a structural model based 
on first-principles calculations has not yet been obtained. 
This "1X1" structure of GaN(OOOl) is the most Ga-rich 
structure found on this surface, and it is highly metallic, as 
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FIG. 1. Model structures determined for the (a) lXl_Ga adlayer structure 
and (b) 3X3 adatom-on-adlayer structure of GaN(0001). The Ga adlayer is 
under tensile stress since the Ga atoms are stretched further apart compared 
to their spacing in bulk Ga (3.19 Ä compared —2.7 Ä). For the 3X3 struc- 
ture, the adlayer atoms are able to get closer together by moving in the 
in-plane (lateral) direction away from the Ga adatoms by 0.51 A, thus re- 
lieving the stress. All other lateral or vertical displacements of the adlayer 
atoms are less than 0.1 Ä. 

revealed by STS. Various other reconstructions containing 
less Ga have also been observed, and will be discussed in 
more detail elsewhere.19 

II. EXPERIMENTAL DETAILS 

The studies of GaN surfaces presented here are performed 
using a combination molecular beam epitaxy (MBE)/surface 
analysis system. Base pressures of both the MBE growth 
chamber and the analysis chamber are in the 10"n Ton- 
range. GaN films are grown using a standard Knudsen cell 
for the Ga and a if plasma source to activate the N2 (both 
built by SVT Associates). In situ surface analysis capabilities 
include RHEED, LEED, AES, and STM. GaN surfaces pre- 
pared in the MBE chamber are transferred under ultrahigh 
vacuum (UHV) conditions directly into the adjoining analy- 
sis chamber for investigation. 

We have developed procedures for preparing both the 
GaN(0001) and GaN(0001) faces of wurtzite GaN. Details of 
the growth of these two structurally inequivalent faces as 
well as the preparation of the individualreconstructions are 
discussed elsewhere.6"9 Briefly, the (0001) face is grown by 
nucleating the GaN directly on a solvent-cleaned and 
plasma-nitrided sapphire substrate. The 1X1 is then prepared 
by annealing the as-grown film at 800 °C, which removes 
excess Ga atoms. The (0001) face is grown by performing 
homoepitaxy on a metalorganic chemical vapor deposition 
(MOCVD)-grown GaN/sapphire substrate where the sub- 
strate is briefly nitrided prior to the homoepitaxial growth. 
The "1X1" is typically observed after termination of the 
homoepitaxy under Ga-rich conditions. The "1X1" can also 
be prepared by annealing the (0001) face at 750 °C, which 
removes Ga atoms, and subsequently redepositing ~2 ML of 
Ga, followed by a quick anneal to 700 °C. 

III. RESULTS AND DISCUSSION 

A. GaN(0001)1x1 surface 

The structure of the GaN(0001)lXl reconstruction is 
shown in Fig. 1(a). As discussed elsewhere, first-principles 
total energy calculations have been performed for this struc- 
ture, along with calculations for a variety of other models for 
surfaces having either (0001) or (0001) polarity.6 The calcu- 
lations are performed with the Ga 3d electrons included as 
valence electrons, and with a plane wave cutoff of 60 Ry. 
This approach has been employed in studies of the 
GaN(1010) surface,1 the c-plane surfaces of A1N,2 and for 
surfaces of cubic GaN.3 The GaN(0001)lXl Ga adlayer 
model is the only 1X1 structure, of either polarity, which we 
have found that can account for a stable 1X1 symmetry 
structure in equilibrium conditions.6 A similar result has 
been found for the c-plane A1N surfaces.2 

The relative stability of this 1X1 adlayer structure arises 
in part from the strong Ga-Ga interaction within the adlayer 
itself. To see this, consider the following hypothetical reac- 
tion. Starting from a GaN(0001)lXl N-terminated bilayer 
and a bulk Ga reservoir, form the 1X1 Ga adlayer by remov- 
ing atoms from the Ga reservoir and forming bonds with the 
N atoms on the GaN surface. The energy required to remove 
the Ga from the reservoir, thereby creating free Ga atoms, is 
the experimental cohesive energy of Ga (2.8 eV/atom). The 
energy released by forming the Ga-N bond is the bond 
strength of the Ga-N bond, 2.2 eV/atom. If these were the 
only two bonding mechanisms involved in the reaction, the 
reaction would be endothermic by 0.6 eV/atom. What is still 
missing from the analysis is the bonding within the Ga ad- 
layer itself. The energy reduction due to the bonding of the 
Ga within the adlayer may be determined by a direct calcu- 
lation of the formation energy of a free-standing hexagonal 
monolayer with a lattice constant of 3.19 Ä. This calculation 
giyes a formation energy of 1.0 eV/atom relative to bulk Ga, 
and so the cohesive energy of the monolayer is -2.8 + 1.0 
= —1.8 eV/atom. Thus the net reduction in energy in the for- 
mation of the Ga adlayer on GaN(OOOl) is -1.2 eV/atom. 
The key point to be made here is that the bonding of the Ga 
within the adlayer is as important to the stability of the struc- 
ture as the formation of the Ga-N bond itself. We also note 
that this estimate of the energy difference between the N- 
terminated bilayer and the Ga adlayer (1.2eV/lXl) is al- 
most identical to that determined by our direct calculation 
reported earlier.^ Now a similar analysis may be performed 
for the GaAs(lll) surface. However, in that case the Ga-Ga 
separation within an adlayer is much larger (4.0 Ä). For such 
a Ga-Ga separation, calculations show that the cohesive en- 
ergy of the adlayer is only -0.8 eV/atom. Since the Ga-As 
bond strength is 1.6 eV, the total reaction energy is 2.8-0.8 
-1.6=0.4 eV/atom, and so the reaction is endothermic. It is 
therefore clear that the reduced Ga-Ga separation possible 
on the surfaces of GaN plays an important role in establish- 
ing the stability of Ga adlayer structures. A similar situation 
arises for the GaN(OOl) surface.3 

The surface electronic structure has been calculated for 
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FIG. 2. Band structure for the GaN(0001)lXl Ga adlayer based on local 
density functional calculations. Energies are plotted relative to the VBM. 
The Fermi level is located 0.75 eV above the VBM. The plot shows the 
valence and conduction band edges and three surface states: S,, S2, and S3. 
The computed bulk band gap of GaN is less than the experimental value (3.4 

eV). 

the GaN(0001)l X1 Ga adlayer model and is shown in Fig. 2. 
This system is metallic, and the Fermi energy is located 
about 0.75 eV above the valence band maximum (VBM). 
There exist three highly dispersive surface states inside the 
band gap. These states are derived from the three p-state 
orbitals of the Ga adlayer atoms. The band labeled Sr is fully 
occupied and has a predominantly pz character with respect 
to the Ga atom. A remaining one-quarter electron per cell 
occupies the bottom of the S3 band, which exhibits a 
Px >Py 'Pz character with respect to the Ga adlayer atom. The 
S2 band exhibits a minimum located about 0.6 eV above the 
Fermi level near the K point of the Brillouin zone. Such a 
minimum in E(k) gives a step function contribution to the 
density of states, and it is therefore possible that the onset of 
tunneling for a bias voltage larger than 0.6 V could give rise 
to structure in the tunneling /- V spectrum near this energy. 

Experimental evidence for the metallicity of the 
GaN(0001)lXl surface has been obtained from STS mea- 
surements. The STM probe tip is positioned over a well- 
ordered region of the 1X1 surface, and then the tip-sample 
separation is held fixed while the tip-sample voltage (V) is 
varied and the tunnel current (/) is measured. Results are 
shown in Figs. 3(a)-3(f), where three representative spectra 
acquired using three different probe tips are displayed. The 
I-V curves are shown on the left with the derived 
(dI/dV)/(I/V) (normalized conductance) curves shown on 
the right. As is evident from the data, the three spectra are 
significantly different from each another. This largely repre- 
sents differences between probe tips, none of which were 
well characterized for the purpose of spectroscopy. How- 
ever, the three spectra do have one very important feature in 
common, namely, that they all have a minimum in the nor- 
malized conductance at zero voltage which is very nearly 
equal to unity (as indicated in Fig. 3 by dashed lines). Such 
a feature is a defining characteristic of a metallic surface. 
For a semiconducting surface, this minimum in the normal- 

-2.0 -1.0 0.0   1.0   2.0 

Sample Voltage (V) 

-2.0 -1.0  0.0    1.0   2.0 
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FIG. 3. Averaged tunneling spectroscopy results from three separate experi- 
ments (three different tips) on the GaN(0001)lXl surface (a)-(f) and a 
single experiment on the GaN(0001) "1X1" surface (g) and (h). I-V 
curves are shown on the left with the corresponding normalized conductance 
curves shown on the right. Crossmarks represent the origins for the I-V 
curves, while dashed lines indicate where the normalized conductance^. 

ized conductance will be near zero. Thus, despite the varia- 
tion in probe tips, the STS measurements clearly show that 
the 1X1 surface is metallic. In addition, we find that this 
1X1 surface can be routinely imaged at tip-sample biases as 
low as 0.1 eV, also indicating its metallic character. 

B. GaN(0001)"1x1" surface 

We now turn to a discussion of the most Ga-rich recon- 
struction of the GaN(0001) surface, prepared as described in 
Sec. II. The diffraction patterns of this Ga-rich surface show 
mainly IX1 streaks (RHEED) or spots (LEED), with side- 
bands in RHEED or satellite spots in LEED as described 
below. Hence we refer to this structure as "1X1," using the 
quotation marks to indicate that the symmetry is not truly 
1X1. For this surface, the RHEED pattern at the growth 
temperature shows only IX1 streaks, as illustrated in Fig. 
4(a). However, as the surface is cooled down to <350 °C, 
distinct sidebands appear on the high wave vector sides of 
the first-order streaks along the [1120] azimuth, as shown in 
Fig. 4(b). Depending on the Ga coverage, the spacing of the 
sidebands from the first-order streaks at room temperature is 
either 0.16±0.01(-l/6) or 0.08±0.01(-1/12) of the IX 
spacing ^ = 2.28 Ä~\ as illustrated by the two LEED pat- 
terns shown in Figs. 4(c) and 4(d). For lack of better termi- 
nology, we refer to these structures as "1 + g" and "l + n." 
respectively; the precise difference between these structures 
is  not  well  understood  at  present.   As   shown  in  Fig. 
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FIG. 4. 1X1 RHEED pattern for GaN(OOOl) (a) during growth, and (b) after 
cooling to below 350 °C, where it converts to a 1 + g pattern. The 1 + g 
LEED pattern (£inc=100eV) is shown in (c). For most "1X1" surfaces 
(see the text), a 1 + j; pattern is observed below 200 °C, as shown in (d) 
(Einc=40eV). LEED in the vicinity of the (0, 1) spot (£inc=40eV) at 
various temperatures: (e) room temperature-100 °C, (f) 100-150 °C, (g) 
150-200 °C, and (h) above 350 °C. 

4(c), the 1 +1 structure can exist down to room temperature 
for a narrow range of Ga coverage (just above that needed to 
form the 6X4, described elsewhere8'9), but for all higher cov- 
erages, the 1 + 6 converts to 1 + -^ as the temperature is re- 
duced to about 200 °C. 

The temperature dependence of the "1X1" surface is il- 
lustrated in Figs. 4(e)-4(h), focusing on the vicinity of the 
integral order (0, 1) spot. Between room temperature and 
about 100 °C, as seen in Fig. 4(e), a modulated ring of in- 
tensity with radius 0.08&! is observed around the (0, 1) spot 
with modulation at 60° intervals. This ring has greater inten- 
sity on the high wave vector side of the spot. Similar asym- 
metric, modulated ring patterns have been seen for Pt(lll) 
and Au(lll).16 As the temperature is increased to about 
150 °C, the ring modulation decreases slightly [Fig. 4(f)]. As 
the surface temperature increases further to around 200 °C, 
the ring modulation decreases further [Fig. 4(g)], It is also 
seen that the radius of the ring appears to have decreased 
slightly to about 0.07A;!. As the temperature is raised past 
200 °C, the pattern converts to 1 + g (although not observed 
in this particular LEED experiment, the conversion from 1 + 
i2 to 1 + 6 in this temperature range has been observed con- 
sistently in RHEED experiments). Above 350 °C, one sees 
only the (0, 1) integral order LEED spot [Fig. 4(h)]. This 
sequence of phase transitions is reversible. Thus we find that 
the ring modulation decreases with increasing temperature. 
At the same time, the ring radius decreases slightly from 

-mktZT-      -—ioÄ £^^3 

FIG. 5. STM images of (a) GaN(0001) "1X1" surface showing spiral 
growth, (b) (0001) surface with mixed 5X5, 6X4, and "1X1" reconstruc- 
tions ("1X1" island height=2.1 Ä), and (c) "1X1" reconstruction show- 
ing atomic resolution [lateral spacing=GaN lattice constant (3.19 Ä) to 
within <1%], The tunnel parameters are (a) -2.0 V at 0.1 nA, (b) -2.5 V 
at 0.075 nA, and (c) -0.25 V at 0.1 nA. The atomic steps seen in (a) are 
single bilayer high (2.59 Ä) (line-by-line background subtraction has been 
applied to permit viewing of many terraces). The gray scale ranges are (b) 
4.0 and (c) 0.27 Ä, respectively. 

0.08&! to 0.07&1 with increasing temperature until about 
200 °C, at which point it increases by a discrete amount to 
0.16&!. Identical diffraction patterns having the same tem- 
perature dependence have been reproducibly observed on nu- 
merous "1X1" surfaces prepared on grown films with vari- 
ous morphologies. Thus, the "1X1" patterns do not 
correlate with or depend on faceting or periodic step arrange- 
ments on the surface; instead, they suggest an incommensu- 
rate surface structure. Moreover, the modulated ring struc- 
ture and its temperature dependence indicate that this 
incommensurate structure possesses a considerably dynamic, 
fluidlike character, even at room temperature. Thus, we infer 
that the "1X1" surface at room temperature is best charac- 
terized by a discommensuration-fluid phase, similar to that 
seen for Au(lll) and Pt(lll) at elevated temperatures 
(T>0.64Tm for Au and T>0.65rm for Pt).17 We note that 
since the melting point of bulk Ga (29.8 °C) is very near 
room temperature, such a structural phase for a Ga-rich sur- 
face is most reasonable. Furthermore, we also infer that, as 
temperature increases, the discommensuration-fluid phase 
converts to a disordered, fluid phase. 

STM  images  acquired  at  room  temperature  for  the 
GaN(OOOl) "1X1" surface are shown in Fig. 5. Since we 
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have not observed any difference between the l + £ and 1 + 
£ surfaces in the STM studies, we shall refer to them collec- 
tively as " 1X1" here. Generally the " 1X1" surface appears 
featureless (i.e., no corrugation) in the images, although 
small-scale images with a sharp tip do reveal atomic corru- 
gation. Figure 5(a) shows a large-scale view of a surface 
which was imaged directly following Ga-rich growth without 
any further surface processing. It shows a typical spiral 
growth morphology where two dislocations, each with a 
screw component of their Burgers vector of c[ 0001], are 
seen intersecting the surface and producing atomic steps. 
This surface was completely covered by the " 1X1" arrange- 
ment and had a relatively high Ga coverage (at least 2 ML 
based on the Auger spectroscopy measurements discussed 
below). In contrast, the surface of Fig. 5(b) had a Ga cover- 
age of only ~1 ML and was prepared by the annealing, 
redeposition, and reannealing procedure. For this lower Ga 
coverage, the surface contains islands of "1X1" surrounded 
by areas of 5X5 and 6X4 reconstruction. The precise struc- 
tures of these latter two reconstructions are not known at 
present, although the 5X5 arrangement is thought to contain 
a combination of Ga adatoms, N adatoms, and possibly Ga 
vacancies.19 Evidence suggesting a relatively high Ga cover- 
age for the "1X1" reconstruction is also contained within 
the STM image of Fig. 5(b). The height of the "1XL' island 
above the surrounding 6X4 and 5X5 regions is 2.1 Ä. Elec- 
tronic effects can of course influence this height, but typi- 
cally by only a few tenths of Ä. The 5X5 and 6X4 regions 
are believed to contain adatoms with height (from theory) of 
1.7 A above the Ga atoms in the outermost GaN bilayer. 
Thus, we would estimate a thickness of the " 1X1" Ga layer 
of 3.8 Ä, corresponding to 1.8 ML. While this estimate is 
somewhat crude, it does suggest that the "IX1" reconstruc- 
tion contains around 2 ML of Ga atoms. 

For either the l + \ or 1 + ^ surfaces, high resolution im- 
ages reveal atomic corrugation, as seen in Fig. 5(c). How- 
ever, the signal to noise ratio for these images is typically 
~4X smaller than that found on the GaN(0001)l X1 surface. 
Such a weak atomic corrugation is consistent with a highly 
metallic surface. Indeed, STS measurements reveal the sur- 
face metallicity, with a minimum in the normalized conduc- 
tance at zero voltage very close to 1, as shown in Figs. 3(g) 
and 3(h). Careful measurements of the lateral period of the 
atomic corrugation, using tips which were calibrated on the 
GaN(000T)3X3 reconstruction,22 reveal that the period is 
identical to a IX spacing (3.19 Ä) to within <1%. 

Auger spectroscopy measurements with an incident elec- 
tron energy of 3 keV have been performed on the (0001) 
"1X1" surfaces, as well as on all other (0001) and (0001) 
reconstructions which we have studied, as a routine probe of 
Ga coverage. Experimental measurements for the (0001) sur- 
faces are plotted in Fig. 6(a), and those for the (0001) sur- 
faces are plotted in Fig. 6(b). For almost all of the surface 
reconstructions, the ratio of intensities of the Ga (1055 eV) 
to N (379 eV) lines is in the range 0.6-0.9, with the excep- 
tion being the "1X1" surface where this ratio is signifi- 
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FIG. 6. Plots of Ga/N Auger intensity ratios for (a) GaN(0001) reconstruc- 
tions and (b) GaN(OOOl) reconstructions. The scales on the right are based 
on model calculations and represent the number of Ga monolayers sitting on 
top of the bulk-terminated bilayer for each polarity. Dashed line in (a) shows 
fit of 1X1 Auger ratio to 1 Ga adlayer on right-hand scale. 

cantly higher (1.1-1.4). To interpret these measured inten- 
sity ratios, we perform model computations by summing in- 
tensity contributions from individual atomic layers over a 
sufficient number of layers extending into the surface to ob- 
tain convergence of the Ga/N ratio. We utilize Auger sensi- 
tivity factors of 0.12 for Ga and 0.33 for N (taken fromRef. 
23). We choose electron escape depths of 14.0 and 9.7 A for 
the 1055 and 379 eV electrons, respectively. These escape 
depths are chosen such that the Ga/N ratio for the 
GaN(000l)lXl reconstruction [indicated by the dashed line 
in Fig. 6(a)] corresponds to exactly one Ga adlayer located at 
a height of 1.99 A above the nitrogen atoms of the last GaN 
bilayer, which is the known structure of this surface.6 Using 
these values, Ga/N Auger intensity ratios are then computed 
for surfaces of either polarity having 0, 1,2, and 3 layers of 
Ga sitting on top of the bulk-terminated bilayers. In the 
model computations for the (0001) surface, we assume a first 
additional layer of Ga 2.5 Ä above the Ga-terminated bi- 
layer, and successive Ga monolayers at 2.1 A intervals, with 
all values based on theoretical results. For the GaN(0001) 
surface, successive Ga monolayers after the first monolayer 
are also spaced at 2.1 A intervals. The results of the model 
computations are given by the scales on the right-hand side 
of Fig. 6. As evidence for the success of the modeling, we 
note from Fig. 6(a) that the mixed 6x6/c(6Xl2) surface 
corresponds to a Ga coverage of 1.45 ML while the mea- 
sured Ga coverage for the c(6 X 12) was (after correction for 
sticking coefficient) 1.44±0.02ML, as reported previously7 

[this surface, while containing a few isolated patches of 6X6, 
was predominantly c(6X 12), as observed by sweeping the 
RHEED   beam   laterally   across   the   surface].   Thus   the 
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agreement between the Auger data and the model calcula- 
tions is quite good.24 

Consider now the results for the (0001) surface, shown in 
Fig. 6(b). As discussed elsewhere,9 the ordered 5X5 is 
formed by depositing 1/2 ML Ga onto the annealed 1X2 
surface and then briefly annealing that surface. Since the 
1X2 is known to be disordered,19 it is not unreasonable that 
the Ga/N Auger ratios of these two are similar. The 6X4 
surface is similarly produced by depositing 1/2 ML Ga onto 
the 5X5 and briefly annealing that surface. Repeating this 
deposition and annealing cycle one or two more times results 
in a "1X1" surface. As seen from Fig. 6(b), this sequence of 
Ga deposition steps is in good agreement with the increase in 
Ga coverage from one reconstruction to the next, as deduced 
from the computed scale on the right-hand side. Based on 
these Auger results, it is quite clear that the (0001) "1 X 1" 
surfaces contain 2-3 additional monolayers of Ga above the 
Ga-terminated bilayer. 

With all of the above experimental data on the "1X1" 
structure, let us now discuss possible structural models. For 
the GaN(0001) surface, the most stable structure we have 
theoretically obtained in the Ga-rich limit is the 2X2 Ga 
adatom model. In this model, the Ga adatom resides in the 
TA site. Any proposed model for the high Ga coverage "1 
XI" phase should be more stable than the 2X2 TA Ga ada- 
tom model in Ga-rich conditions. All of the true 1X1 struc- 
tures that we have examined up to now, and which contain 
one additional monolayer or bilayer of Ga, are unstable with 
respect to this 2X2 adatom structure. This result is, of 
course, consistent with the apparent incommensurate, fluid- 
like nature of the " 1X1" inferred from the diffraction analy- 
sis. Calculations performed for free-standing Ga monolayers 
or bilayers indicate that there is a driving force for a reduc- 
tion in the in-plane Ga-Ga separation. Given this, and the 
experimental information discussed already, we consider a 
laterally contracted bilayer model for the "1X1" consisting 
of a Ga bilayer where the in-plane separation of the Ga at- 
oms in the layers is contracted to a smaller value. We note 
that such a laterally contracted structure is not unreasonable 
for this system, since the GaN lattice constant of 3.19 Ä is 
substantially greater than the typical Ga-Ga spacing of 2.7 Ä 
in bulk Ga, so that a 1X1 arrangement of Ga is under con- 
siderable tensile strain.6 We have performed total energy cal- 
culations for a free-standing Ga bilayer and have determined 
the formation energy n(a) = £,(a)-2//,Ga(bulk) as a function 
of a, the hexagonal lattice constant. The minimum in Q,(a) 
occurs for a = 2.7 Ä where CL is equal to 0.46 eV/pair. Thus 
a free-standing hexagonal Ga bilayer is less stable than bulk 
Ga by about 0.23 eV/atom. In the contraction from a = 3.19 
to a = 2.7 A, the energy/pair of the bilayer is reduced by 
about AH=0.68 eV/pair. 

We may employ these results to estimate the surface en- 
ergy for a structure consisting of a 7X7 bilayer in approxi- 
mate registry with a 6X6 GaN(0001) substrate. Such a struc- 
ture would contain the equivalent of 2.7 Ga layers above the 
Ga-terminated bilayer, in agreement with that estimated from 
the Auger analysis. The estimated change in surface energy, 
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FIG. 7. Side view of possible structural model for the "1X1" surface (at a 
given instant in time) consisting of 2.7 ML of Ga sitting on top of the 
Ga-terminated bilayer. The open circles represent the various possible posi- 
tions of first-layer Ga atoms plotted with respect to each of several GaN unit 
cells, and illustrate the time-averaged height of the first-layer Ga atoms and 
thus the 1X1 contour which the STM tip will follow. At a given instant in 
time, however, this incommensurate structure will manifest itself in diffrac- 
tion as satellites surrounding the integral order peaks. 

relative to a 1X1 bilayer structure, may be broken down into 
three terms. The first term, E1, is the cost of adding 13=7 
X7-6X6 additional pairs of Ga atoms to each 6X6 unit cell. 
The second term, E2, is the energy benefit of the reduced 
lattice constant of the bilayer. The third term, E3, is the 
energy cost of the imperfect registration of the incommensu- 
rate overlayer with the GaN(0001) substrate. Ex is approxi- 
mately 13Xft(a = 2.7) = 6.0eV. E2 is approximately 36 
X Ail =-24.5 eV. From calculations for bilayers having 
different registrations with respect to the substrate, we esti- 
mate E3 to be approximately 3.2 eV. The net effect is a 
reduction in surface energy of 0.43 eV/lXl in the Ga-rich 
limit. This is close to the energy difference between the 2X2 
adatom model and the best 1X1 bilayer model, 0.39 eV/1 X1 
in the Ga-rich limit. Thus it is plausible that such a laterally 
contracted bilayer structure could be stable under very Ga- 
rich conditions. 

A schematic view of our proposed structure for the 
"1X1" surface is shown in Fig. 7. We consider the Ga bi- 
layer (shown in dark gray circles), with uniform lateral spac- 
ing of the atoms of about 2.7 Ä. In Fig. 7, the first layer 
atoms are positioned directly atop the second layer atoms. 
However, the energy difference between the top and hollow 
site registrations computed for free-standing Ga bilayers is 
very small. We expect that such a layer would be slightly 
buckled on the GaN surface since Ga atoms residing above 
hollow sites of the GaN surface (e.g., TA sites above fourth 
layer nitrogen atoms), indicated by H in Fig. 7, would be 
slightly displaced towards the GaN, while Ga atoms residing 
in between such hollow sites, such as at position B in Fig. 7, 
would be slightly displaced away from the GaN. Such a 
model at this point is analogous to that used for the Au(lll) 
surface,17 except that we further assume, based on the dif- 
fraction results, that the structure is dynamic, with the Ga 
atoms moving around rapidly (this would probably imply the 
presence of vacancies or domain boundaries in the structure 
to allow the Ga bilayer space for such movement). The 
model shown in Fig. 7 is thus a picture of the structure at a 
given instant in time. Let us then consider what the appear- 
ance of this dynamic structure would be in STM images. A 
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surprising aspect of the STM results is the observation of 
precisely IX periodicity with a = 3.19 A, which appears to 
be inconsistent with the 1 + £ or 1 + ^ inverse periods seen in 
diffraction. However, these STM measurements may be rec- 
onciled by taking into account the dynamic, fluidlike nature 
of the Ga bilayer. Consider a sharp STM tip as it scans over 
this structure. We assume that the time scale for the Ga bi- 
layer motion is much shorter than the time the tip spends at 
each sampling point in the image. Hence, during the time 
that the tip is sitting over a given point on the surface, it 
senses a time average of the vertical positions of the first- 
layer Ga atoms as they move beneath the tip. This time av- 
erage will include all possible translations of the incommen- 
surate structure, and is illustrated conveniently by plotting 
the various possible positions of top Ga bilayer atoms with 
respect to each of several unit cells of the GaN lattice. These 
positions are indicated in Fig. 7 by the open circles. Thus, 
with the tip at position 71 over the hollow site H, the time- 
averaged height is relatively small (i.e., a corrugation mini- 
mum). Alternatively, with the tip at position T2 over an in- 
between site B, the time-averaged height is relatively large 
(i.e., a corrugation maximum). Thus, the STM image will 
appear to have a true 1X1 periodicity, as seen by the result- 
ing contour of circles, arising from the periodicity of the top 
bilayer of GaN. 

The diffraction patterns and their temperature dependence 
are accounted for in this model by the different orientational 
relationships for the surface discommensurations. For discus- 
sion purposes, we can define the discommensurations in our 
case as being associated with the B sites in Fig. 7, where the 
binding site of the Ga adatoms is in between two hollow 
sites. Below 100 °C, the data indicate that the discommensu- 
rations have a preferred spacing, and that they are aligned 
along particular crystal directions but, for 100-200 °C, they 
begin to lose their orientational ordering. Above 200 °C, the 
system converts into the 1 + g structure, which may indicate a 
sudden change in the spacing of the discommensurations. 
Finally, above 350 °C, the system becomes further disor- 
dered, and the surface is then characterized by a completely 
disordered, fluid phase. 

IV. CONCLUSIONS 

In conclusion, we have investigated the reconstructions 
which occur on GaN(0001) and (0001) surfaces. We empha- 
size that the energetically stable structures exhibit partially 
occupied surface states and are in direct violation of the elec- 
tron counting rule (ECR). The ECR asserts that a semicon- 
ductor surface is stable only if all anion dangling bonds are 
doubly occupied and all cation dangling bonds are empty. It 
is further assumed that all cation dangling bonds are high in 
energy (close to the conduction band) and all anion dangling 
bonds are low in energy (close to the valence band). The 
calculated band structure shown in Fig. 2 for the 
GaN(0001)lXl surface shows that both assumptions are 
violated: while the Ga adlayer structure consists solely of 
cations, the occupied surface states (SI) are close in energy 
to the valence band maximum. The small lattice constant 

gives rise to strong Ga-Ga bonding even without bringing 
surface atoms together and forming, e.g., dimers, as com- 
monly observed on other semiconductor surfaces. The strong 
Ga-Ga bonding thus not only stabilizes the 1X1 structure as 
discussed above, but it also significantly increases the disper- 
sion of the cation surface states. In fact, the energetically 
lowest surface states are close to the valence band, and oc- 
cupying these bands gives rise to energetically stable struc- 
tures. 

We have focused in particular on the 1X1 and "IX1" 
structures, respectively, which are both metallic in nature 
based on both experiment and theory. The "1X1" structure 
exhibits satellite peaks in the diffraction patterns below 
350 °C, suggesting an incommensurate surface structure. The 
STM measurements, on the other hand, reveal a lateral 
atomic periodicity consistent with the surface GaN lattice 
constant. This apparent discrepancy is resolved by modeling 
the surface as a dynamic, fluidlike, discommensurate Ga bi- 
layer structure with an increased surface atom density, and 
where mobile defects enable the motion to occur. Auger 
spectroscopy measurements reveal that this "1X1" structure 
is the most metal-rich structure out of all possible (0001) or 
(0001) structures. Modeling of the Auger Ga/N peak inten- 
sity ratios as well as STM measurements of "1X1" island 
step heights also suggest a structure consisting of at least 2 
ML of Ga on top of the Ga-terminated bilayer. 
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The electronic structure of wurtzite GaN, Al0.5Gao.5N, and AIN has been studied using synchrotron 
radiation excited soft x-ray emission spectroscopy. In particular, the elementally resolved partial 
densities of states has been measured and found to agree well with calculations. The shift in energy 
of the valence band maximum as x varies from 0 to 1 in ALGa! _ JN was measured by recording N 
^-emission spectra, and found to be linear. Furthermore, N ^-emission spectra revealed resonantlike 
hybridization of N 2p and Ga 3d states at 19 eV below the GaN valence band maximum. The 
spectral intensity of this feature is proportional to Ga content. © 1998 American Vacuum Society. 
[S0734-211X(98)08804-0] 

I. INTRODUCTION 

Due to optoelectronic and high temperature device appli- 
cations, GaN, InN, AIN, and related alloys have rapidly de- 
veloped into an important class of wide band-gap semicon- 
ductor material.1 Despite their importance, there is a 
significant lack of experimental data concerning the basic 
electronic structure of such materials. A fundamental under- 
standing of electronic structure issues is required if these 
materials are to achieve their full technological potential, and 
only recently have the intrinsic band structure, the density of 
states, and the electronic properties of surfaces come under 
scrutiny. The standard experimental probe of valence band 
electronic structure is photoemission spectroscopy, and it has 
been successfully applied recently to study surface and bulk 
states in wurtzite GaN,2 bulk states in cubic GaN,3 GaN/ 
AIN/InN heterojunction offsets,4-7 and metal overlayer 
growth on GaN.8,9 However, one major problem with photo- 
emission is the necessity to prepare and maintain atomically 
clean surfaces; this has been extensively discussed by 
Bermudez.10 A further drawback of photoemission is that, 
while it is the only spectroscopy that measures band disper- 
sion (when performed in an angle resolved mode), ' it 
does not measure the partial density of states (PDOS). 
Rather, angle integrated photoemission measures the joint 
density of states.11'12 The surface sensitivity of photoemis- 
sion comes from the small inelastic mean free path of low 
energy electrons. Photons of equivalent energies have a 
much greater escape depth (typically 1000 A), and thus soft 
x-ray emission (SXE) spectroscopy is able to directly mea- 
sure bulk electronic structure. Due to the dominant atomic 
dipole selection rules that govern the x-ray emission process, 
SXE measures the elementally resolved PDOS.13 

a)
Author to whom correspondence should be addressed; electronic mail: 
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b)On leave from the Institute of Microtechnology, Bucharest, Romania. 

We present here results of a study of the bulk electronic 
structure of ALGa^N (x = 0, 0.5, 1) using synchrotron ra- 
diation excited SXE. (Results for GaN are discussed more 
fully in an earlier publication.14) The occupied valence band 
PDOS for N, Ga, and Al have been studied by measuring K 
and L edge emission spectra. We find that the measured 
PDOS agree well with theory.15 X-ray emission has been 
used for the first time as a tool to monitor motion of the 
valence band maximum (VBM) in ALGa^N, and we find 
the VBM varies linearly with Al concentration, x. 

This article is structured as follows. In Sec. II we discuss 
the experimental details, while in Sec. Ill we briefly review 
the principles of SXE spectroscopy. Section IV presents our 
measurements for A^Ga^N and discusses our results in 
the context of recent band structure measurements. 

II. EXPERIMENTAL DETAILS 

Our samples were thin film wurtzite ALGa^^N grown 
using electron cyclotron resonance assisted molecular beam 
epitaxy on sapphire substrates. The samples were n type, and 
the growth procedure has been reported elsewhere. The 
thickness of the samples was approximately 0.5 X 10" 6 m (as 
determined by scanning electron microscopy). Experiments 
were performed at the undulator beamline BW3 at 
HASYLAB/DESY in Hamburg, Germany, and on beamline 
X1B at the National Synchrotron Light Source, Brookhaven 
National Laboratory. Emission spectra were recorded using a 
Nordgren-type grazing-incidence grating spectrometer using 
a 5 m, 1200 lines/mm grating in first order of diffraction at a 
resolution of approximately Ö.8 eV.17,18 The acquisition time 
for individual spectra was approximately 90 min. The base 
pressure in the experimental system was 1.0X10"8 Torr. 
This vacuum is quite adequate since SXE is primarily a bulk 
probe, and surface phenomena were not under investigation. 
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FIG. 1. Schematic illustration of the x-ray emission process. 

III. SOFT X-RAY EMISSION SPECTROSCOPY 

As mentioned in the introduction, SXE is a bulk spectros- 
copy that measures the PDOS of occupied valence states. 
The basic SXE process is illustrated in Fig. 1. Monochro- 
matic light from a synchrotron radiation source is incident on 
the sample and excites a core electron. The resultant core 
hole is filled by electrons making transitions from higher 
lying states. Most core holes are filled via Auger processes. 
However, a small fraction decay radiatively with the emis- 
sion of a photon. The radiative decay process is governed by 
dipole selection rules. Thus if photons resulting from transi- 
tions from the valence band to the core state are measured 
using a suitably high resolution spectrometer, the spectrum 
reflects the angular momentum resolved density of states, or 
PDOS, if the final state rule is valid.19 (The final state rule 
states that the spectral features that appear in x-ray spectros- 
copy correspond to the theoretical DOS calculated with the 
final state potential.) Furthermore, since the probability of an 
interatomic decay is much smaller than that for an intra- 
atomic event, the PDOS is in fact elementally specific in a 
multi-element system. By using monochromatic synchrotron 
radiation to excite the core hole at threshold, this elemental 
specificity is further enhanced.20'21 

We compare our SXE spectra of Al^Ga! -^N with the par- 
tial density of states taken from Xu and Ching.15 The proce- 
dures used for setting a binding energy scale are discussed 
fully in our earlier study of pure GaN.14 Briefly, we first 
calibrate our spectrometer detector by using the elastic scat- 
ting of incident photons at various energies. The accuracy of 
this method depends on the combined instrumental resolu- 
tion of the monochromator and the spectrometer as well as 
on the relative visibility (number of counts) of the elastic 
peak. (The monochromator calibration is accurate to within 
5%, and since we are using relative energy differences in the 
spectra, we use the monochrometer setting as the photon 
energy. Clearly the absolute energy scale, which is not of 
primary interest here, is less accurate.) This allows us to plot 
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FIG. 2. Comparison of experimental N and Al ^-emission spectra from pure 
A1N with a broadened PDOS from Ref. 15. The energy scale is relative to 
the experimentally determined N 2p valence band maximum (VBM). 

the SXE spectrum as a function of photon energy, i.e., the 
emission spectrum is plotted on the same energy scale as the 
absorption spectrum. For situations where the elastic scatter- 
ing was too weak to be visible in our spectrometer, we in- 
stead record inner shell transitions and calibrate against 
known spin orbit splittings.14 To put the N emission spectra 
on a binding energy scale, we next determine the experimen- 
tal VBM by extrapolating the leading edge of the emission 
spectrum to zero. 

IV. RESULTS AND DISCUSSION 

Figure 2 presents SXE spectra for both the Al and N 
valence band PDOS in pure A1N. Also included in Fig. 2 are 
the results of a first principles orthogonalized linear combi- 
nation of atomic orbitals (OLCAOs) calculation in the local 
density approximation of the N 2p and Al 3p PDOS in 
A1N.15 The theoretical PDOS was convoluted by both 
Lorentzians to simulate core-hole lifetime broadening and by 
Gaussians to simulate the instrumental broadening. While 
the agreement between the spectral shape and band width for 
the N 2p states is quite good [Figs. 2(a) and 2(b)], the mea- 
sured Al 3p contribution to the valence band is significantly 
broader than predicted [Figs. 2(c) and 2(d)]. Low signal 
strength required that the spectrum in Fig. 2(c) be taken with 
a resolution of 1.5 eV. However, this poor resolution does 
not account for the difference in bandwidth. A similarly 
larger than predicted bandwidth has been observed for A1N 
by photoemission spectroscopy.4-6 

Considering the N 2p states, we have studied these sys- 
tematically in the Al^Ga^^N alloy system by recording N 
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FIG. 3. N ^-emission spectra from A^Ga^N (x = 0, 0.5, 1.0) Only the 
valence band emission is shown. The spectra are not shifted in energy, but 
plotted relative to the binding energy of the VBM of pure A1N (*= 1). 

^-emission spectra for x = 0, 0.5, and 1. Figure 3 presents 
SXE spectra from ALGa^N. The incident photon energy 
was set above the adsorption edge, nominally at 405 eV. 
These spectra are referenced to the A1N VBM as determined 
from the x= 1 spectrum. A significant narrowing and peak 
shift downward of the AljGa^N valence band with in- 
creasing Al concentration is clearly visible. The binding en- 
ergy of the bottom of the valence band shifts upwards by 
approximately 0.25 eV, while the top of the valence band 
moves linearly upwards by 1.4 eV. Theoretically, the behav- 
ior of the gap in such an alloy system may be described by 
the following formula:22 

Eg(x) = Eg + bEg(x-k)-bx(l-x). 

Here, Eg is the average gap, A.Eg is the difference between 
the gaps of the end members of the alloy system, and b is the 
bowing parameter. Values of b ranging from approximately 
+ 1.0 eV23'24 through £ = 0eV (Ref. 25) to approximately b 
= -0.8eV (Ref. 26) have been reported. A recent optical 
absorption study of high quality AlxGa, _XN films found b 
= 0eV.27 Our data indicate that the VBM varies linearly 
with x, and that the band gap opens symmetrically. The latter 
conclusion comes from the observation that the difference in 
the bulk band gaps of A1N and GaN is 2.8 eV, and our linear 
VBM motion is 1.4 eV. If the gap indeed opens symmetri- 
cally, then our measurement of a linear motion of the VBM 
is consistent with a value of b = 0 eV. 

In our earlier study of pure GaN we attributed a very 
weak feature observed at 19 eV below the VBM in the N K 
emission to hybridization between N 2p and Ga 3d states. 
A possible alternative explanation would be emission due to 
N 2s-1 s transitions which would occur in A1N as well as 
GaN, but such dipole-forbidden transitions are extremely un- 
likely. However, the poor signal-to-noise ratio in our original 
measurement called for a re-examination that could conclu- 
sively identify this emission as being due to hybrid states. 

1 V   '  ' 
I..  

22    20    18     16     14    12    10 
Binding Energy (eV) relative to GaN VBM 

FIG. 4. N ^-emission spectra from pure A1N and pure GaN. This is the 
same data as in Fig. 3, but the emission below the valence band is shown. 
Note the emission at 19 eV below the GaN VBM. This peak disappears as 
the Ga is replaced by Al. It originates from N 2p states hybridized with 
Ga 3d states. 

Figure 4 shows the N K emission below the valence band 
minimum for two samples: pure A1N and pure GaN. (Note 
that here the spectra are plotted relative to the GaN VBM.) 
The emission at 19 eV is clearly visible in the GaN sample 
and totally absent in A1N. Pure A1N has no Ga 3d states with 
which the N 2p states can hybridize, and thus the feature 
disappears. Moreover, the spectral width of this peak is quite 
narrow (resonantlike) whereas the N 25 states of GaN are 
known from photoemission experiments to be quite broad in 
energy.3 These findings prove conclusively that this is indeed 
a hybridization phenomenon and not due to dipole-forbidden 
2s-Is transitions. 

V. CONCLUSIONS 

We have studied the electronic structure of the 
ALGa! „jN alloy system using soft x-ray emission spectros- 
copy. Comparison to an ab initio calculation of the valence 
band PDOS shows good agreement. The valence band nar- 
rows with increasing Al content, but the bottom of the va- 
lence band remains essentially fixed. We estimate from these 
spectra that the bowing parameter b for ALGa] _^N is zero. 
Finally, a sharp emission feature at 19 eV below the GaN 
valence band maximum was proved to originate from N 2p 
states hybridizing resonantly with Ga 3d states. 
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Formation of an Sb-N compound during nitridation of InSb (001) 
Substrates using atomic nitrogen 
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The effect of atomic nitrogen, generated by a radio frequency plasma source, on clean InSb(OOl) at 
275 °C has been studied using x-ray photoelectron spectroscopy (XPS) and resonant Raman 
scattering (RRS). Chemically shifted XPS features of the Sb 3d region revealed the formation of a 
reacted Sb species. This reacted Sb was unambiguously identified as mainly Sb-N by comparison 
with results from as deposited and nitrided, thick elemental Sb layers on InSb. The Sb 3d feature due 
to this Sb-N species was found to have a chemical shift of 1.65 ±0.10 eV to higher binding energy 
compared with the InSb peak, while for the elemental Sb the shift was only 0.45 ±0.10 eV in the 
same direction. Although not obvious from the XPS data the RRS spectra of a much longer 
nitridation at 275 °C showed the presence of crystalline elemental Sb. Annealing studies of 
elemental Sb and nitrided Sb layers showed the Sb-N species to be significantly less volatile than 
elemental Sb. © 1998 American Vacuum Society. [S0734-211X(98)08704-6] 

I. INTRODUCTION 

With GaN and related materials becoming increasingly 
important in the fields of visible optoelectronic devices and 
high power electronics2 there is considerable interest in the 
details of their growth processes. This is fueled by the fact 
that, despite the success of GaN devices, the substrates that 
are used (primarily sapphire and silicon carbide) are largely 
mismatched to GaN and hence the epitaxial material contains 
many defects. As a result many different substrate materials 
have been examined3 and one strand of research that has 
proved interesting is growth onto cubic substrates, predomi- 
nantly III-V materials, which can result in growth of the 
cubic phase GaN rather than the usual wurtzite phase.4"6 On 
GaAs (001), the phase that is produced has been found to be 
heavily dependent on the very first stages of the growth pro- 
cess and particularly the initial nitridation of the substrate.5 

Initial expectations of nitridation of III-V substrate materials 
such as GaAs and InSb predicted a simple anion exchange 
reaction with N replacing As (or Sb)6 

InSb(s) + N(s)oInN(j) + Sb(?). (1) 

Here, the question mark denotes the uncertain volatility of 
the reacted Sb, which will depend upon substrate tempera- 
ture. However , in the case of nitridation of GaAs, evidence 
has been found, using both hydrazoic acid as a precursor and 
radio frequency plasma produced atomic nitrogen, that an 
As-N compound is also formed.7'8 In this study nitridation 
of clean InSb (001) surfaces with atomic nitrogen has been 
examined using both x-ray photoemission spectroscopy 
(XPS) and resonant Raman scattering (RRS). The study of 
the interaction of atomic N with InSb is of interest both 
fundamentally, due to its link to the present technological 

''Electronic mail: Haworthl@Cardifif.ac.uk 

interests in group III nitrides, and in its own right as a pre- 
cursor to the growth of GaN on InSb. The lattice constants of 
cubic GaN and InSb differ by a factor of ~V2 offering the 
tantalizing possibility of achieving virtually lattice matched 
growth if the GaN rotates by 45° with respect to the InSb 
substrate beneath it, as occurs for Al on GaAs (001).* Rota- 
tional epitaxy has also been reported for CdTe growth on 
GaAs (001), where the CdTe is (111) or (100) oriented as a 
result of different growth conditions and partly stemming 
from the interfacial chemical interactions.10'11 Of course, 
complete success in the InSb system would not be expected 
to simultaneously solve the substrate problem for GaN due to 
the low melting point (-500 °C) of InSb. 

II. EXPERIMENTAL DETAILS 

All XPS experiments were carried out at Cardiff in a 
home-made molecular beam epitaxy (MBE) style growth 
chamber joined, under ultrahigh vacuum (UHV), to a con- 
ventional VG ESCA-LAB system. In addition to two Knud- 
sen cells on the source flange, an Oxford Applied Research 
CARS25 radio frequency (rf) plasma source (aperture 
25X0.5 mm holes) is attached for the production of atomic 
nitrogen or hydrogen. The chamber also has the capability of 
performing reflection high-energy electron diffraction 
(RHEED) analysis. A more detailed description of the cham- 
ber and its capabilities can be found in Ref. 8. 

Solvent rinsed InSb samples were first cleaned under an 
atomic hydrogen flux for 15 min at 275 °C using a forward rf 
power of 400 W and a chamber pressure of (5.0±0.5) 
X 10"5 mbar. An optical emission detector (OED), based on 
an optical fiber fed to a silicon photodiode, read 1.0+0.1 V. 
After this exposure the RHEED showed an In rich (4X2) 
reconstruction and XPS scans of the 0(KW) and C Is re- 
gions showed the absence of carbon and oxygen. 
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During nitridation samples were maintained at 275 °C 
and exposed to atomic nitrogen, produced in a plasma of 
forward rf power 450 W and nitrogen flow rate 1.0 seem, 
corresponding to a chamber pressure of (5.0±0.5)X 10~5 

mbar with an OED value of 3.2±0.1 V. Nitridation was 
performed sequentially for times from 30 s to 3.5 h and 
samples were scanned using XPS between exposures. XPS 
measurements were taken at normal emission using the Mg 
anode (photon energy 1253.6 eV) of the Sb 3d and Ad and 
In 3d and Ad photoelectron peaks with a 5 eV pass energy 
and the N \s peak with a 20 eV pass energy. The 3d peaks 
were chosen for further study as they are more surface sen- 
sitive than the Ad peaks, due to their smaller electron escape 
depth, and are easier to fit, due to their larger spin orbit 
splitting. The Sb 3d3l2 peaks were used for fitting in prefer- 
ence to the Sb 3d5/2 peak, due to the latter's proximity to the 
O Is peak position. Sb deposition on the cleaned InSb sub- 
strate was carried out at room temperature using a cell tem- 
perature of 440 °C corresponding to a deposition rate of 0.5 
Äs"1. 

Raman experiments were carried out at Chemnitz in a 
specially designed UHV chamber which allows light scat- 
tered from the sample to be collected through a view port 
and focused onto the entrance slit of a Dilor XY spectrom- 
eter with multichannel detection. A more detailed description 
of this system and its capabilities may be found in Ref. 12. 
The atomic nitrogen and hydrogen were provided by an rf 
plasma source (SVT RF 4.5) operated at a power of 450 W. 
For nitridation the N2 flux was 2.5 seem leading to a cham- 
ber pressure of 5 X 10"~4 mbar during nitridation. Resonant 
Raman scattering was used as this leads to a massive en- 
hancement of the scattering cross section and so enhances 
thin layer detection when the excitation energy is chosen in 
the vicinity of the fundamental band gap or another critical 
point in the band structure of the material. Therefore, for the 
nitridation of InSb the 520.8 nm (2.38 eV) emission line of a 
Kr+ ion laser was used for excitation with a power of 35 
mW to obtain resonance conditions for the InSb E\ + A j gap, 
while for the Sb layer deposition and nitridation experiments 
the 514.5 nm (2.41 eV) emission line of an Ar+ ion laser 
with a power of 40 mW was used to maximize resonance 
conditions for elemental Sb electron interband transition. 

Raman spectra were recorded in the backscattering geom- 
etry with the polarization of the incident light parallel to the 
[110] direction of the (001) oriented substrate. For the InSb 
nitridation experiment the scattered light was also parallel 
polarized in the [110] direction. In this configuration scatter- 
ing by the longitudinal optical (LO) phonon of InSb is al- 
lowed according to the symmetry selection rules, whereas 
scattering by the transverse optical (TO) phonon is forbid- 
den. For the Sb layer deposition, at a rate of ^0.009 A s_1 

for 4 h, and subsequent nitridation the spectra were recorded 
with the scattered light detected unpolarized to maximize the 
signal. However, detection of light with parallel polarization 
is strongly favored by the monochromator. 

XPS can be used to reveal both the atomic content of a 
sample and information about chemical states by examining 

chemical shifts in the binding energies of the photoelectron 
peaks. For the In and Sb 3d photoelectron peaks the escape 
depths (the distance at which only lie of the initial electrons 
remain unscattered inelastically) are —19 and 17 Ä,13 re- 
spectively, making it a relatively surface sensitive technique. 

RRS on the other hand measures the scattered light inten- 
sity giving the eigenfrequencies of the elementary excitations 
of the crystal structure. Therefore, it gives information as to 
the identity of crystalline materials, their phase, orientation 
and crystalline perfection and stresses within the crystal lat- 
tice by evaluation of the phonon frequencies, half-widths, 
line shapes and intensities in the Raman spectrum. However, 
if a phase is not crystalline in nature or has a resonant fre- 
quency far different from that of the exciting line, its phonon 
features will be very broad and/or of relatively low intensity 
making it difficult to detect. The information depth from the 
exciting radiation is much greater here (~9 nm) than for 
XPS due to the combination of the laser lines and materials 
used.14 

In general, the XPS highlights the near surface reaction, 
showing overlayer formation and attenuation of subsurface 
signals. Whereas any overlayer formed is virtually transpar- 
ent with Raman spectroscopy, unless its modes are resonant 
with the laser line used, this technique gives the subsurface 
story and gives more information about changes in or near to 
the substrate. 

III. RESULTS 

A. Nitridation of InSb: "XPS studies" 
1. RHEED results 

The (4X2) reconstruction observed from the InSb surface 
after hydrogen cleaning converts to unreconstructed bulk 
stripes on lighting the nitrogen plasma. During the subse- 
quent nitridation the bulk features are modulated to spots of 
decreasing intensity, while the diffuse background around 
them increases in intensity. This is indicative of disorder in 
the surface layer but also implies the preservation of bulk 
spacing. Most of these changes in pattern occur within the 
first 2 min of nitridation, after which only one bulk spot in a 
high intensity background was visible. 

2. XPS results: Sb 3d 
Even for the shortest nitridation time of 30 s, a reacted Sb 

feature can be seen to appear on the higher binding energy 
side of the InSb feature. As nitridation time increases this 
grows so that it becomes of approximately equal intensity to 
the InSb feature after 10 min and then quickly surpasses it. 

To better describe the peak shape changes, the Sb 3d3/2 

peaks were curve-fitted using a combination of a linear back- 
ground and Voigt peak profiles. It was found that the clean 
InSb feature could be fitted with a single Voigt function of 
Lorentzian and Gaussian widths of 0.6±0.1 and 0.63±0.05 
eV, respectively. With this as a guide, the following scheme 
was used to fit the reacted Sb feature: (a) following nitrida- 
tion the Sb 3J3/2 feature was assumed to be composed of 
only two Voigt functions; (b) the Lorentzian widths of both 
contributions were constrained to the clean InSb value; (c) 
the Gaussian width of the InSb contribution was constrained 
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FIG. 1. Fitted XPS scans of the Sb My2 spectral region for (a) a clean 
surface and following nitridation at 275 °C, (b) for 1 min, (c) for 5 min, and 
(d) for 35 min. The background has been subtracted, the fit to the curve 
passes through the data points, while the individual components are shifted 
down for clarity. 

to the clean value; (d) the Gaussian width of the reacted Sb 
feature was allowed to broaden giving information on the 
crystalline quality of the phase. These fits resulted in a re- 
acted Sb feature of Gaussian width 1.38 ±0.10 eV and 
chemical shift of 1.65 ±0.10 eV to the higher binding energy 
side of the substrate peak (Fig. 1). A graph (Fig. 2) showing 
the substrate to reacted peak area ratio against nitridation 
time was then plotted. This shows the reaction rate decreas- 
ing with nitridation time. 

3. XPS results: In 3d and N 1s 

As the time of nitridation increased the In 3d3/2 feature 
broadened but no separate reacted peak could be discerned. 
Although the 3d3/2 peak could be fitted with a single peak of 
Lorentzian width 0.6 eV but with increasing Gaussian width 
for longer nitridation times, to allow for the formation of the 
chemically shifted InN, it was considered more informative 
to fit the feature with two peaks: a substrate and a reacted 
component. In order to achieve this, the area under the sub- 
strate peak was fixed in each case with a In/Sb ratio of 
0.81 ±0.05, a value obtained from repeated fitted scans of 
InSb clean surfaces, from the relevant Sb 3d3/2 peak. The 
Gaussian value of the substrate peak was also fixed at 
0.52±0.02 eV, again from clean substrate values, and the 
Lorentzian width was 0.6 eV. The reacted peak could then be 
fitted, always offset to higher binding energy than the sub- 
strate and with a varying Gaussian. The Gaussian width was 
found to increase with increasing nitridation time, from 0.6 

■2      1.5 
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FIG. 2. Ratios of the areas under the fitted contributions (Sb 3dm substrate/ 
reacted) following background subtraction, as a function of nitridation time 

at 275 °C. 

to 1.0 eV, however a large variation in the peak offset of 
InN, from 0.1 to 0.4 eV, could be obtained for the same 
goodness of fit. 

The N Is peak appeared as a single symmetric peak of 
increasing intensity with increasing nitridation time, of fixed 
full width half maximum (FWHM) 1.49 ±0.05 eV. 

4. Identification of the reacted Sb species 

In order to investigate the validity of the straight anion 
substitution described by Eq. (1), elemental Sb was depos- 
ited on InSb and then nitrided. XPS was then used to com- 
pare the chemical shift of the elemental Sb with respect to 
the reacted Sb after nitridation in order to elucidate the 
chemical state of the reacted Sb from nitrided InSb discussed 
above. 

To ascertain the peak shift of elemental Sb relative to the 
InSb position, Sb was deposited on InSb in several mono- 
layer stages to a total thickness of about 10 nm, calculated 
from the deposition rate and assuming two-dimensional (2D) 
growth. As Sb was deposited the Sb 3d3/2 peak's FWHM 
initially widened from its value of 1.0 eV for the clean sur- 
face by about 0.3 eV after deposition of ~6 Ä, then de- 
creased again to the vicinity of its clean value. Accompany- 
ing these changes was a final peak shift of about 0.45 ± 0.05 
eV to higher binding energy. These results are consistent 
with peaks from elemental Sb being chemically shifted to 
higher binding energy. The relatively small chemical shift 
and consequent peak overlap produces the apparent broaden- 
ing of the substrate peak as the elemental peak increases in 
intensity and the gradual shift of the combined peak to 
higher binding energy. As deposition continues a decrease in 
the combined peak width is then seen as the substrate is 
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FIG. 3. XPS scans showing the chemical shifts of the peaks in the Sb 3rf3/2 

spectral region for (a) a thick elemental Sb layer, (b) clean InSb, (c) follow- 
ing 5 min nitridation of InSb at 275 °C, and (d) following 5 min nitridation 
of elemental Sb at 275 °C. 
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FIG. 4. (a) Ratios of the total areas under curves (In 3dV2 'N 1 ■*). following 
background subtraction, as a function of nitridation time at 275 °C. (b) 
Ratios of the total areas under curves (In 3d3/2/Sb 3d3l2), following back- 
ground subtraction, as a function of nitridation time at 275 °C. 

buried and the peak continues shifting to the elemental peak 
position. However, on nitriding this Sb layer for 5 min at 
275 °C a distinct feature developed 1.35 eV to higher bind- 
ing energy from the elemental Sb position. This is in agree- 
ment with the reacted peak position of nitrided InSb and 
reveals that a species distinct from elemental Sb is formed on 
nitridation. The absolute differentiation between the elemen- 
tal Sb and Sb-N species chemical shift is best seen in Fig. 3 
which shows both the clean InSb and the Sb/InSb layer to- 
gether with the spectra taken after the nitridation of both for 
5 min at 275 °C. 

As this is the first report of a stable Sb-N species it was 
of interest to attempt to find out more about its nature. There- 
fore nitridation of InSb was further examined using resonant 
Raman scattering. 

5. Quantification of overlayer thicknesses 

The large amount of sample manipulation from the 
growth chamber to the ESCALAB analysis chamber, re- 
quired in the process of performing the nitridation experi- 
ments, inevitably causes uncertainties in absolute intensity 
measurements. Therefore, it was considered much more re- 
liable to compare relative intensities of different peaks ob- 
tained under identical conditions without sample manipula- 
tion. To avoid errors associated with curve fitting especially 
in the In 3d and N Is cases, ratios of the total areas under the 
curves following background subtraction as a function of 

nitridation time have been considered. However it should be 
noted that the In 3d and N Is peaks contain two contributions 
and the Sb 3d peak has possibly three contributions. It was 
found that the In 3dv? /Sb 3dv? ratio remains constant for 
nitridation times of up to 35 min, at a value of around that of 
the clean substrate but increases slightly for the 3.5 h ratio, 
showing a small loss of near-surface Sb [Fig. 4(a)]. The 
In 3fi?3/2/N Is ratio with nitridation time shows a decrease in 
the reaction rate so the reaction slows almost to a halt after 
~ 15 min [Fig. 4(b)]. 

However, to actually quantify the extent of nitridation it is 
necessary to calculate the areas under specific peaks, which 
for XPS may be obtained using 

i=KCM^idt' (2) 

where / is the intensity of the electrons emitted from the 
material at a certain kinetic energy, tx and t2 are the thick- 
ness limits of the layer, I is the distance below the surface 
(for normal emission), X is the electron escape depth for the 
particular materials and electron kinetic energy considered, 
and K is a constant taking into account: (a) the number den- 
sity of atoms in the material, (b) sample area, (c) differential 
photoionization cross section, (d) x-ray flux and detector 
efficiency.15 By considering the intensity ratios of contribu- 
tions from the same element and core level (see, for example, 
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FIG. 5. Estimated film thickness as a function of nitridation time at 275 °C. 
Calculated assuming the overlayer is made of two distinct layer contribu- 
tions: Sb-N layer thickness (■) calculated assuming Sb-N is at the surface 
and (•) assuming it is at the buried interface, InN layer thickness (A) 
calculated assuming InN is at the surface and (♦) assuming it is at the 
buried substrate interface. 

InSb and Sb-N contributions to the Sb 3d signal) Eq. (2) is 
much simplified and the thickness of the overlayer can be 
calculated. 

Using the curve fits that assume the Sb overlayer contains 
just Sb-N and the In overlayer is entirely InN, the substrate 
to reacted component ratios can then be used to calculate 
overlayer thicknesses. This is complicated by the fact that 
there are then two contributions to the overlayer so its com- 
position is unclear. In order to calculate the number densities 
required it was assumed that the InN was in the cubic form 
and the number density for the Sb-N species was then cal- 
culated by reducing the InSb value by the same percentage 
as it reduced to form InN. Electron escape depths of 19.1 and 
17.1 Ä were used for the In 3dm and Sb 3dy2 contributions, 
respectively.13 Consideration of uncertainties in the param- 
eters in the equation leads to an estimated error of ±25% 
inherent in the equation assuming the layers are uniform and 
abrupt and consist of only the species considered. The cal- 
culations were then performed twice, to account for the un- 
known physical location of the Sb-N with respect to the 
InN, for the extreme cases of Sb-N being located on the 
surface or at the substrate overlayer interface (Fig. 5). 

Figure 5 shows that the InN and Sb-N layer thicknesses 
appear to stop increasing after about 15 min nitridation at a 
total overlayer thickness of —23 Ä, the InN and Sb-N thick- 
ness are both then between 8 and 15 A. It can also be seen 
that layer thicknesses of a few monolayers are quickly 
formed even after just 30 s at this temperature and the sub- 
stantial quantity of Sb-N formed, especially if amorphous, 

200 

200 
Raman Shift /cm" 

FIG. 6. Evolution of Raman spectra during nitridation of InSb (001) for 3.5 
h at 275 °C. (\ex=520.8 nm P=35 mW) Incident and scattered polarization 
parallel to [110] direction of the substrate. 

could easily disrupt subsequent growth performed at this 
temperature. Measurements on a subsequent 3.5 h nitridation 
at 275 °C gave a total overlayer thickness of ~55 Ä imply- 
ing that although the reaction rate decreases with time it does 
not stop completely. 

Atomic force microscopy (AFM) images taken after 5 
min and 3.5 h nitridation show no significant increase in 
roughness in comparison to the clean substrate surface (mean 
roughness 0.6±0.2 nm), adding credence to the assumption 
of uniform layer formation. 

B. Nitridation of InSb: "Raman scattering studies" 

The resonance of the exciting laser line with features in 
the band structure of both hexagonal elemental Sb and cubic 
InSb provides them with a large scattering cross section en- 
abling the order of monolayers of each to be detected.16 InN 
conversely has a low scattering cross section at the laser line 
used and has proved notoriously hard to detect17 due to the 
difficulty of producing a sufficiently thick crystalline sample. 
As nothing is known about the Sb-N crystal structure, its 
cross section with the laser line used is not known, nor could 
a suitable line be chosen specifically to achieve resonance 
with it. 

Figure 6 shows a 3D plot of the evolution of the Raman 
spectra during the continuous measurement of nitridation of 
InSb (001) for 3.5 h at 275 °C. Each curve shows the sum of 
the data over the preceding 10 min. The first curve shows the 
starting surface displaying the InSb LO phonon mode at 186 
cm"1, shifted by ~5 cm"1 due to the elevated temperature. 
As nitridation progresses this peak gets broader with a shoul- 
der appearing to the lower shift at 177 cm"1; this is attrib- 
uted to the forbidden TO mode of InSb being observed as the 
surface roughens. Further evidence of surface roughening 
may be seen in the increasing intensity of the peaks attrib- 
uted to scattered light from the nitrogen plasma at ~ 70 and 
-130 cm"1. The peaks at 112 and 146 cm"1 are attributed 
to the Eg and Alg modes of elemental Sb, respectively, and 
these are seen to increase throughout the nitridation. Their 
positions and relatively small FWHMs show that the Sb is 
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crystalline. In addition their sustained existence at this tem- 
perature, which is close to the reported total desorption tem- 
perature for elemental Sb of 280 °C,14 provides indirect evi- 
dence of the formation of a protective InN/Sb-N overlayer. 

Vibration modes from InN would be expected at 
— 500-600 cm-1,17 depending on its crystalline structure but 
is not seen here probably due to the combination of: a lack of 
resonance with the line used, the presence of plasma lines, 
the small amount of InN present and the fact that it may be 
of a disordered nature. Similar reasons are likely to account 
for the lack of features attributable to Sb-N. 

Even experiments performed after nitridation on the 
sample at room temperature using an excitation wavelength 
of 647.1 nm, for which the corresponding photon energy 
(1.92 eV) is close to the band gap of InN and should there- 
fore lead to resonant enhancement, did not reveal the pres- 
ence of an InN layer. 

C. Annealing study of Sb and Sb-N 

One property of the new Sb-N compound mentioned pre- 
viously, and relatively easy to examine, is its volatility. In 
addition to distinguishing between the species, it is important 
in the context of growth, where the presence of large quan- 
tities of highly disordered Sb-N would disrupt subsequent 
epitaxial growth, shown to be a problem after nitridation at 
this temperature where quick disruption of surface structure 
was shown by the RHEED data. 

XPS annealing studies were performed on both the 10 nm 
elemental Sb layer and the 10 nm elemental Sb layer that 
was subsequently nitrided. On annealing the elemental Sb 
layer for 30 min at 350 °C the elemental Sb 3d3/2 peak was 
found to shift back to the position of the clean InSb, showing 
almost complete evaporation of a 10 nm layer. However, on 
annealing the nitrided Sb layer at 350 °C for 30 min, the 
elemental Sb position remained unshifted and the Sb-N fea- 
ture also remained unaltered. The elemental Sb must there- 
fore be protected by the reacted layer enabling it to remain 
unevaporated at higher temperatures. However, on annealing 
at 400 °C for 30 min the lower binding energy peak shifted 
back to the InSb peak position and increased in intensity, 
showing the evaporation of the elemental Sb, while the 
Sb-N peak remained unshifted but decreased in intensity. 
This process was continued during an anneal at 450 °C for 
30 min, but even after this anneal some Sb-N remained. 
Therefore the Sb-N protects the elemental Sb to some extent 
but the elemental component is still more volatile than the 
Sb-N when both coexist. The relative stability of the Sb-N 
at temperatures approaching the melting point of the sub- 
strate (for example, —527 °C) is a concern when considering 
suitable GaN/InSb (001) growth temperatures. 

These results may be compared to a similar experiment on 
InSb in which InSb was nitrided for 35 min at 275 °C, then 
annealed at 275 and 350 °C, each for 30 min. This resulted 
in an unchanged Sb 3dy2 peak shape. A small reduction of 
the relative Sb-N intensity was seen after a 30 min anneal at 
400 °C, but a significant reduction in relative Sb-N intensity 
was not observed until after a 30 min anneal at 450 °C. This 

shows that the Sb-N formed by nitridation of the substrate 
and an elemental Sb layer have similar volatility and chemi- 
cal shift. 

A Raman scattering study of annealing was also per- 
formed on a nitrided Sb layer. A thick Sb layer (of less than 
critical thickness —13.5 nm, the thickness at room tempera- 
ture where elemental Sb has been shown to undergo sponta- 
neous crystallization on ZnSe18) was deposited on hydrogen- 
cleaned InSb. RRS showed that as it was heated to 275 °C 
the layer crystallized. It was then nitrided at 275 °C for 3.5 
h; during which the intensity of both Sb modes increased 
while that of the InSb remained constant. This increase was 
probably due to interference enhanced Raman scattering in 
the elemental Sb layer upon overlayer formation.14 On an- 
nealing the nitrided layer at 350 °C for 60 min no change 
was visible in any of the peaks but on increasing the tem- 
perature to 450 °C and annealing for 90 min the Sb modes 
were seen to decrease in intensity rapidly to almost zero, 
while the InSb peak increased in intensity slightly. This, in 
broad agreement with the XPS results, again indicates a 
more stable Sb-N species is formed by the nitridation which 
in turn stabilizes the elemental Sb coexisting with it. 

IV. DISCUSSION/CONCLUSIONS 

The results of the nitridation of InSb at this fairly low 
temperature in many ways appear to mirror the more well 
researched process of nitriding GaAs. The reaction rate of 
GaAs (001) at 300 °C like InSb (001) at 275 °C was seen to 
decrease with increasing nitridation time.8'19 AFM images of 
both nitrided surfaces showed roughness comparable to the 
clean substrate. Overlayer thicknesses calculated from the 
XPS results revealed combined GaN/As thicknesses —1/2 
that of the combined InN/Sb-N thickness after any nitrida- 
tion time. This difference can be explained as being largely 
due to the much lower volatility of the reacted Sb (Sb-N) 
compared with that of the reacted As (As-N). In addition the 
reaction rate may be slightly higher for InSb. However, de- 
tails of neither the Sb-N nor As-N species stoichiometries 
are yet known. Further work must be carried out, for ex- 
ample, to find the InN In 3d/N Is ratio by growing a thick 
InN layer in order to subsequently deduce the Sb-N Sb 3d/ 
N Is ratio. 

Although the XPS chemical shift results were conclusive 
that the reacted Sb reported after nitridation was mainly due 
to an Sb-N species, RRS only detected a crystalline elemen- 
tal Sb component. Due to the stringent conditions for detect- 
ing low levels of material by RRS these results are not con- 
tradictory. However, in order to address this issue, the 
Sb 3d3/2 peaks from the XPS spectra were refitted to ascer- 
tain how much elemental Sb could be accommodated with- 
out reducing the goodness of fit. The Lorentzian width (0.6 
eV) and Gaussian widths (0.63 eV) of the elemental and 
substrate contributions were fixed and the elemental Sb con- 
tribution was given a peak shift of 0.45 eV to higher binding 
energy, values obtained from fits of the clean InSb (001) and 
thick Sb layers. The peak position and Gaussian width of the 
Sb-N contribution were allowed to vary to allow insertion of 
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the extra peak. It was found that an elemental Sb peak of 
maximum area ~ 1/25-1/6 that of the Sb-N peak could al- 
ways be included in the fit. This ratio is somewhat dependent 
on peak shape, so that it is easier to fit more elemental Sb 
when the InSb and Sb-N contributions are of comparable 
sizes. Therefore it is likely that the maximum elemental Sb 
contribution is at the lower end of the range given above. It 
should also be noted that direct comparison with the Raman 
scattering results is difficult because of the different experi- 
mental arrangements and time scales of the experiments. 
Hence, the first 40 min of nitridation in RRS showed the 
presence of only a small amount of elemental Sb and this 
experiment continued over a 3 h period, whereas the XPS 
was conducted mainly over 0-40 min. However, the Raman 
nitridation results did indirectly show the presence of an 
Sb-N species through their action as a protective capping 
layer preventing evaporation of the thick elemental Sb over- 
layer component. 

These nitridation results have many implications for pro- 
posed rotated GaN growth on InSb. It has been found that 
nitridation occurs to some extent even when the shutter to 
the plasma source is closed8 and also that plasma sources 
require a time to achieve a stable flux of active species dur- 
ing striking and tuning,20 so a certain amount of nitridation is 
inevitable and a knowledge of the products of nitridation will 
aid in refining the growth process. The low maximum con- 
gruent temperature of InSb (-325 °C) limits the initial 
growth temperature on an untreated surface. However, epi- 
taxial growth performed after even a few minutes nitridation 
at a temperature just below this may be hindered by the 
stable, thick but disordered layers of InN and Sb-N formed 
on the surface. This problem might be resolved by annealing 
to desorb the Sb component of the overlayer but leaving a 
more ordered InN to protect the substrate stoichiometry at 
the elevated temperature before growth starts. It may be the 
case that as little nitridation as possible is the key to success- 
ful epitaxial GaN growth and a two stage growth, where the 
first few monolayers are grown at a temperature just below 
the noncongruent temperature before continuing growth at an 
elevated temperature is the answer. However, in the case of 
CdTe/GaAs10'11 it has been shown that some interface reac- 
tivity will be needed to achieve rotational epitaxy. The issue 
is clearly complicated and still must be addressed. 

In summary, nitridation of InSb at 275 °C has been inves- 
tigated using XPS and Raman scattering for times up to 3.5 
h. The XPS studies reveal the reacted Sb to be mainly chemi- 

cally shifted by 1.65 ±0.1 eV to higher binding energy from 
the substrate peak. By deposition and nitridation of a thick 
elemental Sb layer this peak was able to be differentiated 
from elemental Sb, which was found to be shifted by only 
0.45 ±0.10 eV in the same direction, showing that an Sb-N 
species is formed on nitridation. The Raman scattering ex- 
periments, however, revealed a crystalline elemental Sb 
component to be also present during nitridation, which is not 
immediately obvious from the XPS data. The lack of scatter- 
ing from InN and Sb-N in the RRS spectra suggests these 
species are disordered. Annealing studies show that the 
Sb-N species is significantly less volatile than elemental Sb 
and only becomes unstable at temperatures approaching the 
substrate melting point. The formation of relatively thick, 
and probably amorphous, layers during nitridation at these 
low temperatures has implications for the design of a suitable 
growth process to aim for rotational epitaxial GaN growth on 
InSb. 
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Growth of GaN by rf-plasma molecular beam epitaxy leads to different surface morphologies for 
nitrogen-stable growth versus gallium-stable growth. Nitrogen-stable growth produces a granular 
surface morphology with many samples having a significant density of pyramidal hillocks. In 
contrast, gallium-stable growth results in a flat surface morphology. The hillocks were directly 
linked to the presence of inversion domains which originated in the nucleation layer. 
Nitrogen-stable growth and growth under atomic hydrogen enhanced the growth rate of inversion 
domains with respect to the surrounding matrix, while growth under Ga-stable conditions resulted 
in a more nearly equal growth rate. Evidence is presented suggesting that hydrogen may stabilize the 
surface of growing GaN.   © 1998 American Vacuum Society. [S0734-211X(98)05504-8] 

I. INTRODUCTION 

The potential applications of blue and ultraviolet opto- 
electronic devices based on GaN have been recognized for 
many years.1 Recent advances in epitaxial GaN growth by 
metal organic chemical vapor deposition (MOCVD) have 
lead to the first demonstration of a blue laser based on GaN.2 

Rapid progress in this direction is also being accomplished 
by molecular beam epitaxy (MBE) growth using active ni- 
trogen species.3-5 Several issues remain to be resolved. As 
noted by Tarsa et al.,6 it is becoming clear that certain as- 
pects of growth phenomenon relating to GaN are universal in 
nature, particularly the predominant.effects of the ratio of Ga 
to nitrogen during growth. For example, growth of GaN un- 
der Ga-stable conditions has resulted in improved structural, 
electrical, and optical properties with smoother surface mor- 
phologies when compared to N-stable growth.6-10 

Heteroepitaxial GaN layers grown by any technique con- 
tain a high dislocation density as well as other classes of 
defects such as nanopipes, voids, and inversion domain 
boundaries (IDBs). Inversion domains (IDs), consisting of 
regions of GaN with the opposite polarity to the primary 
matrix, have been observed to some extent in GaN grown by 
all techniques.11-17 However, there is some indication that 
IDBs are both more common and more stable during growth 
of GaN by molecular beam epitaxy.7'15 We present the re- 
sults of a study of IDBs in GaN grown by rf-plasma-assisted 
MBE detailing how different growth conditions determine 
the effect IDs have on surface morphology. 

One of the obvious differences between MOCVD and 
MBE growth of GaN is the presence of hydrogen, primarily 
as a component of the molecule supplying the nitrogen. Most 
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studies have either ignored the effect of hydrogen on the 
growth, or have only considered its effects in compensating 
p-type dopants such as Mg.18 Hydrogen may, however, be 
altering the growth kinetics as well. We also report the ef- 
fects of the presence of atomic hydrogen on the growth ki- 
netics of GaN. We present evidence that atomic hydrogen 
can have a significant effect on the growth kinetics of GaN 
when the growth is limited by the amount of active nitrogen 
present. 

II. EXPERIMENT 

The GaN layers for this study were grown at West Vir- 
ginia University (WVU) by MBE in a custom system. A 
standard MBE source (EPI-40M) provided the Ga flux. A 
cryogenically cooled rf-plasma source (Oxford Applied Re- 
search CARS-25) operating at either 500 or 600 W was used 
to produce the active nitrogen flux. All layers reported here 
were grown with a nitrogen flow rate of 6 seem, controlled 
by a mass flow controller, resulting in a system background 
pressure of 6X 10"5 Torr during growth. 

Atomic hydrogen was produced using a thermal cracker 
(EPI). Typically, lX10"6Torr beam equivalent pressure 
(BEP) of hydrogen was passed through the thermal source 
operating at 9.5 A, although the hydrogen flux was varied for 
several samples. Literature supplied with the source indi- 
cated a dissociation efficiency of about 10% for this operat- 
ing condition. Therefore, the sample was exposed to both 
atomic and molecular hydrogen during growth. 

Determination of substrate temperature and growth rate 
were important in this study. A spring-loaded type K ther- 
mocouple was in intimate contact with the back of the mo- 
lybdenum sample block with the substrate mounted with in- 
dium. Prior to this sequence of growths, an additional 
thermocouple was attached to the front of a mounted sub- 
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strate and a calibration curve determined between the front 
and back thermocouples. This calibration was routinely 
checked by using the melting points of various metals, oxide 
desorption from GaAs, and the use of an optical pyrometer 
for the higher temperatures. Temperature determination was 
reproducible to ±5 °C. 

Relative measurements of sample growth rates were per- 
formed by measuring interference effects in reflectance from 
the growing layer using 680 nm light from a semiconductor 
laser. These measurements were converted to an absolute 
growth rate by using total sample thickness and the growth 
time. The thickness at the sample's center was determined 
from interference fringes in optical transmittance measured 
using a Cary-14 spectrophotometer. This determination of 
total thickness was found to agree with values determined by 
transmission electron diffraction (TEM). 

All samples were grown on c-plane sapphire substrates 
(Union Carbide Crystal Products). Prior to growth, the sub- 
strates were degreased and etched in a phosphoric/sulfuric 
(1:3) acid mixture heated to 80 °C. Based on our earlier 
study,9 buffer layers were grown by heating the substrate to 
730 °C under an atomic hydrogen flux for 20 min and then 
cooling to 630 °C for the growth of a 200 Ä thick GaN 
buffer layer under a Ga flux of 5.0X 10""7 Torr (BEP) with a 
6 seem nitrogen flow at 600 W. Buffer layer growth was 
initiated by simultaneous exposure to the Ga and N flux. This 
nucleation layer was then annealed at 730 °C for 20 min 
under nitrogen flux, cooled to the growth temperature, and 
growth was resumed. These conditions represent buffer layer 
growth under highly Ga-stable conditions. However, after 
the 730 °C anneal, examination of the buffer layers by 
atomic force microscopy (AFM) indicated continuous films 
with no evidence of Ga condensation. This procedure led 
exclusively to the nucleation and growth of (OOOl)-oriented 
(or N-termiriated) GaN as determined using the polarity- 
indicating etch described by Seelmann-Eggebert et al.19 As 
discussed in a later section, this determination is consistent 
with other observations. 

Atomic force microscopy and TEM were used to study 
surface morphology and its relation to microstructure in a 
series of GaN layers grown by MBE on (0001) sapphire. 
Detailed descriptions of other layer characterizations are 
given elsewhere.7,20'21 Cross-section TEM (XTEM) studies 
were performed with a JEOL 3010 microscope operated at 
300 kV on samples that were prepared by polishing and then 
ion milling to electron transparency. TEM images were taken 
under various diffraction conditions including multiple dark- 
field imaging with g=+/-(0002) along either the (1120) or 
(1010) axis in order to reveal inversion domains.11 AFM was 
performed in air using a Digital Instruments Nanoscope II. 

III. GROWTH CONDITIONS AND SURFACE 
MORPHOLOGY 

As reported by our group7 as well as others,3'6'8'9 growth 
under Ga-stabilized conditions versus N-stabilized condi- 
tions leads to a drastically different surface morphology. 
When varying the Ga flux with all other growth conditions 

FIG. 1. RHEED along [2110] of GaN grown under (a) Ga-stable conditions 
and (b) N-stable conditions. 

fixed, two different regimes are indicated by reflection high- 
energy electron diffraction (RHEED), as shown in Fig. 1. 
For a higher Ga flux, a RHEED pattern was observed con- 
sisting of well-defined, truncated streaks similar to Fig. 1(a). 
Such a pattern indicates a surface that is locally smooth on 
an atomic scale, and is indicative of two-dimensional (2D) 
growth. Lowering the Ga flux lead yielded a transition to a 
spot pattern such as shown by Fig. 1(b). This transition to a 
pattern indicative of three-dimensional (3D) growth implies 
a surface that is rough on an atomic scale. For a short dura- 
tion of 3D growth, the transition was reversible and 2D 
growth could be recovered by increasing the Ga flux. The 
transition was fairly abrupt, occurring over a small change in 
Ga flux, about 0.5 X 10""7 Torr BEP. 

Measurement of the GaN growth rate as a function of Ga 
flux indicates that the RHEED pattern change can be attrib- 
uted to a transition from Ga-stable to N-stable growth. In 
Fig. 2, the growth rate is plotted as a function of Ga beam 
equivalent pressure. The nitrogen flow rate was held constant 
at 6 seem, 600 W. For an active nitrogen flux in excess or 
equal to the Ga flux, one would expect a linear increase in 
the growth rate with increasing Ga flux since any excess 
nitrogen will desorb. When the surface ratio of Ga to active 
nitrogen is increased beyond unity, then either Ga condensa- 
tion will occur if the desorption rate for excess Ga is low or 
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FIG. 2. Growth rate of GaN for various values of Ga flux. 

the growth rate will become fairly constant with increasing 
Ga flux if the excess Ga desorption rate is high. A linear 
increase in growth rate was observed in going between 1.3 to 
close to 4.0 X 10~~7 Torr BEP Ga. A least-squares fit to these 
points, including a fixed point of zero growth at zero flux, is 
represented by the solid line in Fig. 1. The growth rate did 
not increase significantly above this Ga flux, indicating that 
the growth was now limited by the amount of active nitrogen 
available. As indicated in Fig. 1, we actually observed a 
decreasing growth rate for increasing Ga flux, similar to that 
reported by Held et cd.10 for GaN growth with ammonia- 
based MBE. This region of constant (or decreasing) growth 
rate represents Ga-stable growth, whereas the linearly in- 
creasing region represents the nitrogen-stable case. A series 
of experiments where the Ga flux was varied and growth rate 
measured in situ indicated that the 2D-to-3D transition and 
plateau in growth rate occurred at the same Ga flux, to within 
0.5X 10~7 Torr BEP. For the conditions shown in Fig. 2, this 
occurred for a Ga flux around 5 X 10~7 Torr BEP. 

As we reported earlier, both AFM7 and x-ray surface 
scattering21 measurements indicate a very smooth surface 
morphology for GaN grown under Ga-stable conditions, with 
a rms surface roughness less than 1 nm. Features less than 1 
nm in height are difficult to resolve with our AFM. In con- 
trast, samples grown under N-stable conditions exhibited a 
highly textured surface morphology, with rms surface rough- 
ness of 10-20 nm. Such samples displayed a coarse surface 
morphology dominated by grainlike features as indicated by 
Fig. 3. Smaller Ga-to-N flux ratios appeared to produce a 
finer-scale morphology. On many samples, a high density of 
triangular-shaped pyramidal hillocks was also observed. As 
discussed in Sec. IV, the hillock features were associated 
with inversion domains. 

A recent study by Tarsa et al.6 produced essentially iden- 
tical results for homoepitaxial growth of GaN on MOCVD- 
grown GaN using similar growth conditions. Of interest here 
is that the MOCVD GaN used by Tarsa et al. is believed to 

wmmfl 
FIG. 3. AFM micrograph of GaN grown under N-stable conditions. Surface 
features had a rms surface roughness of about 30 nm. 

have a (OOOl)-oriented (or Ga-terminated) growth surface, 
whereas ours is (0001). The similarity in morphology and 
growth modes indicates that the fundamental mechanisms 
governing growth kinetics may be independent of orienta- 
tion. Our results, coupled with that of Tarsa et al, suggest 
that N-stable conditions result in low surface adatom mobil- 
ity resulting in "quenched" growth and leading to statistical 
roughening of the surface.22 In contrast, Ga-stable conditions 
appear to promote surface adatom mobility, resulting in a 
larger surface diffusion length and leading to two- 
dimensional growth. 

IV. INVERSION DOMAINS AND SURFACE 
MORPHOLOGY 

Samples grown either under N-stable conditions or under 
an atomic hydrogen flux often exhibit a highly textured sur- 
face morphology consisting of pyramidal hillocks. Figure 4 
is an AFM micrograph illustrative of such a surface com- 
pletely dominated by the triangular hillocks, while Fig. 5 is 
from a sample exhibiting isolated hillocks. The hillocks have 
triangular cross sections that range from 0.2 to 0.5 fim on a 
side for 1 fim thick samples, and between 150 and 250 nm in 
height. Increasing the Ga/N ratio (without atomic H) results 
in smaller size pyramids. These features were not observed 
for highly Ga-rich conditions. 

Figure 6 shows a XTEM image of a hillock from a 1.0 
/im thick sample grown under an atomic hydrogen flux with 
a surface that contained a high density of pyramid-shaped 
hillocks. The hillocks were —100 nm high and —200 nm 
wide at the base and each contained an ID with a cross sec- 
tion of —10 nm as shown in Fig. 6. The IDs were found to 
originate at the film/substrate interface and extend to the film 
surface with a constant cross-sectional area between 5 and 20 
nm. The IDBs were along the {1010} planes, similar to IDs 
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FIG. 4. AFM micrograph of a GaN surface dominated by triangular hillocks. 
The pyramidal structures were about 100 nm high. 

found in other films grown by MBE7'15 and MOCVD.1214 

What is amazing is the pronounced effect the small ID has 
on surface morphology. In terms of sample volume, the ID 
density in the sample shown in Fig. 4 is less than 5%, yet 
effects associated with the IDs totally dominate the sample's 
morphology. 

GaN layers grown by MOCVD with a similar surface 
morphology have been investigated by Daudin et al. using 
ion channeling and convergent beam electron diffraction. 
They found that the IDs associated with pyramids at the sur- 
face of their samples were oriented (0001) (or Ga termi- 
nated), while the bulk of the matrix was oriented (0001) (or 
N terminated). In contrast, they were also able to grow 
"flat" samples which were single phase (0001) and con- 
tained no IDs. Hillock formation apparently results from the 
higher growth rate of the ID located at its midpoint. The 
resultant strain at the boundary may also enhance the growth 
rate of the opposite phase and dictate the final surface mor- 
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FIG. 5. AFM micrograph of a GaN surface showing isolated hillocks. The 
hillocks were about 120 nm high. This sample was grown slightly Ga stable, 
resulting in a smooth (rms roughness about 1 nm) between the hillocks. 

FIG. 6. Dark-field TEM image of a pyramid at the surface taken with 
g=(0002) near the (1120) zone axis of a film grown under Ga-stable con- 
ditions with atomic hydrogen showing the central inversion domain. 

phology. Perhaps this nonplanar growth region is a source of 
point defects which degrade the properties of samples grown 
under N-stable conditions.8 

We believe our IDs are oriented (0001) similar to the 
MOCVD results.12 This is supported by a recent study by 
Smith et al.,23 who found by scanning tunneling microscope 
measurements for films grown by rf-plasma MBE using 
similar techniques, that the polarity of the matrix was N ter- 
minated. If our assessment is correct, however, the Ga- 
terminated surface can have a significantly higher growth 
rate than a N-terminated surface, in agreement with the 
speculations of Middleton et al.24 The growth rate differen- 
tial is also consistent with recent results on MOCVD GaN 
reported by Liliental-Weber et al.,25 where (OOOl)-oriented 
IDs grow at a slower rate than the (0001)-oriented matrix, 
leading to oriented "pits" that could be described as in- 
verted hillocks. One implication is that if the bulk matrix is 
nucleated to be Ga terminated and a N-terminated ID is of 
small cross section, the possibility exists for overgrowth of 
the ID under N-stable conditions, removing this defect after 
growth of a sufficient layer thickness. Thus, the observation 
that inversion domains are stable during MBE growth of 
GaN may be due to the relative differential growth rate on 
(OOOl)-oriented material. 

Samples grown under excess Ga were found to be free of 
pyramidal hillocks, even for films containing high densities 
of IDBs. Again, IDBs were observed to originate at the film/ 
substrate interface and propagate through the growing layer. 
In sharp contrast to N-stable growth, no significant hillock 
features were observed at the intersection of the IDB with the 
surface of the GaN. However, as reported earlier16 the sur- 
face of the ID is found to be 2 nm higher than the surround- 
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FIG. 7. Effect of atomic hydrogen on the growth rate of GaN for various 
conditions. 

ing matrix, indicating a slight enhancement in the growth 
rate in the region near the ID. This height difference is sig- 
nificantly less than in the film shown in Fig. 6. Thus, Ga- 
stable growth appears to suppress the growth-rate differential 
between the two different polarities of GaN, directly leading 
to the observed smoother surface morphologies. 

The formation of IDBs is not an intrinsic property of 
MBE growth of GaN, but is apparently related to nucleation 
conditions. We have grown several samples under N-stable 
conditions that only exhibit the granular texture indicated by 
Fig. 3, without the presence of hillocks. The IDs initiate 
within the buffer layer and are localized laterally with a rela- 
tively small cross section, indicating a localized nucleation 
site. We obtain different densities of IDBs with what we 
believe are identical nucleation conditions. This could be due 
to the presence of steps in the sapphire surface as suggested 
previously,11 defects in the substrate surface itself from rem- 
nant polishing damage, or possibly related to high-energy 
ions present in the nitrogen flux itself. (With respect to the 
latter, we have measured a small but finite flux of nitrogen 
ions with energies >25 eV from our nitrogen source.26) 

V. INFLUENCE OF ATOMIC HYDROGEN 

The presence of atomic hydrogen dramatically increases 
the growth rate of GaN grown under Ga-stable conditions, as 
shown in Fig. 7. The growth rates indicated by the solid 
triangles in Fig. 7 were grown under a total (atomic and 
molecular) hydrogen flux of 1 X 10"6 Torr BEP. The other 
growth parameters remained the same as for the correspond- 
ing filled-circle case. Note that the growth rate was essen- 
tially tripled for the most Ga-rich growth. In contrast, growth 
under nitrogen-stable conditions did not exhibit an enhanced 
growth rate. A recent study by Daudin and Widmann12 indi- 
cates a similar increase for the growth rate of A1N grown 
under Al-stable conditions due to the introduction of hydro- 
gen. 

The increase in growth rate for the Ga-stable cases was 
not very sensitive to the overall hydrogen flux. Changing the 
hydrogen flux from 0.5 to 2.0X10"6 Torr BEP gave the 
same value for the increase in the growth rate. To see if the 
increased growth rate originated with molecular hydrogen, 
samples were grown under hydrogen flux with the cracker 
turned off. The resulting samples exhibited identical growth 
rates to the GaN grown without hydrogen, indicating that 
molecular hydrogen is not significantly affecting the growth 
kinetics. Also, to see if the atomic hydrogen was possibly 
forming active species with molecular nitrogen, an attempt 
was made to grow under an atomic hydrogen flux with the rf 
power turned off on the nitrogen source. The resulting GaN 
growth rate, if nonzero, was too small to be detected. 

The increase in growth rate for Ga-stable conditions is 
apparently related to the presence of atomic hydrogen. The 
growth rate enhancement itself is not sensitive to the actual 
atomic hydrogen overpressure within the limits we investi- 
gated, but depends only on its presence. It is well known that 
hydrogen easily bonds to the surface of other semiconductor 
systems, such as silicon27 or diamond.28 Also, there is evi- 
dence that atomic hydrogen alters the growth kinetics in 
GaAs.29 One possibility is that the atomic hydrogen becomes 
loosely bonded to the growing GaN surface. Nitrogen atoms 
adsorbed on the surface are then attracted by this hydrogen 
layer, resulting in an increased nitrogen residence time. The 
longer residence time increases the probability that a Ga 
atom will diffuse to within an interaction distance of the 
nitrogen, and thus enhance the growth rate of GaN. Thus, the 
atomic hydrogen could be increasing the effective active ni- 
trogen concentration. Of interest, the surface morphology for 
samples grown under atomic hydrogen more nearly re- 
sembled N-stable growth. We also observed the same en- 
hanced ID growth rate as for N-stable growth, resulting in 
the pyramidal structures. The morphology of the background 
was generally granular, similar to Fig. 3. Surface morphol- 
ogy became smoother only for the most Ga-stable-plus- 
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hydrogen conditions, where rms roughness values of 1-2 nm 
were measured. These observations, along with the increased 
growth rate, are consistent with shifting the growth kinetics 
towards a more nitrogen-stable growth. 

The effect of hydrogen on growth can be illustrated an- 
other way. Many groups using MBE have reported a trend 
similar to that shown by the filled triangles in Fig. 8. That is, 
the growth rate of GaN is fairly constant for fixed flux values 
as the temperature is increased up to some value, typically, 
in the range 700-800 °C, where the growth rate rapidly de- 
creases. This temperature depends on the absolute magni- 
tudes of the flux and may be related to the onset of rapid 
desorption of Ga from the growing surface.30 The growth 
rate can be recovered for temperatures up to the limit of our 
heater by introducing atomic hydrogen, as indicated by the 
filled circles in Fig. 8. Thus, the atomic hydrogen may be 
affecting the desorption kinetics of Ga as well. The stabiliz- 
ing effect of atomic hydrogen for the growing GaN surface 
deserves additional study. 

VI. CONCLUSION 

In conclusion, our nucleation and growth conditions pro- 
duce (OOOl)-oriented GaN on basal-plane sapphire. For this 
orientation, N-stable growth produced a granular, 3D surface 
while Ga-stable growth resulted in a smoother surface mor- 
phology indicative of 2D growth. The presence of pyramidal 
hillocks could be directly linked to the presence of IDs in our 
GaN layers. Nitrogen-stable growth and growth under 
atomic hydrogen enhanced the growth rate of IDs with re- 
spect to the surrounding matrix, whereas growth under Ga- 
stable conditions resulted in a more nearly equal growth rate. 
IDs apparently originated in the initial nucleation layer, and 
were stable with respect to layer growth due to a differential 
growth rate. We have demonstrated that the presence of 
atomic hydrogen can have a significant effect on the growth 
rate of GaN under Ga-stable conditions. Hydrogen may sta- 
bilize the growing GaN surface at higher temperatures. 
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We present epitaxial growth, structures, magnetization, magneto-transport, and magneto-optic 
properties of (GaMn)As thin films and (GaMn)As/AlAs superlattice heterostructures grown by 
molecular beam epitaxy (MBE) on GaAs substrates. (Ga^^MnJAs is a new class of III-V based 
magnetic alloy semiconductor grown by low temperature MBE, which contains a large amount of 
Mn atom (Mn concentration x up to 8%) far above the equilibrium solubility of Mn in GaAs. The 
feasibility of preparing such a III-V based magnetic semiconductor and its heterostructures gives a 
new degree of freedom in the materials design of III-V systems, offering new opportunities to 
explore spin-related phenomena as well as potential device applications using both magnetic and 
electronic/optical functions in III-V semiconductors. © 1998 American Vacuum Society. 
[S0734-211X(98)10604-2] 

I. INTRODUCTION 

Semiconductors and magnetic materials are two very im- 
portant materials in the current electronics industry, as well 
as being two big branches of solid state physics. Most elec- 
tronic and optical devices are made of semiconductors, while 
magnetic materials are used for nonvolatile memory, mag- 
netic sensors, optical isolators, etc. However, integration of 
semiconductors and magnetic materials is very difficult, be- 
cause the two materials are generally very dissimilar. One of 
the approaches for the integration of semiconductors and 
magnetic materials is the epitaxial growth of ferromagnetic 
thin films on semiconductors.1 In the past, we have success- 
fully grown ferromagnetic metallic compound (MnGa, 
MnAs)/III-V semiconductor heterostructures with thermo- 
dynamically stable interfaces by molecular beam epitaxy 
(MBE).2 

Another more traditional approach is to prepare diluted 
magnetic semiconductors (DMSs) or semimagnetic semicon- 
ductors (SMSCs).3 DMSs are compound alloy semiconduc- 
tors containing a large fraction of magnetic ions (Mn2+, 
Cr2+, Fe2+), and were studied mainly on II-VI based 
materials.4 This is because such 2+ magnetic ions are easily 
incorporated into the host II-VI crystals by replacing 
group-II cations. In such II-VI based DMSs such as 
(CdMn)Te, magneto-optic properties were extensively stud- 
ied, and optical isolators were recently fabricated using their 
large Faraday effect.5 However, carrier control is generally 
difficult in II-VI semiconductors and no ferromagnetic order 
has been found in II-VI DMSs. 

On the other hand, (InMn)As was the only III-V based 
DMS studied in detail until recently.6'7 In (InMn)As, carrier 
control is possible and carrier (hole) induced ferromagnetism 
was found in /?-type samples.7'8 Since (InMn)As is based on 
InAs, the lattice constant is much larger than that of GaAs 
substrates with lattice mismatch of about 7%, and the band 

"'Electronic mail: masaaki@ee.t.u-tokyo.ac.jp 

gap is narrow (about 0.36 eV). For a wider range of materials 
design and applications in III-V systems, a new type of 
magnetic semiconductors based on GaAs, the most widely 
used compound semiconductor, needs to be prepared. Re- 
cently, De Boeck et al. have shown that ferromagnetic MnAs 
clusters can be controllably buried in GaAs by annealing 
(GaMn)As grown by low temperature MBE (LT-MBE).9'10 

However, there had been no studies on the properties of 
(GaMn)As and its heterostructures when we started this 
research.11""13 In this article, we present and review our study 
on the epitaxial growth, structures, magnetization, magneto- 
transport, and magneto-optic properties of (GaMn)As thin 
films and (GaMn)As/AlAs superlattice heterostructures. 
(GaMn)As is a new class of III-V based magnetic semicon- 
ductor, which could be potentially coupled with current 
III-V electronics and optoelectronics. The feasibility of 
growing III-V magnetic heterostructures in particular can 
offer a unique opportunity to couple spin-related phenomena 
with well-established band engineering in III-V semicon- 
ductors. 

II. MOLECULAR BEAM EPITAXIAL GROWTH AND 
STRUCTURAL CHARACTERIZATIONS 

A. MBE growth 

The equilibrium solubility of Mn in GaAs is known to be 
at most 1019 cm-3 (about 0.002 at mole fraction). Thus we 
used low temperature MBE growth, in which strong non- 
equilibrium growth conditions are realized, so that a large 
number of Mn atoms can be incorporated into GaAs. Here, 
we briefly describe the MBE growth process of (GaMn)As 
thin films.11 

After growing a GaAs buffer layer on semi-insülating 
GaAs(OOl) substrates at 580 °C under normal growth condi- 
tions, the substrate temperature was cooled to 200-300 °C 
[for homogeneous (GaMn)As, typically 250 °C], during 
which the surface reconstruction changed from (2X4) to 
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FIG. 1. (a) Typical RHEED pattern during the growth of homogeneous 
(Ga,-jMn^As with Mn content x = 0.05 at a substrate temperature of 
250 °C. On the right, RHEED oscillations at the initial stage of the 
(GaMn)As growth at 250 °C are shown, compared with the RHEED oscil- 
lations during the growth of the GaAs buffer layer at 580 °C. (b) Typical 
RHEED pattern of the inhomogeneous structures, which was taken during 
the growth of (Ga^Mn^As with nominal Mn content * = 0.10 at a sub- 
strate temperature of 300 °C. Here hexagonal MnAs with a (1101) face 
appeared in the background of zinc-blende (GaMn)As or the GaAs lattice. 

C(4X4). (Ga^MnJAs thin films with various Mn con- 
tents x (0-0.17) were grown on this c(4X4) surface at vari- 
ous temperatures (200-500 °C) at a growth rate of 0.5-1.0 
/jum/h. Figure 1(a) shows a typical reflection high-energy 
electron diffraction (RHEED) pattern during the growth of 
homogeneous (Ga1_^Mnjr)As with Mn content x = 0.05 at a 
substrate temperature of 250 °C. A streaky RHEED pattern 
with zinc-blende symmetry was seen, suggesting that homo- 
geneous (GaMn)As ternary alloy films were grown. This ho- 
mogeneous (GaMn)As alloy was obtained when the Mn con- 
tent x and the growth temperature were relatively low. At 
250 °C, homogeneous alloys were obtained up to x = 0.08. 
The RHEED pattern of (GaMn)As was (1 X 1) or (1 X2), 
the latter was observed at higher temperatures (around 
250 °C). At the initial stage of the growth of (GaMn)As, 
RHEED oscillations were seen, as shown on the right-hand 
side of Fig. 1, indicating that the growth proceeds layer by 
layer with two-dimensional nucleation. 

In contrast, when the nominal Mn content and growth 
temperature are relatively high, we have seen inhomoge- 
neous structures, clustering of hexagonal MnAs during the 
growth, as shown in the RHEED pattern of Fig. 1(b) which 
was taken during the growth of (Gaj -^Mn^.) As with nominal 
Mn content x = 0.10 at the substrate temperature of 300 °C. 
Here the RHEED pattern shows that hexagonal MnAs with a 
(1101) face appeared in the background of zinc-blende 
(GaMn)As or GaAs. 

This result clearly shows the limitation of the solubility of 
Mn in GaAs during low temperature MBE growth. Figure 2 
shows a diagram of the film properties of (Ga, Mn, As) in 
relation to two growth parameters, growth temperature and 
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FIG. 2. Diagram of the film properties of (Ga, Mn, As) in relation to two 
growth parameters, the growth temperature and Mn concentration x. Trans- 
port and magnetic properties of the homogeneous (GaMn)As are shown to 
depend on the growth temperature. 

Mn concentration x. In this article, we concentrate on the 
homogeneous (GaMn)As films. In Fig. 2, we have also 
shown that transport and magnetic properties of the homoge- 
neous (GaMn)As depend on the growth temperature; 
(GaMn)As films grown at lower temperatures are paramag- 
netic and semiconducting (electrical resistivity becomes 
large with lowering temperature), whereas (GaMn)As films 
grown at higher temperatures are ferromagnetic and 
metallic.14 

B. Structural characterizations 

In order to characterize the structure of the homogeneous 
(Ga^^MnJAs films with the thicknesses of 0.2-1.4 /xm 
grown on GaAs(OOl) substrates, we have measured x-ray 
diffraction spectra (both 6-26 and rocking curves). The line- 
width of (GaMn)As peaks was about 150 s, only a little 
broader than that of GaAs substrates, indicating high epitax- 
ial quality. The values of the lattice constant of (GaMn)As 
are slightly larger than that of GaAs. Since the (GaMn)As 
films grown on GaAs are under compressive strain, their 
lattice spacings are expanded in the vertical direction. We 
calculated intrinsic lattice constants a(GaMn)As °f CUDic 

(GaMn)As assuming that the elastic constants of (GaMn)As 
are equal to that of GaAs, and they are plotted in Fig. 3 as a 
function of Mn content x. The values of a(GaMn)As are on a 

straight line following Vegard's law. The maximum lattice 
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FIG. 3. Intrinsic lattice constants a(GaMn)AS of cubic (GaMn)As as a function 
of Mn content x. The lattice constants of GaAs and AlAs are also shown. 
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FIG. 4. (a) Magnetization (M-H) curve of a 1.4 fim thick (Ga^MnJAs film with x = 0.074 measured by a SQUID at 1.9 K, when the magnetic field was 
applied in plane along the (110) axis, (b) Temperature dependence of remnant magnetization Mr, indicating the Curie temperature of this sample is about 60 
K. (c) M-H curve of the same sample measured by a SQUID at 1.9 K, when the magnetic field was applied perpendicular to film plane, (d) Hall resistance 
of the same sample measured at 1.6 K as a function of the magnetic field perpendicular to the film plane. 

mismatch to GaAs is only 0.37% at x = 0.078, indicating 
good structural compatibility with well-established GaAs/ 
AlAs systems. Very recently, local structures around Mn in 
the (GaMn)As films were investigated using the Mn K-edge 
extended x-ray fine structure (EXAFS) technique.15 It was 
found that Mn atoms are substituted for the Ga sites in the 
zinc-blende GaAs lattice. 

In contrast, in the inhomogeneous samples whose 
RHEED patterns were like Fig. 1(b), hexagonal MnAs peaks 
were also observed in the x-ray spectra. The crystal orienta- 
tion of MnAs clusters in GaAs [or possibly (GaMn)As] is 
mainly (1101), in agreement with the RHEED observations. 

III. MAGNETIC PROPERTIES OF (GaMn)As 

A. Magnetization 

First, magnetization measurements were performed on the 
homogeneous (GaMn)As films using a superconducting 
quantum interference device (SQUID). Figure 4(a) shows a 
magnetization (M-H) curve of a 1.4 fim thick 
(Gaj^Mn^As film with x = 0.074 measured at 1.9 K when 
the magnetic field was applied in plane along the (110) axis. 
This sample is p type with a hole concentration of 2 
X 1020 cm-3. A squarelike hysteresis was observed at low 
field, indicating a ferromagnetic order. The value of coercive 
field Hc was 56 Oe, and remnant magnetization Mr and satu- 
ration magnetization Ms are 24 and 35 emu/cm"3, respec- 

tively. This Ms value corresponds to 2.3 /JLB per Mn atom, 
where /JLB is the Bohr magneton. This hysteresis behavior 
remained when the temperature was increased up to about 60 
K, above which remnant magnetization Mr disappeared. Fig- 
ure 4(b) shows the temperature dependence of Mr, indicat- 
ing the Curie temperature of this sample is about 60 K, much 
higher than that (7.5 K) of p-type (InMn)As.7 This result 
rules out the possible contribution of MnAs clusters in this 
film, because the Curie temperature of MnAs is 313 K. 

Figure 4(c) shows a M-H curve at 1.9 K when the mag- 
netic field was applied perpendicular to the film plane. A 
distorted hysteresis was observed, exhibiting much higher 
saturation field (1500-2000 Oe). This result indicates that 
the perpendicular direction is a hard axis of magnetization, 
and that the easy magnetization axis of the present 
(GaMn)As film lies in the plane. In our experiments, most of 
the (GaMn)As films showed in-plane magnetization, al- 
though a (GaMn)As film with low Mn content (x = 0.005) 
showed the presence of perpendicular magnetization.12 This 
suggests that the strain in the epitaxial films plays an impor- 
tant role in determining the magnetic anisotropy. When the 
compressive strain in the (GaMn)As films is very weak for 
x=s0.005, perpendicular magnetization appears, while the 
compressive strain in the (GaMn)As films with x^ 0.005 re- 
sults in in-plane magnetization. It is reported that a 
(GaMn)As film grown on InGaAs with tensile strain showed 
clear perpendicular magnetization.13 
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B. Transport properties 

Transport measurements were done on photolifhographi- 
cally patterned Hall bars. All the (GaMn)As samples showed 
p-type conduction with the hole concentrations ranging from 
low 1018 to low 1020 cm because the Mn atoms which are 
incorporated into the Ga sites act as acceptors. In general, the 
Hall resistance ÄHall and the Hall resistivity pHal, of magnetic 
materials is expressed as 16 

Rn^d = Pmi=R0B + RsM, (1) 

where d is the sample thickness, R0 the ordinary Hall coef- 
ficient, B the magnetic flux density, Rs the extraordinary Hall 
coefficient, and M the magnetization. The first term repre- 
sents the ordinary Hall effect caused by Lorenz force, and 
the second term is the extraordinary Hall effect (EHE) 
caused by the anisotropic scattering between carriers and lo- 
cal magnetic moments. When the materials are ferromag- 
netic (at low temperature), one can neglect the first term 
because the second term is much larger. If we assume Rs is 
represented as cp (c: constant, p: the resistivity of the 
sample) for simplicity, the Hall resistance is proportional to 
the magnetization perpendicular to the film plane; Rimnd 
= pUM=cpM. Hall measurements were done on the previ- 
ous (Ga^MnJAs film with x = 0.074 at 1.6 K, as shown in 
Fig. 4(d). Good agreement was seen between the M-H 
curve of Fig. 4(c) and the /?Haii-# curve of Fi§- 4(d)> indi" 
eating that the EHE is dominant in the Hall data. 

Using the temperature dependence of the EHE, we can 
estimate the Curie temperature Tc of (GaMn)As. Figure 5(a) 
shows data of Hall resistance ÄHaii versus magnetic field per- 
pendicular to the film at various temperatures (31-110 K) on 
a 50 nm thick (Ga^MnJAs film with x = 0.039. One can 
see ferromagnetic behaviors similar to those seen in Figs. 
4(c) and 4(d) at lower temperatures, which turn to paramag- 
netic behavior with the increase of temperature. Since ÄHall 

is proportional to M, the magnetic susceptibility *, which 
follows the Curie-Weiss law as x=C/(T-Tc) where C is 
the Curie constant, can be obtained from the zero-field slopes 
of Fig. 5(a). Then the temperature dependence of (R%lp)~x, 
which should be proportional to x~\ was plotted as shown 
in Fig. 5(b), where R%( = Rnd\!B) is the Hal1 coefficient. 
Thus the Curie temperature of this sample was estimated to 
be 78 K. 

We can also estimate the Curie temperature Tc by using 
the Hall data under higher magnetic field. By using the 
simple relation pHail/p=cM described above, one can make 
the Arrott plot (pHaii/p)2 vs B/(pmi/p) at high field re- 
gions, and then the temperature dependence of saturation 
magnetization was obtained. Thus we have estimated Tc of 
this sample to be 74 K, in good agreement with the estima- 
tion by using low field Hall data. 

In this way, the Curie temperatures Tc of various 
(Ga,_J.Mnx)As films were estimated. While the value of Tc 

tends to increase as x increases up to x = 0.03, there was no 
special correlation at 0.03<x<0.08, where Tc was between 
45 and 80 K. However, there is a strong correlation between 
the low-temperature hole concentration and the appearance 
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FIG. 5. (a) Hall resistance RHsi] as a function of the magnetic field perpen- 
dicular to the film at various temperatures (31-120 K) on a 50 nm thick 
(Ga^MnJAs film with x = 0.039. (b) Temperature dependence of 
(Rpp)~\ which should be proportional to x~l■ 

of ferromagnetic order, as described in Sec. II A. This indi- 
cates that the ferromagnetism of (GaMn)As was induced by 
holes. It is considered that the holes are supplied by Mn 
acceptors, but are likely to be compensated for by a number 
of defects such as As antisites caused by low-temperature 
MBE growth. Therefore, for precisely controlling magnetic 
properties of (GaMn)As, defect control is important. For this 
purpose, further systematic study on the growth condition 
dependence is underway.14 

C. Magneto-optic properties 

In order to investigate magneto-optic properties and band 
structure of (GaMn)As, we have measured magnetic circular 
dichroism (MCD) spectra on our samples.17 MCD measures 
the optical reflectance difference between a+ and a- circu- 
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FIG. 6. MCD spectra of (a) a GaAs substrate as a reference and two 
(Ga^MnJAs films, (b) x = 0.005, thickness 1.0 fim, and (c) x = 0.074, 
thickness 1.4 fim, both grown on GaAs(OOl), measured at 5 K under a 
perpendicular magnetic field of 1 T. In the spectra of (GaMn)As, the MCD 
was greatly enhanced at E0 and E,. Oscillations at around 1.5 eV are due to 
the interference in the epitaxial thin films. 

lar polarizations.18 The polarization modulation technique 
was used with a quartz stress modulator operating at 50 kHz 
in order to sensitively detect band splittings induced by the 
magnetic field. The direction of the input and reflected light 
beams deviated by 10°. The magnetic field was applied per- 
pendicular to the sample plane from the surface to the sub- 
strate direction. In our experiments, the MCD signal in units 
of degrees is expressed as 

90R+-R- 

~n R+ + R- (2) 

where R+ and i?_ are the reflectivities for a+ and o-_ cir- 
cular polarizations, respectively. 

Figure 6 shows MCD spectra of a GaAs substrate as a 
reference, and of two (Ga1_JMnx)As films; x = 0.005, thick- 
ness 1.0 fim and x = 0.074, thickness 1.4 fim, both grown on 
GaAs(OOl). The measurements were done at 5 K under the 
perpendicular magnetic field of 1 T. Although the MCD sig- 
nal of GaAs was very weak, sharp peaks corresponding to 
the optical transitions at T and A critical points, which are 
denoted as E0 (band gap energy, 1.519 eV) and Ex (3.04 
eV), respectively, are clearly observed. For (GaMn)As, the 
MCD intensity is greatly enhanced with increasing the Mn 
content x, particularly at the critical point energies of E0 and 
Ei. This indicates that sp-d hybridization is very strong, 
and that the band structure of (GaMn)As is similar to that of 
zinc-blende type semiconductors. By excluding interference 
oscillations which are superimposed with the MCD spectra 
of (GaMn)As at around 1.5 eV, the transition energy corre- 
sponding to the band gap of (GaMn)As with x = 0.005 can be 
estimated to be 1.50 eV, which is very close to the band gap 
of GaAs. Furthermore, from the polarity of the MCD signals, 
the p-d exchange interaction in (GaMn)As was found to be 
antiferromagnetic in (GaMn)As,17 in contrast with the ferro- 
magnetic p-d exchange reported in Mn-doped GaAs with 
doping concentrations of 1017-1018 cm-3.19 

IV. Ill—V BASED MAGNETIC SEMICONDUCTOR 
[(GaMn)As]/NONMAGNETIC SEMICONDUCTOR 
[AlAs] SUPERLATTICES 

Since knowledge of III-V based magnetic semiconduc- 
tors is limited so far, only a few papers on the ultrathin 
heterostructures containing III-V based magnetic 
semiconductors20'21 were published. Those papers, however, 
did not report on the band structure control, such as the shift 
of transition energy and the formation of subbands, in the 
ultrathin layers of III-V based magnetic semiconductors. 
Based on the previously described fundamental properties of 
(GaMn)As, which show good compatibility with the existing 
III-V semiconductors in terms of crystal structure and band 
structure, we are now able to design and fabricate a new 
class of magnetic quantum heterostructures.22 In Sec. IV, we 
show the MBE growth and properties of III-V based super- 
lattices (SLs), consisting of magnetic [(GaMn)As] and non- 
magnetic [AlAs] semiconductors. The SLs are formed with 
excellent crystal quality and abrupt interfaces, and some of 
them exhibit a ferromagnetic order at low temperature, de- 
pending on the (GaMn)As thickness. The blueshift of the 
interband transition energy and the formation of the sub- 
bands are observed in the MCD spectra. 

A. Growth and structure 

(GaMn)As/AlAs SLs were grown on semi-insulating 
(001) GaAs substrates by MBE. After growing a GaAs 
buffer layer at 600 °C under normal growth conditions, the 
substrate temperature was cooled to 250 °C. The As4 flux 
was kept on throughout the growth. During the cooling pro- 
cess, the RHEED pattern changed from (2X4) to c(4 
X 4). On this c(4 X 4)-(001) GaAs surface, a AlAs layer was 
first grown at a growth rate of 0.3 fimlh, and then a (GaM- 
n)As layer was grown at 0.5 fimlh. This cycle was repeated 
20-31 times to grow a SL structure at 250 °C. The growth 
was interrupted for 10-20 s at each interface. The film thick- 
nesses of (GaMn)As and AlAs were 45-120 and 30-68 Ä, 
respectively. Figure 7 shows_typical RHEED patterns with 
the azimuths of [110] and [110] taken from a (GaMn)As 
layer and a AlAs layer during growth of the SLs. Note that 
both RHEED patterns were fairly streaky despite low- 
temperature growth, and that a clear (1X2) reconstruction 
was observed on the (GaMn)As surface whereas almost no 
reconstruction was seen on the AlAs surface. This (1X2) 
reconstructed (GaMn)As surface and (1X1) unreconstructed 
AlAs surface were repeatedly observed during the growth of 
the (GaMn)AsAAlAs SLs. 

To characterize the structure of the (GaMn)As/AlAs SLs, 
x-ray diffraction measurements were done on all the 
samples. Figure 8(a) shows a 6-26 spectrum of a SL of 
[(Ga1_^Mnx)As(45Ä)/AlAs(30Ä)] with x = 0.04 around 
the GaAs(002) substrate peak (31.6°). Six satellite peaks are 
clearly observed on both sides of the GaAs peak. Similar 
results were obtained for all other SL samples. This in- 
dicates that SL structures of excellent crystal quality were 
formed with abrupt interfaces between (GaMn)As and AlAs. 
Figure 8(b) shows a cross-sectional transmission electron mi- 
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FIG. 7. Typical RHEED patterns with the azimuths of [110] and [110] taken 
from a (GaMn)As layer and a AlAs layer during growth of the SLs. Note 
that a clear (1X2) reconstruction is observed on the (GaMn)As surface 
whereas almost no reconstruction is seen on the AlAs surface. 

croscopy (TEM) image of a [(Ga^Mn^As (50 Ä)/ 
AlAs (30 Ä)] SL with A: = 0.05 grown under the same growth 
conditions, clearly indicating that the superlattice structure 
was formed with fairly abrupt interfaces. 

B. Magnetization and transport properties 

First, magnetic properties of the SLs were studied using a 
SQUID. The closed circles and the lines in Fig. 9 show a 
M-H (magnetization versus applied magnetic field) curve of 
a SL of [(GaMn)As (120 A)/AlAs (68 Ä)] with Mn content 
x= 0.060 measured at 2.0 K when the magnetic field was 
applied in plane. Clear hysteresis was observed, indicating 
the SL is ferromagnetic at low temperature. The coercive 
field Hc was 388 Oe at 2.0 K, larger than that (-50 Oe) of 
the 1.4 ixm thick (GaMn)As single layer [Fig. 4(a)]. When 
the magnetic field was applied perpendicular to the film 
plane, a distorted little hysteresis was observed as shown in 
Fig. 9 by the broken lines. Similar results were observed for 
other SL [(GaMn)As (70 Ä)/AlAs (30 Ä)]. This indicates 
that the easy axis of magnetization lies in plane, as in the 
case of (GaMn)As single films grown on GaAs(OOl). In con- 
trast, for the SL samples with (GaMn)As thickness of 65 Ä 
or less, no ferromagnetic order was found at the temperature 
range (2.0-300 K) measured in this experiment. 

To investigate the magneto-transport properties, we have 
done Hall and resistivity measurements at various tempera- 
tures. The SLs with narrow («65 A) (GaMn)As layers were 
highly resistive and transport measurements were difficult, 
probably because carriers are localized due to structural fluc- 
tuations such as interface roughness. The fluctuation of the 
quantum confinement energy due to interface roughness is 
known to increase dramatically as the (GaMn)As quantum 
well thickness is reduced. Hence, we measured the transport 
of the SLs with wider (2=70 Ä) (GaMn)As. By analyzing the 
results in the same manner described in Sec. Ill B, we de- 
rived the temperature dependence of the extraordinary Hall 

d 

.-a iooo 
OB 
d v 
d 

100 

24      26 28      30      32      34      36 

26 [degree] 

GaMnAs 
y 50 A 
*- AlAs 

30 A 

FIG. 8. (a) X-ray 6-26 spectrum of a SL of [(Ga^MnJAs (45 Ä)/AlAs 
(30 A)] with A: = 0.04 around the GaAs(002) substrate peak (31.6°). Six 
satellite peaks are clearly observed on both sides of the GaAs peak, (b) 
Cross-sectional TEM image of a [(Ga,_^MnJ)As (50 A)/AlAs (30 A)] SL 
with x = 0.05 grown under the same growth conditions. 

effect which is proportional to the magnetization. By plotting 
the temperature dependence of (Rppshest) ~' > which should 
be proportional to x-1, and also by making Arrott plots 

[(PHall/Psheet)2-£/(PHall/Psheet)   plots],   Where   psheet   is   the 
sheet resistivity, we have estimated the Curie temperature of 
the SLs. The Curie temperatures of the SLs of [(GaMn)As 
(120 Ä)/AlAs (68 Ä)] with Mn content x = 0.06 and of 
[(GaMn)As (70 Ä)/AlAs (30 Ä)] with x = 0.049 were 63 and 
45 K, respectively. The experimental fact that the SLs with 
wider (GaMn)As (^70 Ä) are ferromagnetic and conductive, 
whereas the SLs with narrow («50 A) (GaMn)As are not 
ferromagnetic and are highly resistive, strongly suggests that 
the ferromagnetic order in (GaMn)As is induced by carriers 
(holes). In the SL of [(GaMn)As (70 Ä)/AlAs (30 A)] whose 
(GaMn)As width gives the minimum value for the presence 
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FIG. 9. M-H (magnetization vs applied magnetic field) characteristics of a 
SL of [(GaMn)As (120 Ä)/AlAs (68 Ä)] with Mn content x = 0.060 mea- 
sured by a SQUID at 2.0 K when the magnetic field was applied in plane 
(solid lines) and perpendicular to the plane (broken lines). 

of ferromagnetic order, the hole concentration was estimated 
to be 1-2X1013 cm'2 per (GaMn)As layer. The magnetic 
properties of the SLs compared with a 1.4 /urn thick 
(GaMn)As film are summarized in Table I. 

C. Magneto-optic properties: Quantum size effect and 
formation of subbands 

To investigate the magneto-optic properties and the band 
structures of the (GaMn)As/AlAs SLs, we performed MCD 
measurements under the same experimental setup described 
earlier (Sec. Ill C). MCD spectra of the (GaMn)As/AlAs SLs 
at 5 K under a magnetic field of 1 T are shown in Fig. 10. 
The thicknesses of (Ga1_JCMnx)As and AlAs and the Mn 
content x in the SLs were 120 and 68 Ä, x = 0.06, 70 and 30 
Ä, x = 0.049, and 50 and 30 Ä, x = 0.047 in Figs. 10(a)- 
10(c), respectively. The spectrum of Fig. 10(c) is magnified 
10 times because the MCD of Fig. 10(c) is much weaker 
than that of Figs. 10(a) and 10(b). The reason is that the SLs 
of Figs. 10(a) and 10(b) are ferromagnetic, whereas the SL of 
Fig. 10(c) is paramagnetic at this temperature. It was found 
that these SLs have large MCD peaks at the critical point 
energies, which correspond to the transition energies be- 
tween the electron subbands and hole subbands at the T point 
of (GaMn)As. Large peaks were also seen at the A points at 
the energy of Er~3 eV, as in the case of thick (GaMn)As 

TABLE I. Summarized magnetic properties of (GaMn)As SLs compared with 
a 1.4 /xm thick (Ga^MnJAs film (x = 0.074). The structure parameters 
[Mn content x (GaMn)As and AlAs widths], saturation magnetization M,, 
coercive field Hc, and Curie temperature Tc are shown. At low tempera- 
tures, the SLs with wider (120 and 70 Ä) (GaMn)As are ferromagnetic and 
conductive, whereas the SLs with narrower (50 and 45 Ä) (GaMn)As are not 
ferromagnetic but are paramagnetic and highly resistive. 

Mn content x 0.074 0.06 0.05 0.05 0.04 
(GaMn)As width (A) 1.4 /im 120 70 50 45 
AlAs width (Ä) 68 30 30 30 
Ms (emu/cm3) 35 32 28 
Hc (Oe) 56 388 500 
7"c(K) 60 63 45 
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FIG. 10. MCD spectra of various (GaMn)As/AlAs SLs measured at 5 K 
under a magnetic field of 1 T. The thicknesses of (Ga, _jrMni.)As and AlAs 
and the Mn concentration x in the SLs were (a) 120 and 68 Ä, x = 0.06, (b) 
70 and 30 Ä, x = 0.049, and (c) 50 and 30 Ä, x = 0.047, respectively. The 
spectrum of (c) is magnified 10 times. The arrows show calculated transition 
energies assuming the Kronig-Penny model. 

films. As the thickness of (GaMn)As in the SLs decreases, 
the lowest transition energy, which is le-lh (the first elec- 
tron subband to the first heavy-hole subband at T), is shifted 
to higher energy due to quantum confinement effect. Also, a 
higher transition peak, which is assigned to 2e-2h, was ob- 
served in the SLs with wider (GaMn)As layers. We have 
calculated the transition energies using the Kronig-Penny 
model assuming that (GaMn)As has the same band param- 
eters as those of GaAs, marked in Fig. 10 by arrows. Good 
agreement is seen between the observed transition energies 
and the calculated ones. This is a clear demonstration of the 
quantum confinement effect and two-dimensional subband 
formation in III-V magnetic semiconductor systems. 

V. CONCLUSIONS 

A new class of III-V based ferromagnetic semiconductor 
(Gaj-^MnJAs was grown by low temperature MBE with 
the Mn content x up to 0.08, exceeding the equilibrium solu- 
bility of Mn in GaAs. The (GaMn)As films showed p-type 
conduction, and turned out to be ferromagnetic at transition 
temperatures Tc of 45-80 K. The Hall effect of the 
(GaMn)As films was dominated by the extraordinary Hall 
effect, from which the values of Tc were also estimated. A 
large magneto-optic effect was found in the MCD measure- 
ments of (GaMn)As, where the MCD signal was greatly en- 
hanced near the critical point energies of GaAs. These MCD 
spectra indicate that the band structure of (GaMn)As is simi- 
lar to that of zinc-blende type semiconductors. Furthermore, 
we have successfully grown superlattices consisting of mag- 
netic (GaMnAs)/nonmagnetic (AlAs) III-V semiconductors. 
Structural characterizations showed that they have abrupt in- 
terfaces with good crystalline quality. The SLs with wider 
(GaMn)As quantum wells (5=70 Ä) are ferromagnetic at low 
temperature, while the SLs with narrower quantum wells 
(s£65 A) are paramagnetic even at low temperature (2 K). 
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The MCD spectra have shown clear evidence for the quan- 
tum confinement effect and the formation of subbands in 
these SLs. The ability to grow this new GaAs based mag- 
netic semiconductor and its quantum heterostructures will 
open up unique possibilities for coupling spin-related phe- 
nomena with the well-established band engineering in III-V 
semiconductors. 
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Lateral one-dimensional imaging of cobalt (Co) films by means of microscopic ferromagnetic 
resonance (FMR) detected using the magnetic resonance force microscope (MRFM) is 
demonstrated. A novel approach involving scanning a localized magnetic probe is shown to enable 
FMR imaging in spite of the broad resonance linewidth. We introduce a spatially selective local 
field by means of a small, magnetically polarized spherical crystallite of yttrium iron garnet (YIG). 
Using MRFM-detected FMR signals from a sample consisting of two Co films, we can resolve the 
—20 /jm lateral separation between the films. The results can be qualitatively understood by 
consideration of the calculated spatial profiles of the magnetic field generated by the YIG sphere. 
© 1998 American Vacuum Society. [S0734-211X(98)08204-3] 

I. INTRODUCTION 

Magnetic field sensors comprised of layered magnetic 
materials are having a significant impact on magnetic record- 
ing technologies. The sensitivity of these layered materials to 
characteristics of the buried interfaces between layers high- 
lights the need for a high resolution, spatial imaging probe of 
structural and magnetic properties of materials. The mag- 
netic resonance force microscope (MRFM) can potentially 
fill this need. MRFM detection of both nuclear magnetic 
resonance (NMR)1 and ferromagnetic resonance (FMR)2 has 
been demonstrated. Each of these has advantages for micro- 
scopic imaging in magnetic materials. FMR benefits from 
very high signal sensitivity because it couples to fully polar- 
ized electronic moments, and conventional FMR has a dem- 
onstrated capability for determining crucial magnetic proper- 
ties such as magnetic anisotropies of the thin films and the 
magnetic exchange coupling between nearby ferromagnetic 
layers.3 However, microscopic FMR imaging cannot be per- 
formed using conventional techniques because conventional 
FMR is performed in a uniform magnetic field so there is no 
means to identify the spatial origin of a particular contribu- 
tion to the FMR signal. 

Magnetic resonance imaging employs a magnetic field 
gradient to identify the spatial origin of a resonance signal. 
Through the magnetic resonance condition (w0= yH0 for a 
noninteracting spin having gyromagnetic ratio y, where H0 

is the applied field) the field gradient allows the spatial origin 
of the signal to be inferred from the resonance frequency. 
This assumes that the resonance frequency co0 is a local 
function of applied field H, that is, w0(r)=/[//(r)]. Be- 
cause of strong dipole couplings to neighboring spins in a 

ferromagnet, the resonance frequency at a particular spatial 
location is nonlocal, i.e., it is determined by magnetization of 
neighboring regions in addition to the value of the field ap- 
plied at that point. Thus, imaging by means of an applied 
field gradient is not as straightforward as in the case of non- 
interacting spins, such as occurs in NMR. 

Here we address two aspects of this problem. First, we 
demonstrate an alternative approach to imaging using a spa- 
tially localized magnetic field source, and we present a scan- 
ning FMR image in a Co film obtained using a small yttrium 
iron garnet (YIG) grain as the magnetic probe. This approach 
is similar to that used in magnetic force microscopy (MFM),4 

where only the spin magnetization in the vicinity of the 
probe tip contributes to the signal. Spatial resolution in this 
approach is determined by the extent of the field produced by 
the magnetic probe, and this approach is not expected to 
yield resolution superior to that of the MFM.4 However, 
FMR imaging has the advantage that it can provide micro- 
scopic determination of quantities not obtainable through 
MFM measurements such as the interlayer exchange cou- 
pling. Second, the field gradient due to the YIG particle is 
sufficiently large that we are able explore the affect of an 
applied field gradient on a ferromagnetic film with broad 
intrinsic linewidth and show that it can cause spatially sepa- 
rate regions of a contiguous film to resonate at distinct fre- 
quencies, thus indicating that imaging by means of an ap- 
plied gradient is possible. 

The MRFM mechanically detects the magnetic resonance 
signal by sensitively detecting the oscillatory response of a 
micromechanical resonator.1'5-7 A small permanent magnet 
is used to produce a spatially inhomogeneous magnetic field 
which plays two crucial roles. First it establishes the cou- 
pling 

a)Author to whom correspondence should be addressed; electronic mail: 
pch@lanl.gov F=(mV)B (1) 
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between the spin magnetization m and the mechanical ele- 
ment. Second, it enables imaging as discussed earlier. The 
irradiation frequency wrf defines a surface of constant field 
called the "sensitive slice" in which the magnetic resonance 
condition is met, that is, in which w0= wrf; only those elec- 
tron spins in this slice will couple to the rf field. Modulating 
the sample magnetization at the resonance frequency of the 
mechanical resonator drives it into oscillation; this is accom- 
plished by modulating either the rf field intensity or the ap- 
plied magnetic field, or both. The resultant time-varying 
force will be due only to the spins within the sensitive slice. 
The resonant oscillation of the cantilever is detected by 
means of an optical fiber interferometer. Images are obtained 
by scanning the sensitive slice throughout the sample. 

In principle, the spatial resolution is given by the sensitive 
slice width Az which is determined by the intrinsic reso- 
nance linewidth A//,w and the applied field gradient 

dH0/dz: 

Av- 
AH lw (2) 

dH0/dz' 

An additional requirement is that signal detection sensitivity 
must be sufficient to observe the signal from the resolved 
volume. We have demonstrated earlier2 that the sensitivity of 
MRFM detected FMR in YIG films is sufficient to enable 
studies of microscopic volumes. However, the FMR lines 
remained sharp in spite of the application field gradient suf- 
ficiently large that our sensitive slice width [given by Eq. 
(2)] should have been smaller than the sample size. That is, 
the gradient should have been sufficient to broaden the line. 
Clearly then, nonlocal effects due to dipole couplings domi- 
nate over the applied field gradient in this case. Similarly, 
Wago et al.s found that imaging in YIG by standard means 
involving an applied field gradient was not successful. This 
contrasts with successful demonstrations of microscopic 
MRFM imaging by means of both electron spin resonance 
(ESR) and NMR.9'10 

We have recently • focused our efforts on studies of Co 
films11 whose FMR lines are even broader than YIG, making 
the task more difficult. Here we explore the requirements for 
spatial imaging of magnetic properties of Co films using 
magnetic resonance force microscopy. 

II. EXPERIMENTAL DETAILS 

A. Sample 

A commercially available atomic force microscopy 
cantilever12 serves as the resonant mechanical element used 
to detect the magnetic resonance signal. Two laterally sepa- 
rated Co films were placed on the cantilever by sputter depo- 
sition through a mask consisting of two 70 ± 5 yam wide slits 
separated by 20±5 ^tm. Because one of the slits only par- 
tially overlapped the end of the cantilever the resulting 
sample geometry, starting at the free end of the cantilever, is 
approximately [20 fim (Co) | 20 yum (separation) | 70 ^m 
(Co)]. Because the mask was not in direct contact with the 
cantilever surface, the film edges were not vertical. Each 
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FIG. 1. Calculated field and field gradient profiles.for the YIG sphere. A 
schematic diagram of the relative positions of the YIG sphere and the Co 
films is shown. 

section of Co film is «»600 Ä thick and is protected by Ag 
layers above and below; the vertical profile is then [Si (can- 
tilever) | Ag (35 Ä) | Co (600 Ä) | Ag (70 A)]. 

B. Measurements 

The experiments were performed with the field applied in 
the Co film plane which allows small saturation and there- 
fore, resonance fields, of order hundreds of Gauss.11 A sche- 
matic illustration of the arrangement is shown in Fig. 1. The 
rf irradiation at a frequency, wrf/27r=7.9 GHz, was gener- 
ated by microstrip resonator.11'13'14 The cantilever resonance 
frequency was fc—12 kHz, and its Q value was ~ 104 at 70 
mTorr and room temperature. 

The sample is positioned slightly off the axis of the bar 
magnet at(x,z)~ (1 and"6 mm) with respect to a point at the 
center of the near face of the bar magnet (see Fig. 1). The bar 

magnet is 6.35 mm (\ in.) long and 6.35 mm (\ in.) in di- 
ameter. The field from an electromagnetic solenoid is 
scanned from -300 to 300 G. 

An approximately spherical YIG grain «30 yu.m in diam- 
eter is mounted on a second cantilever and then scanned 
above the sample with a fixed vertical separation Ax 
~30 /xm as indicated in Fig. 1. The horizontal position (i.e., 
the z axis position) of the YIG grain with respect to the Co 
films is denoted by AZYIG 

witn respect to an arbitrary refer- 
ence as illustrated in Fig. 1. 

Measurements were performed both by selecting a posi- 
tion for the YIG sphere ( AZYKJ)> then sweeping the solenoid 
field, and by scanning the YIG sphere horizontally across the 
two films (i.e., varying AzYIG) at a fixed value of the sole" 
noid field. 
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III. RESULTS AND DISCUSSION 

A. YIG sphere magnetic field profile 

Figure 1 shows the calculated spatial variation of the 
magnetic field and the field gradient of the YIG sphere. From 
Eq. (1) the appropriate expression for our geometry is 

F=m 
dBx dBx 

dx dz (3) 

where ma refers to the magnetization of the Co film, and Ba 

to the various components of the applied field. Since the field 
due to the solenoid and bar magnet is nearly parallel to £, 
that is, in the plane of the Co film, mz>mx, the first term in 
Eq. (3) can be neglected. The calculated results for Bz and 
dBxldz are shown in Fig. 1. 

YIG was chosen as a probe magnet because it has a small 
saturation magnetization value, 4TTMS= 1.6 kG which allows 
it to be easily saturated in small applied fields. Therefore its 
magnetization does not change in response to variation of the 
external field due to field sweeping or displacement of the 
YIG grain with respect to the bar magnet. 

We can expect that FMR signals arising from sample re- 
gions affected by the field of the YIG sphere will have three 
characteristics: 

(1) As shown in the inset of Fig. 1, the YIG sphere locally 
reduces the field by —100 G. Thus, a correspondingly 
higher applied field will be required to meet the reso- 
nance condition, so the resonance spectrum from the re- 
gion affected by the local field generated by the YIG 
sphere will appear at higher solenoid field. 

(2) The signal strength in a MRFM is enhanced by a larger 
field gradient.15'16 The larger magnitude of the field gra- 
dient of the YIG sphere will then enhance the size of the 
signals originating from Co experiencing the field of the 
sphere. 

(3) The sign of the gradient from the YIG sphere is reversed 
from that of the bar magnet; this will shift the phase of 
the signals originating from Co near the sphere by TT 

relative to signals from other regions. 

B. FMR spectra and scanning image 

Figure 2 shows a series of in-phase FMR/MRFM spectra 
obtained by scanning the solenoid field at several values of 
A^YIG- 

A
 single FMR signal with a resonance linewidth 

=»60 G is observed when the YIG sphere is located far from 
the sample region. The magnetic field gradient BBxldz due 
to the bar magnet at the sample is —0.2 G/^m; this corre- 
sponds to a field difference of less than 20 G across the 
sample. This is smaller than the observed resonance line- 
width («=60 G) so the field gradient is too small to resolve 
the two films laterally separated by —20 fim. 

When the YIG sphere approaches the sample region, an 
additional signal at higher field begins to appear. The maxi- 
mum shift of the additional signal with respect to the original 
one is «=170 G. This is larger than the calculated value 
(-100 G; see the inset of Fig. 1) of the additional field 
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FIG. 2. Series of FMR spectra as a function of solenoid field are shown for 
several values of AZYIG •' me positions of the maximum deviation (•) and 
the center of the additional signal (O) are shown. The dotted line indicates 
the value of the solenoid field at which the signal intensity as a function of 
AZYIG (shown as a dotted line in Fig. 3) is determined. 

contributed by the YIG sphere. The error in the calculation is 
ascribed to uncertainties in the size and shape of the YIG 
grain and the vertical distance of the YIG from the sample 
(Ax). For AZYIG 

near 70±10/um, the additional signal is 
suppressed indicating the YIG sphere is between the two 
films. The intensity of the additional signal recovers when 
the YIG sphere is moved over the second Co film. 

The additional signals generated by the YIG sphere 
shown in Fig. 2 have the expected features discussed in Sec. 
Ill A above, including the characteristic TT phase shift. A 
more detailed analysis of the dependence of the signal inten- 
sity and of the spectral shift of the additional signal on AzYIG 

provides the basis for this approach to imaging the Co films. 
The dependence of the MRFM signal strength S(AzYIG) 

on the position AzYIG of the YIG sphere was extracted in two 
ways. First, S{ AzYIG) was determined at a fixed value of the 
solenoid field, B = 90 G (the average value of the peak posi- 
tion of the additional signals) shown as a dotted line in Fig. 
2. 5(AzYIG) obtained in this way is shown as a dotted curve 
in Fig. 3. The amplitude of the additional signal is approxi- 
mately determined by the area of the Co film affected by the 
selective local field generated by the YIG sphere. Therefore, 
S(AZYIG) giyes tne lateral spatial profile of the Co sample. 
Two regions are clearly distinguished from the dotted curve 
in Fig. 3: one is —20 /jm wide and the other is —60 fim wide 
separated by —15 /an. This is in reasonable agreement with 
the actual sample profile, [20 /mm |20 /tin |70 /im\. The am- 
plitude of the first region is observed to be small compared to 
the second one. We attribute this to a misreading of the sig- 
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50 100 

Az     (urn) 
YIC 

150 200 

FIG. 3. (Upper) Dotted curve shows the variation of the signal amplitude as 
a function of the position of the YIG sphere, AZYIG > at a fixed va!ue of 

solenoid field 5 = 90 G. The curve with solid circles shows the variation of 
maximum deviation of the additional signal. (Lower) Curve with open 
circles indicates the magnetic field shift of the additional signal with respect 
to the position of the original signal. The estimated sample profile obtained 
from knowledge of the shadow mask dimensions and optical microscopy on 
the Co sample is illustrated in the middle of the figure for comparison. 

nal amplitude resulting from shifts in the field at which the 
peak occurs. In fact, an alternative approach to determining 
S(AZYIG) 

in which il is extracted from the peak amplitude of 
the additional signal (marked as solid circles in Fig. 2) rather 
than at a constant value of applied field, gives the results 
shown by solid circles in Fig. 3. Using this approach, the 
amplitudes of the signals from the two films are more simi- 
lar. 

These shifts in peak position of the additional signal 
(open circles in Fig. 2) are expected as discussed in Sec. Ill 
A. The signal shape16 from a sample whose dimensions are 
smaller than the sensitive slice width is a derivative of the 
magnetic resonance response. Therefore the center resonance 
spectrum will correspond to the point where this derivative 
vanishes.16 Although the gradient is sufficiently large that 
this is no longer strictly appropriate, we determine the reso- 
nance field from the zero crossing of the signal. These results 
are shown as open circles in Figs. 2 and 3. We expect that 
any region directly adjacent to the YIG sphere will experi- 
ence the maximum negative local field and therefore the 
maximum shift. As the sphere is laterally displaced away 
from the Co film, the Co sample will experience first the 
shoulder of the selective local field (see the inset of Fig. 1), 
giving rise to the smaller shift of the additional signal, then, 
when no additional field is experienced the shift will vanish. 
Therefore, the value of the shift also represents the sample 
profile. However, since the magnitude of the local field is 
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sensitive to the vertical distance of the YIG sphere from the 
sample due to its small size, the uncertainty in the separation 
Ax of the YIG sphere from the sample as the sphere is 
scanned along the sample cantilever can introduce error. The 
sample profile deduced from the value of the shift as a func- 
tion of AZYIG 

is shown by open circles in Fig. 3. The poorer 
agreement with the known sample profile is attributed to 
uncertainty in Ax. 

A final point is that the additional signals associated with 
the YIG sphere in several of the spectra in Fig. 2 are clearly 
broadened by the application of the large applied field gra- 
dient of the YIG sphere. This demonstrates that imaging by 
means used in conventional magnetic resonance imaging 
(MRI) is possible in FMR. These results also provide an 
indication that, even with the modest gradients (<10 G/yum) 
used here, resolution on the scale of tens of microns can be 
achieved in FMR imaging with conventional MRI tech- 

niques. 

IV. SUMMARY 
We have presented FMR spectra which demonstrate scan- 

ning FMR imaging using the MRFM for the first time. By 
scanning a selective local field generated by a small YIG 
sphere, we are able to reconstruct the lateral sample profile 
along the £ axis (20 /an | 15 /um | 60 /mi), which should be 
compared with the profile expected on the basis of the mask 
used for depositing the sample: (20 /on | 20 /an | 70 /mi). 

Unlike conventional MRI where the resolution is deter- 
mined by the strength of the applied field gradient [Eq. (2)], 
this approach has the disadvantage that the resolution is de- 
termined by the dimensions of the probe magnet. Although 
resolution superior to that of MFM is not expected, FMR 
imaging offers distinct advantages in that magnetic proper- 
ties such as the interlayer exchange coupling can be micro- 
scopically mapped. The resolution using the present ap- 
proach can be improved significantly by using a smaller 
magnetic probe and by improved control over the distance 
separating the probe and sample as the probe is scanned. 
Finally, we have for the first time, observed a broadening of 
the FMR linewidth arising from the field gradient of the 
small magnetic particle. This indicates that conventional 
magnetic resonance imaging techniques can be applied in 
FMR imaging. Studies to determine the limits of resolution 
using conventional MRI techniques for FMR imaging are 
underway. 
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In situ sequential depositions and reactions are used to control a reaction sequence first to consume 
GaAs and then to release GaAs from the reaction product. The first reaction involves annealing in 
situ deposited Ni on molecular beam epitaxially grown GaAs (100) at 300 °C to form a 
Ni3GaAs/GaAs structure. Exposure of this structure to As4 results in a reaction which consumes the 
Ni3GaAs by the layer-by-layer formation of NiAs at the surface and epitaxially regrown GaAs at the 
Ni3GaAs/GaAs interface. The NiAs formation and GaAs regrowth are controlled by the As4 flux. Ni 
diffusion dominates both the Ni3GaAs formation and decomposition mechanisms. Reflection 
high-energy electron diffraction, Rutherford backscattering, x-ray diffraction, and transmission 
electron microscopy data are used to confirm the phase formation and reaction sequences. © 1998 
American Vacuum Society. [S0734-211X(98)08604-1] 

I. INTRODUCTION 

Reactions of metals with GaAs have been studied in order 
to investigate reaction kinetics and the stability of metallic 
contacts to GaAs.1"4 Metal-Ga-As ternary phase 
diagrams5"10 indicate the thermodynamic stability between 
the different phases in the system as a function of composi- 
tion. Through the knowledge of reaction kinetics and ther- 
modynamics, techniques for controlling reaction sequences 
and phase formation can be predicted. The approach adopted 
here is generic and can be applied to a large number of new 
materials systems. The example presented is for the Ni- 
Ga-As system. This system was chosen because the Ni- 
Ga-As phase diagram8"10 and Ni/GaAs reactions3'11"20 have 
been studied extensively. However, some controversy still 
exists over the details of the ternary phase diagram.21'22 The 
controversy deals with the details of the isothermal section at 
600 °C. The phase diagram of Guerin and Guivarc'h8 ap- 
pears to be more consistent with thin film reaction studies at 
lower temperatures.21'22 

The Ni/GaAs reaction starts at annealing temperatures of 
less than 200 °C and is very rapid above 200 °C.19 The reac- 
tion follows Eq. (1) and results in the formation of Ni/GaAs 

1^1S1fi1Q 
at the Ni/GaAs interface, where x ranges from 2 to 4:   '  '  ' 

xNi+GaAs->NLGaAs. (1) 

NiA.GaAs is a thermodynamically stable phase. However, 
NiA:GaAs is not thermodynamically stable in contact with 
GaAs according to the ternary phase diagram. Furthermore, 
the ternary phase diagram allows the prediction that anneal- 
ing of NiAGaAs in contact with GaAs should decompose the 
NiAGaAs. The phase diagram by Guerin and Guivarc'h8 pre- 
dicts the decomposition into NiGa and NiAs, which is ob- 
served for NiAGaAs on GaAs annealed at temperatures 
3=400 °C.3'U'16'23 The ternary phase diagram also indicates 
that Ni2Ga3, and possibly NiAs2, are stable in contact with 

GaAs. The fact that NiAs2 was not observed in the experi- 
mental verification of the ternary phase diagram suggests 
that NiAs2 itself is not stable at the temperatures and pres- 
sures used in these studies. Using the phase diagram with the 
predicted lack of stability of NiAs2 at the low pressures used 
in the present study, one would predict that if a 
NiAGaAs/GaAs structure were exposed to As, the resulting 
thermodynamically stable phases would be NiAs, GaAs, and 
As. This can occur through the following reaction: 

xAs+NirGaAs^xNiAs+GaAs. (2) 

''Electronic mail: palms001@gold.tc.umn.edu 

The GaAs formed through reaction (2) is expected to regrow 
epitaxially on the GaAs substrate by solid phase regrowth in 
a similar manner to that observed in reactions of bilayer 
structures deposited on GaAs such as Si/Ni/GaAs, 
Si/Pd/GaAs,25 and Al/Ni/GaAs.26 This solid phase regrowth 
technique requires interplay between kinetics and thermody- 
namics in the bilayer structures.24'27 This interplay is elimi- 
nated, however, by utilizing two sequential depositions and 
reactions, effectively separating kinetics and thermodynam- 
ics. With the process adopted here, each reaction is driven to 
completion enabling control of the penetration depth of the 
metallic compound into the GaAs and the amount of GaAs 
regrown. The penetration depth into the GaAs is controlled 
by the amount of Ni deposited through completion of reac- 
tion (1), as shown in Figs. 1(a) and 1(b). The amount of As 
supplied for reaction (2) controls the amount of regrown 
GaAs formed, as shown in Fig. 1(c). Arsenic will only stick 
to a surface at elevated temperatures through a compound 
formation reaction. Hence, once all of the Ni has reacted to 
form NiAs, excess As4 will not stick to the sample. This 
makes reaction (2) self limiting in this particular case. 

II. EXPERIMENTAL PROCEDURE 

n + -doped GaAs (100) substrates were In bonded to Mo 
sample blocks and loaded into a modified VG Semicon 
V80H molecular beam epitaxy (MBE) system with a base 
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Reaction(1)      Reaction(2) 
(a) (b) (c) 

FIG. 1. Schematic of the sequential reaction procedure used for a 
Ni/GaAs/Gao 5A10 5As/GaAs structure: (a) as-deposited, (b) reaction (1) in- 
duced by 300 °C annealing, and (c) reaction (2) induced by As4 exposure at 
300 °C. 

pressure of -5X10-11 mbar. For each substrate, after na- 
tive oxide removal and annealing at 640 °C under an As4 

overpressure, a 0.65 ^m thick buffer layer of GaAs was 
grown at 580 °C, followed by a 1000 Ä thick Ga05Al05As 
marker layer and an additional 1000 Ä thick GaAs layer. The 
as-grown structure was annealed at 580 °C for 10 min in the 
growth chamber under an As4 flux to form a smooth surface, 
then it was cooled until the sample temperature reached 
350 °C, at which point the As4 flux was shut off. This pro- 
cess results in the formation of an As-rich c(4X4) surface 
reconstruction on the as-grown GaAs surface. The samples 
were transported in ultrahigh vacuum (UHV) to an integral 
chamber with electron beam evaporation sources for 500 A 
Ni deposition at a rate of about 2 A/s at room temperature. 
After Ni deposition, the samples were transported back to the 
MBE growth chamber under UHV for subsequent annealing 
and reactions at 300 °C. This enabled reflection high-energy 
diffraction (RHEED) studies to be performed during the an- 
nealing and reactions. A constant heater output power was 
used in order to ensure no temperature overshoot during the 
annealing. This resulted in a slow ramp rate. The annealing 
took place at a growth chamber pressure of <2 
X 10"10 mbar for 10 min at 300 °C prior to As4 exposure. 
The As4 flux used to induce reaction (2) was supplied from a 
valved cracking effusion cell. The use of a valved cracker 
allowed for controlled As4 exposure times with negligible 
background As4 pressure in the chamber. As-RHEED oscil- 
lations observed from As4-induced GaAs growth from pre- 
deposited Ga on GaAs were used to determine the As4 flux. 
The flux resulted in a GaAs growth rate of ~2 bilayers/s at 
580 °C, which corresponds to an effective As incorporation 
flux of ~ 1.2X 1015 As atoms cm"2 s"1. 

Structural analysis ex situ included Rutherford back- 
scattering spectrometry (RBS), x-ray diffraction (XRD), and 
cross-sectional transmission electron microscopy (TEM). 
Rotational random RBS spectra were obtained using a 
2.3 MeV He+ ion beam, a scattering angle of 160°, and a 
sample tilt angle of 5°. Simulations of the RBS spectra were 
performed   using   the   Cornell    (RUMP)    RBS    analysis 

program.28 A Siemens D5005 wide-angle diffractometer was 
used for the XRD measurements. TEM analysis was per- 
formed on a Philips CM-30 microscope operating at 300 
keV. 

III. RESULTS AND DISCUSSION 

A. Reaction (1): Ni/GaAs 

After deposition a streaky RHEED pattern was observed 
from the Ni films with the electron beam incident along the 
(010) direction of GaAs, indicating a highly oriented or ep- 
itaxial Ni film. The streaky RHEED pattern started disap- 
pearing at 240 °C while heating the Ni/GaAs structure from 
room temperature to 300 °C. A ringed polycrystalline pattern 
appeared at 245 °C and finally another streaky pattern ap- 
peared between 250 and 260 °C. This pattern did not change 
upon further annealing at 300 °C for over 30 min. 

Figure 2 shows the RBS spectra from as-deposited, an- 
nealed, and reacted samples. The RBS spectra in Figs. 2(a) 
and 2(b) correspond to the as-deposited and 300 °C annealed 
Ni/GaAs structures, respectively. There is a dramatic differ- 
ence between the two spectra. The inset in each figure cor- 
responds to the structure used for the simulation of the RBS 
spectrum. The simulated spectra have been deconvoluted to 
show the contributions from each element. The dip in the 
simulated Ga signal at about channel 310 corresponds to the 
Ga signal from the Ga05Al05As layer and the peak in the 
simulated Ga signal at about channel 325 corresponds to the 
Ga signal from the GaAs layer on top of Gao5Al05As. An 
excellent fit to the as-deposited sample spectrum [Fig. 2(a)] 
was achieved with a thin layer of Ni3GaAs between the Ni 
and GaAs. This reacted layer may have formed during the Ni 
deposition or more likely during the heating (3=160 °C) re- 
quired to melt the In during sample removal from the Mo 
sample holder. The spectrum in Fig. 2(b) shows that the Ni 
has completely reacted with the GaAs to form Ni3GaAs dur- 
ing the in situ 300 °C 10 min anneal. The GaAs layer be- 
neath this reacted layer is clearly much thinner as is evident 
from the reduced simulated Ga signal in the peak at about 
channel 325. 

Results from XRD studies confirm the interpretation of 
the RBS data. Figure 3 shows the XRD patterns obtained 
from the as-deposited, annealed, and reacted samples. For 
the as-deposited sample (200) Ni and the (200) and (400) 
GaAs substrate peaks are observed [Fig. 3(a)]. This indicates 
that the Ni grows with a preferred orientation of (100) 
Ni||(100) GaAs, which is consistent with the RHEED data. 
The diffraction pattern from the 300 °C annealed sample 
[Fig. 3(b)] shows peaks corresponding to (1011) and (2022) 
Ni/GaAs in addition to the substrate peaks. No elemental Ni 
peaks are observed, indicating complete Ni/GaAs formation. 
A cross-sectional TEM micrograph of the annealed sample is 
shown in Fig. 4(a). It shows a fine vertical-grained Ni3GaAs 
layer —1000 Ä thick above a thin (—300 Ä) unreacted GaAs 
layer over the —1000 Ä thick Gao5Al05As marker layer. The 
selected area diffraction pattern from the Ni3GaAs corre- 
sponds to diffraction patterns obtained along the (2110) zone 
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FIG 2 RBS spectra of Ni/GaAs/Ga,, 5A10 5As/GaAs structures: (a) as-deposited, and annealed at 300 °C for 10 rain followed by As4 exposure times of (b) 0, 
(c) 3, and (d) 10 min. The simulated spectra (dashed lines) and deconvolutions of the simulated spectra indicating the contribution from each element are also 

shown. 

axis of two variants. The observed orientation relationship 
(10ll)(2lT0) Ni3GaAsll(100)(011) GaAs is consistent with 
that reported by Sands et al.15 

The composition of Ni/GaAs has been reported to range 
from x=2 to 4.13-15-16-19 Simulations of the RBS spectra in 
Fig. 2 indicate a value of 3 for x. The Ni/GaAs lattice pa- 
rameters as a function of x have been reported by Chen 
era/.19 using electron diffraction. Their data would corre- 
spond to d(!(,]•,) = 2.75 Ä when x = 2.5 and d(10f1) = 2.81 A 
when x = 4. Assuming a linear interpolation, the value of 
d(10n) = 2.77 Ä determined from the XRD data in Fig. 3(b) 
would also be consistent with an x value of 3. The lattice 
parameters of o = 3.835Ä and c = 5.032 A (c/o= 1.31) were 
determined from TEM selective area diffraction patterns and 
are consistent with the XRD data. These data are in excellent 
agreement with the values reported by Lahav et al. {a 
= 3.83 Ä, c = 5.04Ä, cla= 1.316) for a 300 °C annealed 
sample, which was reported to have a composition of 
Ni2GaAs. A detailed study of the many different Ni/GaAs 

phases has been made by Guerin and Guivarc'h.8 The lattice 
parameters reported here are intermediate between the 
Guerin and Guivarc'h8 reported values for the B and A 
Ni^GaAs phases, which both have x values close to 3. Sands 
etalP have measured the lattice parameters of Ni/GaAs 
formed by thin film reactions as a function of annealing con- 
ditions. The composition of Ni/GaAs can also be determined 
from the micrograph in Fig. 4(a). 500 Ä of Ni (4.6X 1017 

atoms/cm2) would consume 690 Ä (3.05X 1017 atoms/cm2) 
GaAs to form Ni3GaAs. As the initial GaAs layer was 1000 
Ä thick, this would leave 310 Ä unreacted GaAs, as is ob- 
served in the micrograph. 

Based on the changes in the RHEED patterns during an- 
nealing, it appeared that the Ni/GaAs reaction [reaction (1)] 
proceeded rapidly at temperatures =£250 °C and was com- 
pleted before the sample reached 300 °C. This is consistent 
with the reported Ni/GaAs reaction kinetics.19 Ni has been 
reported to be the dominant diffusing species. ' ' 
Palmstr<6m et al.29 pointed out in the Co/GaAs system that 
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FIG. 3. X-ray diffraction spectra of Ni/GaAs/Gao 5A10 5As/GaAs structures: 
(a) as-deposited and annealed at 300 °C for 10 min followed by As4 expo- 
sure times of (b) 0, (c) 1, (d) 3, and (e) 10 min. (a) shows a (200)Ni peak in 
addition to (200)GaAs (*) and (400)GaAs (A) peaks. Annealing results in 
Ni^GaAs [x = (10ll) and o=(2022)] formation and with subsequent As4 

exposure the Ni^GaAs peak intensities decrease and the NiAs [+ = (10fl) 
and - = (2022)] increase. 

Co2GaAs formation results from Co indiffusion into the 
GaAs and that CoAs and CoGa can only form when there is 
diffusion of Ga and As. The formation of Ni3GaAs without 
NiGa or NiAs formation results from Ni indiffusion into the 
GaAs with Ga and As being essentially immobile. This ex- 
plains why Ni3GaAs is formed at these low temperatures 
rather than NiGa and NiAs, which the Ni-Ga-As ternary 
phase diagram predicts. 

(a) (b) M ̂ m 
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FIG. 4. Cross-sectional TEM micrographs of NiA3aAs/Ga0 5A10 5As/GaAs 
structures annealed to 300 °C for 10 min (a) without subsequent As4 expo- 
sure and (b) with 10 min of subsequent As4 exposure at 300 °C. (The rough 
GaAs/GaosAlo^As interface is a result of a rough Ga0 5A10 5As surface dur- 
ing MBE growth of this layer.) 

B. Reaction (2): As4 reactions with Ni3GaAs/GaAs 

Reaction (2) was induced by exposing the Ni3GaAs/GaAs 
structure formed by reaction (1) to an As4 flux while the 
sample was held at 300 °C. With the electron beam incident 
along the GaAs (010), the streaky RHEED pattern from the 
Ni3GaAs changed abruptly to a more spotty pattern, indicat- 
ing diffraction from a rough surface. The diffraction pattern 
kept changing during the As4 exposure. Within 1 min of 
exposure, the RHEED pattern became more streaky and after 
2 min additional faint streaks, possibly due to a 3 X surface 
reconstruction, were observed. After 6.5 min, the RHEED 
pattern consisted of streaks with chevrons, indicating a fac- 
eted surface. Further exposure to As4 did not result in a 
change in the RHEED pattern. This indicates that reaction 
(2) was completed after 6.5 min of As4 exposure. 

The NixGaAs XRD peaks decrease and the NiAs peaks 
increase with As4 exposure (Fig. 3). Figure 3(e) has no dif- 
fraction peaks for Ni3GaAs, showing that reaction (2) is 
complete after 10 min of As4 exposure. These x-ray diffrac- 
tion data also show that NiAs grows with the same perpen- 
dicular orientation as Ni3GaAs, i.e., (1011) NiAsll(lOO) 
GaAs. Further, the lattice parameters of the Ni3GaAs change 
slightly with As4 exposure, c?(iofi) = 2.750 and 2.737 A after 
1 and 3 min exposure, respectively, indicating a possible 
change in composition. However, as GaAs regrowth is ob- 
served, compositional variation in the Ni3GaAs is unlikely to 
involve significant changes in the Ga to As ratio, but may 
involve a change in the Ni content of the Ni3GaAs. Figures 
2(c) and 2(d) show the RBS spectra obtained for 
Ni3GaAs/GaAs structures after exposure to a constant As4 

flux for 3 and 10 min, respectively. Figure 2(c) clearly shows 
that NiAs forms on the Ni3GaAs surface and that GaAs re- 
grows at the Ni3GaAs/GaAs interface. This is evident from 
the deconvoluted simulated spectrum. The large peak at 
about channel 345 is due to the As in the NiAs surface layer 
and the peak in the Ga simulated signal at channel 320 is due 
to the GaAs layer on top of the Gao5Al0.5As. The fact that 
this peak is larger than that observed for the Ni3GaAs/GaAs 
structure prior to As4 exposure demonstrates that regrowth of 
GaAs has occurred. Comparing the size and position of this 
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FIG. 5. Plot of thickness of reaction products as a function of As4 exposure 
time at 300 °C for Ni^GaAs/GaAs structures. A linear relationship is found 
between thickness and exposure time, implying that reaction (2) is limited 
by arrival of As4 at the sample surface. 

Ga peak in Figs. 2(b), 2(c), and 2(d) indicates that it grows in 
size and moves to lower energy (channel number) as a result 
of As4 exposure. The Al peak can also be seen to move to 
lower energy as a result of the As4 exposure. The increase in 
size of the Ga peak corresponds to an increase in the thick- 
ness of the GaAs layer on top of the Gao 5A10 5As (i.e., GaAs 
regrowth). The shift in energy of the Ga and Al peaks results 
from the increase in thickness of material above the GaAs 
layer due to the incorporation of As from the As4 flux into 
the NiAs layer at the surface. The simulated spectrum for 
Fig. 2(d) corresponds to the completion of reaction (2) with 
the formation of a NiAs/GaAs/Gao.5Al0 5As/GaAs structure, 
which is confirmed by the cross-sectional TEM of the same 
sample shown in Fig. 4(b). The layered structure of NiAs/ 
regrown GaAs/GaAs/Gao.5Al05As/GaAs can easily be seen. 
The grain structures of Ni3GaAs and NiAs are distinctly dif- 
ferent with grains of NiAs being much larger and less elon- 
gated (Fig. 4). The regrown GaAs layer is epitaxial. How- 
ever, it has some inclusions and stacking faults. The 
inclusions are probably NiAs. NiAs precipitates have been 
reported to form in GaAs regrown using Si/Ni/GaAs 
structures.24 The stacking faults are likely to have nucleated 
on inclusion. The rough GaAs/Ga^Alo.sAs interface is a re- 
sult of a rough Gao 5A10 5As surface during the MBE growth 
of this layer. 

The reaction rate for the NiAs formation and the GaAs 
regrowth can be determined from RBS data. Figure 5 shows 
a plot of the NiAs and regrown GaAs thicknesses (in 
atoms/cm2) as a function of the As4 exposure time. A linear 
increase in both the NiAs and GaAs is observed up to 6.5 
min exposure, after which no further increase is observed. 
No further increase results from reaction (2) being completed 
as no further Ni is available for NiAs formation. The linear 
dependence on time indicates reaction limited growth. A fit 
to the NiAs linear growth rate corresponds to an As incor- 
poration rate of 1.2X 1015 atoms cm"2 s"1, which is in ex- 
cellent agreement with the As incorporation flux measured 
by As-induced RHEED oscillations during GaAs growth. 

This demonstrates that the arrival rate of As is the limiting 
factor in the reaction rate. The detailed mechanism involved 
in the reaction is not known. Either the Ni is diffusing out 
from the Ni3GaAs, resulting in GaAs regrowth or As is dif- 
fusing in and displacing the GaAs. Chen et al.19 estimated 
the Ni interdiffusion coefficient in Ni^GaAs from lateral Ni- 
GaAs diffusion couples to be 1.47X 10" n cm2/s at 300 °C, 
which would result in a characteristic diffusion length (y[Dt) 
of 7500 Ä for a 6.5 min anneal. This characteristic diffusion 
length is much larger than the Ni3GaAs layer thickness 
(—1000 Ä). This suggests that the rate of supply of Ni to the 
surface as a result of diffusion out of the Ni3GaAs is not the 
limiting factor for the NiAs formation rate. Whether the 
NiAs growth occurs at the surface by Ni outdiffusion or at 
the NiAs/Ni3GaAs interface by As diffusion through the 
NiAs has yet to be determined. 

Possible models for the reaction mechanisms in reactions 
(1) and (2) can be suggested. In reaction (1) the Ni3GaAs 
forms as a result of Ni indiffusion with Ga and As remaining 
essentially immobile at 300 °C. When the surface of 
Ni3GaAs is exposed to As4, the chemical potential for Ni is 
lower in NiAs than in Ni3GaAs [the driving force for reac- 
tion (2)] and Ni diffuses out of the Ni3GaAs to form NiAs on 
the surface. As the Ga and As atoms have essentially re- 
mained immobile during the process, GaAs regrows as the 
Ni leaves the Ni3GaAs. One may think of the GaAs acting as 
a sponge for the Ni. 

The model can also explain the precipitate formation in 
the regrown GaAs. By comparing the micrographs in Figs. 
4(a) and 4(b), the spacing of the small vertical lines of inclu- 
sion in the regrown GaAs [Fig. 4(b)] can be seen to corre- 
spond to the grain boundary spacing of the Ni3GaAs prior to 
the GaAs regrowth reaction [Fig. 4(a)]. Hence, a reasonable 
argument can be made that these precipitates formed in the 
grain boundaries of the Ni3GaAs prior to the regrowth reac- 
tion (2). Thermodynamics dictates that there is a driving 
force for Ni3GaAs decomposition into NiGa and NiAs.8 

Guivarc'h et al.23 observed that the initial decomposition in- 
volves the formation of two ternary Ni^Ga^As^ phases, 
one richer in Ga and the other richer in As, which they label 
C and A, respectively. This decomposition can only occur 
through Ga or As diffusion, making precipitate formation 
easier at grain boundaries than in the bulk. The long anneal- 
ing time (10 min) at 300 °C prior to As4 exposure would 
enhance Ni3GaAs decomposition. If NiAs precipitates have 
formed, there is no driving force for the Ni to diffuse out of 
the precipitate to the surface in order to react with the As4 

flux as it already is in the form of NiAs. As the activation 
energies for As and Ga interdiffusion in Ni^GaAs are larger 
than for Ni,20 lower temperature would decrease the relative 
diffusion of Ga and As compared to Ni. Hence, shorter an- 
nealing times and lower annealing temperatures should result 
in a dramatic decrease in the precipitate density. Using the 
Ni interdiffusion coefficient reported by Chen et al.,19 a 20 s 
anneal should be sufficient to complete reaction (1) at 300 °C 
and 180 s at 200 °C. 

Thermodynamics  suggests  that Ga deposition on the 
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Ni3GaAs/GaAs structure should also induce a GaAs re- 
growth reaction. Preliminary results indicate that Ga can be 
used instead of As4 for the regrowth reaction (2). In the Ga 
case the Ni3GaAs reacts with Ga to form Ni2Ga3 on the 
surface and regrown GaAs at the Ni3GaAs/GaAs interface. 

IV. CONCLUSIONS 

This study shows that through the knowledge of thermo- 
dynamics and reaction kinetics, techniques for controlling 
reaction sequences and phase formation can be predicted. 
This was demonstrated by the use of two sequential reaction 
sequences. The first reaction (1) involved Ni/GaAs and re- 
sulted in a reaction product of Ni3GaAs. The second reaction 
(2), induced by exposure of the reaction product of the first 
reaction to As4, resulted in two reaction products, one of 
which was one of the reactants in the first reaction (GaAs). 
These reaction sequences resulted in the Ni being driven into 
GaAs and then pulled back out again. The consumption of 
GaAs in reaction (1) is controlled by the thickness of Ni 
deposited and the amount of regrown GaAs in reaction (2) is 
controlled by the As4 exposure. At 300 °C, the rate of reac- 
tion (2) was found to be limited by the As4 arrival rate. 
During this reaction, NiAs forms at the surface and GaAs 
regrows epitaxially on the GaAs at the Ni3GaAs/GaAs inter- 
face. The proposed reaction mechanism for both reactions 
involves Ni being the dominant diffusing species with mini- 
mal Ga or As diffusion. Improvements in the quality of re- 
grown GaAs are expected utilizing shorter annealing times 
and lower temperatures to minimize Ga and As diffusion. 

ACKNOWLEDGMENT 

This research was supported by the U.S. Air Force Office 
of Scientific Research, AFOSR Contract No. AF/F49620-95- 
1-0360. 

'A. Piotrowska, A. Guivarc'h, and G. Pelous, Solid-State Electron. 26, 179 
(1983). 

2C. J. Palmstrom and D. V. Morgan, in Gallium Arsenide Materials, De- 
vices, and Circuits, edited by M. J. Howes and D. V. Morgan (Wiley, 
Chichester, 1985), p. 195. 

3T. Sands, V. G. Keramidas, A. J. Yu, K.-M. Yu, R. Gronsky, and J. 
Washburn, J. Mater. Res. 2, 262 (1987). 

"T. Sands, Mater. Sei. Eng., B 1, 289 (1989). 
5T. Sands, J. Met. 38, 31 (1986). 
6R. Beyers, K. B. Kim, and R. Sinclair, J. Appl. Phys. 61, 2195 (1987). 
7R. Schmid-Fetzer, J. Electron. Mater. 17, 193 (1988). 
8R. Guerin and A. Guivarc'h, J. Appl. Phys. 66, 2122 (1989). 
9X. Y. Zheng, J. C. Lin, D. Swenson, K. C. Hsieh, and Y. A. Chang, 
Mater. Sei. Eng., B 5, 63 (1989). 

10D. B. Ingerly, D. Swenson, C.-H. Jan, and Y. A. Chang, J. Appl. Phys. 
80, 543 (1996). 

nM. Ogawa, Thin Solid Films 70, 181 (1980). 
12T. G. Finstad and J. S. Johannessen, Proceedings of the 10th Nordic 

Semiconductor Meeting, Elsinore, Denmark, 9-11 June 1982, 14:1. 
I3S. H. Chen, C. B. Carter, C. J. Palmström, and T. Ohashi, Mater. Res. 

Soc. Symp. Proc. 54, 361 (1986). 
14S. H. Chen, C. B. Carter, C. J. Palmström, and T. Ohashi, Appl. Phys. 

Lett. 48, 803 (1986). 
15T. Sands, V. G. Keramidas, J. Washburn, and R. Gronsky, Appl. Phys. 

Lett. 48, 402 (1986). 
16A. Lahav, M. Eizenberg, and Y. Komem, J. Appl. Phys..60, 991 (1986). 
17D. J. Chadi, J. Vac. Sei. Technol. A 5, 834 (1987). 
18T. Sands, Appl. Phys. Lett. 52, 197 (1988). 
,9S. H. Chen, C. B. Carter, and C. J. Palmstrom, J. Mater. Res. 3, 1385 

(1988). 
20C. H. Jan, D. Swenson, X. Y. Zheng, J. C. Lin, and Y. A. Chang, Acta 

Metall. Mater. 39, 303 (1991). 
21R. Guerin and A. Guivarc'h, J. Appl. Phys. 82, 493 (1997). 
22D. B. Ingerly, D. Swenson, C. H. Jan, and Y. A. Chang, J. Appl. Phys. 82, 

496 (1997). 
23A. Guivarc'h, R. Guerin, J. Caulet, A. Poudoulec, and J. Fontenille, J. 

Appl. Phys. 66, 2129 (1989). 
24T. Sands, E. D. Marshall, and L. C. Wang, J. Mater. Res. 3, 914 (1988). 
25L. C. Wang, B. Zhang, F. Fang, E. D. Marshall, S. S. Lau, T. Sands, and 

T. Kuech, J. Mater. Res. 3, 922 (1988). 
26T. Sands, J. P. Harbison, W. K. Chan, S. A. Schwarz, C. C. Chang, C. J. 

Palmström, and V. G Keramidas, Appl. Phys. Lett. 52, 1216 (1988). 
27L. C. Wang, Mater. Res. Soc. Symp. Proc. 319, 93 (1994). 
28L. R. Doolittle, Nucl. Instrum. Methods Phys. Res. B 15, 227 (1986). 
29C. J. Palmström, C. C. Chang, A. Yu, G. J. Galvin, and J. W. Mayer, J. 

Appl. Phys. 62, 3755 (1987). 

JVST B - Microelectronics and Nanometer Structures 



Metal/GaN Schottky barriers characterized by ballistic-electron-emission 
microscopy and spectroscopy 

L. D. Bell and R. P. Smith „,.*.,- 
Center for Space Microelectronics Technology, Jet Propulsion Laboratory, California Institute 
of Technology, Pasadena, California 91109 

B T. McDermott, E. R. Gertner, R. Pittman, R. L. Pierson, and G. J. Sullivan 
Rockwell Science Center, 1049 Camino Dos Rios, Thousand Oaks, California 91360 

(Received 20 January 1998; accepted 20 May 1998) 

Ballistic-electron-emission microscopy (BEEM) and spectroscopy have been used to characterize 
the Pd/GaN and Au/GaN interfaces. BEEM spectra yield a Schottky barrier height for Au/GaN of 
-1.05 eV that agrees well with the highest values measured by conventional methods. For both Pd 
and Au, a second threshold is observed in the spectra at about 0.2-0.3 V above the first threshold. 
Imaging of these metaVGaN interfaces reveals transmission in nearly all areas, although the 
magnitude is small and spatially varies. Attempts to perform BEEM measurements on other GaN 
material have resulted in no detectable transmission in any areas, even at voltages as high as 3.5 V. 
© 1998 American Vacuum Society. [S0734-211X(98)08904-5] 

I. INTRODUCTION 

Recent progress in the growth of GaN and related nitrides 
has stimulated interest in the use of these materials for short- 
wavelength light-emitting diodes (LEDs), high-electron- 
mobility transistors (HEMTs), and metal-semiconductor 
field-effect transistors (MESFETs). Moreover, GaN exhibits 
stability at high temperatures and a general unreactivity in 
caustic environments. However, the lack of a suitable lattice- 
matched substrate for epitaxial growth has hindered the 
achievement of low defect densities in GaN. Shrinking de- 
vice dimensions also emphasize as never before the role of 
defects in device uniformity. As one example, optimization 
and reproducibility of device characteristics requires stable, 
high-quality Schottky contacts to these materials. Unfortu- 
nately, electronic properties of interfaces to GaN and its al- 
loys are still not well understood, and macroscopic electrical 
characterization is hindered by the presence of defects. 

Ballistic-electron-emission microscopy1 (BEEM) was de- 
veloped from scanning tunneling microscopy2 (STM) as a 
high-resolution, nondestructive probe of buried interfaces 
and hot-carrier transport. The high spatial resolution of 
BEEM derives from the high spatial resolution inherent in 
STM and allows the characterization of interfaces on a na- 
nometer scale. An energy spectroscopy of interface elec- 
tronic properties may be performed, and these features may 
be imaged directly by scanning the STM tip. BEEM provides 
a local measurement of Schottky barrier height and is also 
sensitive to other details of interface band structure.1 This 
article describes the application of BEEM spectroscopy and 
imaging to a characterization of metal/semiconductor 
Schottky contacts to GaN. 

II. EXPERIMENTAL PROCEDURES 

The GaN layer used in this work was grown by metalor- 
ganic chemical vapor deposition (MOCVD) on a (0001) ori- 
ented sapphire substrate using trimethyl gallium and ammo- 

nia as source materials and disilane to supply the donor 
dopant. A low temperature nucleation layer was first grown, 
followed by a higher temperature GaN layer. The GaN 
growth temperature was 1040 °C as measured by optical py- 
rometer. The 1 h growth at a pressure of 150 T produced a 
2.2 fim thick GaN layer. Room temperature carrier concen- 
tration was 1.2X 1017 cm-3 as determined by Hall measure- 
ment, and measured electron mobility was 534 cm2/V s. The 
measured full width at half maximum of the (004) x-ray peak 
was 284 arcsec. Ti/Al ohmic contacts were processed by 
rapid thermal annealing in a nitrogen environment at 900 °C 
for 90 s. 

Samples were divided into 4 mm squares. Metallization 
was preceded by transfer into a nitrogen-purged glove-box 
for chemical cleaning, where the sample was spin-etched3 

using 1:10 HClxthanol. For the case of Au contacts, the 
sample was then directly transferred into the load-lock at- 
tached to the evaporation chamber. The Au layer was depos- 
ited at a pressure of 2X 10^9 T. For Pd contacts, the sample 
was transferred into a nitrogen-filled container to another 
glove-box attached to a second evaporation chamber. Pd was 
deposited at a pressure of approximately 1 X 10-7 T. After 
metal deposition the sample was moved to the STM, also 
located in a nitrogen glove-box. BEEM measurements were 
performed at room temperature unless otherwise stated. Ad- 
ditional sample fabrication and measurement details have 
been presented elsewhere. 

III. RESULTS 
The first attempts to perform BEEM measurements on 

GaN were unsuccessful, initially due to difficulty in forming 
low-leakage Schottky barriers. A decrease in contact area 
and an increase in material quality resulted in low-leakage 
contacts; however, most of the GaN layers did not produce 
measurable BEEM current (down to a detection level of sev- 
eral fA). Many BEEM samples were made using different 
surface treatments, including hot aqua regia and HC1, and the 
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FIG. 1. BEEM Ic- V spectrum (circles) for Pd(2 nm)/GaN, taken at a tunnel 
current of 2 nA. Also shown is a fit (solid line) to the data using a two- 
threshold model, which yields thresholds of 0.91 and 1.20 V. Leakage in 
this sample was larger than average, decreasing the signal-to-noise for Ic 

measurement. 

possibility of a defective surface GaN layer was investigated 
by etching a fraction of the GaN away using hot KOH. Au, 
Pd, and Pt were used for metallization. None of these at- 
tempts produced measurable collector current, even at tunnel 
voltages as high as 3.5 V. 

All results discussed below were from contacts fabricated 
on material grown at Rockwell Science Center. Samples 
made with this material produced a measurable BEEM sig- 
nal, although the magnitude was extremely small, even using 
thin (2 nm) metal base layers. Average observed collector 
current was on the order of 0.5 pA (for a 2 nA tunnel current 
and 1.6 V tunnel voltage), which is more than two orders of 
magnitude smaller than theory would predict. A tunnel cur- 
rent of 2 nA was used for BEEM spectroscopy and imaging 
in order to increase collector current and the signal-to-noise 
ratio. Due to the extremely low level of BEEM current, 
many spectra (^10) were averaged together to increase 
signal-to-noise. 

Figure 1 illustrates such an average for a Pd/GaN sample. 
Also shown is a fit to the data, using the simple phase-space 
model.1 Interestingly, it was necessary to allow two different 
thresholds in the fit to obtain good agreement with the data. 
The two-threshold fit to this average yields threshold ener- 
gies of 0.91 and 1.20 eV with a total estimated uncertainty of 
—0.1 eV. The extremely small signal produced Pd/GaN 
spectra with noticeable noise, even for averages of large 
numbers of spectra. The average spectrum in Fig. 1 is typical 
of all averages obtained for two different Pd/GaN samples. 
The average Schottky barrier height for all data was approxi- 
mately 0.95 eV as measured by BEEM, although the accu- 
racy of the threshold determination was limited by the noise 
level. 

Imaging was also performed on these Pd/GaN samples. 
Figure 2 presents a STM image/BEEM image pair obtained 
on one Pd/GaN sample. Many image sets have been recorded 

FIG. 2. STM/BEEM image pair for a Pd(2 nm)/GaN sample. The topograph 
of the Au surface was obtained at V=0.5 V, I,= l nA, and the BEEM 
image was recorded at V= 1.8 V, /,=2 nA. Ic ranges from about 0 to 0.5 
pA. Small areas of contamination provide a calibration in the BEEM image 
for zero current. Except for these areas, current is observed in nearly all 
areas. Imaged area is 196X 150 nm. 

on each sample fabricated, and all show similar behavior. 
Collector current is measured in nearly all areas, although 
the magnitude varies from 0 to about 0.5 pA (for a 2 nA 
tunnel current). Small areas of contamination produced areas 
in the BEEM image where no collector current is measured, 
providing a visual calibration for zero current, but nearly all 
other areas show measurable transmission. 

In order to test whether samples using other metals exhib- 
ited the same small transmission, Au/GaN structures were 
also investigated. Preliminary characterization by conven- 
tional electrical measurement was first performed. Figure 3 
shows two current-voltage (I-V) curves taken on two dif- 
ferent Au/GaN samples, both fabricated on the Rockwell ma- 
terial. Despite comparable ideality factors for the two curves, 
a different barrier height is extracted from each. This irrepro- 
ducibility likely results from defects, and illustrates the dif- 
ficulty of using macroscopic electrical probes to characterize 
heterogeneous materials. 

Although these /- V measurements indicated the presence 
of defects, BEEM spectra on both of these samples (and on 
all measured Au/GaN samples) yielded a reproducible 
Schottky barrier height between 1.02 and 1.07 eV. Figure 
4(a) shows an average of many spectra on one Au/GaN 
sample. Leakage current was generally somewhat smaller for 
Au than for Pd, resulting in lower noise in the BEEM spec- 
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FIG. 3. Conventional macroscopic I-V curves taken on two different Au(5 
nm)/GaN samples. GaN material and Schottky contact preparation were 
identical on the two samples. Extracted barrier height values assumed an 
effective mass of 0.2 and an effective Richardson constant of 4irem*k2/h . 

tra. The higher data quality allows a more precise assignment 
of threshold position. For these Au/GaN samples the BEEM 
spectra also exhibit two thresholds. This is more apparent in 
Fig. 4(b), where the attempted fit to a model with a single 
threshold resulted in poor agreement over the entire spectral 
range. 

TUNNEL VOLTAGE (V) 

FIG. 4. BEEM Ic- V spectrum (circles) for Au(6 nm)/GaN, taken at a tunnel 
current of 2 nA. (a) Fit (solid line) to the data using a two-threshold model, 
which yields thresholds of 1.06 and 1.22 V. (b) Fit to the data assuming only 
one threshold, yielding a value of 1.12 V. The same data are shown in both 
(a) and (b). 
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FIG. 5. Six individual Jc-V spectra taken on two different Au/GaN samples 
at a tunnel current of 2 nA. Although the noise level in these unaveraged 
spectra is high, two thresholds can usually be observed. 

One problem created by the extremely small collector cur- 
rent is the necessity to average many spectra to obtain ac- 
ceptable signal-to-noise. The capability for resolving the two 
thresholds is in turn reduced by this averaging process. Al- 
though signal-to-noise is improved by averaging, any varia- 
tion in the energies of the thresholds at different points on 
the surface will produce a broadening which decreases en- 
ergy resolution. Spectral averaging also allows the possibil- 
ity that a two-threshold spectrum is actually a linear combi- 
nation of two single-threshold spectra, obtained at different 
locations, and with different threshold energies. In order to 
rule out this possibility, individual spectra were examined. 
Six examples are shown in Fig. 5. Although the noise level is 
higher for individual spectra, it is apparent that the first 
threshold always occurs around 1 V, and in most cases a 
second threshold is apparent at approximately 1.2-1.3 V. 
However, the thresholds do appear to vary somewhat in po- 
sition, possibly due to variations in strain5 or to the presence 
of defects,6 implying that the signal averaging process is 
broadening the thresholds to some degree. 

Figure 6(a) presents a STM image/BEEM image pair ob- 
tained on one Au/GaN sample. Many image sets have been 
recorded on each sample fabricated, and all show similar 
behavior. Collector current is measured in nearly all areas, 
although in this image the magnitude varies from about 0.02 
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FIG. 6. STM/BEEM image pair for a Au(6 nm)/GaN sample. The topograph 
of the Au surface was obtained at V=0.5V, /,= lnA, and the BEEM 
image was recorded at V= 1.6 V, /,= 2 nA. Ic ranges from about 0.02 to 0.3 
pA, and transmission is observed in nearly all areas. Imaged area is 196 
X100 nm. Also shown are individual spectra obtained at the positions indi- 
cated by the + marks in the images. Here also /, = 2nA. The plotted fits 
include only a single threshold, and are shown only to guide the eye. 

to 0.3 pA (for a 2 nA tunnel current). Individual BEEM 
spectra were also taken at the locations indicated by + sym- 
bols, and these are shown in Fig. 6(b). Collector current in 
this image is even smaller than for most Au/GaN samples, 
thus signal-to-noise does not allow a meaningful fit to two 
thresholds. However, it is apparent that current is observed in 
all locations, even though the magnitude varies substantially. 

IV. DISCUSSION 

The extremely small BEEM transmission observed for 
metal/GaN structures is unusual. GaN is a direct semicon- 
ductor, thus the small currents cannot be explained by small 
coupling to conduction-band minima at large parallel mo- 

mentum. An insulating or heavily scattering interfacial layer 
might also attenuate transmission, as might strong scattering 
in the GaN later itself, if the effect were to backscatter most 
electrons into the metal layer.7 Preliminary measurements at 
77 K indicate that there is not a strong change in transmis- 
sion at low temperature, arguing against temperature- 
dependent mechanisms such as phonon scattering. 

Earlier BEEM spectra on Au/GaN by Brazel et al.s pre- 
sented somewhat different results. These spectra also dis- 
played two thresholds; however, in that case the measured 
first threshold was much lower (—0.7 V), and the second 
threshold was measured to be at approximately 1.04 V. It is 
interesting that this second threshold in energy agrees quite 
well with the first threshold in the present spectra for Au/ 
GaN, and that the magnitude of the BEEM current was mea- 
sured to be much larger than in the present work. 

Interface transport in a defected area might produce a 
threshold lower in energy than that of the normal Schottky 
barrier height. Since the highest barrier heights measured by 
conventional I-V9~n are in excess of 1 eV, it is expected 
that BEEM measurements on high-quality GaN would usu- 
ally produce values equal to or greater than this value. The 
BEEM spectra obtained here never displayed a first threshold 
lower than 1 V. If BEEM spectra with a threshold at 0.7 eV 
represent defected areas, they would have to be infrequent in 
order that they not dominate the I-V measurements. How- 
ever, the second threshold in the prior work might then rep- 
resent the Schottky barrier height energy, in agreement with 
the value measured in the present experiments. 

It is also possible, however, that high strain might perturb 
the band structure by decreasing both thresholds in energy. 
In this case the two thresholds here and in the work of Brazel 
et al. would represent the same band minima. Large strains 
at the GaN/sapphire interface exist12 due to the large lattice 
mismatch; the range of surface strains, however, could de- 
pend on growth conditions and methods, and might be sub- 
stantially different for epilayers from different sources. 

The existence of a second threshold in the BEEM spectra 
is unexpected, since a second conduction-band minimum is 
not predicted at these energies by band structure calculations. 
Recent calculations13'14 only produce a second band about 2 
eV above the lowest minimum T l, which is much higher 
than the second threshold observed here. Strain effects due to 
the large lattice mismatch between GaN and sapphire, as 
described above, could strongly distort the conduction 
bands15 and perturb the splitting observed in BEEM spectra, 
and some degree of variation in strain and BEEM threshold 
would be expected. 

The variation in threshold splitting will be examined more 
completely when samples exhibiting larger transmission are 
achieved. It is also important to verify that the two thresholds 
can be attributed to the nitride conduction-band structure. 
Further work on AlGaN epilayers would determine whether 
a systematic change of threshold separation with Al fraction 
occurs, providing an indication of the mechanism for the 
second threshold. The observation in BEEM measurements 
of zero transmission on some GaN layers and small trans- 
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mission on others will be investigated further in future ex- 
periments. This lack of transmission, and the extremely 
small BEEM currents observed in the transmitting samples, 
are possibly indicative of the same attenuation mechanism. 
This suggests that optimization of the GaN layers in some 
respect (most probably defect-related) might produce a fur- 
ther increase in transmission. Experiments involving the ef- 
fects of annealing will also be performed. 

In conclusion, BEEM spectroscopy and imaging have 
been performed on Pd/GaN and Au/GaN Schottky barrier 
structures. These experiments yield a value of Schottky bar- 
rier height which is reproducible and occurs at all observed 
positions at the metal/GaN interface. A second threshold is 
also reproducibly observed in the BEEM spectra of both 
structures, raising the possibility of a secondary conduction- 
band minimum about 0.2-0.3 eV above the primary mini- 
mum. BEEM imaging reveals transmission in most areas of 
the interface, although the magnitude is unusually small and 
varies strongly, a feature that also appears with both metals. 
This observation, together with the lack of measurable inter- 
face transmission when using other GaN material, suggests a 
persistent attenuation mechanism which may be defect- 
related. Further work on other GaN material, as well as 
BEEM measurements on AlGaN layers, are planned to 
clarify these issues. 
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Ballistic electron emission microscopy spectroscopy study of AlSb 
and InAs/AISb superlattice barriers* 
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Due to its large band gap, AlSb is often used as a barrier in antimonide heterostructure devices. 
However, its transport characteristics are not totally clear. We have employed ballistic electron 
emission microscopy (BEEM) to directly probe AlSb barriers as well as more complicated 
structures such as selectively doped «-type In As/AlSb superlattices. The aforementioned structures 
were grown by molecular beam epitaxy on GaSb substrates. A 100 Ä InAs or 50 A GaSb capping 
layer was used to prevent surface oxidation from ex situ processing. Different substrate and capping 
layer combinations were explored to suppress background current and maximize transport of BEEM 
current. The samples were finished with a sputter deposited 100 A metal layer so that the final 
BEEM structure was of the form of a metal/capping layer/semiconductor. Of note is that we have 
found that hole current contributed significantly to BEEM noise due to type II band alignment in the 
antimonide system. BEEM data revealed that the electron barrier height of Al/AlSb centered around 
1.17 eV, which was attributed to transport through the conduction band minimum near the AlSb X 
point. Variation in the BEEM threshold indicated unevenness at the Al/AlSb interface. The metal on 
semiconductor barrier height was too low for the superlattice to allow consistent probing by BEEM 
spectroscopy. However, the superlattice BEEM signal was elevated above the background noise 
after repeated stressing of the metal surface. A BEEM threshold of 0.8 eV was observed for the 
Au/24 A period superlattice system after the stress treatment. © 1998 American Vacuum Society. 
[S0734-211X(98) 12004-8] 

I. INTRODUCTION 

There has been much interest in the GaSb, AlSb, and InAs 
lattice matched material system. Due to the unique type II 
band alignment and narrow band gaps of these materials, 
much research has focused on developing antimonides for 
infrared lasers1'2 and detectors,3 as well as for high speed 
integrated circuits.4 Common to all these devices is the need 
for a barrier like constituent such as AlSb. However, AlSb 
barriers often appear leaky, especially in Schottky gate type 
applications.5'6 Moreover, AlSb is p type when left uninten- 
tionally doped, and «-type doping of AlSb is not always 
convenient. Recently, it has been reported that InAs/AISb 
superlattices can be an attractive alternative for n-type barrier 
applications such as making cladding layers in laser 
structures.7 The superlattice approximately lattice matches 
with GaSb when the InAs and AlSb constituent layers are 
given the same thickness. The band gap and effective barrier 
height of the superlattice are tunable by varying the super- 
lattice period, and N-type doping can be achieved by incor- 
porating Si in the InAs well. 

In this article, ballistic electron emission microscopy 
(BEEM) was used to characterize these antimonide barrier 
structures. BEEM is a technique based on scanning tunneling 
microscopy (STM) and is especially suited to study of local 
transport properties.8'9 In a BEEM experiment, the semicon- 
ductor of interest is coated with a thin layer of metal, which 
supports STM tunnel current while a collector terminal at the 
back of the sample conducts away electrons that leak across 
the metal-semiconductor interface. In BEEM spectroscopy, 

*No proof corrections received from author prior to publication. 

the collector current is monitored as a function of tunneling 
voltage while the tunneling current is kept constant by vary- 
ing the STM tip to sample distance. As the STM tip potential 
rises above the bottom of the semiconductor conduction 
band, electrons can travel ballistically across the thin metal 
region and enter the semiconductor unimpeded, causing a 
noticeable increase in collector current. Thus the BEEM turn 
on threshold depends on the underlying semiconductor band 
structure and can be used to evaluate Schottky barrier heights 
and semiconductor band edges in the antimonide material 
system. The scanning probe nature of BEEM allows local 
variations of these properties to be mapped and was utilized 
to examine the integrity of AlSb barriers. 

Since its inception, BEEM spectroscopy has been used 
extensively to study metal on semiconductor structures. It 
has been adapted by several workers to study the Au/Si (Ref. 
9) and the Au/AL-Ga^As system.10'11 Recently, the tech- 
nique has been successfully applied to GaAs/AlAs (Ref. 12) 
and InAs/AISb (Ref. 13) double barrier heterostructures, 
which indicates that the technique is promising for probing 
less conventional systems such as the aforementioned InAs/ 
AlSb superlattice. 

II. EXPERIMENT 

The samples used in this experiment were grown in a 
Perkin-Elmer 430 molecular beam epitaxy (MBE) system 
equipped with a valved As cracker. Figure 1 shows the struc- 
ture of typical BEEM samples. Te doped (n = 5 
X1017 cm-3) GaSb wafers were used for most of the 
growth. This was to ensure that the substrate would be con- 
ductive enough in subsequent BEEM experiments. Follow- 
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In Back Contact 

FIG. 1. Structure of the BEEM samples. 

ing oxide desorption under Sb overpressure, an unintention- 
ally doped GaSb buffer layer was grown. Since GaSb is p 
type from background doping, the buffer layer was kept as 
thin as possible without compromising the structural quality 
of subsequent growth. At low growth rate, a 1000 Ä thick 
buffer layer was found to be adequate. At the end of the 
buffer growth, samples were soaked in Sb, yielding the (1 
X3) reflection high energy electron diffraction (RHEED) 
pattern characteristic of a reconstructed GaSb surface. 

For AlSb studies, a 500 Ä layer of unintentionally doped 
AlSb was grown over the smoothed GaSb surface. The thick- 
ness was selected so that the bulk properties could be exam- 
ined while at the same time the layer was thin enough to 
support transport of BEEM current. Because the AlSb layer 
was relatively thin, the substrate temperature was kept at 
520 °C, the same as for GaSb growth. RHEED for the AlSb 
layer was less streaky but still showed the characteristic 1 
X3 pattern. To prevent AlSb oxidation, the samples were 
capped off at the end of the growth by either a 50 A GaSb 
layer or a 100 A InAs layer. The substrate temperature was 
lowered to 470 °C for growing the InAs capping layer. 

For growth of the selectively doped InAs/AISb superlat- 
tice, the substrate temperature had to be lowered to prevent 
excessive As incorporation in the antimonide layers. The 
structural quality of the superlattice was significantly im- 
proved when the growth temperature was lowered to 420 °C, 
at which point the GaSb surface turns Sb rich and the 
RHEED pattern changes from 1X3 to 1X5. During growth 
of the InAs constituent layer, the Si dopant cell shutter was 
opened, and As flux was minimized by using the valved 
cracker while maintaining an As stabilized growth front. A 
10 s Sb soak was applied between each InAs and AlSb in- 
terface to ensure a InSb like interface, which is known to 

produce material of superior quality.14 The RHEED pattern 
remained streaky throughout the growth and exhibited sharp 
2 X 4 and 1X 3 reconstructions for the InAs and AlSb layers, 
respectively. The samples were grown with superlattice pe- 
riods of 17, 24, and 48 Ä. The period thickness was split 
between the InAs and AlSb layers, which were under alter- 
native compressive and tensile strain. The total thickness of 
the superlattice was kept constant for all the samples at 2400 
A. To prevent oxidation, the superlattice was capped with 50 
Ä of GaSb following completion of the last AlSb layer. 

A sputter-etch deposition system was used for postgrowth 
metallization. Aluminum and gold were sputtered off solid 
targets by Ar plasma and deposited onto the sample at rates 
up to 0.4 A/s. The samples were placed behind a mask and 
patterned with arrays of metal dots 1 mm2 in area. Metal 
layer thicknesses up to 100 Ä were experimented. Atomic 
force microscopy (AFM) studies showed that the typical 
metal layer had a root mean square (rms) roughness on the 
order of 5 Ä. For most samples, the surface morphology was 
smooth and appeared suitable for BEEM studies. Prior to 
metallization, samples were taken out of the ultrahigh 
vacuum (UHV) growth environment and exposed to the am- 
bient. Hence a 20-30 Ä thick native oxide was present be- 
tween the metal and semiconductor layer. Talin et al. have 
shown that the oxide layer does not affect BEEM results for 
Au/GaAs structures.15 In our study, it was found that the 
antimonide samples with native oxides were stable for up to 
several weeks. To minimize contamination from handling, a 
degreasing procedure was followed before the sample was 
introduced to the metallization chamber which may partially 
remove the native oxide layer. It consisted of sequential ul- 
trasonic rinses in acetone, isopropanol, and de-ionized water, 
with each rinse lasting 2 min. The procedure helped generate 
more consistent BEEM results, especially for the samples 
that have been stored in air for some time. 

Our BEEM setup was configured for experiments in air at 
room temperature. It was based on a Digital Instruments 
scanning tunneling microscope unit (Nanoscope III). A fine 
Au wire was spring mounted against the top of the sample as 
the STM base contact, while indium left from the growth, on 
the back side of the sample, served as the BEEM back con- 
tact. The setup was tested and calibrated with the Au/Si(100) 
system. The equipment has also been successfully used to 
study the AalPAxGdn-xAs, system.11 

III. RESULTS AND DISCUSSION 

Prior to BEEM experiments, samples were characterized 
by /- V measurements. Figure 2 shows the results from two 
types of AlSb samples. Sample A was from an early growth 
on an unintentionally doped p-type GaSb substrate and 
capped by an InAs layer. Sample B was grown on an n-type 
GaSb substrate and capped by GaSb. The sample B 
substrate/capping layer combination was standard for most 
of the AlSb samples and for all superlattice samples. As can 
be seen from the /- V behavior of sample A, AlSb acted as a 
poor barrier for the InAs/GaSb junction, which allowed holes 
to tunnel out of the underlying p-type substrate, raising the 
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FIG. 2. /- V curves (a) and flat band diagrams (b) for two types of AlSb 
BEEM samples. Both samples were metallized with 100 Ä of Al. The Al 
mesa had an area of 1 mm2. Sample B yielded BEEM curves but sample A 
was too noisy for BEEM measurements. 

background BEEM current to hundreds of picoamps and ren- 
dering the device unsuitable for BEEM spectroscopy. By 
contrast, sample B was much more resistive because the n- 
type substrate blocked much of the tunneling current. 

Figure 3 shows two BEEM I-V curves from a type B 
AlSb sample. Each curve was taken from a different place on 
the sample surface and took approximately 10 s to generate. 
Since the experiment was carried out in air at room tempera- 
ture, there was some tip drift even after the system had been 
given hours to equilibrate. Typical drift rates were about a 
few nm/min. Hence BEEM scans were not averaged in order 
to preserve spatial resolution in the experiment. The BEEM 
I-V curves were analyzed by using the well known Bell- 
Kaiser model,9 which assumes that the BEEM threshold be- 
havior takes on the form 

n 

/c=2 (v-v{)
2, 

1 = 1 

where Ic is the BEEM collector current, V the tunnel voltage, 
and V; the threshold voltage. By examining a large number 
of runs, it was found that the turn on voltage centered around 
1.17 eV with a standard deviation of 0.15 eV. This was in 
fair agreement with the result obtained by Walachova et al.n 

in their study of InAs/AISb double barrier heterostructures. 
The BEEM turn on threshold was attributed to the conduc- 
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FIG. 3. BEEM I-V curves for AlSb barriers grown on n-type GaSb sub- 
strates. The samples were capped with 50 Ä of GaSb and metallized with 
100 Ä of Al. The tunneling current was held constant at 10 nA. Run 1 was 
over the whole spectral range, and run 2 was for the high voltage region, 
which is offset for clarity. The spectrum was not averaged. The inset shows 
the spread in BEEM threshold from a number of runs. 

tion band minimum near the AlSb X point and verified the 
importance of transport through indirect band minima in 
AlSb. The L and T points of AlSb lie higher and could not be 
delineated from the BEEM data. As shown in Fig. 3, there 
was significant variation among the individual BEEM I-V 
curves. The large variation in individual BEEM thresholds 
indicated uneveness at the metal-semiconductor interface, 
consistent with the fact that AlSb barriers are often leaky. 
This is in contrast with the BEEM study of AlAs, where the 
BEEM turn on voltage exhibited minimal variation across 
the wafer.11 

It should be noted that the BEEM current background 
noise in the AlSb sample was on the order of 5 pA, which 
was higher than similarly prepared AlAs samples even 
through the barrier height in both systems was about 1.2 eV. 
We attribute this discrepancy to the fact that the background 
doping was p type for AlSb and n type for AlAs thus the 
Fermi level and tunneling barriers were likely different even 
for similar bias voltage. The increased background BEEM 
current was accounted for by additional hole current in the 
AlSb system due to the smaller hole barrier. The dominance 
of hole current was evident in the I-V response of the 
sample to ambient light. 

Background noise was also a significant problem in 
BEEM spectroscopy of the InAs/AISb superlattices. This is 
because the effective superlattice band gap is substantially 
smaller than that of AlSb, even for samples with a very short 
period. We have attempted to grow these superlattice struc- 
tures with period thicknesses of 17, 24, and 48 Ä. According 
to a calculation performed through an eight-band k-p model 
that included the effects of strain, the band gaps for these 
structures should be 1.2, 1.15, and 0.88 eV, respectively.7 

The band gaps could be made larger by growing structures 
with shorter superlattice periods, but the structural quality of 
the material deteriorated rapidly as the superlattice period 
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was decreased. In fact, x-ray rocking curves for samples with 
a 17 A period showed multiple splits at the superlattice peak, 
indicating that the layer had relaxed from too much strain. 
The inferior quality of these samples rendered them unsuit- 
able for BEEM studies. The 48 Ä longer period sample ex- 
hibited good structural integrity but its band gap was too 
small to keep background BEEM current at a reasonable 
level. Thus only the 24 Ä period samples seemed suitable for 
BEEM experiments. 

Figure 4 shows a high resolution x-ray diffraction scan of 
the 24 Ä period superlattice. The sharp x-ray diffraction sat- 
ellites were indicative of good structural quality. The /- V 
curve of the metallized device is shown in Fig. 5 and indi- 
cated that the underlying superlattice was n type. The curve 
deviated significantly from ideal Schottky diode behavior at 
high voltages. But the low voltage portion of the curve could 
be used to extract a Schottky barrier height of 0.6 eV.16 
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to -3 V while holding the tip current at 50 nA. The tunneling current was 
held constant at 10 nA during the BEEM scan. The curves were averaged 
over 255 runs to reduce background noise and are offset for clarity. 

When these samples were inserted into the BEEM setup, the 
background BEEM current noise was on the order of 100 
pA, which overwhelmed any conventional BEEM signal that 
would be present. However, it was found that, after the sur- 
face was stressed by running a high voltage and current (-3 
V and 50 nA) through the STM tip, the metal layer could 
become deformed resulting in regions where the metal layer 
was tenuous. When the STM tip was placed over these re- 
gions, possible BEEM thresholds could be observed in the 
BEEM spectroscopy curve. Figure 6 shows some typical 
BEEM scans after the stress treatment. The estimated pos- 
sible threshold occurred at around 0.8 eV for the Au/ 
superlattice system and could be reproduced by retracting the 
STM tip and using it to stress a new region. 
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FIG. 5. I-V curve of a BEEM device based on the 24 Ä period InAs/AISb 
superlattice. Samples were capped with 50 Ä of GaSb and metallized with 
100 Ä of Au. The Au mesa had an area of 1 mm2. The inset shows a log plot 
of the current density when the sample was under forward bias, from which 
a Schottky barrier height of 0.6 eV was extracted. 

IV. SUMMARY AND CONCLUSION 

We have demonstrated that BEEM spectroscopy can be 
applied to the InAs/GaSb/AlSb material system. The Al/ 
AlSb system yielded a BEEM threshold of 1.17 eV, which 
was attributed to transport through the conduction band 
minimum near the AlSb X point. The BEEM threshold var- 
ied by up to 0.2 eV across the wafer, indicating degradation 
of the AlSb barrier due to unevenness at the metal- 
semiconductor interface. It was found that the surface cap- 
ping layer and the underlying substrate played important 
roles in suppressing background BEEM current. The junc- 
tions formed by InAs/thin AlSb barrier/p-GaSb leaked hole 
current, which was detrimental to BEEM measurement. In 
the case of a selectively doped «-type superlattice, BEEM 
spectroscopy was hampered by considerable background 
BEEM current. BEEM scans yielded a threshold of 0.8 eV 
for the Au/24 Ä period superlattice system only after consid- 
erable stressing of the metal layer. More work would be 
needed to produce a short period, large band gap superlattice 
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with superior material quality, the large band gap being 
needed to suppress background BEEM current. 
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Current oscillations in thin metal-oxide-semiconductor structures 
observed by ballistic electron emission microscopy 
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Quantum interference oscillations of electrons in a thin Si02 layer were observed by ballistic 
electron emission microscopy (BEEM). With BEEM, electrons are injected across the gate of a 
metal-oxide-semiconductor (MOS) structure and directly into the conduction band of the Si02. 
The MOS capacitor consisted of a 5 nm thick Pd film deposited on a 2.8+0.2 nm oxide thermally 
grown on Si(100). Oscillations with up to four peaks in an energy range of 0-3 eV above the 
injection threshold were noted. Their magnitude is of the order of 30% of the underlying BEEM 
current. The oscillations were most salient and their energy location repeatable at points of the 
sample that were previously not exposed to the electron beam. Even modest exposures caused a 
buildup of positive charge. This charge resulted in energy shifts, as well as a weakening of the 
oscillations, both of which are a consequence of the added scattering and local field inhomogeneities 
associated with the random distribution of the positive charge. Solutions of the Schrödinger 
equation that included a built-in oxide potential of 0.20 V and image force effects at both interfaces 
gave excellent fits to the experimental data for an effective electron mass in the oxide mox=0.63 
± 0.09m „. The uncertainty in mox arises from an uncertainty of ±0.2 nm in the determination of the 
oxide thickness by ellipsometric methods. Nevertheless, the obtained value is well above the 
generally accepted value of 0.5mo.   © 1998 American Vacuum Society. [S0734-211X(98)05804-1] 

I. INTRODUCTION 

The notion that electron wave interference should occur in 
Fowler-Nordheim (FN) tunneling of electrons into thin (<6 
nm) oxide layers comprising a metal-oxide-semiconductor 
(MOS) structure was proposed by Gundlach over three de- 
cades ago.1 Oscillations in the (oxide)-bias-dependent cur- 
rent arise from the interference of electron waves reflected at 
the oxide-semiconductor (OS) interface and at the point of 
emergence of the tunneling electrons at the bottom of the 
tilted Si02 conduction band. The latter point is a "hard" 
turning point, whereas the OS interface is relatively transpar- 
ent, with reflections occurring mainly from the wave- 
function mismatch across the interface. Experimental verifi- 
cation of a weak oscillatory structure in the FN current was 
reported by Maserjian and Petersson in 1974,2'3 and by oth- 
ers in subsequent years4~8 Invariably, these data were ana- 
lyzed in terms of Gundlach's theory based on a trapezoidal 
barrier (i.e., neglecting image force effect),1 from which an 
estimation of the conduction-band effective mass mox of 
Si02 can be made. Values for mox ranged from 0.32m 0 (Ref. 
1) to as high as 0.85mo,

2,6 where m0 is the free-electron 
mass. The conduction-band effective mass was estimated as 
well from fits of the theoretical FN current to experimental 
data covering many orders of magnitude of the current. 
Again, image force effects were neglected and values re- 
ported ranged from a low of 0.3mo (Ref. 9) to 0.5mo. 
When image forces were included, the values were some- 

a)Present address: IBM Austin Research Laboratory, Austin, TX 78758. 
^Corresponding author; electronic mail: ludeke@watson.ibm.com 

what higher.11,12 Although a defacto value of 0.5mo is almost 
exclusively used in transport simulations,13 the reported dis- 
crepancies in mox and its dependence on fitting assumptions 
questions the acceptance of this standard, and prompts one to 
look for alternative experimental methods to extract a value 
for mox. Intrinsically, interference phenomena represent the 
most straight forward method to arrive at a value of mm, 
provided the inherent difficulties in the experiment and simu- 
lation of FN tunneling can be overcome. These include a 
position-dependent energy of the electron, uncertain tunnel- 
ing (injection) description, a weak signal superimposed on a 
strongly rising current and averaging effects due to a large 
and often inhomogeneous device area. These constraints, as 
we shall see, can be circumvented by using the local injec- 
tion scheme of ballistic electron emission microscopy 
(BEEM). This scanning tunneling microscope (STM) based 
method allows the injection of variable energy and nearly 
monochromatic electrons into the thin gate of a MOS struc- 
ture and then directly into the conduction band of the Si02. 
Both the high lateral confinement (<2 nm) of the injected 
electrons in thin oxides (<4 nm),15 which enhances the at- 
tainment of a homogeneous local oxide potential, and the 
relatively weak power dependency on energy for the trans- 
mitted current are contributory to the realization of pro- 
nounced interference oscillations. Moreover, the modeling of 
transport in Si02 for "over the barrier" injection depends on 
fewer unknowns than FN and direct tunneling, which assures 
a higher degree of confidence in the calculated parameters 
obtained through fits to the data. We present here both oscil- 
latory BEEM current data for a 2.8 nm Si02 layer and fits 
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using solutions of the Schrödinger equation that include im- 
age force effects, with the relevant adjustable parameter be- 
ing the effective mass mox and oxide thickness d. With the 
assumption that d is known within ±0.2 nm, a "best-fit" 
value of mox= 0.63 ± 0.09m 0 was obtained. Uncertainties in 
other parameters needed for the fits, such as the built-in ox- 
ide potential V0K and the effective dielectric constant eox 

proved to be of minor consequence to the error in mm. 

II. EXPERIMENTAL DETAILS 

A. Ballistic electron emission microscopy (BEEM) 

BEEM is an adaptation of the conventional STM and is 
characterized by a special sample configuration that consists 
of a thin conducting layer, usually a metal, deposited on top 
of the semiconductor structure to be measured. Although his- 
torically a Schottky barrier, here the sample is a MOS struc- 
ture. The metal provides a ground contact relative to which 
both the STM tip bias VT and the applied oxide bias Vb are 
referenced. The tip bias thus defines the energy eVT of the 
electrons injected into the metal. For metal film thicknesses 
comparable or less than the electron mean-free path, most of 
the electrons will traverse the metal and reach the far inter- 
face without scattering (ballistically). If the electrons en- 
counter a potential barrier at that interface, they will back- 
scatter unless their energy exceeds that of the metal-oxide 
barrier. In this case, a fraction of the electrons will be in- 
jected into the conduction band of the Si02. Here, they may 
undergo electron-phonon scattering, which may cause some 
of them to return to the metal.14 The remainder, if not 
trapped,16'17 proceed towards the Si substrate to emerge as a 
collector current Ic. The STM is operated under constant IT 

conditions. For the experiments reported here IT= 2 nA. In 
the spectroscopy mode of BEEM, the STM image acquisi- 
tion is interrupted at a predetermined point on the surface 
and the collector current Ic is measured as VT is ramped over 
a voltage range that includes the barrier potential. Initially, Ic 

is zero until VT exceeds a threshold value V0 that represents 
the maximum in the barrier potential of the MOS structure. 

An energy-band diagram for a BEEM experiment on a 
MOS structure is schematically shown in Fig. 1 for Vb = 0. 
The curved leading edge of the oxide barrier results from the 
inclusion of image force lowering, a corresponding, but 
weaker effect at the Si02-Si interface was omitted for clar- 
ity. Conditions for injection into the conduction band of the 
Si02 are shown (VT>V0). The threshold for injection V0 is 
about 4 V in the absence of a negative trapped charge.17 The 
application of an external oxide bias Vb further modifies the 
electron energies as they move across the oxide. In the 
present experiments Vb = 0, however, Vox^ 0.2 V due to 
work-function differences between the «-type Si and the Pd 
layer.18 It is worth pointing out that the energy distribution of 
electrons injected by the STM tip fall off in near-exponential 
fashion from its maximum value, with an energy spread that 
decreases with increasing energy eVT. A theoretical full 
width at half maximum of —0.150 eV was estimated for 
eVT=6eV.19 This energy spread is sufficiently monochro- 

tip    Pd Si02 «-Si 

FIG. 1. Energy-band diagram of a BEEM experiment applied to a MOS 
structure. VT is the STM tip bias that determines the energy e VT of the 
electrons injected by the tip into the Pd metal gate. An optional oxide bias 
Vb may also be applied. Here, Vb = 0. The oxide potential V0K shown is 
attributable to work-function differences between Pd and n-Si, Vox«>0.2 V 
in the absence of oxide charge. 

matic for characterizing most hot electron phenomena in ox- 
ides. 

B. Sample preparation 

The device-grade Si02 layers were thermally grown near 
800 °C in dry oxygen on 125 mm Si(100) wafers doped in 
the low 1017 cm-3 range. The wafer was subsequently an- 
nealed in forming gas at 500 °C. Working samples of ~ 8 
X 15 mm2 were cleaved from the wafers and introduced into 
the ultrahigh vacuum (UHV) preparation chamber, where 
they were outgassed over night at —200 °C to desorb water 
and other surface contaminants. The sample was then trans- 
ferred under UHV to the metal deposition chamber, where 
Pd dots 0.2 mm in diameter were thermally evaporated onto 
the Si02 through a shadow mask. The substrate was held 
near 30 K during deposition in order to smooth the surface 
morphology of the thin (—5 nm) Pd films. This process pro- 
duced films with a nodular structure, typically, 8 nm in di- 
ameter that protruded. <2 nm above the valleys.17 A smooth 
surface morphology is desirable to reduce BEEM image con- 
trast arising from the surface topography of the metal.14 The 
finished sample was allowed to warm up to room tempera- 
ture and was then transferred under UHV into the STM 
chamber. The grounding contact was carefully positioned 
onto a selected Pd dot by means of three orthogonally 
mounted Inchworms™. STM images and sets of BEEM 
spectra were then taken. Typically, 9-25 BEEM spectra 
were measured in a grid pattern covering 25X25 to 50X50 
nm2 areas. As will become apparent in the next section, it is 
desirable to widely separate the acquisition points for each 
spectrum to avoid charging effects arising from electrons in- 
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FIG. 2. Single scan BEEM spectra on a 5 nm Pd/2.8 nm SiO2/n-Si(100) 
MOS structure measured at the same point on the sample. The numerals 
indicate the number of the scan. The first spectrum was taken on a previ- 
ously unexposed area of the sample. V0 marks the current threshold bias, 
obtained by computer-aided fits. The spectra are vertically displaced for 

clarity. /T= 2 nA, V4 = 0V. 

jected at a prior location and then scattered into the area to be 
probed. In order to study charging effects, sequential spectra 
were acquired at the same location of the sample. Although 
spectral acquisition times are of the order of 10 s, tip drifts 
were of the order 0.1 nm/min, which assured that injections 
occurred at the same point of the sample. 

The oxide thickness was determined by spectroscopic el- 
lipsometry on two different instruments operating at a 632.8 
nm wavelength. The thickness measured by both instruments 
agreed within 0.3 nm. We found that outgassing the sample 
in UHV at -200 °C prior to the measurement in the same 
stage and conditions as the BEEM samples prior to metalli- 
zation, reduced the measured thickness by —0.3 nm. The 
difference was attributed to adsorbed contaminants. The 
value for d=2.8±0.2 nm was the best estimate for the oxide 
thickness after the anneal and was used in the simulations. In 
unpublished studies at IBM, the oxide thickness determined 
by C-V methods on oxides of comparable thickness, after 
correction for polydepletion and quantization effects, was, in 
general, -0.2-0.3 nm thinner than that obtain with the 
ellipsometer.20 Consequently, the value quoted above, except 
for instrument error, most likely represents a slight overesti- 
mate in the thickness. 

III. COLLECTOR CURRENT OSCILLATIONS 

A sequence of single spectral scans taken at the same 
point of the 5 nm Pd/2.8 SiO2/Si(100) sample is shown in 
Fig. 2. The digits next to the curves indicate the number of 
the spectral scan. The first scan shows a strong modulation of 
the collector current that progressively broadens and weak- 
ens as the number of scans increases. The oscillatory struc- 
ture is attributed to quantum interference effects in the thin 
Si02 layer, which arise from the constructive/destructive in- 
terference of electron waves reflected at the metal-Si02 and 
Si02-Si boundaries of the Si02 "cavity." In the simplest 

realization, transmission maxima follow the quantization 
condition: E = (mrh/d)2/2m* («= 1,2,3,...), where E is the 
electron energy, d the cavity width, and m* the effective 
electron mass.1 No oscillatory structure due to the metallic 
film was ever observed by us, a failure that we attribute to 
the uneven nodular character of the Pd film.17'21 The oscilla- 
tory structure in the first scan of Fig. 2 is repeatable provided 
the scan is made on a new, previously unexposed point of the 
sample. However, only about 1/3 of the virgin points yielded 
a spectral structure with similar periodicities; the remainder 
lacked the oscillatory structure entirely or exhibited a weak 
and smeared out structure of varying periodicities. After a 
number of scans, shown here at the ninth, the structure is 
altered and strongly suppressed. A second point to be noted 
is the progressive increase in the collector current with each 
scan. Such increases were previously observed,21 and were 
attributed to the buildup of stress-induced positive charge 
near the anode (OS interface). Although for thicker oxides 
(d>4 nm) electrons are trapped in the oxide, resulting in an 
increase in V0 and a decrease Ic, for thinner oxides the elec- 
trons leak out, thereby revealing the presence of the positive 
charge.17 Its presence at the anode has a small effect (<0.1 
V) on V0, primarily due to image force lowering, that is 
consistent with our observations (-0.05 V). Yet, the positive 
charge creates an accelerating field that, again with the in- 
clusion of image force effects, results in an enhancement of 
transmission probabilities and an increase in 7e.

22 Since the 
positive charge is randomly distributed, its buildup during 
the scans progressively distorts the local potential the elec- 
trons see as they traverse the oxide. Such potential fluctua- 
tions affect the ability of the electron waves to interfere co- 
herently. 

The oscillatory structure commonly observed on a virgin 
portion of the surface, such as the bottom curve in Fig. 2, 
exhibits peaks for Vr~4.6, 5.1, 5.8, and 6.8 V. We have 
limited ourselves to VT<7 V to minimize hot electron dam- 
age. We also convinced ourselves that an additional weak 
peak appears near 4.1 V, but is not readily discernible in an 
average spectrum because of the background noise. It should 
be realized that less than 1 in 1000 electrons injected by the 
STM tip are collected in the Si substrate. The oscillatory 
structure is also shown in Fig. 3, where we have averaged 
spectra from five data sets. The observation of pronounced 
oscillation due to quantum interference effects is at first 
somewhat surprising, since the "cavity" of the Si02 film is 
quite leaky, with allowed states in both cladding regions 
(metal and Si) expected to reduce the reflectivity at the in- 
terfaces. Moreover, the extensive electron-phonon scattering 
in Si02, with a mean-free path of 1-2 nm that is, typically, 
less than the Si02 film thickness,14'23 is expected to further 
suppress the interference oscillations. Of course, interference 
oscillations have been observed, albeit weak, in MOS ca- 
pacitors using the FN injection method.2-7 Support for the 
correctness of this interpretation also comes from the theo- 
retical modeling that will be described next. Compared to the 
early work by Gundlach1 for over the barrier interference, 
the present work incorporates image force effects, which 
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FIG. 3. Composite BEEM spectrum of five sets of data, each taken on a 
previously unexposed location of a 5 nm Pd/2.8 nm SiO2/n-Si(100) MOS 
capacitor. The solid line represents the best fit of the peak location to the 
data using theoretical transmission coefficients calculated with the indicated 
parameters and with image force effects included. The dashed curve was 
obtained by omitting the image force effects. 

represent the screening of the electrons in Si02 by nearby 
conduction electrons in the metal and Si. We will fit the 
theoretical curves to our data and extract from it the relevant 

parameter of the effective conduction-band mass m0 

Si02. 
of 

IV. THEORETICAL TRANSMISSION COEFFICIENTS 

The transmission coefficient (TC) T(E) was calculated by 
a numerical solution of the one-dimensional Schrödinger 
equation assuming an idealized potential barrier with (i) the 
classical image potential, (ii) its divergencies removed as 
discussed below, (iii) neglecting oxide charges, and (iv) us- 
ing the optical dielectric constant of the present thin Si02 

layer. For dispersion in the latter, we assumed a parabolic 
E(k) relation with an effective mass mm as parameter. The 
barrier was discretized by N partial subbarriers of rectangular 
shape which covered the whole oxide layer of thickness d. 
From the continuity of wave-function and quantum- 
mechanical current density at each boundary, the TC is then 
found by (see, e.g., Ref. 24) 

mn   &M+1 Idet Ml2 

%+i    h     \M 221 

where M is a (2X2) product matrix M = Uf=0M) with trans- 
fer matrices Mt given by 

J 

(l+S/)exp[-*(*:/+!-*,)*/]    (l-S^expt-/(*:,+ ,+£,)*,] 
(l-S,)exp[ + /(fcm+ £,)*,]    (1+S,)exp[ + j(Ä:,+i-£1);t/] 

M, = - (2) 

In Eq. (2) Sl-=ml+lkll{mlkl+]), and the effective masses       parameters: d = 2.8nm, W=30, 0B = 4.1 eV, F0X=V0X/d= 
-0.071 43 V/nm (potential peak at the oxide-metal bound- 
ary), mSi=0.19mo, mM = m0, eSi=11.7, and <?ox=2.13. 

The significance of the "classical" image force in tunnel- 

and momenta are discretized as m;=m*[(A:;_1+x;)/2] and 
ki = k[(xi-i+ xi)/2], respectively, xt being the position of 
the /th boundary. If the metal-oxide interface is at x0 and the 
oxide-silicon interface at xN, then m0 = mM denotes an ef- 
fective mass in the metal electrode and mN=mSi an "effec- 
tive" mass in silicon. For all other / we have ml = mm. Be- 
cause of the assumed parabolic dispersion within the oxide, 
the momentum takes the form 

k(x) = ^2m0X/h
2^E-[$B + eFmx + Eim(x)l 

there, with the image potential25 

2       00 

(3) 

Eim(x)=- 
16ire, 2 (-«)" 

X 

OX  H = 0 

1 
+ IK 

nd+x    d(n+l) — x    d(n+l) (4) 

which includes the effect of all images in the two electrodes. 
In Eq. (4) K is given by K=(e0X-eSi)/(e0X+eSi). The re- 
maining quantities are the metal-Si02 barrier height for 
electrons <&B, the built-in potential drop over the oxide layer 
eF0Xx, and the dielectric constants eox and eSi in oxide and 
silicon, respectively. Neglecting the image force, T{E) can 
be written analytically in terms of Airy functions as was first 
done by Gundlach.1 In our simulations we used the following 

ing experiments was supported by Binnig et al.26 They 
showed that it is indispensable in order to describe correctly 
the barrier-width dependence and absolute value of the 
vacuum tunnel current. The existence of image force effects 
for over the barrier transport in MOS structures was also 
shown recently by Wen et a/.18 On the other hand, the "clas- 
sical" form can only be used asymptotically, i.e., a few 
Bohrs off the image plane. In the vicinity of that plane, the 
classical singularity has to be replaced by a self-consistent 
potential shape.27 This shape is smooth throughout the inter- 
face and can be modeled by a smooth variation of the dielec- 
tric constant.28 For simplicity, we have removed the singu- 
larity of the classical image potential in a more simplistic 
way by a straight continuation of both, the band edge in the 
semiconductor and the gate Fermi level. 

The simulations involve further simplifications. Any pos- 
sible band-structure mismatch at the Si-Si02 interface was 
disregarded. In above-barrier transitions electrons tunnel into 
highly excited states in the silicon near the Si-Si02 bound- 
ary. Here, the "effective" mass msi is merely a fitting pa- 
rameter. Fortunately, mSi only enters the preexponential fac- 
tor of the TC and has no significant influence on the 
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FIG. 4. Calculated transmission coefficients, image force effects included, 
for mox=0.63m0 (solid line) and mox=0.42m0 (dashed line), with the re- 
maining parameters determined from experiment. The solid line was used to 
determine the best fit in Fig. 3. 

interpretation of the measurements. The missing knowledge 
about the band structure of the ultrathin Si02 layer is covered 
by the "tunneling" mass mm. This parameter can be ad- 
justed when the oscillations of the simulated TC are brought 
in coincidence with the periodicity of the measured current. 

Results of the calculation for the selected parameters are 
shown in Fig. 4 (solid line). The transmission coefficient 
T(E) exhibits initially a strong oscillatory structure whose 
period increases and whose amplitude decreases with energy. 
Although a barrier of <I>B = 4.1 eV was used, the transmission 
threshold is closer to 3.9 eV. The decrease is consistent with 
experimental observations and predictions of image force 
theory, based on thicker oxides,18 for the image force lower- 
ing expected for a 2.8 nm oxide and VOX=0.2V. T(E) is 
actually finite at energies <3.5 eV, which is a consequence 
of electrons tunneling through the rounded barrier near its 
top (see Fig. 1). The effect on the oscillatory structure of a 
change in the electron mass is illustrated by the dashed curve 
in Fig. 4, for which mox=0.42mo, all other parameters re- 
maining the same. A lower mass increases the effective 
wavelength of the electron for a given energy, which thereby 
requires a larger value to "fit" the wavelength into the cav- 
ity. Hence, the periodicity increases, as it also would by de- 
creasing the cavity width (oxide thickness). The lighter elec- 
tron mass also enhances the probability for the electron to 
tunnel through the top of the barrier, as indicated by the 
increased intensity of the tail in T(E) near 3.5 eV. 

V. DISCUSSION AND CONCLUSIONS 

To fit the theoretical transmission function to the experi- 
mental data either a corresponding function should be de- 
rived from experiment or the experimental collector current 
should be simulated. Neither is, at present, a realizable op- 
tion due to the complexity of the transmission process of hot 
electrons through a MOS structure. Certain inelastic aspects 
of transmission across the oxide have been simulated by 
Monte Carlo calculations.14'15 However, the role of transport 
across the metal, scattering at the interfaces, including details 
of the band structures, have generally been ignored. And this 

for good reason, as much of this information is neither avail- 
able, nor calculable within the framework of present knowl- 
edge of the structurally incoherent system that the MOS 
structure represents. 

As BEEM spectra in general exhibit little structure and 
obey, at least near threshold, a power-law dependence of the 
collector current Ic on VT,

29 we can attempt to represent the 
BEEM spectra by multiplying the transmission coefficient 
with a simple quadratic power law, i.e., IC*(VT- V0) . The 
result is shown for V0=3.9V and T(E) calculated with 
mox=0.63mo and with image forces included in Fig. 3 as a 
solid line. As can be ascertained, an energy-independent 
wox«0.63mo is sufficient for a reasonable fit over the entire 
voltage range. No attempt has been made to make the curves 
overlap, but merely to show the position of the structure. The 
sensitivity of the structure on mox (aside from that shown in 
Fig. 4) can be estimated from differentiating the quantization 
condition E=(mrh/d)2/2m*. Thus, Sm0X=-(8E/E)m0X, 
with a change in the peak location, let us say near 6 eV, of 
0.1 eV resulting in a <5mox=0.01mo. Thus, a conservative 
estimate of the error gives a best-fit value of mox=0.63 
±0.02mo. In contrast, the error in d of ±0.2 nm yields a 
substantially larger uncertainty of ±0.09mo. Other uncer- 
tainties due to a lack of knowledge in Vox(<±0.1 V) or 
choice of eox give uncertainties of <0.01mo, so that our 
present best estimate for mox is mox= 0.63 ± 0.09m 0. 

Also shown in Fig. 3 is the dashed curve generated with a 
T(E) calculated with a trapezoidal barrier, i.e., with the omis- 
sion of image force effects, but otherwise with identical pa- 
rameters as the solid curve. The latter clearly gives a better 
fit to the data. Ignoring image force effects and optimizing 
the fit to the experimental data yield a mm^0.65mo. How- 
ever, we find no physical reason to ignore image force ef- 
fects, but merely show its role, having been motivated to 
show it by reason of a consistent historical neglect of image 
force effects by most practitioners of the art of electrical 
characterization of MOS structures. 

The consequence of omission of image force effects is 
rather small on the magnitude of mox, however, its inclusion 
has a dramatic effect on the transmission coefficient in the 
presence of an oxide field. This is illustrated for relatively 
moderate fields in Fig. 5. The lowering of the threshold for 
increasing Vox is clearly observable, with an accompanying 
expansion of the period for low n values (i.e., initial period- 
icity for Vox=0 is less than that for Vox>0). It is interesting 
to note that for Vox= 1 V the weak first peak corresponds to 
electrons partially tunneling through the top of the barrier 
before interference occurs (somewhat akin to the FN case). 
The rapid shifting of the structure for even moderate fields 
clearly suggests that in the presence of field inhomogeneities 
on the local sampling scale the observation of the interfer- 
ence effect would be quickly suppressed. In our experiment, 
positive charge near the anode is (randomly) generated, a 
conclusion also reached from other stressing experiments 
(/- V) on MOS capacitor structures.30 Even a single charge 
would generate a field of order 1 V/nm at the injecting point 
of the Si02 layer. Even at a distance of several nanometers 

J. Vac. Sei. Technol. B, Vol. 16, No. 4, Jul/Aug 1998 



2301 Wen, Ludeke, and Schenk: Current oscillations in thin MOS structures 2301 

C£ß^?<ty^£^>^ 
-      V \pv 

i; Image force barrier 

-   L' d=2.8 nm, m=0.63mo 

if —   VOX=OV; Fox=0V/nm 

|! =0.5;     =0.18 

7; —      =1.0;     =0.36 

~//y 
I        I       I        I        I 

1.0 

I 0.8 
ö 
% 
8 0-6 
c 

I 0.4 
E 
(A 

I 0.2 

0.0 
3.0    3.5    4.0    4.5    5.0    5.5    6.0    6.5    7.0 

Kinetic Energy (eV) 

FIG. 5. Oxide field dependence of transmission coefficients calculated with 
the best-fit parameters, excepting Vox. Image force effects are included. 

away the resulting fields are comparable or larger than those 
in the simulations of Fig. 5. Because of scattering at the 
interfaces and in the Si02, electrons will experience some- 
what different paths. Consequently, electrons injected locally 
near an area of charge would experience both a local- and 
time-dependent variation of the fields, which leads to a sup- 
pression of the interference effects, as was observed in our 
time-dependent experiments (Fig. 2). Thus, a condition for 
the observation of quantum interference is a region essen- 
tially free of oxide charge. The lateral extent of this region 
can only be guestimated from our observation that we 
needed to move at least 10 nm away from any point of prior 
exposure (and hence, positive charge buildup) before we 
could observe a new oscillatory structure in the BEEM spec- 
trum. The fact that a virgin area did not necessarily lead to 
the observation of quantum interference suggests that the 
presence of local charge was quite pervasive. Since device 
quality oxides have generally quite low densities of defects, 
traps, etc. (<10n/cm2), it appears somewhat surprising that 
we do not observe quantum interference most of the time. 
Two reasons for this failure may be sited: (a) Pd metalliza- 
tion induces a large (~ 1013/cm2) density of electron traps,17 

and (b) multiple scattering in the metal and Si02 layer can 
effectively broaden the sampling area. Although no net elec- 
tron charge has been observed in the thin layers used here, 
electrons can nevertheless momentarily be trapped before 
leaking out by tunneling to the electrodes.21 A trapped elec- 
tron acts as a scattering center and distorts the field sensed by 
the other electrons passing in its vicinity. 

We have shown here that direct electron injection into a 
laterally confined area of a MOS structure can lead to the 
observation of strong quantum interference oscillations. A 
theoretical analysis yields an effective conduction-band mass 

of 0.63mo, and further reveals an extreme sensitivity of the 
oscillatory structure to the oxide thickness and the oxide 
field. The technique has, thus, the potential of an extremely 
sensitive local probe to address issues of local structural and 
electric homogeneity, issues of great importance in the area 
of future ultrasmall devices. It is to be expected that the use 
of poly gates with their drastically lower density of trap states 
would considerably enhance the observation of quantum in- 
terference in thin oxides, and thereby facilitate the realization 
of this technique as a potentially powerful local probe to 
assess dielectric quality. 
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Investigation of ultrathin Si02 film thickness variations by ballistic electron 
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We investigate the feasibility of using ballistic electron emission microscopy (BEEM) to study 
possible thickness variations of ultrathin Si02, which might exist at substrate defects, such as steps. 
We find that simple BEEM imaging of the oxide film sandwiched into a metal-oxide- 
semiconductor (MOS) structure does not reveal any features that could be related to the oxide film. 
We further present initial results suggesting that hot-electron resonance in the oxide conduction 
band could be observed by BEEM and could be sensitive to local film thickness. We also confirm 
the ability of oxide film to sustain injection of very high densities of hot electrons without any 
observable damage. In some cases we observe local damage of the MOS structure induced by 
BEEM measurements, but we conclude that it is most likely related to failure of the metal overlayer 
and probably not related to hot-electron breakdown of the oxide. © 1998 American Vacuum 
Society. [S0734-211X(98)07804-4] 

I. INTRODUCTION 

Although alternative materials are being considered for 
metal-oxide-semiconductor (MOS) field-effect-transistor 
gate insulation, silicon dioxide (Si02) so far remains the 
insulator of choice, and is likely to remain so for the next 
several MOS technology generations below the 0.25 /mi de- 
sign rule. Devices scheduled into production over the next 
several years will require oxide.film thickness around 3 nm 
and below.' Direct tunneling through the oxide at these 
thicknesses will become considerable. Although direct tun- 
neling may be "built in" into the device characteristic, hot- 
electron flux could influence the device reliability and life- 
time. Moreover, any nonuniformities of ultrathin oxide films, 
due to, for example, underlying Si substrate steps, could con- 
stitute a relatively substantial thickness change. Since the 
tunneling probability through such an oxide film can change 
by an order of magnitude if its thickness is changed just by a 
faction of a nm,3 variation in the thickness of these very thin 
films could further adversely influence the device perfor- 
mance. 

The initial idea behind studying the ultrathin, 2.7 nm ox- 
ides was to test whether ballistic electron emission micros- 
copy (BEEM) can be used to study possible thickness varia- 
tions in the oxide. In this article we report on initial BEEM 
measurements on these ultrathin films. We find that the mag- 
nitude of the BEEM current, modulated by local properties 
of the overlaying metal layer, does not show any obvious 
variations related to the oxide film. On the other hand, we 
observe faint oscillations in some BEEM spectra, which, as 
we try to demonstrate, could be related to interference of hot 
BEEM electrons with the oxide film. These oscillations 
could be potentially used in the future to precisely measure 
the local thickness of ultrathin films. 

In addition to this, we occasionally observe dramatic local 
damage of the MOS structure caused by the BEEM probe. 
Since hot electrons are injected into the structure prior and 

"'Electronic mail: kaczer@mps.ohio-state.edu 

during the actual failure, a possibility exists that hot- 
electron-related breakdown of the oxide is taking place. We 
present evidence suggesting that this damage is most likely 
related to the failure of the metal overlayer. In contrast to 
that, we are able to locally inject very large densities of very 
energetic electrons into the oxide without observing any 
physical damage to the MOS structure.4 

II. EXPERIMENT 

A. Ballistic electron emission microscopy 

BEEM, an extension of scanning tunneling microscopy 
(STM),5 was first used by Kaiser and Bell to investigate the 
microscopic properties of metal-semiconductor Schottky 
barriers.6 The application of this technique to MOS struc- 
tures has been described previously.7"9 The schematic con- 
figuration of the BEEM experiment is shown in Fig. 1(a).7"9 

Electrons, injected from the STM tip into the metal over- 
layer, are peaked in energy near the Fermi energy of the 
tip.10 The STM tip thus serves as a highly spatially localized 
tunable source of hot electrons of a very high current density. 

Due to the small thickness of the metal overlayer, a non- 
negligible fraction of these hot electrons is able to traverse 
the metal layer and reach the metal-oxide interface ballisti- 
cally, i.e., without losing energy,6 and enter the oxide pro- 
vided they have enough energy (controlled by VT) to sur- 
mount the barrier at the metal-oxide interface. Some of 
these electrons may conduct across the oxide into the Si sub- 
strate and be measured as the external collector current Ic. 
By measuring a IC-VT curve we can, therefore, determine 
the local maximum barrier height, with the barrier height 
simply corresponding to the turn-on in the curve at the 
threshold voltage Vth-6~9 When the tip is scanned across the 
sample at above-threshold voltages, BEEM current Ic can be 
recorded as a function of position. Such a BEEM image then 
could carry information about the lateral homogeneity of the 
MOS structure 7-9 
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FIG. 1. (a) Schematic configuration of BEEM experiment on MOS structures 
and (b) the corresponding energy-level diagram, with the apparent oxide 
barrier height qVth. Hot electrons of adjustable energy (corresponding to tip 
voltage VT) and high flux density can be injected into the structure from the 
STM tip that can be positioned over the structure with nm-scale precision. 
The electrons traversing the oxide film are registered as collector current Ic. 

B. Tip locking 

It is well known in the scanning probe microscopy com- 
munity that the STM tip can slowly drift with respect to the 
sample. This motion could be due to subtle temperature 
changes in the apparatus and/or to the tip piezocrystal scan- 
ner creep. This tip/sample drift can be, typically, units of nm 
per minute in our setup, and typically, diminishes slowly 
over a period of hours. In some of the experiments described 
below, however, it was necessary to perform the BEEM 
measurements over one well-defined location of the sample. 
We, therefore, devised a technique that allowed us to "lock" 
the tip onto a local extreme in the sample topography and 
follow that exact position throughout the measurement (up to 
about 20 h—the duration of the longest injection experi- 
ment). A similar technique has been used, for example, for 
"atom tracking" by others.11 

We have chosen and tested a simple algorithm for the tip 
locking: after the z position [see Fig. 1(a)] of the tip in the 
constant current mode is evaluated, the tip is moved by about 
0.3 nm in the x direction [parallel with the sample surface, 
see Fig. 1(a)], where the z position is evaluated again. De- 
pending on the sign of the height (z position) difference, the 
tip proceeds in the same or the reverse direction in the next 
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FIG. 2. Average of Ic-Vb curves measured on 19 different Pt dots docu- 
menting the quality of the MOS structures. 

step. The same procedure is alternately performed in the y 
direction. This way, the STM tip seeks the nearest maximum 
or minimum (depending on the height difference condition) 
in the sample topography and locks on this extreme, even if 
the sample is drifting underneath the tip. 

C. Sample preparation 

Samples used in our experiments were prepared from «- 
Si(100) wafers with nominally 2.7 nm of high-quality oxide 
(courtesy of Texas Instruments, Inc.). Two samples, sized 
~5 X 20 mm2, were cut from the wafer and dusted off in a 
stream of nitrogen. One sample was then used in standard 
atomic force microscopy (Digital Instruments Nanoscope 
AFM) imaging of the top oxide surface, the other sample 
without any further cleaning was introduced through an air- 
lock into the UHV preparation chamber, where it was out- 
gassed by direct current heating at 350-400 °C for 10 min. 
Then, a number of ~4-nm-thick, 0.5-mm-diam Pt dots were 
deposited onto the sample through a shadow mask from a 
4 kV e-gun evaporator. The complete sample was then trans- 
ported under UHV into the STM/BEEM chamber for mea- 
surements. A dot on the sample was then selected by ground- 
ing it gently with a 0.1-mm-diam Au wire positioned with a 
mechanical manipulator inside the STM chamber. Macro- 
scopic Ic-Vb curves measured on all dots were reproducible 
from dot to dot, and in agreement with the measurements in 
Ref. 3 (after proper area scaling, see Fig. 2). No faulty or 
leaky dots were observed. Finally, the STM tip was ap- 
proached to one grounded dot to perform BEEM measure- 
ments. 

III. RESULTS AND DISCUSSION 

A. Basic measurements 

The ATM topograph of the top oxide surface in Fig. 3 
reveals a steplike structure of the surface, with the steps 
separated roughly by 130-140 nm. In addition to that, the 
AFM scan shows pits of varying depth (typically, 1-2-nm- 
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FIG. 3. AFM topograph of the top surface of the oxide film. Steps are 
visible, separated on average by 130-140 MTL The large pits are coated with 
the oxide film. 

deep, but a pit ~10-nm-deep has been observed). These pits 
were created in the substrate accidentally during substrate 

12 cleaning prior to oxidation. 
A typical BEEM spectrum, shown in Fig. 4(a), represents 

an average of 25 BEEM IC-VT curves taken sequentially at 
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FIG. 4. (a) BEEM spectrum, consisting of an average of 25 IC-VT curves, 
taken sequentially at one location of the sample at IT= 20 nA and Vb = 0 V. 
The threshold voltage Vlh is -3.9 V. (b) /,.-/ curve, taken at VT=10 V, 
IT= 20 nA and Vh = 0 V illustrates the enhancement of the BEEM current Ic 

with hot-electron injection. 

a single location of the MOS sample (stabilized by locking 
the STM tip to a local topographical minimum). The thresh- 
old voltage Vth, corresponding to the barrier height in the 
oxide, is about 3.9 V. When the tip voltage VT is held con- 
stant at 10 V and the Ic-t curve is recorded [Fig. 4(b)], a 
strong enhancement in the current Ic of hot electrons across 
the oxide is observed in most cases. This is in contrast to the 
suppression of Ic observed on thicker oxide films (compare 
with Fig. 3 of Ref. 8), which we have previously shown to be 
linked to a buildup of negative charge in the oxide.7 One 
possible mechanism for the enhancement, suggested by Wen 
and Ludeke, is related to a buildup of positive charge at the 
Si02/Si interface. This should be accompanied by a decrease 
of the barrier in the oxide due to image force lowering ef- 
fects [see Fig. 1(b)]. In order to quantify this effect, we 
evaluate the threshold voltages of BEEM spectra taken se- 
quentially at a single location, but all our attempts to deter- 
mine this effect were inconclusive, due to relatively large 
noise in the collector current Ic (a lowering of -0.1 ±0.2 V 
is measured following injection of ~10 nC of collected 
charge). For comparison, the decrease of 0.1 V would corre- 
spond to a positive surface charge density of ~ 1014 cm"2 for 
this sample, suggesting that BEEM is fairly insensitive to 
trapped charge at the Si02/Si interface. 

B. BEEM imaging 

A typical large-area BEEM scan at Vr=5.5 V and IT 

= 10 nA is shown in Figs. 5(a) and'5(b). Some faint, large- 
scale contrast in the topography is visible, possibly related to 
the steps on the underlying oxide film. The nodular contrast 
in the BEEM image reflects the varying thickness of the 
overlaying Pt film (Pt nodules), but no contrast is apparent 
that could be associated with possible oxide thickness varia- 
tion. This is even more pronounced when a scan is taken 
over an edge of a pit [Figs. 5(c) and 5(d)]. The pit itself is 
clearly visible in the topography, but no contrast related to 
the pit edges is apparent in the BEEM image. 

It is, however, uncertain how much can be concluded 
about the oxide film uniformity from these measurements. It 
is possible that the transmission probability through the Si02 

conduction band is only a weak function of the film thick- 
ness. Since the BEEM electrons conduct across the oxide 
film (instead of tunneling through a barrier), small variations 
in local film thickness only affect this transport indirectly, by 
varying the local electric field in the oxide, or slightly chang- 
ing the total distance the electrons must cross. In principle, 
the tip voltage could be lowered to allow BEEM electrons to 
tunnel through the barrier, where the electron transmission 
probability through the oxide depends strongly on the oxide 
thickness. The flux of ballistic electrons, however, is too 
small to produce a measurable signal in this regime, and 
therefore, this most natural mode of measuring variations in 
oxide thickness could not be used. 

C. Local damage of MOS structure 

Interestingly, these large-area scans were intermittently 
interrupted by random crashes of the STM tip, usually ac- 
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FIG. 5. (a) and (b), a section of a large-area scan. Topography of the top 
metal surface (a) reveals its nodular character, which is reflected in the 
corresponding BEEM image, (b) No contrast related to the oxide film is 
discernible, (c) and (d), a section of a scan over a pit edge. The pit itself is 
clearly visible in the topography (c), but no contrast related to the pit edges 
is apparent in the BEEM image (d). 

companied by a deep crater (—10 nm or more, see Fig. 6), 
with high BEEM transmittance through the structure (equal 
to unity at Vr=5.5 V) and a low threshold voltage (~1 V) 
inside the crater. The MOS structure, however, was not 
shorted by this effect. It was not immediately obvious 
whether these crashes are related to failure of the STM tip or 

FIG. 6. STM scan of the region damaged by an apparent STM tip crash. The 
depth of the crater is about 11 nm with respect to the flat top metal surface. 
The sloped left side of the crater wall is an artifact related to insufficient 
speed of the STM feedback loop. 

the metal overlayer, or are due to a more fundamental failure 
within the oxide film due to hot-electron injection. Hot- 
electron injection into oxide films has been known to pro- 
duce pronounced physical damage to MOS structures, al- 
though these effects are of different character and usually 
seen in thicker oxides only.13 

We, however, find the tip crash frequency to be related 
inversely to the STM scanning speed: when the tip scanning 
speed was kept below a given value throughout the whole 
scan, we were able to take many large-area scans at VT 

= 10 V without a single crash. During a typical, 0.5 
X0.5 fim2 scan, —80% of the scanned area received 150- 
200 C cm-2 of -6 eV (VT= 10 V) electrons. No physical 
damage to the MOS structure was ever observed, even if 
large bias Vb (up to 3 V, i.e., -7-9 MV cm"1) was applied 
across the structure. The energy of injected electrons of —6 
eV for this oxide thickness corresponds to the applied field 
of about 22 MVcm"1 in an equivalent Fowler-Nordheim 
experiment.4 

In addition to that, very long (—20 h) injections of —6 eV 
electrons were performed at one location of the sample. Tip 
locking was used to maintain the tip at the same location. 
During such super-long injections, several hundreds of nC of 
total charge were seen, typically, going through the oxide, 
presumably over an area —10 nm across. The area was de- 
duced from the enhancement in a BEEM image taken after 
an injection, such as the one shown in Fig. 4(b). Even after 
the injection of —105 C cm-2 of these very high-energy 
electrons, no physical damage to the oxide was observed. 

From this, we conclude that failure of the metal film is the 
most likely mechanism for the creation of these craters. If the 
failure of the oxide were the case, the probability of which 
should be proportional to the injected charge density, we 
would expect the crash rate to go up with lower scanning 
speed. In a possible scenario, the part of the metal overlayer 
directly underneath the tip becomes electrically discontinued 
from the rest of the film due to modifications to the metal 
induced by the tip getting too close to the sample. The STM 
feedback loop then pushes the tip into the structure, until 
sufficient tunneling current is restored by injecting electrons 
into the Si substrate. This mechanism involving the metal 
overlayer failure is further supported by the fact that at VT 

= 5.5 V, when the tip is closer to the sample, occasional 
crashes were still observed, although their occurrence dimin- 
ished when the scanning speed was lowered. In addition to 
that, we observed that by driving the tip against the sample 
by applying a short pulse to the z piezo, which we routinely 
use to "sharpen" the STM tip, frequently resulted in similar 
damage to the MOS structure. This occurred at VT as low as 
—3.5 V, i.e., when the hot-electron energy is insufficient for 
entering the oxide conduction band. Furthermore, from 
studying the topography and the BEEM signal traces, we did 
not see any obvious increase of the BEEM current just prior 
to the crash, as we would expect in the case of the oxide film 
failure. 
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FIG. 7. Five BEEM spectra taken at different locations of the sample. Each 
spectrum constitutes an average of 7-25 IC-VT curves taken successively at 
the same location at /T=20 nA and Vb=0 V. First derivatives of the BEEM 
spectra reveal weak oscillations in the spectra, suggesting possible BEEM 
electron resonance in the Si02 film. Derivative peaks seem to be shifted 
from spectrum to spectrum, possibly due to thickness variations of the oxide 
film. 

D. Local hot-electron resonance 

As stated above, the BEEM hot-electron flux is insuffi- 
cient to produce a collector current signal by tunneling 
through the oxide film, and therefore, cannot be used to lo- 
cally measure the oxide thickness. We, therefore, investi- 
gated the theoretical possibility for estimating local thickness 
variations of the ultrathin oxide films based on measuring 
possible hot-electron resonance in the conduction band of 
the film. Depending on the mean-free path of hot electrons in 
the oxide conduction band, it is possible that the small thick- 
ness of the ultrathin oxide allows some hot electrons to 
traverse the oxide without scattering, i.e., stay coherent 
throughout the thickness of the oxide. Such electrons could 
then, depending on their energy, constructively or destruc- 
tively interfere with the oxide film. Electron transmittance 
through the oxide should then become an oscillatory function 
of energy, which in turn should be observable in the BEEM 
spectra. Such behavior was observed by Maserjian and 
others.14-15 

In Fig. 7 we show several BEEM spectra taken at differ- 
ent locations of the sample. Each spectrum constitutes an 
average of 7-25 IC-VT curves taken successively at the 
same location maintained by actively locking the tip to a 
local minimum. Pre- and post measurement scans were taken 
to check that the STM tip position was held throughout the 
Ic- VT curve taking. When we calculate the first derivative of 
the BEEM spectra in Fig. 7, weak oscillations in the spectra 

are revealed. This oscillatory behavior is found at about half 
of the locations were IC-VT curves are taken. We also notice 
that the first several Ic- VT curves, out of the sequence of 25 
curves taken at each location, show the most pronounced 
oscillations. With the increasing number of IC-VT curves 
taken at one location, this oscillatory behavior tends to go 
away. We explain this by possible changes to the oxide layer 
caused by hot-electron injection, the possibility of which is 
documented in Fig. 4(b). 

The oscillatory behavior of the BEEM spectra is very sug- 
gestive of the hot BEEM electron interference with the ultra- 
thin oxide film. To investigate this possibility, we compare 
the measurements with our own theoretical calculations. We 
approximate the MOS structure with the oxide conduction 
band in the middle by a "square" potential barrier with the 
transmission probability over this barrier given by a well- 
known formula.16 The positions of the maxima of this prob- 
ability are then given by 

[2m*xq(VT,n-Vi)f2L0X=^fin, (1) 

where m*xis the effective electron mass in the oxide, Vr.n is 
the tip voltage corresponding to the nth maximum, and qV0 

is the apparent height of the barrier in the oxide, as deter- 
mined in Fig. 4 (i.e., equal to -3.9 eV). Lox is the oxide film 
thickness (2.7 nm) and q is the elementary charge. 

We compose the theoretical BEEM spectrum from the 
oscillatory part and a smoothly varying background. Here, 
we assume that most hot electrons in the oxide will undergo 
some scattering and will not interfere with the film, contrib- 
uting to the background only, and only a smaller part of 
BEEM electrons will remain coherent throughout the thick- 
ness of the oxide. The oscillatory part is calculated using a 
standard BEEM calculation,17 with the above-mentioned 
transmission probability added to it. 

A result of this calculation is shown in Fig. 8(a). This 
spectrum is calculated assuming constant m*x=0.8me, an 
average value suggested by Maserjian and others. ' The 
shape of the first derivative is reminiscent of the BEEM 
spectra derivatives shown in Fig. 7, although the theoretical 
peak positions and their spacing do not precisely match the 
experiment. The mismatch is most obvious for the peaks at 
lower VT. From inspection of Eq. (1) we see that if the 
effective electron mass m*xwere energy dependent, it would 
be possible to match the experimental observation better. We 
note that a varying effective oxide electron mass was, in fact, 
suggested, for example, by Maserjian.14 We, therefore, 
choose a varying m*x according to the following prescrip- 
tion: ra*x=0.42 me at the bottom of the conduction band, in 
line with Maserjian's suggestion, and then slowly increasing 
to me over the range of 3 eV. The resulting BEEM spectrum 
is shown in Fig. 8(b). The derivative peak positions are in 
better agreement with the positions of the experimental spec- 
tra in Fig. 7. 

We also notice that all peak positions of all BEEM spectra 
in Fig. 7 do not actually line up (peaks are shifted toward 
higher voltages for some spectra). One possible explanation 
of this could be that the oxide thickness is not strictly uni- 
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FIG. 8. Theoretical BEEM spectra assuming quantum-mechanical resonance 
of BEEM electrons in the oxide film, (a) Calculation assuming a constant 
effective electron mass m*x in the oxide. The shape of the first derivative is 
reminiscent of the BEEM spectra derivatives shown in Fig. 7, although the 
theoretical peak positions and their spacing do not precisely match, (b) 
Calculation assuming a varying effective electron mass m*x. Derivative 
peak positions are in better agreement with the experiment in Fig. 7(c). 
Calculation assuming a varying effective electron mass m*x and smaller 
oxide thickness Lm. The derivative peak positions are shifted upward in 
voltage, demonstrating the effect of oxide film thickness variation. Similar 
shifts are visible from different experimental BEEM spectra in Fig. 7. 

form (this, of course, assumes that m*x does not change with 
position). For comparison, we show a theoretical spectrum 
calculated with for Lox= 2.5 nm, which shows that peak po- 
sitions shifted by —0.25 V (at higher VT), is approximately 
consistent with observed shifts between different BEEM 
spectra. This suggests that this type of measurement could, in 
principle, be sensitive to local oxide thickness variations of 
the order of 0.2 nm or less. 

IV. CONCLUSIONS 

We performed initial BEEM measurements on ultrathin 
oxide film to investigate the feasibility of studying possible 
thickness variations in the film. We conclude that while 
BEEM imaging does not reveal any contrast that can be 
linked to the oxide film, a certain potential exists for probing 
the ultrathin oxide thickness variations by evaluating hot- 
electron resonance peaks in the BEEM spectra. In this article 
we argue that oscillations caused by hot-electron resonance 
in the conduction band of the Si02 film may occur. We dem- 
onstrate that with some experimental care the oscillations 
can actually be observed in the BEEM spectra, which are in 
reasonable agreement with the theoretical expectations for 
hot-electron resonance. We further show that varying w*x, 
in line with some predictions, improves the agreement be- 
tween theory and the experiment. Obviously, more work is 
required to test these observations and to see if they can be 
used to map out local oxide film properties. 

As part of our initial work on ultrathin oxide films we also 
confirm the possibility of injection of very high charge den- 
sities of very hot electrons into the oxide film without dam- 
aging the MOS structure on one hand.4 On the other hand, 
we trace the origins of the BEEM-induced damage of the 
MOS structure and are able to reduce the problems related 
to it. 
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Compliant substrates offer a new approach to strain management in lattice-mismatched structures. 
The role of the compliant substrate is to reduce the strain in a mismatched overlayer by sharing the 
strain via deformation of the substrate, or by nucleating and confining defects in the substrate. This 
can be accomplished by using a thin, "free-standing" substrate. Current efforts are primarily 
focused on the specification, design, and fabrication of an "ideal" compliant substrate. Key 
processing issues include the etching of the substrate and the bonding of the substrate to a 
mechanical handle wafer. Dramatically reduced dislocation densities, as well as reduced relaxation 
rates, have been observed for the growth of mismatched overlayers on compliant substrates. 
© 1998 American Vacuum Society. [S0734-211X(98)05004-5] 

I. INTRODUCTION 

Materials scientists and engineers have long addressed the 
need to efficiently integrate devices fabricated from dissimi- 
lar materials. This goal has been driven in part by economic 
factors, in particular the relatively low cost of Si, as com- 
pared to GaAs and InP. In addition, the integration of com- 
pound semiconductor components with Si circuits enables 
systems with a higher degree of functionality. 

The lattice and thermal mismatches between arbitrary ma- 
terials are the primary challenges to integration. For the di- 
rect growth of materials on an arbitrary substrate, these mis- 
matches lead to the production of deleterious defects, 
primarily high densities of threading dislocations. Schemes 
have been developed, such as the growth of graded lattice 
constant buffer layers, to minimize the dislocation density in 
the vicinity of the active device. However, these schemes 
offer minimal and, in most cases, inadequate improvements 
with respect to required device performance and reliability. 

Another approach to the integration of dissimilar materi- 
als is the physical merging, or bonding, of device structures, 
either prior to, during, or after fabrication. Wafer bonding 
technology continues to be developed to meet this goal, and 
ultimately this approach may have great utility. However, the 
use of wafer bonding for material and/or device integration 
requires significant modification of processes. In contrast, an 
integration solution that can be merged with existing fabri- 
cation approaches is ideal. The compliant substrate approach, 
described in detail below, potentially offers such a solution. 
This approach looks to the modification of the substrate prior 
to growth in such a way that defects produced necessarily by 
lattice and thermal mismatches are confined in the substrate. 
This technology also should enable the production of mate- 
rials that do not possess a lattice-matched substrate, such as 
GaN, with a higher quality than on standard mismatched 
substrates. 

II. DEVELOPMENT OF COMPLIANT SUBSTRATE 
CONCEPT AND TECHNOLOGY 

Lo first presented the advantages offered by a compliant 
or thin (on the same order thickness as an epitaxial film) 
substrate1 in 1991.2 Specifically, Lo proposed that a thin, 
"free-standing" substrate offers a reduction in the concen- 
tration of defects in a mismatched overlayer due to (1) a 
larger effective critical thickness, and (2) a smaller disloca- 
tion image force. The critical thickness is increased due to 
the partitioning of the strain between the overlayer and the 
substrate. Using an equilibrium argument, Lo relates the ef- 
fective critical thickness (feff) to the conventional critical 
thickness (fc) and the substrate thickness (ts) by 

l/fKff=l/rr-l/r, (1) 

a)Electronic mail: april.brown@ee.gatech.edu 

If the substrate is thinner than the conventional critical 
thickness, then the effective critical thickness is infinite. 
Likewise, if the substrate is thinner than the epitaxial film, 
then the image force tends to pull dislocations down into the 
substrate, introducing a "dislocation gettering" mechanism. 
The adequacy of this model in describing observed behavior 
has yet to be determined. A primary impediment to the 
simple understanding of experimental results has to do with 
the difficulty in achieving an ideal compliant substrate. A 
summary is given below of different compliant substrate 
implementations and results obtained from mismatched 
growths on these substrates. 

III. COMPLIANT SUBSTRATE IMPLEMENTATIONS 

Figure 1 shows a schematic of a compliant substrate sys- 
tem, consisting of the thin substrate, the bond layer, and the 
mechanical handle wafer. A generalized process flow for a 
GaAs compliant substrate is also shown. Before summariz- 
ing the various compliant substrates that have been proposed 
or produced, it is useful to consider the perceived criteria for 
achieving an ideal complaint substrate.3 
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FIG. 2. SiGe on (a) SOI and (b) Si substrates (after Ref. 7). 

Chemical 
Substrate 
Removal 

FIG. 1. Generic diagram and process flow for a compliant substrate. 

A compliant substrate should 

(1) be as thin as possible (for most large misfit systems, this 
means less than 10 nm); 

(2) possess a bond to a mechanical handle wafer that has 
low viscosity at low temperatures (to allow substantial 
plastic flow); 

(3) be comprised of materials that are bondable and have 
good strength; 

(4) be comprised of materials that are stable to heat and 
water. 

The first implementation of a GaAs compliant substrate 
was a membrane supported at each corner by a pedestal. The 
membrane was square with a typical size of tens of microns 
per side.4 A 200 nm thick InGaAs layer (with 1% strain) was 
grown on a 80 nm thick membrane. The conventional critical 
thickness for the InGaAs is 120 nm. While dislocations were 
observed as a cross-hatched morphology in the InGaAs film 
on the conventional substrate, a smooth morphology was ob- 

served for the film on the membrane. In addition, x-ray dif- 
fraction measurements indicated that the InGaAs was not 
relaxed compared to the film on the control substrate. 

In 1994, Powell et al. published the results of an experi- 
mental study of the growth of SiGe on silicon on insulator 
(SOI) substrates. The Si surface was etched back to a thick- 
ness of 50 nm. They interpreted the data with respect to a 
compliant substrate model.5'6 They examined the relaxation 
behavior of low-misfit, Si0 85Ge015-Si, structures as a func- 
tion of annealing. The annealing temperature was varied 
from 700 to 1050 °C for a duration of 1 h. X-ray diffraction 
measurements showed that the samples were partially re- 
laxed with the anneal. A transmission electron microscope 
(TEM) analysis was used to observe the dislocation structure 
produced with the relaxation. The misfit dislocations present 
at the Si-SiGe interface had associated threading segments 
that penetrated down into the Si substrate, rather than into the 
SiGe overlayer. The authors speculate that this resulted from 
the introduction of tensile strain in the thin Si, which can 
only occur from slippage at the Si/Si02 interface. The 
growth and anneal temperatures were too low to allow flow 
of the oxide. 

Recent work by Wang and co-workers shows a significant 
improvement in SiGe on SOI can be achieved during the 
growth process. Figure 2 shows a comparison of Si06Ge04 

(1.0 H grown on SOI (with 20 nm of Si) and Si. The 
threading dislocation density is significantly reduced in the 
SiGe film grown on the SOI substrate.7 

SOI has been used exclusively, thus far, as the compliant 
substrate implementation for GaN growth. Yang et al. pro- 
posed and demonstrated the formation of SiC compliant sub- 
strates by carbonizing the Si surface of a SOI film. An ad- 
vantage of this approach is that a large area growth of a SiC 
template for subsequent GaN deposition is formed. Yang 
showed that at a temperature of 900 °C, an incident flux of 
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FIG. 3. X-ray diffraction peak separation vs thickness for InGaAs on com- 
pliant substrates (closed circles) and reference substrates (open circles) (af- 
ter Ref. 12). 

carbon can partially or completely convert 50 nm of Si to 
SiC.8 Cao and co-workers have reported reduced strain in 
GaN on SOI compared to growth on sapphire. The authors 
infer that this results from compliancy of the SOI substrate. 

A GaAs-based bonded substrate removal technology was 
first proposed and demonstrated by Carter-Coman et al. ' 
This process is shown in Fig. 1. Several different bonding 
technologies utilize similar process flows. The first step in 
the process is to grow an appropriate wafer for fabrication of 
the thin substrate portion of the compliant substrate. This 
wafer contains an etch stop layer (e.g., AlGaAs or GalnP for 
GaAs) that enables removal of the epitaxial film from the 
substrate. After growth, the wafer is bonded (surface side) to 
the mechanical handle wafer. The substrate is removed by 

lapping and etching. 
Major differences in compliant substrate implementations 

result from the utilization of different types of bonds. For 
Carter-Coman's process, an In/Ga, bond is utilized. The ex- 
act nature of this bond is unknown. A reduced relaxation 
rate, as inferred by the separation between the substrate and 
film angle in x-ray measurements, has been observed for 
low-misfit InGaAs on GaAs compliant substrates.12 This is 
shown in Fig. 3. Kuech and co-workers are developing an 
approach to engineer the viscosity of the bond material as a 
function of temperature by using doped glasses.13 In addi- 
tion, Zhang et al. have developed a process utilizing oxi- 
dized AlAs or AlGaAs (believed to be porous) as the bond 
layer.14 Finally, the recent exciting results of Lo and co- 
workers with the compliant universal (CU) substrate utilize a 
twist wafer bond.15"17 The process flow for this is shown in 
Fig. 4. For the twist bond, the substrate and handle wafer are 
purposely misoriented by an angle of 10°-45° (Ref. 17) to 
produce an array of screw dislocations at the bonded inter- 
face. The spacing between these dislocations decreases as the 
twist angle increases. A number of demonstrations of high- 
misfit materials on GaAs twist-bonded substrates have been 
made. As an example, Fig. 5 shows a cross-sectional TEM 
micrograph of 650 nm of InSb (14.7% mismatch to GaAs) 

Bulk 
substrate 

Bulk 
substrate 

Compliant  ^^^^^^ Etch-stop 
layer        After twist-    layer 

wafer-bonding 

^♦^ J 
After etch-stop 
removal 

After top substrate 
removal 

FIG. 4. Process flow for twist-bonded compliant substrates (after Ref. 16). 

on a CU substrate. In this case, the thickness of the CU 
substrate is 3 nm. Clear evidence of a dramatically reduced 
threading dislocation density (<106 cm-2) is seen for the 
growth on the compliant substrates compared to that on ref- 

erence substrates. 
Finally, a new approach to the production of improved 

GaN is under development by Doolittle et a/.18 This ap- 
proach involves the production of thin-film GaN substrates. 
GaN is first grown on lithium gallate (LGO). Lithium gallate 
possesses a relatively close lattice match, but a poor thermal 
match to GaN. The GaN is then bonded to an appropriate 
mechanical handle wafer, and the LGO is removed by wet 
etching. This substrate is not compliant in the standard sense. 
The GaN substrate is used for GaN-based material over- 
growth. However, the bond between the GaN thin film and 
the handle wafer must have a low viscosity just as in a com- 
pliant substrate to reduce defect production due to the coef- 
ficient of thermal expansion mismatches between the GaN 

and the handle wafer. 

IV. MODEL DEVELOPMENT 

Models describing a critical thickness for the growth of 
materials on compliant substrates have been developed. 
These have been based on the Matthews and Blakeslee force 
balance model,2'19 or on a metastability model similar to that 
of Dodson and Tsao.19"21 All of these models predict that, 
for some complaint substrate and mismatch strain, an epitax- 
ial layer can be grown that does not have a critical thickness 
(see Fig. 6). This means that a (theoretically) infinite epitax- 

Int erf ace with 
twist-bonded 
GSitöiijrlr . 

FIG. 5. TEM micrograph of InSb on a GaAs twist-bonded compliant sub- 
strate (after Ref. 16). 

J. Vac. Sei. Technol. B, Vol. 16, No. 4, Jul/Aug 1998 



2311 April S. Brown: Compliant substrate technology: Status and prospects 2311 

hs=500(im 
 -hs=2000Ä 
 hs=3000A 
 hs=S000A 

0.12 

FIG. 6. Calculation of critical thickness for InGaAs (z=In concentration) on 
a GaAs compliant substrate as a function of substrate thickness (after Ref. 
21). 

ial film can be grown free of dislocations resulting from mis- 
match strain. Figure 7 shows the results of a metastable 
model of the growth of low-misfit InGaAs on GaAs. The 
model was developed using relaxation rate data for the same 
composition of InGaAs grown on reference substrates.21 

Tan and Gösele have offered explanations of the observed 
behavior of reduced threading dislocation density enabled by 
growth on the CU substrate.22 They propose that the over- 
layers on the CU substrates are partially or fully relaxed by 
misfit dislocations at the substrate-overlayer film interface. 
This situation results from a misfit dislocation network that is 
arranged in an orderly fashion, with very few threading seg- 
ments in the overlayer. They refer to this as a correlated 
misfit dislocation process, which consists of two different 
possible mechanisms. First, misfit dislocations can be nucle- 
ated from the screw dislocation nodes at the substrate- 
handle wafer interface: This, in turn, plastically deforms the 
substrate. Second, dislocation half loops nucleate at the film 
surface at weakly bonded or high energy positions. For the 
growth on a twist-bonded substrate, these positions are not 
random, such as growth on a normal substrate, but are posi- 
tioned above the screw dislocations. This increases the 
chance of interaction and annihilation of threading disloca- 
tion, which in turn can dramatically reduce the density of 
these segments. 

V. ISSUES AND CONTINUED DEVELOPMENT 

Current research and development in the area of compli- 
ant substrates have necessarily focused on the process devel- 
opment issues in fabricating a near ideal compliant substrate. 
The bonds, whether twist wafer bonds, metal layers, or en- 
gineered glasses, need to be well understood, particularly as 
a function of the temperature and stresses experienced in the 
growth process. Additional factors are introduced by the con- 
dition of the prepared surface of the thin substrate, in which 
the surface morphology of the substrate is related to the par- 
ticular etch stop used in the fabrication process and the etch- 
ing process.23 The surface morphology, threading defect den- 
sity, and the ability to protect and then in situ clean the 
surface prior to growth are critical factors that affect subse- 
quent relaxation during growth. It may be difficult to truly 
have a control bulk sample that mimics all these features of 
the compliant substrate. Recent analysis indicates that the 
development of the surface morphology plays a role in the 
growth of mismatched films on compliant substrates. Seaford 
et äl.17 showed evidence via atomic force microscopy 
(AFM) data that the surface morphology is quite different on 
reference and CU substrates for InSb growth. The develop- 
ment of a nonplanar surface morphology reduces the strain in 
the mismatched overlayer. For the growth on the CU sub- 
strate, undulations with a depth of approximately 100 nm are 
observed. Similar surface ripples and undulations have been 
observed by Shen and Brown.24 

VI. SELECTIVE AREA GROWTH VIA COMPLIANT 
SUBSTRATES 

Patterning at the bond interface can be used to engineer a 
lateral strain profile at the surface of a growing, mismatched 
overlayer. By exploiting the relationship between strain- 
dependent growth kinetics and this strain profile, lateral ma- 
terial property variations can be achieved without any sur- 
face patterning. This approach is called strain-modulated 
epitaxy (SME).11'25 Strain-dependent growth kinetics that 
can be exploited include the production of self-assembled 
quantum dots and inter- and intralayer growth rates and 
anisotropies, among others. Figure 7 shows AFM images of 

50 0|im 

I 
FIG. 7. AFM images of InGaAs on GaAs bottom-patterned compliant substrates as a function of growth temperature for (a) 520, (b) 560, and (c) 580 °C (after 
Ref. 25). 
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surface features or mounds that evolve as a function of 
growth temperature for 250 nm of In0 07Gao.93As growth on 
bottom-patterned GaAs compliant substrates. A clear spatial 
preference for mound formation is observed to correlate with 
10 fxm stripes formed at the bond interface. 

VII. CONCLUSIONS 
Compliant substrates offer a promising new approach to 

strain management in mismatched epitaxial films. The cur- 
rent emphasis is on implementation of various proposed 
compliant substrate approaches. Clear evidence of a reduced 
dislocation density in films grown on compliant substrates 
exists. Some of the data, however, are inconsistent with a 
simple model of compliant substrate behavior. 
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Density and level of interface states are accompanied by growth interruption, which is inevitable in 
an in situ process using molecular beam epitaxy (MBE). This MBE process coupled with focused 
ion beam systems is investigated by means of the Hall measurements and capacitance-voltage 
measurements. The experimental results are compared to those of the self-consistent calculation. 
These results suggest that interface states are located at a shallow level from the conduction band 
edge.   © 1998 American Vacuum Society. [S0734-21 lX(98)09304-4] 

I. INTRODUCTION 

Recently, transport properties not only of a single quan- 
tum dot and quantum wire but also of quantum dots and 
wires strongly coupled through tunnel barriers are attracting 
the attention of researchers. The coupled quantum dots1'2 are 
used for investigation of photon-assisted tunneling and arti- 
ficial molecules. The coupled quantum wires3'4 are interest- 
ing for the switching characteristics of coherent electron 
waves. 

In spite of such interesting features, fabrication technol- 
ogy for the coupled zero-dimensional (OD) and one- 
dimensional (ID) quantum structures has not yet become 
well established. Using molecular beam epitaxy (MBE), we 
can realize coupled two-dimensional (2D) structures, i.e., 
coupled quantum wells with abrupt potential barriers in the 
growth direction. Therefore, a combination of a lateral- 
directional fabrication technology with the MBE seems to be 
promising for the fabrication of the coupled OD and ID 
quantum structures. One of the promising lateral-directional 
fabrication technologies is laterally selective doping using in 
situ low-energy focused ion beam (FIB) implantation. Under 
such circumstances, we have developed an in situ fabrication 
system with MBE and FIB.5 

One of the problems in the FIB-MBE in situ fabrication 
system is the carrier depletion caused by the growth inter- 
ruption, which is inevitable in the system. Although we do 
not need the growth interruption if we use a FIB column 
attached to the MBE chamber,6'7 which is an in situ process 
in a narrow sense, it is difficult to obtain a fine-focused beam 
in this case. Therefore the separate chambers for MBE and 
FIB with the ultrahigh vacuum transfer tunnel seem to be 

promising at present for the fabrication of coupled OD and 
ID quantum structures. 

The purpose of this work is to investigate the levels and 
densities of the interface state at the growth-interrupted in- 
terface, which could provide information on the origins of 
the interface state. 

II. EXPERIMENTS 

In the FIB-MBE in situ fabrication system, there are two 
major origins of the carrier depletion; the interface states 
caused by the growth interruption and the damage caused by 
the FIB implantation. In order to focus on the former, we 
utilized the <5-doped Si using the MBE to simulate the low- 
energy FIB implanted Si in the present article. 

In order to investigate the effects of the growth interrup- 
tion experimentally, we prepared the wafers shown in Fig. 1 
and performed the Hall measurements. The distance be- 
tween the growth-interrupted and the <S-doped layers was 2 
nm, which was on the order of the projected range for the 
low-energy FIB. Although there were the n+ cap layers (Si: 
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FIG. 1. Sample structures for Hall measurements. 
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FIG. 2. Sample structures for C-V measurements. 

1 X 1018 cm"3) to avoid severe surface depletion, the wafers 
with only the cap layer, i.e., without the <5-doped layer were 
not conductive, suggesting that there were no free electrons 
in the cap layers. The growth temperature was 580 °C. The 
growth interruptions were performed at room temperature for 
3 h in vacuum at 7 X 10"9 Torr. 

Capacitance-voltage (C-V) measurements provide in- 
formation not only on the free-carrier profile but also on the 
levels and the densities of the interface states.8-10 For the 
C-V measurement, we prepared the wafer shown in Fig. 2. 
The major difference from the structure shown in Fig. 1 is 
the doping. The layers around the <5-doped layer were 
slightly doped (IX 1017 cm"3) in case of the wafers for the 
C-V measurements. The growth temperature was 580 °C in 
this case also. Growth was interrupted for 3 h in a vacuum of 
1 X 10"9 Torr. 

III. RESULTS AND DISCUSSION 

A. Dopant Si concentration dependence of electron 
density 

The results of the Hall measurements for the wafer struc- 
tures shown in Figs. 1(a) and 1(b) with several Si concentra- 
tions are shown in Fig. 3. The difference in the electron 
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FIG. 3. Experimentally obtained electron density as a function of the dopant 
Si concentration. Structures of the continuously grown and growth- 
interrupted wafers are schematically shown in Figs. 1(a) and 1(b), respec- 
tively. 
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densities between the continuously grown and growth- 
interrupted wafers reflects the interface-state density at the 
growth-interrupted interface. As shown in Fig. 3 this differ- 
ence depends on the Si concentration. 
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FIG. 6. Band diagram calculated by self-consistent method. Dopant Si con- 
centrations are: (a) 1 X 1012 and (b) 5 X 1012 cm"2. 

In order to discuss the origin of this dependence, we cal- 
culated the free-carrier density in the same structure as used 
in the experiment by a self-consistent method using the 
Schrödinger and the Poisson equations by assuming several 
interface-state levels. The results obtained are shown in Fig. 
4. The dashed and dotted lines in the figure are the calculated 
electron densities for the structures with the interface state at 
700 and 5 meV below the conduction-band minimum, re- 
spectively. Although the interface state should be a continu- 
ous function for both the depth and the energy,8 we assumed 
the 8 function state density for both of them in the present 
calculation. The interface-state density and the activation ra- 
tio of the doped Si were assumed to be 2 X 1012 cm-2 and 
70%, respectively. 

The calculated results clearly show that the difference of 
the electron densities between the continuously grown and 
the growth-interrupted wafers should be constant if the 
interface-state level is deep. In case of the shallow interface 
state, on the other hand, the difference can depend on the 
doped Si concentration. This is because the number of elec- 
trons captured at the interface state depend on the Fermi 
level, i.e., doping density, especially in case of shallow 
states. 

Comparing the experimentally observed results and the 
calculated results, we speculated about that the observed de- 
pendence of the amount of the depletion on the doped Si 
concentration was due to the shallow interface-state level. 

B. Temperature dependence of electron density 

The temperature dependence of the electron density ob- 
tained by the Hall measurement is shown in Fig. 5. Here 
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FIG. 7. Carrier profiles obtained from the calculated C-V characteristics. 
Assumed wafer structure is shown in Fig. 2(b). Interface-state level is as- 
sumed to be (a) 100 meV, (b) 400 meV, and (c) 700 meV. Deep interface 
state makes the apparent carrier located at the deeper position than that of 
the (5-doped layer. 

Figs. 5(a) and 5(b) correspond to the continuously grown and 
growth-interrupted wafers, respectively. The triangles and 
circles denote results observed for the doped Si concentra- 
tion of 5 X 1012 and 2X 1012 cm"2, respectively. 

In this growth run, the continuously grown wafer has the 
same structure as that shown in Fig. 1(a), while the growth- 
interrupted wafer has 68 nm undoped GaAs instead of the 70 
nm undoped GaAs shown in Fig. 1(b). The growth was in- 
terrupted for 3 h in the vacuum of 1 X 10~9 Torr. 

As shown in Fig. 5, the electron density was almost con- 
stant in the case of continuously grown wafers, while it de- 
pended on the temperature for the growth-interrupted wafers. 
Moreover, the electron density decreased for increasing 
temperature in the case of the wafer with the dopant Si of 
5 X 1012 cm-2 with growth interruption. Although the origin 
of these temperature dependences is not clear at present, 
these phenomena should reflect the interface-state level and 
density. If the interface state is located at a deep level, it 
should capture the electrons in any case, with the result that 
the electron density should not depend on the temperature. 
Therefore, the observed results shown in Fig. 5(b) seem to 
suggest that the interface-state level is shallow. 

Figure 6 shows the calculated band diagram of the struc- 
tures shown in Fig. 1(a). The dopant Si was assumed to be 
1 X 1012 and 5 X 1012 cm"2 for Figs. 6(a) and 6(b), respec- 
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FIG. 8. Carrier profiles obtained from the experimental results of the C-V 
measurements. Wafer structures for (a) the continuously grown and (b) the 
growth-interrupted wafers are shown in Figs. 2(a) and 2(b), respectively. 

tively. The origin of the vertical axis is the Fermi level. The 
figure clearly shows that the conduction band minimum 
around the <S-doped layer hardly depends on the temperature 
in the case of heavy doping while it depends on the tempera- 
ture more in the case of light doping. This dependence on the 
temperature is a general property of semiconductors as often 
seen in bulk semiconductors with heavy doping (degener- 
ated) and light doping. Although these band diagrams were 
calculated for the structure without interface states, the tem- 
perature dependence of the conduction-band minimum in the 
structure with the interface states may be similar to that 
shown in this figure and could provide an explanation for the 
observed results shown in Fig. 5(b) as follows. In the case of 
low density of dopant Si, the Fermi level decreases (i.e., the 
conduction band minimum increases) with increasing tem- 
perature, with the result that the number of electrons cap- 
tured at the interface state decreases. This leads to an in- 
crease of the free electron number with increasing 
temperature as observed in Fig. 5(b). In the heavy doping 
case, on the other hand, the Fermi level is almost constant. 
The number of the electrons captured at the interface state is 
therefore determined by the Fermi distribution function. In 
this case, the free carrier density may decrease with increas- 
ing temperature. 

C. C- V method 

In order to see the effects of interface states on the carrier 
profile, we performed a self-consistent calculation using the 
Poisson equation and the Fermi distribution function and cal- 
culated C-V characteristics. The carrier density obtained 
from the calculated C-V characteristics is shown in Fig. 7. 
The wafer structure used in the calculation is shown in Fig. 
2(b). At the growth-interrupted interface, the interface state 
density of 2X 1012 cm"2 was assumed at (a) 100 meV, (b) 
400 meV, and (c) 700 meV below the conduction band mini- 
mum. In the case of Fig. 8(a) there is only one peak at a 
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depth of the <S-doped layer, while there is an additional peak 
at a deeper position in the cases of (b) and (c). These addi- 
tional peaks can be explained as follows. The first peak, 
which appears at the 5-doped layer (200 nm), corresponds to 
the bias voltage at which the depletion layer reaches the 8- 
doped layer. When the negative bias voltage becomes larger, 
the depletion layer extends to the deeper position. At a cer- 
tain bias voltage, the electrons captured at the growth- 
interrupted interface state detrap to the conduction band be- 
cause the Fermi level becomes lower than the interface-state 
level. During this event, the depletion layer does not extend 
with increasing negative gate voltage. As a result, the second 
carrier peaks in Figs. 7(b) and 7(c) appears at a deeper posi- 
tion than the (5-doped layer and growth-interrupted interface. 
The carriers corresponding to the second carrier peaks in Fig. 
7 cannot be detected by the Hall measurement, because there 
are no free carriers corresponding to the second carrier peaks 
in the zero-biased wafers. These calculated results mean that 
we can expect two carrier peaks if the interface state is deep, 
while one peak should be observed if the interface state is as 
shallow as 100 meV. 

Figures 8(a) and 8(b) show the carrier profiles of the wa- 
fers shown in Figs. 2(a) and 2(b), respectively, which were 
obtained from the C-V measurement. Although there were 
some differences in the peak height and width between the 
carrier profiles of the continuously grown and growth- 
interrupted wafers, we observed only one peak in both cases. 
This suggest that the interface state is located at a shallow 
level from the conduction-band edge, which is consistent 
with the results of the Hall measurements. 

IV. SUMMARY 

We have investigated the density and the level of the in- 
terface state caused by the growth interruption which is in- 
evitable in the FIB-MBE in situ process. The experimental 
results of the Hall measurements and the C-V measure- 
ments were compared to the results of the self-consistent 
calculation. Both the obtained results of the Hall measure- 
ment and the C-V measurement suggest that the interface 
state is located at a shallow level from the conduction-band 
edge. 
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The modification of clean GaAs(lOO) surfaces by in situ deposition of molecular sulfur was 
investigated by soft x-ray photoemission spectroscopy. Upon S treatment of the clean GaAs(lOO) 
sample at 435-455 °C in ultrahigh vacuum the formation of a three monolayer thick gallium 
sulfide-like compound is observed, which exhibits a (2X1) low-energy electron diffraction pattern. 
Due to the S modification on n-GaAs a reduction of the band bending by 0.35 eV is achieved, while 
the band bending on />-GaAs is increased by 0.17 eV. The subsequent Mg evaporation leads to the 
formation of a metal/semiconductor contact with a reacted magnesium sulfide-like compound at the 
interface. After 1 nm Mg deposition the Schottky barrier height of the S-modified Mg/«-GaAs( 100) 
contact amounts to 0.44 eV, which is 0.18 eV lower than without S modification, while the 
Mg//?-GaAs(100) Schottky contact exhibits an increase in the Schottky barrier height by 0.30 eV in 
comparison to the value of the unmodified Schottky contact (0.55 eV). © 1998 American Vacuum 
Society. [S0734-21 lX(98)08504-7] 

I. INTRODUCTION 

Chalcogen atoms play an important role in the passivation 
of semiconductor surfaces. As a result there are many inves- 
tigations dealing with the effects of sulfur modification of 
GaAs(100) surfaces. Different S containing materials were 
applied to achieve a S passivation of the GaAs(100) surface, 
such as (NH^S^,1'2 S2C12,3'4 and Na2S

5 in aqueous solu- 
tions but also in alcoholic solutions.6 There are also many 
experimental results obtained by the in situ S preparation of 
GaAs(100) samples using H2S24 or an electrochemical cell.7 

Different methods were applied to investigate the properties 
of the S passivated GaAs(100) surfaces like scanning tunnel- 
ing microscopy (STM),7 low-energy electron diffraction 
(LEED),7 reflection high-energy electron diffraction 
(RHEED),2 photoluminescence (PL) measurements,6 x-ray 
photoelectron spectroscopy (XPS),1"4'6'7 and Auger electron 
spectroscopy (AES).3'4,7 Today there is hardly any compara- 
tive study dealing with the sulfur modification of n- and 
p-doped GaAs(lOO) surfaces, which is important for the un- 
derstanding the passivating properties of sulfur on 
GaAs(100). It is further interesting to examine the influence 
of the "sulfur modification on the Schottky barrier formation 
of metal/GaAs(100) contacts, which also was done only in a 
few cases for Au,8 Fe,9 Pd,10,11 and Al11 on S passivated 
GaAs(100). The latter is, however, of great technological 
relevance since it may provide new opportunities of interface 
engineering, in particular if the sensitivity of the barrier 
height to properties of the metal can be influenced to a larger 
extent than by metal deposited on the unmodified GaAs(100) 
surface. Here first experiments were carried out for the Mg/ 
GaAs(100) system for both types of doping. 

a)Author to whom correspondence should be addressed; electronic mail: 
s.hohenecker@physik.tu-chemnitz.de 

II. EXPERIMENT 

The sulfur modification of GaAs(100) surfaces and sub- 
sequent metal deposition was studied using high resolution 
soft x-ray photoemission spectroscopy (SXPS) at the TGM2 
beamline of the synchrotron light source BESSY at Berlin. 
The beamline was instrumented with a VG ADES 400 elec- 
tron spectrometer giving a combined resolution of light and 
photoelectrons of approximately 0.3 at 60 eV photon energy. 
This could be determined from the measurement of the 
Fermi edge on a clean molybdenum surface. 

Homoepitaxial n- and />-type GaAs(lOO) layers (n,p 
= 1018 cm-3) grown by molecular beam epitaxy (MBE) and 
subsequently capped by an amorphous As layer served as 
substrates in this study. These samples were decapped by 
gentle annealing to 380 °C in ultrahigh vacuum (base pres- 
sure <2X 10~~10 mbar) leading to an As rich surface as can 
be judged from the SXPS data. S was evaporated onto these 
surfaces by thermal decomposition of tindisulfide from a 
Knudsen celllike oven. This yields a saturation coverage as 
could be determined from the SXPS measurements. The sul- 
fur treatment was carried out at elevated temperatures (435- 
455 °C) leading to a (2X1) reconstructed surface. 

Thereafter Mg was evaporated onto these modified 
GaAs(100) samples with increasing thickness up to approxi- 
mately 1 nm nominal thickness. A Mg wire (3 N) wrapped 
around a tungsten filament, which was resistively heated, 
served as a Mg source. The thickness of the Mg film was 
monitored by a quartz crystal microbalance in close vicinity 
to the sample surface. After each step of modification pho- 
toelectron spectra were recorded of the different participating 
elements. The photon energies for the photoemission mea- 
surements of the different core levels [Ga 3d (60 eV), As 3d 
(79 eV), S 2p (195 eV), and Mg (89 eV)] were always cho- 
sen to achieve maximum surface sensitivity. To determine 
the binding energy of the Ga 3d and As 3d core level exactly 
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TABLE I. Fit parameters for the deconvolution of the core level spectra, 
which are held fixed during the fitting procedure. 

Ga3rf As 3d S2p Mg2p 

Lorentzian width/meV 
Branching ratio 
Spin-orbit 
Splitting/meV 
Asymmetry factor 

100 
1.68 

440 

0.166 

100 
1.50 

690 

100 
2.00 

1180 

100 
2.00 

260 

0.280 

after each spectrum the Fermi level position was measured 
on a clean piece of molybdenum. Thereafter the measured 
spectra were fitted using spin-orbit split Voigt profiles to 
separate the contributions of chemical shifted components 
from the bulk. 

III. RESULTS AND DISCUSSION 

A. Chemistry 

In the decomposition of the core level spectra the spin- 
orbit splitting, the branching ratio and the Lorentzian width 
were always kept constant throughout the fits of the differ- 
ently modified GaAs(lOO) surfaces. These values (Table I) 
were first derived from the clean surface and thereafter opti- 
mized to provide the best fit for the complete series. The 
other parameters such as binding energy, intensity, back- 
ground (Shirley background), and Gaussian width were vari- 
able during the fits. The asymmetry parameters of the 
Doniach-Sunjic line shape of metallic components were 
achieved from fitting the core level spectra in which the me- 
tallic component is most prominent. In the following the dis- 
cussion of the chemistry will be related to p-type GaAs(100) 
samples since «-type samples reveal very similar behavior. 
After the decapping the clean GaAs(100) sample exhibits an 
As-rich c(4X4) or (1X1) reconstructed surface as can be 
stated from the shape of the As 3d core level spectrum. The 
deconvolution of this spectrum as shown in Fig. 1(a) shows 
three different components. The As 1 component is assigned 
to bulk As, while As 2 and As 3 are surface components. The 
binding energy of the bulk component amounts to 40.98 eV 
(all binding energies are given for the d5/2 components of the 
spin-orbit split core levels relative to the Fermi level), while 
the surface components are shifted by 0.67 eV towards 
higher (As 2) and 0.48 eV towards lower binding energy 
(As 3). These shifts are in good agreement with the data 
given in Ref. 12. According to the literature13-17 the As 2 
component is assigned to As in an pure As surrounding as it 
occurs for the As dimers on the c(4X4) reconstructed 
GaAs(100) surface. The As 3 component is attributed to 
threefold coordinated As which is caused by the missing 
dimer rows of this surface.15'18 

In Fig. 2(a) the Ga 3d core level spectrum exhibits only a 
bulk (Ga 1) and one surface component (Ga 2). The binding 
energy of the bulk component amounts to 19.12 eV while the 
surface component is shifted by 0.6 eV towards higher bind- 
ing energy. An explanation for the Ga surface component 
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««»•«ll1*^                ^»»KJMM^^ 

sX 
b)                           + S @ 455°C 

A  r 

a)                   ^»            clean 

|      \         As1 
As2        /   /\1    / 

«v^^Y /     V\      As3 

JfjJ^Z 
45  44  43  42  41   40   39   38 

Binding energy / eV 

FIG. 1. As 3d core level spectra measured at 79 eV photon energy: (a) As 3d 
spectrum of the clean, As-rich GaAs(100) surface after the decapping at 
380 °C; (b) after S modification at 455 °C sample temperature; (c) after 
deposition of 0.23 nm Mg. 

may be that it originates from Ga at the interface of the bulk 
to the As covered surface where it is bound to the threefold 
coordinated As atoms in the second layer.15 

The S treatment of the GaAs(100) surface changes the 
As 3d and Ga 3d core level spectra dramatically. In Fig. 1(b) 
one can see that both As surface components disappeared 
and only the bulk component (As 1) and a small interface 
component (As 4) remain in contrast to the room temperature 
S treatment of GaAs(100) samples, where the formation of 
arsenic sulfides can be observed.19 The excess As is removed 
from the surface by the formation of arsenic sulfide which 
evaporates from the GaAs surface at temperatures above 
180 °C.19 The shift of the bulk component will be discussed 
later. The As 4 component is shifted by 0.75 eV relative to 
the bulk component towards higher binding energy, which is 
by 0.25 eV higher than observed by others.7 A shift to higher 
binding energy is in agreement with a similar model for (2 
XI) reconstructed Se modified GaAs(100) surfaces of Pash- 
ley (Fig. 3, Ref. 20) where threefold coordinated As atoms 
occur at the interface of bulk GaAs to the gallium selenide- 
like layer caused by Ga vacancies. There is also a reduction 
of the Gaussian width by approximately 60 meV in the 
As 3d components which can be explained by a more homo- 
geneous distribution of the As atoms near this S modified 
surface. 

The Ga 3d core level spectrum in Fig. 2(b) exhibits two 
new intense surface components (Ga4, Ga5). These two 
components are distinct from the former Ga 2 surface com- 
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FIG. 2. Ga 3d core level spectra measured at 60 eV photon energy: (a) 
Ga 3d spectrum of the clean, As-rich GaAs(lOO) surface after the decapping 
at 380 °C; (b) after S modification at 455 °C sample temperature; (c) after 
deposition of 0.11 nm Mg; (d) after deposition of 0.97 nm Mg. 

ponent, because of their higher intensity and the distinct 
shifts in binding energy relative to the bulk component 
(Ga 1). Here the Ga 4 and Ga 5 components are shifted by 
0.47 and 0.93 eV, respectively. These two shifted Ga com- 
ponents originate from Ga-S bonds which have been formed 
during the S modification of the sample. From angle resolved 
core level photoemission experiments21 it is known that at 
higher surface sensitivity the Ga4 component increases 
much more in intensity than the Ga 5 component. This leads 
to the conclusion that the Ga 4 emission originates from at- 
oms nearer to the surface of the sample than Ga 5. According 
to Pashley's20 model this means that the Ga4 component 
represents Ga atoms surrounded by S while the Ga 5 is de- 
rived from Ga atoms at the interface of the gallium sulfide- 
like layer and the GaAs bulk (Fig. 3). From this it can be 
established that an exchange reaction between S and As took 
place during the S modification. 

Calculating the ratio of the total integrated intensities of 
As 3d to Ga 3d leads to a value of 0.84 for the clean surface 
and to a value of 0.58 for the integrated intensities of the 
bulk components (As 1, Ga 1). After the S modification the 
first ratio decreases to 0.24 while the latter remains almost 
the same at 0.51. This is a further indication that all excess 

0   sulfur 

O   gallium 

o     arsenic 

FIG. 3. Model for the (2X1) reconstructed S modified GaAs(100) surface in 
coincidence with the model proposed by Pashley (see Ref. 20) for (2X1) 
reconstructed Se modified GaAs(100). 

As is removed from the clean surface and a new gallium 
sulfide layer is formed on top of the sample. 

The fitting of the S 2p spectra is quite difficult due to the 
poor resolution of the 1800 I/mm grid at 195 eV photon 
energy, which amounts to approximately 1 eV. Nevertheless 
two distinct components (S 1, S 2) can be recognized in Fig. 
4(a), which is compatible with the results for Se on 
GaAs(100) found earlier.21 In accordance with these results 
the S 1 component is attributed to S atoms on the surface 
forming dimers and S 2 originates from subsurface S, which 
is surrounded by Ga atoms as next neighbors. This coincides 
with electronegativity (EN) arguments, since S has a high 
EN (Pauling EN: 2.58), so that the electron charge density of 
S 2 should be higher than for S 1, resulting in a lower bind- 
ing energy (higher kinetic energy). The energy separation of 
these two components amounts to 0.92 eV in contrast with 
0.50 eV as observed by Moriarty et al.7 

Looking at the As 3d spectra during increasing Mg cov- 
erages one observes that the As 4 component remains on the 
lower binding energy side [Fig. 1(c)]. But the shift of this 
component decreases from 0.75 eV on the S modified sur- 
face to a saturation value of 0.55 eV at 0.05 nm of nominal 
Mg coverage. This is interpreted in terms of the formation of 
a Mg3As2-like compound from the fact that this As 4 com- 
ponent cannot be attributed either to pure As-As bonds or to 
As-S bonds because both bonds would cause a shift to larger 
binding energy as can be concluded from the differences in 
electronegativity. The integrated intensity of the As 4 com- 
ponent shown in Fig. 5 also saturates at a nominal Mg cov- 
erage of approximately 0.05 nm, which coincides with the 
saturation value of the binding energy shift of the As 4 com- 
ponent as mentioned above. This saturation indicates that the 
Mg-As compound segregates at the surface, because its in- 
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FIG. 4. S 2p core level spectra measured at 195 eV photon energy; (a) after 
S modification of the GaAs(lOO) sample kept at 455 °C; (b) after deposition 
of 0.05 nm Mg. 

tensity does not decrease upon further Mg deposition. In 
contrast, the As 1 component exhibits a strong dependence 
on increasing Mg coverage as can be seen in Fig. 5. From the 
exponential decrease the escape depth of the photoelectrons 
from the As 3d core level is estimated to be 0.5 nm, which 
coincides very well with the minimum in the escape depth of 
photoelectrons at 40 eV kinetic energy which is detected 
here. From this and the linear shape of the attenuation curve 
it can be concluded that deposition of Mg causes the forma- 
tion of a homogeneous layer with negligible islanding. 
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FIG. 5. Integrated intensities of the deconvoluted components in the As 3d 
spectra at different modification steps of the GaAs(100) surface (the first 
points indicate the clean surface). 
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FIG. 6. Ga 3d core level spectra for 0.11 nm Mg coverage measured: (a) at 
60 eV photon energy and 60° off the normal axis of the sample; (b) at 60 eV 
photon energy in the direction of the surface normal; (c) at 150 eV photon 
energy normal to the sample surface. 

The Mg deposition also has a strong influence on the 
Ga 3d core level as can be seen in Fig. 2(c). Two new com- 
ponents occur in the Ga 3d spectrum on the lower binding 
energy side, which are shifted by 0.66 eV (Ga 7) and 1.12 eV 
(Ga 6) towards lower binding energy. They are assigned to 
metallic Ga in agreement with earlier investigations, where a 
component in the Ga 3d core level spectrum shifted by 0.9 
eV relative to the bulk component was attributed to Ga me- 
tallic clusters.15 To distinguish between the bulk and surface 
components angle resolved spectra were recorded. In Fig. 
6(a) a Ga 3d core level spectrum was measured at 60° off the 
normal direction of the sample, which leads to an increased 
surface sensitivity. It is obvious that the components Ga 4, 
Ga 5, Ga 6, and Ga 7 are increased in intensity relative to 
Ga 1 in comparison to the spectrum measured in normal 
emission in Fig. 6(b). At higher photon energy the escape 
depth of the photoelectrons is increased, which leads to a 
higher bulk sensitivity in the spectra. In Fig. 6(c) the Ga 1 
component is the most prominent feature in the spectrum, 
which is in agreement with the interpretation that it is as- 
signed to the bulk. 

At higher Mg coverages the Ga6 component becomes 
more pronounced in the spectrum and an asymmetric line 
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FIG. 7. Integrated intensities of the deconvoluted components in the Ga 3d 
spectra at different modification steps of the GaAs(lOO) surface (the first 
point indicates the clean surface). 

shape can be clearly observed, which confirms the metallic 
character of this component (Doniach-Sunjic line shape). 
The Ga 7 component, which can clearly be distinguished in 
Figs. 6(a) and 6(b) is attributed to Ga atoms which are dis- 
solved from the GaAs/Ga^S^ interface. This component is no 
longer observed at Mg coverages higher than 0.23 nm (Fig. 
7), which leads to the conclusion that these Ga atoms now 
contribute to the Ga clusters represented by Ga 6. The Ga 4 
and Ga5 components also disappear at this Mg coverage as 
can be seen in Fig. 7. From a comparison of their decay with 
the decay of the Ga bulk component (Ga 1), which decreases 
in intensity much stronger, it can be concluded that the in- 
tensities of these components are not only attenuated by the 
Mg layer on the surface but also by the dissolution of the 
Ga^Sj, compound. The dissolution of the gallium sulfide-like 
compound is also indicated by the binding energy shift of the 
two S components in the S 2p spectra relative to each other 
and also by the change in the relative intensity ratio of S 1 to 
S 2. This is a sign for a change in the chemical environment 
of the two S components, most likely being due to the for- 
mation of a MgS-like compound. 

Further proof of this conclusion can be observed in the 
Mg 2p core levels [Fig. 8(a)], where a broad feature (Mg 1) 
occurs in the spectrum. The Mg 1 component is fitted by 
only one component of 950 meV Gaussian width. That is 
done because no consistent deconvolution could be achieved 
with the application of two Mg components at low Mg cov- 
erages up to 0.11 nm nominal thickness. This is due to the 
fact that the Mg 2p core level has only a very small spin- 
orbit splitting (Table I) and there are also no asymmetries or 
shoulders visible in the core level emission. So the broad 
Mg 1 peak covers the two proposed chemical environments 
of Mg, the MgS-like and the Mg3As2-like compounds, men- 
tioned above. First at 0.23 nm Mg coverage a slight asym- 
metry is observed in the Mg 2p spectrum assigned to a sec- 
ond component (Mg 2), which can be clearly separated at 
0.46 nm Mg deposition as seen in Fig. 8(b). The Gaussian 
width of this new component is much smaller than for the 
Mg 1 component and it also exhibits an asymmetry due to its 

c) 0.97 nm Mg 

b) 0.46 nm Mg 

0.01 nm Mg 

34    35    36    37    38    39   40   41 

Kinetic energy / eV 

FIG. 8. Mg 2p core level spectra measured at 89 eV photon energy after the 
deposition of: (a) 0.01 nm Mg, (b) 0.46 nm Mg, and (c) 0.97 nm Mg onto 
the S modified GaAs(100) surface. 

metallic character (Doniach-Sunjic line shape). This metal- 
lic component becomes even more prominent after 0.97 nm 
deposition of Mg [Fig. 8(c)] and it covers the MgS-like com- 
pound as can be evaluated from the intensity ratio of Mg 2 to 
Mg 1. The occurrence of metallic Mg at 0.23 nm Mg cover- 
age shows that all the S bound in the gallium sulfide-like 
layer on top of the GaAs(100) sample is consumed by the 
MgS formation, which coincides with the disappearance of 
the gallium sulfide related components (Ga 4, Ga 5) in the 
Ga 3d core level spectra. The observation of metallic Mg at 
0.23 nm Mg coverage coincides also with the occurrence of 
a Fermi edge distinguished in the valence band spectra of the 
sample, which is another indication for the existence of me- 
tallic Mg on top of the sample. 

B. Electronic properties 

The electronic properties of the S modified Mg/ 
GaAs(100) Schottky contact can be derived from the posi- 
tion of the Fermi level relative to the valence band maxi- 
mum. The measurement of the Fermi level is quite difficult 
in the case of adsorbate deposition, because no sharp valence 
band edge can be observed at higher adsorbate coverages. To 
determine the Fermi level position at higher Mg coverages 
first the Fermi level of the clean n- and p-doped GaAs(lOO) 
surfaces in relation to the valence band maximum was care- 
fully determined leading to 0.48 and 0.37 eV, respectively 
(Fig. 9). In a second step the binding energies of the Ga 3d5l2 

(n-GaAs: 19.19 eV, p-GaAs: 19.12 eV) and As 3d5/2 

(n-GaAs: 41.09 eV, p-GaAs: 40.98 eV) components were 
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FIG. 9. Position of the Fermi level on n- and p-type GaAs(100) at different 
modification steps, in particular Mg coverages. The value finally achieved is 
compared to the data determined by /- V and C- V measurements of un- 
modified Mg/GaAs(100) Schottky contacts (see Ref. 23). 

measured in relation to the Fermi level position. From these 
values the energies of the Fermi level stated above are sub- 
tracted leading to 18.73 eV (Ga3d5n) and 40.61 eV 
(As 3dm) coincident for n- andp-doped GaAs(100), which 
are approximately 0.10 eV lower than the values of Eastman 
et al.is In the following the binding energies of Ga 3d and 
As 3d are measured relative to the Fermi level so that the 
subsequent subtraction of the binding energies relative to the 
Fermi level gives the position of the Fermi level relative to 
the valence band maximum.22 Only the values derived from 
the shift of the Ga 3d bulk component (Ga 1) are shown 
because they are in agreement with the values derived from 
the As 3d bulk component (As 1). 

After the S modification of the sample the Fermi level is 
shifted by 0.35 and 0.17 eV towards the conduction-band 
minimum (CBM), respectively. Considering now the condi- 
tion on the clean «-GaAs(lOO) surface, it can be assumed 
that there are acceptorlike surface states in the band gap, 
which are only partially filled by electrons from the valence 
band, because they cross the Fermi level caused by the up- 
ward band bending. This surface charge is compensated by 
the space charge of the immobile, ionized bulk donors, 
which are also lifted above the Fermi level by the band bend- 
ing. The S modification causes the formation of gallium sul- 
fide with sulfur nearest to the surface. Due to the larger EN 
of S (2.58, Pauling) relative to Ga (ENGa: 1.81) a surface 
dipole is induced with higher electron density at the S atoms 
on top of the sample. The "positive" Ga atoms at the inter- 
face can now compensate the negative charge of the accep- 
torlike states in the band gap, which induces a reduction in 
band bending. On the other hand this surface dipole induces 
an additional charge at the interface to the donorlike states 
which must be compensated by an increased band bending. 
Due to the deposition of Mg an exchange takes place be- 
tween Mg and Ga leading to the formation of MgS, which 
has a much lower EN (ENMg: 1.31) than Ga, so that the large 
overshoot of the Fermi level 0.3 eV can be explained by the 
formation of a much stronger dipole interlayer, which leads 

to a further reduction in band bending. The Fermi level re- 
mains at approximately 1.05 eV up to 0.23 nm Mg coverage 
and drops thereafter to 0.75 eV. This point coincides with the 
occurrence of metallic Ga and Mg in the related core level 
spectra, which leads to the conclusion that the charge of the 
interface dipole is compensated by the metallic film. The 
overshoot on the p-doped GaAs is much smaller, which 
needs further investigation. At 1.0 nm Mg coverage the 
Fermi level position amounts to 0.98 eV on the n- and 0.85 
eV on the p-type sample, which is 0.18 and 0.30 eV higher 
than the values observed for unmodified Mg/GaAs(100) 
Schottky contacts by current-voltage (I-V) and 
capacitance-voltage (C-V) measurements for n- and p- 
doped samples, respectively.23 Calculating the sum of the 
barrier heights 

#Bn+3>BP=0.44 eV+0.85 eV=1.29 eV 

leads to a value, which is closer to the band gap of GaAs 
[1.42 at room temperature (RT)] than the value observed for 
the unmodified Schottky contact, which amounts to 1.17 
eV.23 

IV. SUMMARY 

The S modification of clean GaAs(100) surfaces at 435- 
455 °C was investigated by SXPS, which leads to the con- 
clusion that the excess As disappears from the surface and a 
gallium sulfide-like layer is formed. The deposition of Mg 
thereafter leads to the formation of a MgS-like compound 
which is accompanied by the occurrence of metallic Ga at- 
oms. From this and the fact that the chemical environment of 
the S changes it is concluded that the gallium sulfide is dis- 
solved and the remaining S is consumed by the formation of 
MgS. Additionally the formation of a small amount of a 
Mg3As2 like compound is observed. First at 0.23 nm of Mg 
thickness a metallic Mg component is observed. The deter- 
mination of the Fermi level shows a reduction in band bend- 
ing of 0.35 eV on «-doped GaAs while it is increased by 0.17 
eV on p-doped GaAs. This Fermi level movement in the 
same direction for n- and p-type. GaAs is indicative of a 
shifting of the density of interface states within the band gap 
rather than removing the states from the gap. The Schottky 
barrier heights finally achieved on n- and p-type GaAs(100) 
amount to 0.44 and 0.85 eV, respectively, in comparison to 
0.62 and 0.55 eV determined by electrical measurements23 

for unmodified Mg/GaAs(100) contacts. 
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In situ high-resolution transmission electron microscopy in the profile geometry has been used to 
observe the evolving features of the Au/InSb(lll) ß-(2X2) interface. During Au deposition in the 
range between 0 monolayer (ML) and ~1 ML coverage, the outermost Sb-trimer layer of the 
InSb(lll) #-(2X2) substrate changes in contrast, presumably revealing that deposited Au atoms 
are partially captured into it. At ~ 2 ML coverage, an unknown phase emerges on the outermost 
layer, beyond which it continues to grow epitaxially in an island state, causing partial disruption of 
the substrate. The phase is identified as Au9In4 alloy with a y-brass structure determined from a 
digital Fourier transform diffractogram and a transmission electron diffraction pattern. The epitaxial 
relationship of Au9In4 with the substrate is given by (111) InSbll(lll) Au9In4 and 
[HO] InSbll[110] Au9In4. The high resolution-profile transmission electron microscopy images of 
this alloy agree well with the results calculated by the multislice method. © 1998 American 
Vacuum Society. [S0734-211X(98)05604-2] 

I. INTRODUCTION 

Metal/III-V compound semiconductor systems have been 
extensively studied because of the great interest for higher 
speed electronic devices. As is well known, the properties of 
the heterostructures in such systems are dominated by the 
interfaces formed between the metal and the substrate. How- 
ever, it is hard for most of the systems to form ideally abrupt 
interfaces, because metals frequently attack III-V 
substrates.1 For example, at low coverages and even at room 
temperature, the metals easily react with species constituting 
the substrates, except for systems such as Au/GaAs, which 
forms an abrupt interface,1'2 and one or both of the III-V 
species are not scarce to segregate toward the growth front. 
Thus, in order to design desired interfaces in the systems, we 
have to serve detailed features obtained by pursuing dynami- 
cally formation processes of the interfaces as a precise inter- 
face control. 

Although there are several analytical methods for in situ 
observation of thin film growth behavior, most of them are 
not suitable for the real time observation of an interface 
which is being embedded. High resolution transmission elec- 
tron microscopy in the profile geometry (HR-profile TEM) is 
one of the methods, which enables us to directly image the 
evolving interface on an atomic scale. Recently, we observed 
the reconstructed structures characteristic of InSbjlll} 
A,ß-(2X2) surfaces by using this method and confirmed 
their previously proposed structure models.2 In the present 
study, we apply the HR-profile TEM to observe in situ the 

a)Electronic mail: mishima@mn.waseda.ac.jp 

Au/InSb(lll)  5-(2X2)  interface formed by molecular- 
beam epitaxy (MBE) at room temperature. 

II. EXPERIMENT 

A detailed description of the apparatus used in this study 
has been given in our previous paper.3 A 200 kV conven- 
tional HR-TEM (JEOL JEM-2010) was converted to an ul- 
trahigh vacuum (UHV) in situ HR-TEM (henceforth it is 
referred to as UHV-TEM) equipped with a bakable stainless- 
steel (SUS304) specimen chamber, to which two MBE units 
are attached. The ultimate base pressure in the chamber was 
less than 3 X 10~10 Torr and the pressure during In, Sb, and 
Au evaporation was below 1X10-9 Torr. Samples were 
prepared for the profile observation from InSb single crystals 
(nondoped) by crushing them with an agate mortar under 
purified ethanol. The resulting fragmentary specimens were 
then mounted onto a holey carbon microgrid. For the plan- 
view observation, InSb(lll) B wafers (nondoped) with di- 
ameters of 3 mm were mechanically thinned and then chemi- 
cally etched with a mixture of lactic acid-HNO3(10:l) 
solution to form a round hole about 0.1 mm in diameter with 
electron-transparent peripheries. In the specimen chamber, 
the native oxide was removed from the (111) B surface by 
heating the specimens at 460 °C by impinging Sb4 molecules 
at a rate of 3.5X1014 atoms/cm2 min. Immediately after the 
cleaning, several nm of InSb were homoepitaxially grown on 
the specimen surface at 300 CC with lnx (2.8 
X 1014 atoms/cm2 min) and Sb4 (1.4X 1015 atoms/cm2 min) 
molecular beams. The homoepitaxially treated surfaces give 
a HR-profile TEM image corresponding to a T4 site Sb- 
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(a) 

(b) 

(°) 
FIG. 1. (a). Top view of the T4 site Sb-trimer model for the InSb(lll) 
B-(2X2) surface. A (2X2) unit cell is outlined by dashed lines, (b) Side 
view of (a). 

trimer structure proposed by Nakada et al.4 [Fig. 1(a)]. Sub- 
sequently, Au was evaporated by heating a W basket onto 
the room-temperature substrate at a rate of ~1.1 
X 1014 atoms/cm2 min, corresponding to —0.1 monolayer 
(ML)/min. The deposition rate and film thickness were moni- 
tored with a quartz-crystal oscillator. The HR-profile TEM 
images were taken along the [110] direction and recorded on 
a video tape recorder by an on-line TV camera (Gatan 
622SC) attached to the UHV-TEM. The typical electron- 
beam current densities at the specimens were ~ 1 A/cm2. 
While observing the magnified images, no changes in image 
detail arising from electron beam irradiation were detected. 
The multislice simulation5 for profile images was performed 
using the commercial MACTEMPAS program. In this simula- 
tion, a spherical and a chromatic aberration coefficient of 0.9 
and 1.0 mm for the UHV-TEM are used. Furthermore, in 
analyzing a digital Fourier transform diffractogram, we used 
the NIH IMAGE program. 

III. RESULTS AND DISCUSSION 

Figures 2(a)-2(e) show a series of HR-profile TEM im- 
ages of the Au/InSb(l 11) B interface, taken during Au depo- 
sition on the clean InSb(lll) ß-(2X2) surface in the range 
of 0-—3 ML coverage at room temperature. A typical HR- 
profile TEM image of the InSb(lll) fi-(2X2) substrate 
prior to the Au deposition is shown in Fig. 2(a). The sub- 
strate surface is characterized by a profile of "sawtooth" 
type with a X2 periodicity, which closely resembles the 
[110] projected Sb-trimer model shown in Fig. 1(b). In Fig. 
2(b), below —0.5 ML coverage, changes in contrast at the 
first layer composed of the Sb trimers are clearly seen, a part 

FIG. 2. Series of high resolution profile images of the evolving Au/ 
InSb(lll) B interface in the range between 0 and ~3 ML Au coverage, 
taken at a defocus value of -36 nm: (a) the InSb(lll) B-(2X2) substrate 
before Au deposition. Profiles of the Sb trimers are clearly seen, (b) Below 
—0.5 ML, the first layer of Sb trimers changes in contrast, (c) Beyond ~0.5 
ML, the first layer is converted to the (1X1) structure, (d) At —2 ML 
coverage, an Au9In4 alloy phase is formed on the outermost layer, partially 
disrupting its (1X1) structure, (e) At ~3 ML coverage, the Au9In4 phase 
becomes an island and has an epitaxial relationship with the substrate. 
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FIG. 3. (a) TED pattern taken from the 
specimen which includes the Au/ 
InSb(lll) B interface at room tem- 
perature, (b) Digital Fourier transform 
diffractogram computed for the lattice 
image of Fig. 2(e). Schematic draw- 
ings of diffraction patterns for (c) InSb 
and (d) Au9In4, shown from the [111] 
direction. 

InSb 002 

Au()In4 114 

IS&b/l;li 

A119I114 
' V . \rinSb220 
112   •'  \ [Au9In4330, 

• •    _•     _•     _• 
000   110 220   330 

•       •     _•    _• 
211   321 

• •       •     _• 
312 

Au9Jn4.222 

of them having no trace. This suggests at this stage that one 
of the elements constituting the substrate, Sb, begins to seg- 
regate on the Au deposited surface, because it is known that 
in combinations of InSb with lb group elements such as Au, 
Al, and Cu, Sb easily segregates on these metal surfaces.1 

Since Sb has five valence electrons, it would be triply 
bonded to three atoms in the metal surfaces, leaving a lone 
pair state at the surface. Such a surface is expected to be 
become highly stable. However, we consider that the depos- 
ited Au atoms change the energy configuration of the stable 
Sb-Sb bonds in the trimer to weaken or to break them. On 
the other hand, the increase of diffraction contrast in the 
whole Sb-trimer layer, which is visible in Fig. 2(b), is attrib- 
uted to the enhancement of a scattering factor caused by 
capturing the Au in the partially bond-weakened Sb-trimer 
layer. Beyond —0.5 ML, as seen in Fig. 2(c), a large part of 
the Sb-trimer structure changes to a period of (1 X 1). Fur- 
ther Au deposition (e.g., —2 ML) leads to the formation of a 
lattice fringe having a distance of —0.23 nm, parallel to the 
[OOT] direction of the substrate, and to the partial disruption 
of the (1 X 1) structure, as shown in Fig. 2(d). This d spacing 

is very close to that of the {220} plane of InSb. These find- 
ings indicate that this newly formed lattice is in a given 
epitaxial relationship with the substrate. 

X-ray photoemission spectroscopy studies of Au/ 
InSb(llO) similar to the present system evidenced disruption 
at the interface and intermixing of deposited Au atoms with 
the substrate surface at low coverage.6 Thus, although we 
have to consider the -0.23 nm lattice fringe from which of 
Au-Sb, Au-In, or Au-(In, Sb) alloy stems, its identification 
will be made later. With an increase of Au coverage, the 
alloy grows in an island state. Shown in Fig. 2(e) is the 
profile image of an island at -3 ML Au coverage, in which 
the spacing of the lattice fringe is also -0.23 nm, remaining 
unchanged up to —5 ML coverage. Using a —5 ML Au/InSb 
specimen under otherwise almost identical conditions with 
the HR-profile TEM case, we observed its transmission elec- 
tron diffraction (TED) pattern in the plan-view geometry. At 
first glance, the TED pattern, shown in Fig. 3(a), very closely 
resembles that of a (v3Xv3)-/?30° structure which often 
emerges in a variety of metal/semiconductor systems. How- 
ever, the island profile in Fig. 2(e) strongly suggests that this 
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FIG. 4. (a) Simulated and (b) observed image for the InSb substrate, (c) 
Simulated and (d) observed image for the Au9In4 island. The observed im- 
ages are a part of Fig. 2(e). On the basis of the defocus value of —36 nm, the 
crystal thickness is estimated to be 5 nm for the substrate and 4 nm for the 
island. 

pattern stems not from a (v3Xv3) adsorption structure of 
Au on InSb(lll) B but from the island itself. By examining 
the (v3Xv3)-type TED pattern and a digital Fourier trans- 
form diffractogram [Fig. 3(b)] computed for the lattice image 
of Fig. 2(e), we determined the island phase to be composed 
of Au9In4 alloy with a y-brass structure.7 The epitaxial rela- 
tionship between the Au9In4 island and the substrate is given 
by (lll)InSbll(lll)Au9In4 and [HO] InSb||[lTo] Au9In4. 
Figures 3(c) and 3(d) show schematic diffraction patterns of 
InSb and Au9In4 depicted from the [111] direction, respec- 
tively. By overlaying these two patterns, we obtain a pattern 
similar to the (v3 X v3)-type TED pattern of Fig. 3(a). The 
lattice mismatch between InSb(220) (d = 0.229 nm) and 
Au9In4(330) (d = 0.232 nm) is a very small value of 1.3%. 
This is also supported by the fact that no extra reflections 
produced by double diffraction are observed in the TED pat- 
tern [Fig. 3(a)]. 

Multislice simulations for the profile image of Fig. 2(e) 
were performed to confirm the presence of the Au9In4 phase. 
Figure 4(a) shows one of the through focal images simulated, 
from which the defocus value for Fig. 2(e) and the crystal 
thickness of the substrate are estimated. As seen in Fig. 4(a), 
the simulated image for a defocus value of —36 nm and a 
crystal thickness of 5 nm agrees well with the observed one 
[Fig. 4(b)]. Next, using this defocus value, we simulated im- 
ages for Au9In4 ranging from 2 to 5 nm crystal thickness. As 
a result, the simulated image for an island thickness of 4 nm 
[Fig. 4(c)] was in reasonable agreement with the observed 
one [Fig. 4(d)]. 

The chemical reactivities of Au with the representative 
III-V compounds increase in the order of InSb>GaAs>InP, 
because their heats of compound formation are —30.5, —71, 
and - 88.7 kJ mol-1, respectively.1 This trend elucidates Au 
to most easily react with the InSb, which is confirmed by the 
room-temperature interface disruption occurring only in this 
system and also by the formation of flat and abrupt interfaces 

in the other systems. However, here, the question arises as to 
why a phase of Au9In4 (cubic, a0 = 0.983 nm) is initiated 
with Au deposition, because, taking into account a lattice 
mismatch of the Au-In alloy with the InSb substrate, Auln2 

(cubic, a0 = 0.6157 nm) fits the substrate better than Au9In4 

(0.6% for the former and 1.3% for the latter), and because 
the Auln2 phase is more stable in the wide temperature range 
of room temperature and 540.7 °C. This question can be an- 
swered as follows: As mentioned above, no deposited Au 
atoms could meet In atoms up to —0.5 ML coverage until the 
Sb segregated onto the growth front. This means that at the 
very early stage of Au deposition, the Au has time to become 
considerably rich compared with the In on the substrate side. 
Thus, it is most likely that the situation suitable for forming 
the Au-rich Au-In alloy and a relatively good lattice fit of 
1.3% in the Au9In4/InSb system allows a phase of Au9In4 to 
emerge. 

IV. SUMMARY 

We studied the evolving interface of the Au/InSb(lll) B 
system in Au coverages of 0-~5 ML at room temperature 
by using HR-profile TEM, multislice image simulations and 
TED in the plan-view geometry. The HR-profile TEM obser- 
vation revealed that the first Sb-trimer layer of the InSb(l 11) 
B-(2X2) substrate gradually altered its (2X2) structure to 
the (1X 1) period. The subsequent Au deposition led to par- 
tial disruption of the substrate and to island formation of 
Au9In4 by reaction of the deposited Au atoms with the sub- 
strate. The Au9In4 island with a y-brass structure has the 
following epitaxial relationship with the substrate: 
(lll)InSb|[(lll)Au9In4 and [110] InSbll[110] Au9In4. The 
HR-profile TEM images of this alloy agreed well with the 
results calculated by the multislice method. 
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Microwave modulated photoluminescence used to measure surface 
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Microwave modulated photoluminescence (MMPL) is a characterization technique in which a 
semiconducting sample is subjected to continuous optical pumping and chopped microwave electric 
fields. The signal normally detected in an MMPL experiment is the change in the 
photoluminescence (PL) spectrum due to the presence of the microwave electric field, which 
increases the kinetic energy of the free carriers. We have previously correlated the quenching of the 
PL signal, as induced by the microwaves, with nonradiative recombination at a surface/interface of 
the photoexcited volume. In this work, we determine quantitatively surface recombination velocities 
through a combined measurement of microwave induced changes in photoconductivity and in PL. 
From the change in the photoconductivity we infer a change in the diffusion constant of free carriers 
in the material. The change in diffusion constant, along with the change in luminescent intensity, 
uniquely determines the surface recombination velocity of the layer. Results for GaAs layers with 
bare surfaces are presented and the potential usefulness of the technique to other material systems, 
including the measurement of properties of buried interfaces, is discussed. © 1998 American 
Vacuum Society. [S0734-211X(98) 10704-7] 

I. INTRODUCTION 

A. Microwave modulated photoluminescence 

In many cases, as with other modulation spectroscopies, 
more information about a sample is obtained from micro- 
wave modulated photoluminescence (MMPL) than from 
photoluminescence (PL) alone. In the specific case described 
here, MMPL is used to measure the surface recombination 
velocity (SRV) of a layer. Although the luminescence effi- 
ciency clearly depends on the nonradiative lifetime and 
hence the SRV, it is not possible to extract an SRV from a 
single PL measurement on a single layer. In what follows we 
will describe how the SRV may be extracted from the de- 
pendence of the PL and the sample conductivity on a pertur- 
bation caused by the presence of a microwave electric field. 

In an MMPL apparatus, the sample is placed in the elec- 
tric field maximum of a microwave cavity. The microwave 
cavity has optical access through which we excite photocar- 
riers and collect luminescence. The microwaves are normally 
switched on and off while continuously illuminating the 
sample with above-band-gap light, and a lock-in amplifier is 
used to detect the change in the luminescence caused by the 
presence of the microwaves. 

The direct effect of the microwaves is to increase the 
kinetic energy of the free carriers in the sample.1 One type of 
MMPL signal arises from the fact that this energy may be 
transferred from the carriers to the sample lattice and cause 
sample heating.2'3 The MMPL signal in this case is a mani- 
festation of the dependence of the PL on sample temperature. 
In this work, such sample heating effects have been made 

negligible by immersing the sample in superfluid helium dur- 
ing the measurements.2 All the MMPL signals discussed here 
are therefore manifestations of the dependence of the PL on 
free-carrier energy with the sample temperature held at 2 K. 
In the past, MMPL signals unrelated to any heating of the 
crystal lattice have been attributed to impact ionization4 or to 
the dependence of the cross section for a recombination path 
on the free-carrier energy.5 In the discussion that follows we 
will show that the MMPL signals we present in this work are 
a manifestation of an increase of the diffusion constant of the 
free carriers as their kinetic energy is increased by the pres- 
ence of the microwave electric field. 

B. Nonradiative recombination at surfaces and 
interfaces 

The nonradiative lifetime of carriers due to recombination 
at a surface or interface has been shown6 to be well approxi- 
mated by the expression: 

Ad2 d 

S' 
(1) 

"'Electronic mail: colin@mail.physics.utah.edu 

where S is the recombination velocity of the surface or inter- 
face, d is the thickness of the.active layer (in our case of 
photogenerated carriers this is the light absorption length), 
and D is the diffusion constant of minority carriers within the 
active layer. Equation (1) differs by numerical factors from 
the expression found in Ref. 6 due to differences in sample 
geometry. The nonradiative lifetime and the radiative life- 
time, rr, determine the luminescent efficiency, rj, as follows: 
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V= 
Tr

+ T„; 
(2) 

In a previous study,7 we established that the microwave elec- 
tric fields produce changes in D which affect the PL effi- 
ciency. The amount by which the PL efficiency changes de- 
pends on the value of S. In this work we measure changes in 
luminescence efficiency and conductivity8 to infer changes in 
D and rm that uniquely determine S. 

An established method for obtaining S using lumines- 
cence is to measure the dependence of the PL lifetime on the 
thickness of a layer, d, in Eq. (I).6 This technique obviously 
requires the growth of layers with similar surface properties 
and different thicknesses, and it is fundamentally limited in 
accuracy by the ability to grow samples with the same sur- 
face properties. The technique described in this work is 
based on modulating the diffusion constant, D, in Eq. (1) for 
a single sample and does not require the growth of multiple 
samples for any single measurement of S. 

At low temperatures (all the experiments discussed here 
were performed at 2 K) the mobility of free carriers in GaAs 
is expected to be determined (limited) by ionized impurity 
scattering.9 The scattering time associated with this scatter- 
ing mechanism is expected to increase with carrier tempera- 
ture. Hence the mobility of free carriers is expected to in- 
crease with carrier temperature in our experiment. The 
microwave electric fields in our experiment cause an increase 
in the kinetic energy of the free carriers,2 which produces a 
measurable decrease in the resistance of the sample. The 
increase in mobility also produces an increase in diffusion 
constant, as the two quantities are connected by the Einstein 
relation.10 As shown in Eq. (1), the increase in diffusion 
constant causes a decrease in the nonradiative lifetime, 
which leads to a change in luminescent efficiency—another 
measurable quantity. 

II. EXPERIMENT 

Luminescence was excited with 5145 Ä light from a Co- 
herent Ar+ ion laser with an intensity on the order of 
0.3 W/cm2. The GaAs (100) samples were placed in the elec- 
tric field maximum of a 16 GHz transverse electric (TE)001 

microwave cavity. Microwave powers of 100 mW and less 
were used. Luminescence was dispersed with a 0.85 m Spex 
double monochromator and detected with a GaAs photomul- 
tiplier. The microwaves were chopped at the reference fre- 
quency of a lock-in amplifier so that microwave-induced 
changes in luminescence could be measured by standard 
lock-in techniques. Resistance was measured with an ohm- 
meter by attaching leads to the sample using In contacts on 
either side of the laser-illuminated area. The sample and cav- 
ity were immersed in superfluid He (2 K) during the mea- 
surements. 

Samples were chosen to be lightly doped (impurity con- 
centrations less than 1017 cm-3 for p type and less than 
1015 cm-3 for n type) so that the impurities would not con- 
tribute significantly to the conductivity (with the laser on) at 
2 K (i.e., the carriers were "frozen out").11 Hence, all elec- 

ü 
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- -   MMPL 

1.48 1.50 1.52 

•    Energy (ev) 

FIG. 1. PL and MMPL spectra from a GaAs sample. MMPL spectrum is the 
difference between PL spectra with the microwave electric fields on and off. 
Sign and relative magnitude of the MMPL spectra indicate that, in this case, 
the microwaves produce an approximately 10% decrease in PL intensity. 

trical measurements made can be attributed to properties of 
photogenerated carriers; the sample resistance was at least 
two orders of magnitude greater with the laser off than with 
the laser on. The importance of this choice of samples will 
be discussed in more detail later. 

As alluded to above, microwave power and laser power 
were varied throughout the study despite the fact that the 
desired quantity (S) is not expected to depend on them. This 
was done in an effort to eliminate experimental artifacts 
while developing this new measurement technique, as well 
as to estimate the uncertainty in the values of S. The posi- 
tions of the contacts on the samples was also changed for 
similar reasons. The motivations for, and effects of, these 
changes will be made clear in later sections. 

III. RESULTS 

The PL and MMPL spectra from a GaAs sample with a 
bare GaAs surface are shown in Fig. 1 in order to illustrate 
the effect the microwaves have on the near-gap lumines- 
cence. The same scale is used for both the PL and MMPL 
spectra. The MMPL spectrum is the difference, detected with 
the lock-in amplifier, between the PL spectrum with the mi- 
crowave electric fields on and that with the microwaves off. 
A negative MMPL spectrum such as this one, by our con- 
vention, means that the luminescence intensity is decreased 
when the microwaves are switched on. The fact that the mag- 
nitude of the MMPL signal is approximately one tenth that 
of the PL signal indicates that the PL efficiency with the 
microwaves on is approximately nine tenths the efficiency 
with the microwaves off. 

As discussed in the previous section, knowing this 
microwave-induced decrease in luminescent efficiency and a 
corresponding decrease in sample resistance allows us to cal- 
culate a surface recombination velocity. Such data are shown 
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TABLE I. Experimental data and calculated values of S for different micro- 
wave powers. Microwave power is shown in column one. (P~40 mW.) 
Columns two and three show the changes in the two measured quantities 
due to the presence of the microwaves. Column four gives the calculated 
values for 5. Uncertainty in the values is in the last digit except as noted. 

2330 

Microwave S 

power RoJRofi VoJVoft (cm/s) 

P 0.58 0.89 1.5e4±5e3 

0.3P 0.65 0.95 6e3±2e3 

OAP 0.71 0.98 3e3 

0.03P 0.92 0.992 4e3 

in Table I for the sample whose PL and MMPL spectra were 
depicted in Fig. 1. Several microwave powers and laser pow- 
ers were used in addition to the conditions that produced the 
data for Fig. 1. As can be seen in Table I, the presence of 
microwave electric fields causes a decrease in sample resis- 
tance and a decrease in luminescent efficiency. Correspond- 
ingly, both the change in sample resistance and in efficiency 
become larger as the microwave power increases. As will be 
shown in Sec. IV the change in the sample resistance places 
a limit on the change in luminescent efficiency for any finite 
value of S. Correspondingly, any time our experiment pro- 
duces a measurable difference between the two values de- 
picted in columns 2 and 3 of Table I, we can estimate a 
surface recombination velocity for the luminescent layer us- 
ing estimates for some bulk material parameters of the layer 
(i.e., the radiative lifetime and microwaves-off diffusion con- 
stant) and Eqs. (1) and (2). Changing the laser intensity by an 
order of magnitude has a negligible effect on the numbers 
shown in Table I. The values we obtain by our technique are 
on the order of previous estimates of low temperature 
SRV's.12 

IV. DISCUSSION 

A. Assumptions used to calculate S 

Before explaining the details of the calculation of surface 
recombination velocities from the measured quantities, it is 
appropriate to explain and justify some of the approxima- 
tions that will be made. First, we assume that the change in 
PL efficiency comes only from a change in the nonradiative 
lifetime and that the change in that lifetime comes only from 
a change in the diffusion constant for free carriers. This as- 
sumption is justified primarily with empirical evidence. The 
quenching of the PL signal caused by the microwave electric 
field has been shown to be associated with the presence of an 
exposed surface on a GaAs sample.7 The change in PL af- 
fects the different luminescence processes equally, i.e., the 
MMPL signal in Fig. 1 does not change the relative ampli- 
tudes of the two peaks, meaning that any relative change 
between the efficiencies of the PL processes is small com- 
pared to the quenching effect of the surface. In addition, we 
have taken data at a variety of microwave and laser powers 
that give similar values of S, indicating we are probably not 
neglecting any large extraneous effects of the microwave 
electric fields. In particular the data shown in Table I con- 

verge at low microwave powers, as was the trend in all of 
our data. The deviations at high microwave powers could be 
due to a microwave-induced change in radiative rate. Since 
the energy dependence of radiative capture cross sections is 
approximately proportional to the fourth power of the 
energy,13 while the change in mobility is proportional to the 
three halves power,9 the effect on the radiative rates may 
become more important at high microwave powers. For this 
reason, the low-microwave-power values of S are used for 
discussion. 

In principle the change in sample resistance could occur 
due to a change in mobility of a different carrier type than 
the carriers which determine the luminescence efficiency. 
That is, the D in Eq. (1) refers to the diffusion constant of 
minority carriers,6 while the sample resistance would in gen- 
eral be determined by majority carriers.14 For the carrier 
freeze-out conditions we use in this study, the free carriers 
that our measurements probe consist of equal numbers of 
electrons and holes. In the case of equal numbers of both 
carrier types, the resistance of the sample is expected to be 
determined by the more mobile carriers,14 while the lumines- 
cence efficiency may be determined by the less mobile. 
However, we use the measured change in resistance to infer 
the change in D used in Eq. (1). This inference is possible 
because for carrier freeze-out conditions we expect the in- 
crease in carrier kinetic energy, and hence the relative 
change in mobility, to be essentially the same for both types 
of carriers. The increase in kinetic energy of the carriers will 
be proportional to the strength of the microwave electric field 
and the scattering length. As already stated, the dominant 
scattering mechanism is expected to be impurity scattering. 
For the carrier freeze-out conditions, the impurities consist of 
equal numbers (compensated) of positively charged donors 
and negatively charged acceptors, as well as uncompensated 
neutral acceptors. Due to this symmetry of the charge of the 
impurities, we assume that the scattering length, and hence 
the microwave-induced increase in kinetic energy, is the 
same for both electrons and holes. We assume that the only 
dependence of the resistance on the presence of the micro- 
wave electric fields is through the increase of carrier energy. 
Since the sample resistance will enter our calculations only 
in a ratio of the resistance with microwaves on to the resis- 
tance with microwaves off, the value of S will only depend 
upon the change in free carrier energy and all of our results 
should be independent of which carrier type we are measur- 
ing. 

B. Exact solution for S 

The two quantities measured in our experiment that are 
displayed in Table I are the ratio of the efficiencies with the 
microwaves on and off: 

VoK     \ rnr,( 
1 + 

Tnr,off/ 
(3) 

and the ratio of the sample resistances with the same condi- 
tions, 
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R off 

öoff 

' D' 
(4) 

The "off" and "on" subscripts refer to the absence and 
presence of the microwave electric fields, respectively. In 
Eq. (4), the Einstein relation10 has been used to relate the 
diffusion constant and the resistance of the sample. As ex- 
plained in Sec. IV A, any dependences of quantities other 
than D on the presence or absence of the microwaves will be 
ignored. 

Using Eqs. (1), (3), and (4) it is possible to solve for the 
surface recombination velocity, S, in terms of the two dimen- 

sionless measured quantities Von^Voii md ^on^off» or 

equivalenfly 77on/?7off and D00/Dof{. An exact solution based 
on Eq. (1) and the assumptions detailed in Sec. IV A is found 
by solving a quadratic equation for S, 

Voffl   I? Do{{      \ 7]ofi D0ffl 

rAd2 

77 

+ S 1- 
Von\(4d 

Voll, 

Dn„     4d3 Dn 

T L)ntt        77     D off, 

1        ^on I r>      J2       
on 

Voll) ^off. 
= 0, (5) 

and this method was used to find the values of S listed in 
Table I. Given that T7on/Tjoff is less than unity and S must be 
positive real, there must be a sign difference between the 
coefficients of the quadratic and linear terms in S in Eq. (5), 
and the following condition must be met: 

'Zon ^on 

Vofi Dofl 

or equivalenfly, 

^on     **on 

Voff    -K off 

(6) 

(7) 

Hence, for any physically meaningful (i.e., finite, real, posi- 
tive) value of S, the condition (7) must be true, as it is for the 
data presented in Table I. Operationally this conclusion 
means that as the two ratios in Eq. (7) become close to each 
other such that their error bars overlap, S becomes immea- 
surably large in our experiment. 

C. Approximate solutions for S 

Although it is easy to solve Eq. (5) for any value of S, for 
illustrative purposes, approximate solutions will be presented 
that make clearer the dependence of S on the measured 
(modulated) quantities and on the material parameters in cer- 
tain limiting cases. 

The first approximate solution applies for the case of 
"bad" interfaces or surfaces. Quantitatively, this case ap- 
plies when the nonradiative lifetime is small compared to the 
radiative lifetime and the following approximation is valid: 

77 s ■ (8) 

Note that for the nonradiative lifetime to be small compared 
to the radiative lifetime, and Eq. (8) to apply, both terms on 
the right hand side of Eq. (I) must be small compared to the 
radiative lifetime. Specifically, the "bad" interface approxi- 
mation used here requires not only a large value of S but also 
a small layer thickness, or equivalently a large diffusion con- 
stant. When Eq. (8) is valid the ratio of the efficiencies is 
independent of the radiative lifetime. 

Vmr 

Volf' 

_ 
7T2Dr 

■ + ■ 

Ad1      d' 

7r2Doff
+S 

(9) 

By rearranging terms one obtains the recombination velocity 
of a "bad" surface or interface: 

Jhart— ' 

TTlD off 
1- 

V 

Voll 

4d Von 

Voll 

Doff 

D 

(10) 

The second condition for which an approximate solution 
is useful is the case of a ' 'good'' interface or surface which 
is defined by the following two conditions: 

d    4d2 

and 

:>rr 

(ID 

(12) 

Using Eqs. (11) and (12) it is possible once again to write a 
simplified expression for the ratio of the efficiencies, Eq. (3). 

''off ^"nr.on 
+ ■ 

rnr,off 
(13) 

Using Eq. (11) to obtain an approximate expression for the 
inverse of the nonradiative lifetime (not shown), the final 
expression for "good" interfaces becomes: 

7T 

"^gOOd-"n 
1-VoJv, 'on' '/off 

(1-ZWDJ 

(14) 

A graph of the exact solution of the quadratic equation 
(5), and the approximate expression (14) is shown in Fig. 2 
for material parameters typical of samples we studied for this 
work (i.e., a 1 /zm thick GaAs sample). The figure shows the 
dependence of the surface recombination velocity on one of 
the measured quantities {rjoJVoif) witn the other measured 
quantity (Ron/Roif) taken as 0.7. This value of (Ron/Rof{) 
corresponds roughly to a microwave power of 4 mW. At low 
values of S, the two curves converge and Eq. (14) is valid. 
Equation (10) is not plotted because the required condition 
[Eq. (8)] is not valid for this choice of parameters. Specifi- 
cally, in a 1 /urn thick GaAs sample the nonradiative lifetime 
[Eq. (1)], which is determined by the diffusion constant at 
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o    1e+5 
> 

S    1e+3 

1e+2 

FIG. 2. Graph of the solution of the quadratic equation (5) and the approxi- 
mate solution (14) for a value of Rm/Roff of 0.7. The two curves converge 
at small values of recombination velocity, 5. Note that the error in the value 
of S we obtain, as determined by experimental error in the measurement of 
PL efficiency, becomes larger at values of S below 103 cm/s and above 
105 cm/s. Range over which we can accurately measure 5 can be extended 
by changing the layer thickness and the microwave power. 

large values of S, never becomes small compared to the ra- 
diative lifetime. In the GaAs system the use of Eq. (10) 
would require thinner layers. 

D. Uncertainty in S 

In Table I, the uncertainty in S, which comes from the 
experimental uncertainty in the two measured quantities, is 
± 103 cm/s for the low microwave powers and becomes 
larger at higher microwave powers. This increase in uncer- 
tainty in S comes from the fact that at high microwave pow- 
ers, Tnr [given by Eq. (1)] becomes insensitive to the value of 
S as the diffusion constant, D, becomes smaller. This uncer- 
tainty in S at low D (high microwave power) is equivalent to 
the problem of measuring large values of S accurately. The 
fundamental limit where rnr becomes insensitive to S is the 
same for our measurements and the technique described in 
Ref. 6 based on multiple layers with different thicknesses. It 
is also clear from Eq. (1) that one can measure higher values 
of S using thinner layers. For example, for a 100 Ä layer it 
should be possible to measure values of S accurately up to 
107 cm/s. 

As mentioned at the beginning of this section there may 
be additional systematic errors with the technique described 
in this work associated with high microwave powers. The 
fact that we cannot increase the microwave power ad infini- 
tum places a lower limit on the values of S that we can 
measure accurately. Whereas the technique in Ref. 6 be- 
comes more accurate as rnr becomes insensitive to the value 
of D (in the limit of small D or thin layers), our technique 
requires measuring changes in the efficiency based on 
changes in D. For the GaAs system with thick layers (>1 
/mm) this means we probably cannot accurately measure val- 
ues of S below  102 cm/s.   In contrast, using the time- 

resolved, multiple layer technique, values of S as low as 1.5 
cm/s have been reported.15 

Despite the fact that in its present form the microwave 
modulated photoluminescence experiment is limited to low 
temperatures, relatively pure samples, and a slightly smaller 
range of measurable values of S, than the competing tech- 
nique discussed, the ability to measure surface recombina- 
tion velocity with only a single sample eliminates a poten- 
tially large source of error from the measurement, the 
variation of surfaces from sample to sample. It should be 
noted for clarity that microwave modulated photolumines- 
cence can be used to measure recombination velocities in a 
variety of systems other than the one reported on here, in- 
cluding buried interfaces. The only restrictions on the layer 
to be measured are that it must have negligible conductivity 
without photoexcitation compared to with photoexcitation, it 
must have measurable PL, the layer must be contacted for 
electrical measurements, and the recombination velocity 
must be between the two limits discussed in the previous 
paragraphs. 

V. CONCLUSIONS 

We have demonstrated a new technique for measuring 
interfacial recombination velocities using changes in lumi- 
nescence and conductivity caused by microwave heating of 
photogenerated carriers. We have obtained values for surface 
recombination velocity in reasonable agreement with previ- 
ous low-temperature results.12 The samples used in this 
work, for the sake of simplicity, all had a bare surface with 
relatively high recombination velocity, but the technique is 
not necessarily limited to that class of samples. Using the 
methods described here it is, in principle, possible to mea- 
sure the recombination velocity of a surface or interface that 
terminates a luminescent layer in other sample geometries, 
including buried interfaces. 
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Lattice-matched Z^^Cd^e/In^Ga^As heterojunctions can be fabricated by molecular beam 
epitaxy on GaAs(OOl) 2X4 surfaces in a wide range of compositions provided that a suitable strain 
relaxation profile is achieved within the ternary III-V buffer layer. We focus here on the structural 
properties of the resulting II-VI/III-V heterostructures and discuss the distribution of native 
defects, including misfit and threading dislocations, stacking faults, and surface corrugations. 
© 1998 American Vacuum Society. [S0734-211X(98)05304-9] 

I. INTRODUCTION 

Heterovalent heterostructures, i.e., junctions comprised of 
semiconductors belonging to different families (e.g., II-VI/ 
III-V or III-V/IV) have been attracting increasing attention 
in recent years for both basic and applied reasons.1'2 On the 
fundamental side, the physics of these systems is in principle 
qualitatively different from that of the more conventional 
isovalent heterostructures.1 Ideally abrupt heterovalent het- 
erojunctions with polar orientation would be charged, and 
unstable.3'4 Elimination of the resulting long-range electro- 
static field may occur through the formation of point defects, 
which, in turn, may modify the band alignment. As far as 
applications are concerned, most materials currently being 
considered for optoelectronic devices in the short- 
wavelength visible range (e.g., the wide-gap II-VI materials 
or III-V nitrides) are grown on heterovalent substrates, and 
this emphasizes the importance of understanding and con- 
trolling the properties of heterovalent heterostructures. 

Strain further complicates the issue, since the heterovalent 
substrates are seldom lattice matched to the active epilayers, 
and strain affects per se the electronic structure of the 
heterojunctions,1'5 and may lead to the formation of extended 
as well as point defects.1'5 Substantial progress towards the 
development of lattice-matched heterovalent heterostructures 
has been made in the II-VI/III-V area, in parallel with the 
recent demonstration of blue-green coherent emitters.6 Be- 
cause of the lack of II-VI substrates of suitable quality and 
doping, most such lasers have been fabricated by molecular 
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beam epitaxy (MBE) on GaAs wafers. ZnSe, with a lattice 
parameter a0 = 5.6687 Ä,7 exhibits a 0.27% in-plane mis- 
match With GaAs, but is lattice matched to In0.o38Ga0.962As, 
so several authors have attempted to achieve lattice-matched 
interfaces by incorporating Ino.04Gao.9gAs buffer layers in 
blue-green lasers.9'10 

We propose Zn^yCdySe/Inj-^Ga^As heterojunctions as 
a new prototype family of II-VI/III-V heterovalent hetero- 
junctions that can be fabricated by MBE in lattice-matched 
form in a wide range of compositions on GaAs wafers, pro- 
vided that a suitable strain-relaxation profile is achieved in 
the ternary III-V layers. We review here the conditions un- 
der which lattice matching is achieved, and the nature and 
spatial distribution of the dominant extended defects which 
are found in the structure. 

An additional motivation of our work is the goal of elimi- 
nating strain from the active layer of current II-VI based 
blue-green lasers. Znj _yCd.>,Se alloys are widely utilized as 
active layers in laser diodes grown on GaAs, and the large 
resulting compressive strain appears to promote device 
degradation.11,12 Since high-quality InxGa,_xAs wafers with 
x 5= 0.02 are not available because of homogeneity problems 
in high-x bulk crystals, fabrication of In^Gaj _^As buffer lay- 
ers with optimized concentration and strain relaxation profile 
on GaAs seems at present the only viable option. We present 
here results for Zn^Cd^Se/In^Ga^As heterostructures of 
interest for both blue (j = 0 and 0.15) and blue-green (y 
-0.25) emitters. 

II. EXPERIMENTAL DETAILS 

All heterostructures were grown by solid-source MBE in 
a system which includes interconnected chambers for the 
growth of II-VI and III-V materials and an analysis cham- 
ber with monochromatic x-ray photoemission spectroscopy 
(XPS) capabilities. After thermal removal of the native oxide 
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from semi-insulating GaAs(OOl) wafers, —0.5-ytim-thick 
GaAs buffer layers were initially grown at 600 °C. 
In^Ga^^As epilayers 1-2 /mi thick were subsequently 
grown at 490-500 °C with III/V beam pressure ratios 
(BPRs) in the 1/15-1/30 range, as determined from an ion 
gauge positioned at the sample location. Typical growth rates 
were between 1 and 1.3 /mi/h. The indium content in the 
alloy was calibrated in situ by means of XPS, and ex situ by 
x-ray diffraction (XRD), photoluminescence (PL) spectros- 
copy, or Rutherford backscattering spectrometry (RBS).13 

When required, graded composition In^Gaj.^As layers in 
which x was varied superlinearly with a parabolic composi- 
tion profile were designed, as described in Sec. Ill, and fab- 
ricated by gradually increasing the indium cell temperature 
during growth. The composition profile of the graded layers 
was tested a posteriori by RBS and secondary ion mass 
spectrometry. 

On the resulting In^Ga^^As surface, Zn^CdySe over- 
layers were deposited at 250-290 °C with a II/VI BPR of 1 
or 0.4. Under the growth conditions employed the layers 
exhibited a c(2X2) (BPR=1) or (2X1) (BPR=0.4) sur- 
face reconstruction, as determined by reflection high energy 
electron diffraction (RHEED). The cadmium concentration 
in the alloy was also calibrated in situ by XPS and ex situ by 
RBS. 

The extended defect density for each sample was probed 
using plan-view and cross-sectional transmission electron 
microscopy (TEM) micrographs. Thin foil samples were ob- 
tained by ion milling the structures at room temperature us- 
ing 5 keV Ar+ ions at an angle of incidence of 4° until 
perforation. Plan-view images obtained using a Philips 
EM430ST TEM operated at 300 keV allowed us to sample 
the overall heterostructure in sections as thick as 2 /an. Ob- 
servations in thin regions of the plan-view thin foils allowed 
us to focus on the structural quality of the II-VI epilayer 
alone, while thicker regions yielded information on the 
whole sequence of epilayers down to the III-V buffer/ 
substrate interface. Cross-sectional micrographs were re- 
corded using either a JEOL 2000 FX TEM operated at 200 
keV or a Philips EM430ST TEM operated at 300 keV. 

The residual strain in the epilayers was determined either 
through XRD using a double-crystal diffractometer14 or from 
the measured channeling directions using 4He beams with an 
energy of 2.0 or 4.0 MeV.13'15'16 Throughout this article the 
measured elastic deformation will be quantified in terms of 
the diagonal components of the strain tensor ey and e± .n 

The surface morphology of the samples was examined 
using Nomarski optical microscopy and atomic force micros- 
copy (AFM). The AFM images were obtained using a com- 
mercial instrument operated in contact mode with Si3N4 tips 
on cantilevers with a spring constant of 0.06-0.12 N/m, and 
typical scan rates in the 0.5-2.0 Hz range. 

III. RESULTS AND DISCUSSION 

A. Dislocations 

TABLE I. Nominal parameters of In^Ga^As and Zn,_yCdySe bulk alloys 
that would be lattice matched at room temperature for y = 0, 0.15, and 0.25. 
Column 1: Lattice parameter; column 2: Cd content in the II-VI alloy; 
column 3: direct band gap of the II-VI alloy: column 4: In content in the 
III-V alloy; column 5: direct band gap of the III-V alloy; column 6: band 
gap difference between lattice-matched II-VI and III-V alloys. 

In.Ga,_vAs 

«0 y EG X E0 A£c 

(Ä) (eV) (eV) (eV) 

5.669 0 2.70 0.04 1.38 1.32 
5.730 0.15 2.55 0.19 1.22 1.33 
5.771 0.25 2.44 0.29 1.11 1.33 

In Table I we summarize the nominal parameters of 
yCdySe bulk alloys that would be lat- In-jGaj -jAs and Zn[ 

tice matched at room temperature for v = 0, 0.15, and 0.25. 
The lattice parameters of the Zni-^CdySe alloys were ob- 
tained by linear interpolation between the lattice parameter 
of ZnSe (Ref. 18) and that measured in epitaxial, relaxed 
CdSe epilayers grown with a zinc blende structure on 
GaAs.19 The lattice parameters of the In^Gaj-^As alloys 
were also obtained through interpolation from literature 
values.20 The parallel decrease in the band gap with an in- 
creasing lattice parameter shown in Table I defines a series 
of potentially lattice-matched heterojunctions in which the 
band gap difference remains virtually unchanged while be- 
coming an increasing fraction of the band gap of each semi- 
conductor constituent. This should produce a substantial 
modulation of confinement effects in the heterostructure se- 
ries. 

Implementation of such lattice-matched heterostructures 
on GaAs wafers requires that controlled relaxation is ob- 
tained within In^Ga! _ ^As epilayers of a practical thickness 
(1-2 /mi). For sufficiently low values of x this can be 
achieved using homogeneous composition layers. For ex- 
ample, in Fig. 1(a) we show a cross-sectional TEM micro- 
graph of a ZnSe/In^Ga! _^As/GaAs heterostructure incorpo- 
rating a 2-/im-fhick ternary buffer layer with homogeneous 
composition x = 0.05. At the interface between the ternary 
III-V layer and GaAs, an important dislocation network can 
be seen. However, these defects are confined near the inter- 
face, and no threading defects are observed within the 
In^Ga^jAs ternary layer or the ZnSe overlayer. From plan- 
view studies we estimate an upper limit of less than 2 
X104 cm"2 for the threading dislocation (TD) density in the 
II-VI overlayer. 

When the mismatch between the II-VI/III-V heterostruc- 
ture and the GaAs substrate becomes too high, homogeneous 
composition In^Ga^^As layers become less suitable for the 
purpose. In Fig. 1(b) we show a cross-sectional TEM micro- 
graph of a Zn0 85Cdo 15Se/In019Gao 81 As/GaAs heterostruc- 
ture incorporating a 300-nm-thick II-VI overlayer and a ~1- 
/um-thick, homogeneous composition mo^Ga^As layer. 
Although the vast majority of the misfit dislocations (MDs) 
are at the In^Ga! .^As/GaAs interface, the larger dislocation 
interaction, as compared to Fig. 1(a), is seen to be accompa- 
nied by the emergence of a number of TDs, which affect 
both the bulk of the ternary III-V layer and the II-VI over- 
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FIG. 1. (a) TEM micrograph of a ZnSe/In0o5Ga095As/GaAs(001) hetero- 
structure which includes a 100-nm-thick ZnSe epilayer and a 2-^m-thick, 
homogeneous composition In0 05GaQ 95As layer. The cross-sectional image 
was obtained in two-beam diffraction conditions near the [110] zone axis, 
(b) Cross-sectional TEM micrograph of a Zn085Cd015Se/In019Gao81 

As/GaAs heterostructure incorporating a 300-nm-fhick II-VI overlayer and 
a ~l-/im-thick, homogeneous composition In0]9Gao81As layer, (c) Cross- 
sectional TEM micrograph of a Zn085Cd01586/1^03, ^As/GaAs hetero- 
structure incorporating a 300-nm-thick II-VI overlayer and a ~l-/xm-thick, 
graded composition InA.Ga! -^As layer in which the In concentration exhib- 
ited a parabolic, superlinear profile from x = 0 at the bottom to x0 = 0.23 at 
the top. 

layer. Dislocation interaction is known to enhance the nucle- 
ation of additional dislocations since the already-present 
threading segments are prevented from gliding further. 

To reduce the number of TDs and to avoid the three- 
dimensional (3D) growth effects which hinder fabrication of 
high-quality In^Ga^As layers with higher In concentra- 
tions on GaAs,16'22'23 we employed In^Ga^As epilayers in 
which the In concentration was varied gradually from x = 0 
at the interface with the substrate to the desired x = x0 at the 
surface, i.e., at the II-VI/III-V interface. As discussed 
elsewhere,15'24 we selected a parabolic, superlinear concen- 
tration profile: 

x(t) = x0 1-|1-r (i) 

where t it the distance from the GaAs substrate and T is the 
total thickness of the In^Gaj _^As layer. The profile in Eq. 
(1) was selected for its simplicity, relatively flat behavior in 
the near-surface region, which makes it less sensitive than 
other profiles to variations in composition and layer thick- 
ness, and for its expected property of confining MDs away 
from the surface while minimizing dislocation interaction.24 

The corresponding residual strain at the film surface in the 
direction parallel to the interface e,, (Ref. 17) can be calcu- 
lated from the following expression obtained through a semi 
empirical model of strain relaxation: 

<9K\2 xn I a0(InAs) 

24,25 

6? = 
XQ 

a0(GaAs) 
1 (2) 

where K= 0.0037 ± 0.0007 nm is an empirical constant, and 
a0 (InAs) and a0 (GaAs) are the equilibrium (unstrained) 
lattice parameters of the binary parent compounds. Based on 
the predictions of Eq. (2), the In concentration x0 at the 
surface of the graded layer must exceed the values of x in 
Table I to compensate for the partial character of the strain 
relaxation within any layer of finite-size thickness. For ex- 
ample, in order to obtain a surface lattice parameter17 that 
matches that of a bulk Zn0.85Cd0.15Se alloy using an 
In^Ga^As graded layer with r=1100nm, the surface 
composition should be x0 = 0.245. 

In Fig. 1(c) we show a cross-sectional TEM micrograph 
of a Zna85Cdo.i5Se/In.l.Ga1_;cAs/GaAs heterostructure incor- 
porating a 300-nm-thick II-VI overlayer and a ~l-/jm- 
thick, graded composition In^Gaj-^As layer in which the In 
concentration exhibited a parabolic, superlinear profile of Eq. 
(1) from x = 0 at the bottom to x0 = 0.23 at the top. MDs are 
seen to be distributed throughout a region approximately 500 
nm wide, gradually relaxing most of the misfit within this 
region, and leaving the remaining portion of the buffer unaf- 
fected, in agreement with theoretical predictions.24"26 Within 
our experimental sensitivity, no TDs are observed. 

The Znj-yCdySeSe/In^Gaj-jAs heterostructures . dis- 
cussed in what follows will include homogeneous composi- 
tion ternary III-V layers only for y = 0, while samples with 
y = 0.15 and 0.25 will always be implemented using graded 
composition In^Ga! _xAs layers with target structural param- 
eters derived from Eqs. (1) and (2). 
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TABLE II. Experimental structural and compositional parameters of Zn^CdySe/In^Ga^As heterostructures 
grown by MBE on GaAs(OOl) substrates. The data in the first row (y = 0) were obtained from XRD. The data 
in the second and third rows were obtained from RBS and channeling studies. Column 1: Cd content in the 
II-VI overlayer; column 2: in-plane strain within the II-VI overlayer; column 3: In content in the near-surface 
region of the III-V layer; column 4: in-plane residual strain in the near-surface region of the III-V layer; 
column 5: type and thickness of the In^Ga^^^As layer employed. The h and g labels denote homogeneous and 
graded composition layers, respectively. 

Znt -yCd)PSe In^Gaj-jAs 

y (%) *o (%) 
Type/thickness 

(nm) 

0 
0.150±0.04 
0.249± 0.002 

-0.014±0.007 
-0.29±0.04 
-0.14±0.04 

0.051 ±0.002 
0.214± 0.004 
0.340± 0.004 

-0.097±0.016 
-0.40±0.04 
-0.48+0.04 

h/2000 
g/920 
g/915 

In Fig. 1 no MDs are observed within the experimental 
sensitivity at any of the II-VI/III-V interfaces, indicating 
that the II-VI overlayers grow pseudomorphically on the 
III-V layers. To quantify how close a lattice-match was 
routinely achieved, we list in Table II the structural param- 
eters measured for three Zn^CdySeSe/hijGa^As hetero- 
structures with y = 0, 0.15, and 0.25. To obtain structural 
information on both the II-VI overlayer and the near-surface 
region of the graded composition III-V epilayer within the 
same heterostructure, we followed a two-step growth pro- 
cess. First, a graded III-V ternary epilayer was grown on a 
suitable GaAs wafer and protected with an As cap layer. The 
wafer was then removed from the MBE system and cleaved 
into different sections. Some sections were used in RBS 
studies of composition and strain. Others were introduced 
again in the MBE system and used as substrates for 
Zn^CdySe growth after thermal removal of the As cap 
layer. In view of the RBS sampling depth and the relatively 
flat profile in the near-surface region [see Eq. (1)], the RBS- 
derived values of x will be taken as experimental determina- 
tions of the surface composition x0. 

The structural parameters of the In^Ga^^As layers in 
Table II indicate that a substantial amount of residual strain 
is present in the III-V layers, as expected because of the 
finite thickness of any practical ternary buffer layer. For the 
graded composition layers, the experimental values of en 
(-0.40% and -0.48%) are very similar to the theoretical 
predictions (-0.42% and -0.46%, respectively) obtained 
from Eq. (2) using the experimental values of x0 and T. The 
implication is that the semi-empirical model15'24'25 does re- 
markably well in predicting the strain relaxation in the 
graded layers. The target values of x0 and T (i.e., those re- 
quired for lattice match to the II-VI overlayer) are achieved 
within 5%-10% through the growth procedure employed, 
with a trend toward lower thicknesses (by up to 10% of the 
target T) and lower In concentrations (by up 2%-5% of the 
target x0) as compared to the optimum design values. 

The structural parameters of the II-VI overlayers in Table 
II indicate that they grow pseudomorphically on the III-V 
epilayers, so that the strain present largely reflects the devia- 
tions of the ternary III-V parameters from the design values. 
For the ZnSe/In^Ga! _^.As heterostructure, the low strain 
achieved (e,|= -0.014% ±0.007%) indicates that the excess 

In concentration over the value in Table I (5% as opposed to 
4%) compensates almost exactly for the partial character of 
the strain relaxation within the III-V layer. The resulting 
expected critical thickness for the II-VI overlayer exceeds 
300 yam,14 suggesting that for all practical purposes lattice 
matching has been achieved. 

The strain in the II-VI overlayer is somewhat larger for 
ZnogsCdo^Se/In^Gaj.jAs and Zn075Cd025Se/InxGa1_xAs 
heterostructures, reflecting the larger deviations of the ter- 
nary III-V parameters from the design values in the graded- 
composition layers. To put these results in perspective, two 
points should be noted: (i) Table II was compiled using a 
subset of samples for which RBS studies were "performed on 
both the III-V and the II-VI layers, and are not necessarily 
those for which the best lattice matching was achieved. For 
example, on a total set of six Zn^yCd^Se/In^Ga^^As het- 
erostructures with y = 0.15-0.25, the minimum strain en- 
countered in the II-VI overlayer was -0.06% and the maxi- 
mum —0.29%. (ii) The lattice matching achieved should be 
assessed vis-ä-vis the applications envisioned. For example, 
the mismatch between Zn075Cd025Se and GaAs is 2.0%, so 
that a —2.0% strain exists in the active layer of any corre- 
sponding blue-green laser fabricated on GaAs. If the same 
laser were to be fabricated on the corresponding graded layer 
in Table II, the strain would be decreased by a factor of 14.3. 

In the absence of MDs and TDs in the II-VI epilayers, the 
main type of extended defect that remains is native stacking 
faults on {111} planes. Several such defects are clearly ob- 
served in Fig. 1, giving rise to the characteristic type of V- 
shaped contrast in the cross-sectional image. Stacking faults 
are known to form at the II-VI/III-V interface and to propa- 
gate upward during growth along {111} fault planes. Al- 
though some isolated Frank stacking faults exist on (111) 
and (111) fault planes, we have shown27'28 that the majority 
of such defects are Shockley stacking fault pairs on (111) 
and (111) fault planes, bounded by partial dislocations ex- 
hibiting Burgers vectors (1/6)[121] and (1/6)[211] for the 
former, and (1/6)[211] and (1/6)[121] for the latter. 

A discussion of the stacking fault issue, together with a 
review of the extensive recent literature on this subject, can 
be found elsewhere.27'28 Here we remind the reader that in 
view of the presence of the partial dislocations bounding the 
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stacking faults, the II-VI overlayers in Fig. 1 cannot be con- 
sidered, strictly speaking, dislocation free. However, such 
stacking faults do not contribute significantly to strain relax- 
ation, and in any case their concentration can be reduced 
below 104 cm"2 by controlling the interface nucleation 
stage, either by acting on the Zn/Se BPR (Se-rich growth 
conditions yield lower stacking fault densities27'28) or by pre- 
dosing the surface with submonolayer coverages of Zn. 

B. Surface properties 

Figure 2 shows the surface morphology of the three types 
of Zn^CdySe/In^Gaj-jAs heterostructures examined in 
this study as sampled by Nomarski optical microscopy. 
Clearly visible in all three cases is a regular pattern of par- 
allel lines on the surface with a separation of approximately 
1 jam. These striations run throughout the sample along the 
[llO] direction. Weaker lines are also visible in the [110] 
perpendicular surface direction, with lower density and 
therefore larger spacing yielding a characteristic cross- 
hatched pattern. 

Nomarski optical micrographs of the corresponding III-V 
buffer layers can be found elsewhere14"16 and are not repro 
duced here for sake of brevity. The similarity of the cross- 
hatched patterns from the II-VI overlayers and the III-V 
substrates, and the fact that the striations are absent from the 
surface of pseudomorphic ZnSe layers grown on GaAs 
suggest that the surface morphology of the Zni^CdySe 
overlayers replicates that of the underlying In^Ga^As ep- 
ilayers. 

Surface corrugations arranged to give a cross-hatched pat- 
tern have been observed for both In^Ga^^As epilayers 
as well for as Si^Ge^ epilayers21,34 during growth on 
lattice-mismatched substrates when the critical thickness was 
exceeded. In general, their origin has been phenomenologi- 
cally related to the misfit dislocation network at the 
epilayer-substrate interface,31 based on their orientation, and 
on the fact that they were not observed in layers which do 
not contain substantial numbers of glissile misfit 
dislocations.31 

The similar orientation of the surface cross-hatched pat- 
tern and the MD dislocation network near the 
InxGa, _^As/GaAs is illustrated by a comparison of the re- 
sults of Fig. 2 with selected plan-view TEM micrographs in 
Fig. 3. In Fig. 3(a) we show the MD network observed in a 
ZnSe/In^-Ga^^AsCOOl) heterostructure incorporating a 300- 
nm-thick II-VI overlayer and a 2-^m-thick In^Ga^As 
layer with homogeneous composition x = 0.043. Figure 3(b) 
depicts the corresponding MD network in a 
Zn0.75Cd025Se/InJGa1_A.As(001) heterostructure incorporat- 
ing a 300-nm-thick II-VI overlayer and a -l-^m-thick 
In^Ga^As layer with graded composition profile and sur- 
face composition x0 = 0.33. 

In both micrographs, a relatively ordered, asymmetric net- 
work of misfit dislocations is observed. Most of the MDs are 
found to be mixed dislocations with Burgers vectors of the 
a/2(110) type, at 60° to the dislocation line.15,35 The dislo- 
cation lines appear as straight lines in the micrographs be- 

(a)|             MMH|H 

| 5()um plIllSIlKaBBlffl |<n0>] 
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FIG. 2. (a) Surface morphology of a ZnSe/In;(Ga1_IAs(001) heterostructure 
grown on GaAs incorporating a 300-nm-thick II-VI overlayer and a 2-/im- 
thick In^Ga^As layer with homogeneous composition x = 0.043, as mea- 
sured with a Nomarski optical microscope, (b) Surface morphology of a 
ZnogsCdo^Se/In^Ga^AsCOOl) heterostructure incorporating a 300-nm- 
thick II-VI overlayer and a ~l-Aim-thick In^Ga^As layer with a graded 
composition profile and surface composition x0 = 0.23. (c) Surface morphol- 
ogy of a Zno.vsCdo^Se/I^Ga^AsCOOl) heterostructure incorporating a 
300-nm-thick II-VI overlayer and a ~l-/im-thick In^Ga,_xAs layer with a 
graded composition profile and surface composition x0 = 0.33. 

cause they lie at the intersection of {111} slip planes with the 
(001) heterointerface and are in [110] and [110] directions. 
The apparent asymmetry in the contrast associated with the 
network stems from the fact that along one of the two or- 
thogonal (110) directions, the dislocations are more uni- 
formly distributed, while in the other there is a marked ten- 
dency for periodic bunching. This was attributed15'35 to the 
different velocities of group III and group V dislocations in 
the zinc blende structure.36 

The difference in the overall number of MD density be- 
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FIG. 3. TEM plan-view micrographs of Zn^CdySe/In^Ga^jAs hetero- 
structures grown on GaAs, emphasizing the MD dislocation network near 
the In^Gaj-jAs/GaAs interface, (a) ZnSe/IntGa1_.,.As(001) heterostructure 
incorporating a 300-nm-thick II-VI overlayer and a 2-,u,m-thick In^Ga! _jAs 
layer with homogeneous composition x=0.043. (b) Zn0 75Cdo 25Se/ 
In^Gaj-^As^Ol) heterostructure incorporating a 300-nm-thick II-VI over- 
layer and a ~l-/itm-thick In^Ga! -^As layer with a graded composition pro- 
file and surface composition x0 = 0.33. 

tween Figs. 3(a) and 3(b) is simply a manifestation of the 
different lattice mismatch with the GaAs wafer, which is 
0.27% for the sample in Fig. 3(a) and 2.0% for the sample in 
Fig. 3(b), yielding a 7.4-fold increase in the areal dislocation 
density. We emphasize, however, that while in the former 
case all of the dislocations are at the interface between the 
homogeneous composition ternary layer and the GaAs sub- 
strate [see the corresponding cross-sectional image in Fig. 
1(a)], in the latter the larger number of MDs are distributed 
within a ~500-nm-thick region of the ternary layer due to 
the graded concentration profile. 

A more quantitative analysis of the surface corrugations 
for the three heterostructures in Fig. 2 was performed by 
AFM. In Fig. 4 we show line scans recorded in the direction 
perpendicular to the main corrugations, i.e., along the [110] 
direction. The line profile in Fig. 4(a) was obtained from a 
ZnSe/InxGa1_;cAs(001) heterostructure grown on GaAs in- 

J i i i i  ' 

FIG. 4. AFM line scans for the type of samples depicted in Figs. 1 and 2, 
recorded in the direction perpendicular to the major surface corrugations, 
i.e., the [110] direction, (a) ZnSe/In^Ga; _JAs(001) heterostructure grown on 
GaAs incorporating a 300-nm-thick II-VI overlayer and a 2-/im-thick 
In^Gaj.^As layer with homogeneous composition x = 0.043. (b) 
Zno^Cdo^Se/In^Ga^AstOOl) heterostructure incorporating a 300-nm- 
thick II-VI overlayer and a ~l-,u,m-thick In^Ga^^As layer with a graded 
composition profile and surface composition JC0=0.23. (c) 
Zn075Cd025Se/In^GaI_^As(001) heterostructure incorporating a 300-nm- 
thick II-VI overlayer and a —l-^m-thick In^Ga^^As layer with a graded 
composition profile and surface composition jt0 = 0.33. 

corporating a 300-nm-thick II-VI overlayer and a 2-/xm- 
thick In^Gaj _jAs layer with homogeneous composition x 
= 0.043. The amplitude of the corrugations is of the order of 
3 nm, and the period larger than 1 /an. A more precise de- 
termination of the period as an average over several line 
scans from different regions of the same sample would yield 
1.4± 0.4 fim.u The measured root mean square (rms) rough- 
ness of the surface is of the order of 1 nm. 

The line scan in Fig. 4(b) was recorded from a 
Zn0g5Cd0,5Se/In.(:Ga1_;cAs(001) heterostructure incorporat- 
ing a 300-nm-thick II-VI overlayer and a ~l-yum-thick 
In^Ga! -jAs layer with a graded composition profile and sur- 
face composition x0 = 0.23. The amplitude of the corruga- 
tions is still of the order of 4-5 nm, but the period decreases 
to about 0.5 /am. Correspondingly, the rms roughness of the 
surface is 1.7±0.4nm.15 The line profile in Fig. 4(c) was 
obtained from a Zn075Cd025Se/InJ.Ga1_^As(001) hetero- 
structure incorporating a 300-nm-thick II-VI overlayer and a 
— l-/um-thick InxGai_^As layer with a graded composition 
profile and surface composition x0 = 0.33. The amplitude of 
the corrugations is of the order of 10 nm, and the period 
0.3-0.5 /mm. Correspondingly, the rms roughness of the sur- 
face is of the order of 5 nm.16 Much higher values of surface 
roughness are observed for heterostructures incorporating 
homogeneous as opposed to graded composition In^Ga^^As 
layers, despite the lower value of the In concentration at the 
surface of the ternary III-V layer.14-16 

C. Relation between dislocations and surface 
morphology 

In general, the formation of a MD network is explained 
with one of two types of mechanisms. One mechanism35 

assumes that a number of TDs derive from an imperfect sub- 
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strate or from surface inhomogeneities of the substrate. In the 
presence of a misfit between the epilayer and substrate the 
TD lines are bent by the stress field within the film. TD 
segments confined at the interface would generate the neces- 
sary MDs. This is an efficient mechanism of strain relief 
which does not require the nucleation of new dislocations. 
However, since the In^Gaj _xAs layers in the heterostructures 
under consideration contain a negligible TD density, we sug- 
gest that the second type of mechanism is dominant in our 
case. 

In this alternate picture,37'38 dislocation loops (DLs) start- 
ing at the surface of the growing film may expand by gliding 
along a {111} plane and provide the MD as they reach the 
interface, together with a pair of TDs which are annihilated 
upon reaching the edge of the epilayer. This implies two 
consequences: (i) Every MD at the interface would corre- 
spond to a monoatomic slip step on the epilayer surface. The 
direction of the step (arbitrary labeled_up or down) would 
depend on the glide plane ({111} or {111}) and thus on the 
Burgers vector of the dislocation line (a/2(101) or 
fl/2(0n»; (ii) dislocations with a/2(101)-type Burgers vec- 
tors contain a vertical component which produces a small tilt 
in the epilayer relative to the substrate. The existence of a 
small epilayer tilt is well established in literature,39 and is 
especially important for In^Ga! _ ...As layers grown on misori- 
ented substrates.40 Bauer and co-workers observed both slip 
steps correlated to interface dislocations and a finite epilayer 
tilt in a recent scanning tunneling microscopy study of 
strained EuTe layers on PbTe.41 

With such considerations in mind, we can explore a pos- 
sible quantitative correlation between dislocation slip steps 
and surface corrugations. The average spacing between dis- 
location lines in our In0 05Gao 95As buffers was of the order 
of 100 nm [112±7nm for the sample in Fig. 3(a)]. Our 
AFM measurements yielded an average spacing of the major 
surface corrugations of approximately 1.5 fim [1.38 
±0.4/im for the sample in Fig. 4(a)]. This gives about 15 
dislocations and slip steps per crossed-hatch period. Assum- 
ing a series of 7-8 "up" steps followed by 7-8 "down" 
steps per period, and a monoatomic step height of 0.28 nm, 
we estimate a height modulation of 2.1 nm, i.e., of the same 
order of magnitude as that observed in Fig. 4(a). 

The presence of series of up steps and down steps rather 
than a random distribution is not predicted a priori by the 
DL mechanism. None of the {111} gliding planes Js a priori 
preferred so that MDs with a/2(101) or a/2(011) Burgers 
vectors, and hence the up and down steps on the surface, 
should be distributed randomly. DLs, however, are not the 
only MD nucleation sources once the dislocation density be- 
comes high enough for effective interaction between MD 
lines to take place. 

For example, Hagen and Strunk42 proposed that the repul- 
sive interaction between two dislocations with the same Bur- 
gers vector and crossed dislocation lines along the [011] and 
[Oil] directions would generate a right angle and a rounded 
right angle segment. The latter can act as a starting point for 
a new MD line with the same Burgers vector.43 Following 

the glide along a {111} plane, a slip step at the surface is 
generated, but since the Burgers vector remains the same, the 
direction of the steps (up or down) also remains the same. So 
the original random distribution of MDs originating from the 
DL mechanism, followed by MD multiplication to generate 
bunches of MDs with the same Burgers vectors would ac- 
count for the observed surface morphology through a purely 
plastic mechanism. 

The above picture readily explains the smoother surface 
morphology of heterostructures incorporating a graded as op- 
posed to a homogeneous composition In^Ga^As layer, 
since in the graded layers the spacing of the dislocation lines 
in the direction perpendicular to the interface is much larger 
than in the homogeneous composition buffer, greatly reduc- 
ing the importance of the MD multiplication mechanism. 
Qualitatively, the reduced dislocation interaction in the 
graded buffer may explain why the roughness of the surface 
depicted in Fig. 4(b) is still of the same order of magnitude 
as that depicted in Fig. 4(a) despite the threefold increase in 
lattice mismatch. 

IV. CONCLUSIONS 

We have determined growth protocols and design param- 
eters for the implementation of lattice-matched heterovalent 
Znj-yCd^Se/In^Gaj-^As heterostructures on GaAs(100) in 
the composition range of interest for blue-green optoelec- 
tronic applications (0<y<0.3). Except for the smallest Cd 
and In concentrations explored, minimization of the thread- 
ing dislocation density and surface roughness requires the 
use of graded composition III-V ternary layers. In all cases, 
the In concentration within the III-V ternary layer has to be 
selected so that the partial character of strain relaxation is 
appropriately compensated. Final strains at or below the 
0.1% level for the II-VI epilayers are routinely achieved by 
molecular beam epitaxy. 

The resulting II-VI epilayers are dislocation free, except 
for the partial Frank and Shockley dislocations bounding the 
stacking faults originating at the II-VI/III-V interface. The 
surface morphology of the II-VI overlayers is found to ex- 
hibit a crossed-hatch pattern of surface corrugations with am- 
plitudes in the 3-10 nm range and periods of 0.3-1.5 fim. Its 
origin maybe purely plastic, and follow from the formation 
of slip steps at the surface during dislocation multiplication 
at the epilayer-substrate interface. 
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In this article we show in situ and ex situ experimental reflectance difference spectroscopy (RDS) 
data of ZnSe(OOl) grown on GaAs, where special attention is focused on the resonancelike structure 
at the band gap of ZnSe. This feature was reported previously and interpreted as either the transition 
from the valence band of ZnSe to a quantum well state at the ZnSe/GaAs interface or it was 
attributed to interface states. We report a new interpretation of this spectral feature which considers 
anisotropic strain in the ZnSe/GaAs heterostructures. By straining the ZnSe(OOl) epilayers 
mechanically, it was observed that the resonance feature changed sign and magnitude, proving that 
the height of this in-plane anisotropy feature is a measure for the in-plane strain. In-plane strain 
induces a splitting and shift in energy of the light and heavy hole valence bands. The transition 
between the light hole valence band and the conduction band is not polarization dependent, however 
the transition between the heavy hole valence band and the conduction band, as well as the transition 
between the spin split-off band and the conduction band shows polarization dependence. This 
difference between the reflectances parallel and perpendicular to the in-plane strain direction can be 
measured ex situ and in situ with RDS. © 1998 American Vacuum Society. 
[S0734-211X(98)10804-1] 

I. INTRODUCTION 

A continuing goal of epitaxial crystal growth is the pro- 
duction of high quality material and in situ monitoring tech- 
niques are extremely helpful to reach this target. Optical 
probes as, e.g., reflectance difference spectroscopy (RDS) or 
spectroscopic ellipsometry (SE) are best suited to be applied 
simultaneously with crystal growth, because they are nonin- 
vasive and nondestructive. Within the several last years un- 
derstanding of information delivered by RDS and by kinetic 
RD data has grown considerably, however full exploitation 
of the power of these optical techniques needs further inves- 
tigation particularly where heteroepitaxial systems are con- 
cerned. RDS, which measures in normal incidence the dif- 
ference of the reflectances between the eigenaxes along the 
(110) and the (110) directions of the sample, was only re- 
cently applied to investigate heterostructures,1'2 where opti- 
cal anisotropies are due to various origins. For the ZnSe/ 
GaAs system, three possible major contributions were 
identified in Ref. 1 by a mathematical procedure as contrib- 
uting to the measured RDS signal: (1) the interface induced 
anisotropy, (2) the surface induced anisotropy, and (3) a 

"'Electronic mail: kurt.hingerl@pr-steyr.ac.at 

(complex) difference in the dielectric functions of the epil- 
ayer along the principal in-plane axes (dichroism). 

In Ref. 1, it was demonstrated that in situ RDS can simul- 
taneously measure the surface and the interface induced op- 
tical anisotropies, and that the spectral features occurring for 
epilayer thicknesses between 30 and 400 A are almost inde- 
pendent of the layer thickness. 

The ZnSe/GaAs electronic and structural interface prop- 
erties, are of high scientific interest because this interface 
exhibits the effects of heterovalency as well as very close 
lattice match. This makes this system an ideal candidate to 
investigate structural properties such as strain due to lattice 
mismatch [(asub-aepi)/aep{\. This number is 2.7X10"3 at 
room temperature (RT) and 3.03 X 10"3 at 250 °C, where the 
increase is due to different thermal expansion coefficients. 
Also, misfit dislocations and the value of the critical thick- 
ness (1500 Ä) are important structural properties.3 From the 
technological point of view, this interface is most critical to 
the lifetime of blue/green semiconductor lasers, which is in- 
versely proportional to the density of defects originating at 
this interface.4 

Effects of residual strain on the properties of thin ZnSe 
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films have been extensively characterized by photolumines- 
cence (PL) as well as by x-ray diffraction.3 It turned out that 
up to the critical thickness of 1500 Ä the films are tetrago- 
nally distorted with two equal in-plane lattice constants and a 
different out-of-plane lattice constant. To our knowledge, 
there has been no observation of in-plane strain anisotropy in 
epitaxial ZnSe/GaAs layers up to now. 

In this article we show in situ and ex situ experimental 
RDS data of ZnSe(OOl) grown on GaAs, where attention is 
focused on the resonancelike structure near the band gap of 
ZnSe (2.5-2.67 eV, depending on the temperature). This fea- 
ture was already published in Ref. 5 by Yang et al. and in- 
terpreted as the crossover transition from the valence band of 
ZnSe to a quantum well state at the ZnSe/GaAs interface. 
They changed their interpretation in a later publication,6 

where they claimed the feature comes from interface states. 
This shows that the interpretation is rather tentative. The 
same type of resonance feature can, for example, be seen in 
the RDS spectra of 7, 14, and 36 nm thick ZnSe(OOl) epil- 
ayers (Fig. I)1 as well as in SE data.7 We thus report a new 
interpretation of this spectral feature which considers aniso- 
tropic in-plane strain in the ZnSe/GaAs heterostructures. We 
also present data taken in situ at different epilayer thick- 
nesses and with different interface reconstructions due to dif- 
ferent surface terminations. We also present an interpretation 
of the origin of the in-plane strain anisotropy. In our opinion 
this strain is an indication that the length of the projection of 
Zn-Se backbonds onto the (001) plane is different from the 
length of the projection of Se-Zn backbonds onto the (001) 
plane. However, the physics of the stress causing this effect 
is not clear to us at the moment. 

II. EXPERIMENT 

The homemade RDS system is similar to the one reported 
by Aspnes et al.,s except for the use of a calcite Glan-Taylor 
prism which allows measurements in the spectral range be- 
tween 1.5 and 5.8 eV. The monochromator used has a focal 
length of 0.1 m. In RDS, the measured quantity is the differ- 
ence between the normal incidence reflectances for two or- 
thogonal polarization directions in the surface plane. The re- 
sults are displayed as Arlr = Arlr+iA6 with r=r expO'0). 
We define Ar as rjw— r110, where the subscripts denote the 
incident polarization vectors. 

The in situ experiments were performed in a dual cham- 
ber molecular beam epitaxy (MBE) system equipped with in 
situ RDS and reflection high-energy electron diffraction 
(RHEED). After growth of an undoped homoepitaxial GaAs 
layer on a thermally cleaned GaAs(OOl) substrate, the sub- 
strate was transferred to the II-VI growth chamber. Prior to 
growth the surface showed an As stabilized (2X4) recon- 
struction, as confirmed by RHEED and RDS measurements. 
Because it is known,9 that a low density of stacking faults is 
obtained in samples with a Zn treatment of the As stabilized 
(2X4) GaAs surface, this procedure was employed prior to 
growth. The in situ RDS data reported hereafter were taken, 
if not indicated otherwise, under "no flux" conditions. In 
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FIG. 1. Comparison of ex situ RDS data (Ar/r and Ad) for a 1340 Ä thick 
(001) ZnSe epilayer on GaAs. The dashed curve displays the spectra of the 
external unstressed layer, and the solid line displays the spectra of the me- 
chanically stressed layer. 

situ data under Se or Zn flux can be found in Refs. 1 and 2. 
The substrate temperature was 250 °C, measured with a py- 
rometer, and the growth rate was 0.4 /xm/h. 

The ex situ RDS data were taken at RT on an optical 
bench, with the sample mounted within focus of the RDS 
setup. The ZnSe sample was strained mechanically for a few 
periods. No evidence of plastic deformation was found by 
straining it for a few cycles; the measured spectra were vi- 
tually the same. 

III. RESULTS AND DISCUSSION 

A. Ex situ measurements 

Figure 1 shows the ex situ RDS (Arlr and Ad) data of a 
1340 A thick ZnSe layer measured, nominally unstrained and 
under tensile strain. The length dilatation All I along the 
[110] direction, applied by bending the sample, is crudely 
estimated from the radius of curvature of the reflected light 
to be about 3 X 10~4. It can be seen, that the most significant 
differences occur at the critical points of the ZnSe band 
structure, at the E0 (2.7 eV) and E0 + A0 (3.1 eV) transition, 
and in the Et (5 eV) region. The unstrained sample shows at 
2.7 eV a broader structure than the strained one, which is 
probably due to slight thickness and strain variations in the 
sample. Applying an external stress, one stronger than the 
built-in stress, results in sharper features. Taking into ac- 
count the fact that the polarization selection rules for the 
transition between the light hole (lh) band and the conduc- 
tion band (cb) do not change with the applied stress10 (the 
energy position does!), it is reasonable to assume that the 
resonance feature can only be due to the polarization depen- 
dence of the transition between the heavy hole band and the 
conduction band. 

Comparing the RDS data of the stressed and the un- 
stresses samples, one can see that without external stress 
there is either a small amount of tensile strain along the [110] 
direction or compressive strain along the [110] direction. 
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FIG. 2. In situ Ar/r data taken at 100, 200, 300,400, 600, 1000, 1400, 2000, 
and 3000 Ä. The in-plane strain anisotropy can be seen between 2.56 and 
2.62 eV. Please note that this resonance is superimposed by an increasing or 
decreasing background due to interference fringes. At 400 Ä, e.g., there is a 
positive background, and at an energy of 2.56 eV the resonance is added to 
the fringe. At 600 Ä the resonance is on a diminishing interference fringe, 
reversing the observed feature, although neither the strain nor the stress 
situation changed. For better discernibility the 100 Ä curve is dashed dotted, 
the 200 Ä curve is dashed, the 1000 Ä curve short dashed, and the 2000 Ä 
curve long dashed. 

Both possibilities result in the same resonance signature. Be- 
cause the lh->cb transition cannot be observed by RDS, 
only the measurement of the energy shift of the heavy hole 
hh->cb transition with and without strain would yield this 
distinction. This small strain-induced energy shift of the 
heavy hole band, however, cannot be detected by our experi- 
mental setup. 

The feature observed is rather sharp on an energy (and 
also on a wave vector) scale compared to the broad structures 
of the surface or interface anisotropies. It can be argued that 
the sharpness of such a feature is a type of measure of delo- 
calization, i.e., only a change in periodicity due to loss of 
long range order is expected to produce broad localized 
structures on an energy scale. 

B. In situ measurements 

The in situ RDS data were taken at 100, 200, 300, 400, 
600, 1000, 1400, 2000, 3000, 5100, and 10 400 Ä. In Fig. 2 
the Ar/r and in Fig. 3 the Af? data (with the exception of the 
two largest thicknesses, where even derivatives do not show 
resonance features) at 250 °C under "no flux" conditions 
with closed Zn as well as Se Knudsen cells are displayed. 
Although it seems from Figs. 2 and 3 that the stress changes 
sign by going from 400 to 600 and then to 1000 Ä, it has to 
be noted that in this measurement the signal heights are 
modulated by interference fringes arising from the interface 
induced anisotropy and the surface induced anisotropy. 

In Fig. 2 one observes in the Ar/r data that the resonance 
between 2.56 and 2.62 eV is superimposed on an increasing 
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FIG. 3. In situ Aödata taken at 100, 200, 300, 400, 600, 1000, 1400, 2000, 
and 3000 Ä. The in-plane strain anisotropy can be seen between 2.56 and 
2.62 eV. Please refer to the discussion in the text on the resonance shape and 
note the difference in the absolute scale between Fig. 2 and what is shown 
here. For better discernibility the 200 Ä curve is dashed. 

or decreasing background due to interference fringes. At 400 
Ä, for example, there is a positive background because the 
fringe peaks at 2.8 eV and the structure at 2.56 eV has the 
same sign as the fringe. At 600 Ä the fringe peaks at 2.4 eV 
and the resonance is superimposed onto a decreasing inter- 
ference fringe. Also in this case the structure at 2.56 eV has 
the same sign as the fringe. Therefore the built-in stress (or 
strain) situation did not change sign in going from 400 to 600 
Ä, nor does it change sign by increasing the thickness to 
1000 Ä, where the in-plane strain anisotropy feature shows 
the same resonance structure as at 400 Ä. In Sec. Ill C2 (Fig. 
9) we will discuss simulated Ar/r as well as Af? data, which 
show this oscillating behavior. In order to get a clear assess- 
ment of the sign of the strain (tensile or compressive) only 
samples at the same thickness can be compared or the inter- 
ference fringes have to be modeled by simulation. The same 
is true for the Af? data, with the exception that here the first 
fringe starts to develop even at smaller thicknesses with a 
negative slope. 

Another interesting point is that the absolute height of the 
resonance in Af? data is quite a bit higher than the height of 
the resonance in Ar/r data. This can best be explained by 
referring to Ref. 8, where it was shown that birefringence 
differences in the real part of the dielectric function or the 
refractive index of, e.g., windows more strongly affect the 
measured A0 data than the Ar/r data. In Fig. 4 we plot the 
absolute value of the height of the resonance structure be- 
tween 2.56 and 2.62 eV as a function of overlayer thickness 
L. It is observed that starting at a certain thickness (100-200 
Ä) the resonance structure starts to develop. Comparing this 
finding with the simulated data of Fig. 8, it becomes clear 
that a certain layer thickness is needed in order to enable the 
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FIG. 4. Thickness dependence of the height of the absolute value of the 
resonance structure between 2.56 and 2.62 eV. The dashed curve displays 
the values of Ar/r, and the solid line displays the values of Aft 
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FIG. 5. Dependence of the resonance structure on interface preparation. The 
spectra are numbered from top to bottom: a, bl, b2, c, d, e. The second and 
the third curves from the top were measured on sample b at different thick- 
nesses. All data with the exception of d were measured under Zn flux. The 
sample thicknesses are indicated. 

RDS apparatus to pick up the difference in An or Ae. 
A comparison to simulated data (Fig. 8, Sec. Ill C 2), 

where the growth temperature dielectric data of ZnSe and 
GaAs at 2.6 eV and also the surface and interface anisotro- 
pies were used,2 shows that the increase of the absolute 
height of the RD signal can also be due to the increasing 
optical path length within this simulation where a constant 
anisotropy (An = 0.01) in the dielectric function of the ZnSe 
epilayer was assumed. The decrease seen in Fig. 4 can only 
be partly explained with the interference oscillations, be- 
cause at higher layer thicknesses the signal should recover 
and even increase, especially if the major change in the di- 
electric function is in its real part. 

The maximum height of the resonance is reached at 600 
A, and then the height of the resonance is reduced until it is 
no longer detectable at 3000 Ä and above. These numbers fit 
quite well to the proposed critical thickness of approximately 
1500 A, although it has to be noted that RDS measures the 
in-plane strain anisotropy, and the reported numbers for criti- 
cal thicknesses are coming from ex situ x-ray diffraction and 
photoluminescence data. Because the majority (>90%) of 
misfit dislocations in ZnSe/GaAs(001) layers have a 60° 
angle between the Burger's vector and the dislocation line 
(i.e., b = a/2 [110]), it is not unreasonable to assume that the 
introduction of misfit dislocations relaxes the in-plane as 
well as the out-of-plane strain. 

Figures 5 and 6 display the dependence of the heights of 
the resonance structure on surface termination and on the 
interface structure. In Fig. 5 there are six RDS spectra dis- 
played; they were taken on five samples all at layer thick- 
nesses of around 600 Ä at growth temperature. The layer 
numbers from top to bottom are a, bl, b2, c, d, e. Sample b 
was measured two times, once with a thickness of 575 Ä and 
once with a thickness of 720 Ä. The text in Fig. 5 indicates 

the interface structure of GaAs prior to growth and the II or 
VI compound which was deposited first at the interface pos- 
sible annealing steps, as well as the exact thicknesses. All 
these spectra were taken under Zn flux with the exception of 
sample d, which was measured under no flux conditions. 
However, referring to Ref. 2, the differences in RDS data for 
different surface terminations below 3 eV are small. 

2.4 2.6 

Energy [eV] 

FIG. 6. Dependence of the resonance structure on surface termination. The 
dashed line represents data taken under Se flux, and the solid line represents 
data taken under Zn flux. The sample numbers from top to bottom are e, c, 
bl, and a. 
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All these samples (a, bl, b2, c, d, e) have thicknesses of 
around 600 Ä, a thickness as was shown before where the 
signal is largest. There is only one case where the resonance 
structure is really strong, namely, when Se is deposited on a 
Ga rich (4X6) GaAs surface and an annealing step is used. 
We suppose that this annealing step rearranges the location 
of the Ga and/or the Se atoms and gives rise to an increased 
GaSe or Ga2Se3 layer thickness. When Zn is deposited on 
one As layer (2X4) surface or when Se is deposited on a 
(4X6) GaAs surface without postannealing, the height of 
the resonance structure is small. Zn on a double layer c(4 
X4) surface results in intermediate resonance heights. 

Figure 6 shows the variation of the resonance structure of 
samples a, bl, c, and e at the thicknesses indicated in Fig. 5 
in the energy range of 2-3 eV when the surface termination 
is changed. The dotted lines show the data taken under the 
Se beam, and the solid lines show the data taken under the 
Zn beam. The absolute as well as relative changes are quite 
strong and can be detected quite well with current RDS set- 
ups. The text in Fig. 6 indicates the interface structure. Al- 
though it cannot be argued that either one of the two surface 
terminations (Zn or Se) is increasing or decreasing the reso- 
nance height, it is seen that Zn coverage turns the resonance 
more to a structure, where the peak is at the high energy side, 
whereas Se coverage is changing the resonance, such that the 
peak is at the low energy side of the feature. 

These experimental findings can be explained in the fol- 
lowing way. Knowing, that the Se atom is larger and that it 
has four electrons more than the Zn atom, we assume that the 
Se exerts higher stress along the backbond directions (to the 
lower Zn layer) and thereby increases the tensile strain or 
reduces the compressive strain along the projection of the 
backbond direction on the (001) plane. This would imply, 
that resonance structures with the peak at the high energy 
side are a signature for compressive strain, and structures 
under tensile strain show the peak at the low energy side of 
the resonance structure. The same kind of behavior was also 
found at a layer thickness of 1400 Ä. However, this argu- 
ment is at the present stage pure hypothesis and has to be 
supported by further experiments. 

C. Model 

Here we will discuss the strain and polarization selection 
rules giving rise to the anisotropic optical behavior (Sec. 
Ill C 1), experimental procedures to determine the difference 
(anisotropy) in the dielectric functions along the two or- 
thogonal axes (Sec. Ill C 2), and origins for the occurrence 
of anisotropic strain feature (Sec. Ill C 3). 

1. Strain and polarization selection rules 

In Fig. 7, on the left side, the band structure of ZnSe with 
the conduction band and three valence bands (lh: 7=3/2, 
mj= ±3/2, hh: 7=3/2, m;=±l/2, spin split (ss) off band: 
J= 1/2, rrij= ± 1/2) is shown for the unstressed case and on 
the right side it is shown under compressive stress. It has to 
be noted,that not only the energy bands shift, but that the 
hh->cb and the ss->cb transition, become polarization 
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hh -> cb 

J= 3/2, m,=±1/; 

J= 3/2, m:=±3/: 

lh -> cb 

J= 1/2, mF=±1/2 

FIG. 7. Left side shows the three valence bands and the conduction band 
near fc = 0 without external stress. The right side shows the effect of com- 
pressive stress on the bands and the allowed transitions. The selection rules 
of the hh->cb and the ss->cb transitions are stress dependent. 

dependent.10,11 In this article only the results of Refs. 10 and 
11 necessary to explain the experimental findings are re- 
viewed. 

From the wave functions of the three valence band states 
the selection rules and relative intensities for the lh->cb, 
hh->cb, and ss->cb transitions can be calculated for light 
polarized parallel (II) and perpendicular (1) to the stress axis 
in first order of the stress X (compressive stress is positive), 
respectively, a0 with a0=2b(Su-SU)X/ä.: 

lh->cb:/" = 0,    /1 = l/2 P2; 

hh->cb:/" = 2/3 P2(l + a0);    /
x = l/6 P2(l-2«o); 

ss->cb:/"=l/3 F2(l-2a0),    7
1 = l/3 P2(l + a0); 

P is the matrix transition element. The Stj are the tabulated 
stiffness coefficients, calculated in Ref. 12 from the elastic 
moduli cn, cn, and c44,

13 A denotes the energy difference 
in the unstressed case between the lh, hh, and the ss bands, 
and b is the tetragonal shear deformation potential. (For 
ZnSe we use the following room temperature values: b 
= -1.2eV, 5„ = 2.3XlO-11Pa-1, S12=-8.9 
X10"12Pa_1, A = 0.4eV.) 

The measured signal Ar/r can be estimated for a stress 
tensor X by taking the difference _of the intensities between 
the two orthogonal polarizations [110] and [110] of the pro- 
jections parallel and perpendicular to the stress direction X: 

[7l[10(Z)-/ll10(X)] + [/1
10(X)-/{10(Z)] 

- = 2- 
i\w(x)+i\10(x)+r\10(x)+iUx) 

(2) 

In first order X the result for the lh->cb transition is zero. 
Using the above values for the calculation of the heights of 
the resonance structure of the hh->cb transition in ZnSe in 
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Eq. (2) for a uniaxial stress of 4.3X 107 Pa along [100] (the 
main diagonal elements of the strain tensor are 0.001, 
-0.000 38, -0.000 38) yields 

Ar_   2/3(l + a0)-2/3+l/6(l-2a0)-l/6 

~7 = 2 2/3( 1 + a0) + 2/3+ l/6( 1 - 2«0) + 1/6 

~ 2 a0/5 = 0.0033. (3) 

This number seems reasonable as an estimate, but to get 
exact numbers on the stress or strain, it would be important 
to build a model, which yields the relative intensities of the 
polarization dependent absorption per unit length (Ae or 
An). From the above estimation we conclude that the built-in 
in-plane stress in our epilayers corresponds to a value ap- 
proximately of the order of 107 Pa. 

It is not clear to us why the ss->cb transition is not seen 
at 3.1 eV. Possible explanations are that the absorption of the 
epilayer is already so high that amplification by multiple 
reflections does not occur. 

There is another possibility to establish a connection be- 
tween Ar/r and the calculated intensities of Eq. (1). To us it 
is currently not clear if Eq. (2) or the following equation 
should be used: 

Ar_   r]](X)-r±(X) 

~T~2 r\X) + rL(X) 

= 2 
[l\{X) + l\{X)]-[Ij{X) + l\{X)} 

\_l\{X) + l\{X)] + [IL
2(X) + l\(X)} 

[0+ 2/3(1 +ofc)]-[ 1/2+l/6( 1 -2ab)] _ 
_2 [0 + 2/3(1+ a0)] + [l/2+1/6(1-2a0)]

_1'5ab' 

(4) 

The signs for parallel and perpendicular are in this case 
equivalent to the [110] and the [110] directions. We do not 
favor Eq. (4) because the lh->cb transition as well as the 
hh->cb transition are at certain distinct energies and we 
only see one resonance. If the lh->cb transition as well as 
the hh->cb transition would be extremely sharp, we would 
consequently observe at two distinct energies, separated by 
an energy difference of 2b(Su — Sl2)X, two peaks with 
Ar/r equal to ±1. This would imply that the heights of the 
resonance structure are due to the energy width of the tran- 
sitions. However, in this case, with RDS one could observe 
also the energy positions of the transitions. There is one ex- 
perimental fact against it: Stressing the sample does increase 
the heights of the resonance (e.g., by a factor of 3), however 
it does not measure its increase in the width of it. This indi- 
cates that the resonance originates from only one transition, 
which has to be the hh->cb due to Eq. (1). We currently 
consider Eq. (2) to be the correct definition. 

2. Optical model 

We will now discuss the evolution of the resonance fea- 
ture with increasing thickness and how the anisotropy in the 
dielectric function along two orthogonal directions can be 
obtained. 

At energies and thicknesses where the epilayer is trans- 
parent, the measured Ar/r can best be interpreted as a su- 
perposition of three terms as shown in expression (2) of Ref. 
1: 

Ar     1 /    Aroa        Arso A-rriL 

r      A \      rn„ r.,n X (5) 

with 

A = (l+Zroarso)(roa + Zrso), 

B = rso(l-Zrso)(l+Zrso), 

C = Zrso(l-roa)(l+roa),    . 

(6) 

with the subscripts o, a, and 5 denoting the overlayer, the 
ambient, and the substrate, respectively. The quantities rso 

and roa are the Fresnel reflection coefficients and Z 
= exp(4m'noZA) with epilayer thickness L and wavelength 
of light X. 

The first term describes the surface induced anisotropy, 
the second the interface induced anisotropy, and the third the 
dichroism. In Eq. (6) the first and second terms also include 
the contribution of An as it is derived in Ref. 14. The quan- 
tity An0 is related to the bulk effects in the overlayer; how- 
ever, interference oscillations also occur if A«0 is zero. As 
proved in Ref. 1, An0 is negligible for energies which are not 
at critical points of the epilayer. Knowing the interface 
Arsolrso as well as surface anisotropy Aroa/roa, it is, in 
principle, possible to determine An0. However, from a nu- 
merical point of view the problem is ill posed, because two 
large numbers (the first and second terms on the right-hand 
side) are subtracted from the measured Ar/r, yielding large 
error bars for An0. Furthermore, the dielectric functions of 
the epilayer as well as of the substrate have to be known with 
high accuracy in order to determine An0. 

It has to be noted that a five phase model (ambient- 
anisotropic surface-anisotropic epilayer-anisotropic 
interface-isotropic substrate) should be a good model for the 
ZnSe/GaAs system. However, the complexity, as well as the 
many parameters not known, only allow one to model such 
structures numerically. In the remainder of Sec. Ill C 2 we 
will present some analytical formulas, with which it is pos- 
sible to relate the measured A fir to anisotropies in the inter- 
face contribution to the dielectric function. 

In the thickness and energy regime, where the epilayer is 
optically opaque (like an absorbing anisotropic substrate), so 
that no interference can occur, Ae=(ex-ey) can be ob- 
tained from Eq. (5). The limit is well known and is a special 
case of equation (4.243) in Ref. 15: 

Ar     2(V^-V^) Ae 

-1 + Ve (-l + O 
(7) 

With this equation it is possible to obtain from the RDS 
data the anisotropy in the dielectric functions for ZnSe in the 
energy region, where the epilayer is optically opaque. 

If there is a very thin anisotropic overlayer with thickness 
d and anisotropy A e0 with an optically opaque epilayer with 
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a dielectric function ex and a small Aee, a series expansion 
in these two terms yields for the measured 

2348 

AF 'Ae, 4iridAe0 

7      (-l + ex)yfTx     M-l + O' 

If a series expansion in the thickness for Ar/r of the 
epilayer is not valid any more, the formulas become rather 
lengthy. For an anistropic epilayer of arbitrary thickness (in- 
dex 1) on an isotropic substrate e[2], a series expansion in 
the overlayer anisotropy Ae[l] yields 

AF 

F 
Ae[i; 

' E*lm*U&Wx\{yfcÄT\- V^[2])2    H^J] + ±j2jf 

V^[T] 
\ 

.4£4/^[i]V^ITl^(2/W[l](ex[l]-ei2]) + \Vil2]) 

x[x(£8/irrf[i]VeIÜ/x(_ ! + £;c[1])(yfcOTi- J7j2])2 + (-1 + eJl])(V^[T]+ V^[2])2 

-2EAM^^lHl + ex[l])(ex[l]-ex[2]))]. (8) 

Provided that the interface and the surface anisotropy are 
equal to 0, it would be possible to calculate Ae[l]; however, 
the same arguement as above with the ill-posed numerical 
problem and insufficiency knowledge of the dielectric func- 
tions of the overlayer and the substrate is valid. 

In Fig. 8 simulated RDS data at 2.6 eV (Ar/r and Aq) 
are shown as a function of layer thickness from 0 to 2000 Ä 
using the growth temperature dielectric functions and the 
interface and surface anisotropies published.2 If no layer an- 
isotropy is assumed, the data slightly decrease with increas- 
ing thickness. If the anisotropy An0 is assumed to be 0.01 
(only real), an increase in the interference would be observed 
if there is no other mechanism such as misfit dislocations. In 
Fig. 9 simulated spectral data of Ar/r and A0 at thicknesses 
of 400 and 600 Ä are shown, also using the growth tempera- 
ture dielectric functions and the interface and surface 
anisotropies. The refractive index anisotropy was also as- 
sumed here to be 0.01 + «0. As asserted before, the peak sign 
really changes due to interference. 
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FIG. 8. Simulated evolution of the Ar/r and A0 values at 2.6 eV up to 200 
nm using the growth temperature dielectric functions and the interface and 
surface anisotropies of Ref. 2. 

3. Origin of the anisotropy 

To us it is not perfectly clear at the moment, why an 
anisotropic in-plane strain results, however we would like to 
point out the following arguments. 

(1) The linear electrooptic effect (LEO) induces similar 
sharp feature at E0, but our analyses using spectroscopic 
data of the LEO coefficient have shown that the ob- 
served intensity and thickness dependency cannot be ex- 
plained by LEO.16 

(2) The observation of the peak at growth temperature [and 
temperature-dependence experiments on (110) samples] 
excludes the possibility of excitonic transitions being in- 
volved since these are highly temperature dependent. 

(3) Comparison of the thickness-dependence data (Fig. 2) 
and the simulation suggests that the observed strain an- 
isotropy is reduced upon lattice relaxation, which leads 
us to the conclusion that the length of the projection of 
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FIG. 9. Simulated spectral data of Ar/r and Ad between 2 and 3 eV at 
thicknesses of 400 and 600 Ä, using the growth temperature dielectric func- 
tions and the interface and surface anisotropies of Ref. 2. The refractive 
index anisotropy was assumed to be 0.01 + iO. Please note that the peak sign 
changes due to interference. 
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Zn-Se backbonds onto the (001) plane is different from 
the length of the projection of Se-Zn backbonds onto the 
(001) plane if the anisotropy feature is observed. This 
interpretation is also consistent with the dependence on 
the interface structure and on the surface termination. 

There have been additional reports on in-plane anisotro- 
pies in the II-VI heterostructures obtained with different ex- 
perimental techniques: RHEED observations performed by 
Eymery et al.ll in the ZnTe/CdTe strained layers showed a 
different evolution of the [110] and the [110] azimuths in the 
oscillation intensity up to a critical thickness of 5 Ä and in 
the width of the streaks going above the critical thickness. Ex 
situ SE measurements performed on ZnSe/GaAs heterostruc- 
tures reported by Dahmani et al.7 showed a resonance type 
structure at the E0 transition at 2.7 eV as well as at the E0 

+ A0 position at 3.1 eV. The latter authors observed the tran- 
sition from the light valence band to the conduction band, 
which could be due to an effect in the second order of strain. 
These authors attribute the resonance structures to a change 
in the out-of-plane lattice parameter, which is perhaps not 
consistent with the fact that SE measures the projection of 
the dielectric tensor along the line defined by the intersection 
of the plane of incidence and the sample surface.18 In our 
opinion, their results could possibly be interpreted also in 
terms of differences in the in-plane lattice constants, giving 
rise to an in-plane strain anisotropy. 

IV. CONCLUSION 

We have shown in situ data for a ZnSe epilayer on GaAs 
at various thicknesses and discussed what amount of the lat- 
tice mismatch is accommodated by in-plane strain and and 
when, according to the diminishing resonance measured by 
RDS, misfit dislocations start to form. The dichroism due to 
strain is shown as a function of energy at room temperature, 
and some dichroism also occurs in the E0+ A0 and in the Ex 

region. RDS could therefore also be employed for measuring 

the difference in the piezooptical constants of strained epil- 
ayers. The possible technological importance is evident for 
self-assembled structures,19 and also for tuning optical prop- 
erties in laser structures. 
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We combine reflectance anisotropy spectroscopy (RAS) with low energy electron diffraction, Auger 
electron spectroscopy, and soft x-ray photoemission spectra to analyze the surface optical anisotropy 
of ZnSe(OOl). Clean surfaces were prepared by thermal desorption of a protective Se cap from ZnSe 
layers of different thicknesses grown by molecular beam epitaxy on GaAs(OOl). Two surface 
reconstructions have been prepared by subsequent annealing, the Se-rich (2X1) reconstruction and 
the Zn-rich c(2X2) reconstruction. By modifying the surfaces either through submonolayer 
deposition of Sb or a short exposure to atmosphere it was possible to distinguish between surface 
and bulk/interface contributions to the optical anisotropy. Only on disordered, very Se-rich 
ZnSe(OOl) surfaces prepared at low annealing temperatures RAS features possibly related to 
electronic surface states are found. RAS spectra of the (2X1) and the c(2X2) surfaces are 
correlated with surface morphology and ordering rather than surface reconstruction and show 
features near the critical points of the bulk ZnSe band structure. © 1998 American Vacuum 
Society. [S0734-211X(98)09204-X] 

I. INTRODUCTION 

In recent years reflectance anisotropy spectroscopy (RAS) 
has been established as an optical method for analysis of 
surface dielectric anisotropies.1'2 Especially for GaAs(OOl) 
the optical response for different reconstructions was studied 
in detail. RAS features characteristics of different reconstruc- 
tions were identified and related to the microscopic surface 
structure.3'4 For ZnSe (another zincblende material) the opti- 
cal response of the surface is not yet well understood.5-9 

Several in situ RAS studies during growth or growth inter- 
ruption in molecular beam epitaxy (MBE) or metalorganic 
vapor phase epitaxy (MOVPE) have been reported. Despite 
reflection high energetic electron diffraction (RHEED), how- 
ever, complementary surface analytical methods have not 
been used in combination therewith. Commonly, two surface 
reconstructions are found on ZnSe(OOl), the Se-rich (2X1) 
and the Zn-rich c(2X2).5-10 Moreover, a change from (2 
XI) to a Se-rich c(2X2) was observed with increasing Se 
coverage.7 Total energy calculations using the local density 
approximation-density functional theory (LDA-DFT) ' 
have been performed to study the microscopic structure of 
the three different reconstructions. However, direct experi- 

a,Corresponding author; 
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mental evidence for the atomic structures is still missing. 
Surface states associated with the dangling bonds of Se 
dimers on the (2X 1) reconstructed surface have been pre- 
dicted from the LDA-DFT calculations.11 In a recent angle 
resolved photoemission spectroscopy (ARPES) analysis a 
feature possibly correlated with one of these states has been 
found.13 On the other hand, RAS studies during growth re- 
vealed several different characteristic line shapes, but the 
surface contribution to the optical anisotropy and its micro- 
scopic origin have not been addressed. Thus, in the present 
study the anisotropic optical response of clean ZnSe surfaces 
of MBE grown layers on GaAs(OOl) is studied under ultra- 
high vacuum (UHV) conditions in combination with 
electron-spectroscopic measurements. 

II. EXPERIMENT 

We performed RAS, low energy electron diffraction 
(LEED), and Auger electron spectroscopy (AES) measure- 
ments on pseudomorphic (50, 90, and 160 nm) and relaxed 
(500 nm, 4 ^m) ZnSe layers grown by MBE on GaAs(OOl). 
All samples were Se capped after growth for protection dur- 
ing the transport through ambient atmosphere. Surface analy- 
sis was performed in an UHV chamber equipped for LEED, 
RAS, and AES (base pressure < 10"10 mbar). Following the 
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enersy [eV] 

FIG. 1. RAS spectra (real part) of clean ZnSe(OOl) surfaces after decapping 
at 180 °C. ZnSe layer thicknesses are indicated in the plot. 

energy [eV] 

FIG. 2. RAS spectra (real part) of (2X 1) reconstructed ZnSe(OOl) surfaces: 
thin, pseudomorphic layer with high degree of surface order (a), thick, re- 
laxed ZnSe with high (b) and low (c) degree of surface order. 

initial decapping at a temperature of 180 °C, well defined, 
reconstructed surfaces were prepared by several annealing 
cycles at temperatures up to 420 °C. Deposition of Sb onto 
the surface was performed at room temperature by evapora- 
tion of Sb from a Knudsen cell. The LEED system consisted 
of a four grid reverse view optics and a sensitive digital 
video camera for recording reflection patterns. AES spectra 
in the range of 30-1400 eV were taken for primary energies 
of 3 keV using a standard cylindrical mirror analyzer. The 
RAS spectra were taken in situ in the spectral range from 1.5 
to 5.5 eV through a strain free quartz window. The RAS unit 
consisted of a Xe lamp, a single grating monochromator, a 
photoelastic modulator, Glan Air prisms and a S20 photo- 
multiplier. Soft x-ray photoemission spectra (SXPS) on a 50 
nm thick, pseudomorphic ZnSe layer were taken with an 
angle resolved photoelectron spectrometer (VG ADES 400) 
at the TGM2 beamline at BESSY (Berliner Elektronen- 
Speicherring Gesellschaft für Synchrotonstrahlung) storage 
ring in Berlin. All photoemission spectra were taken in nor- 
mal emission with an overall resolution <0.3 eV at a photon 
energy of 100 eV. In order to determine the binding energies 
and the overall energy resolution the Fermi edge from a gold 
foil in electrical contact with the sample was recorded. The 
UHV chamber at BESSY was also equipped with a strain 
free window for RAS measurements. 

III. RESULTS AND DISCUSSION 

A. Clean ZnSe(001) surfaces 

After decapping at 180 °C a weak (1 X 1) reconstructed, 
extremely Se-rich surface [coverage above 1 monolayer 
(ML)] is found. RAS spectra of this surface for different 
ZnSe layer thicknesses are shown in Fig. 1. Two features are 

found exclusively on these extremely Se-rich surfaces: a 
strong minimum at 3.9 eV (labeled T) and a weak maximum 
at 4.3 eV (labeled 7"). For thick, relaxed layers an additional 
broad maximum centered around 5 eV appears which shifts 
the apparent position of T and 7" somewhat to lower ener- 
gies. On thin layers contributions from the interface are also 
seen, which will be discussed later. 

Annealing the samples at temperatures between 200 and 
290 °C results in the Se monolayer terminated (2X1) recon- 
structed surface, and the features T and 7" disappear. De- 
pending on layer thickness and surface quality, three differ- 
ent RAS line shapes for (2X1) reconstructed surfaces can 
be observed: Figure 2(a) shows the RAS spectrum of a thin, 
pseudomorphic ZnSe layer with a high degree of surface 
order, Fig. 2(b) shows a spectrum of a relaxed layer with 
high degree of surface order (sharp, bright half order LEED 
spots), and Fig. 2(c) show a spectrum of a thick relaxed ZnSe 
layer with a low degree of surface order (broad, weak half 
order LEED spots). Despite Fabry-Perot oscillations be- 
tween 1.5 and 2.7 eV (below the E0 gap of ZnSe), two fea- 
tures are seen in Fig. 2(c): a minimum near the E0 + A0 gap 
of ZnSe at 3 eV and a broad feature with a maximum at 4.8 
eV close to the Ex gap of ZnSe. The RAS spectra in Figs. 
2(a) and 2(b) (high surface order) instead show mainly a 
dielectric function derivative-like shape with main features at 
4.6 eV (maximum) and at 5.05 eV (minimum), close to the 
Ex and £t +Ax gaps of ZnSe, respectively. 

Further annealing in the range between 300 and 420 °C 
results in a c(2 X 2) reconstructed surface with a termination 
of half a monolayer of Zn. The corresponding RAS spectra 
(Fig. 3) show for all layer thicknesses the dielectric function 
derivative-like line shape, similar to those observed on the 
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energy [eV] 

FIG. 3. RAS spectra (real part) of c(2X2) reconstructed ZnSe(OOl) sur- 
faces: (a) thin, pseudomorphic layer; (b) thick, relaxed ZnSe layer. 

well ordered (2X1) reconstructed surfaces [see Figs. 2(a) 
and 2(b)]. So far, we can summarize, that there exist two 
main RAS line shapes for clean reconstructed ZnSe(OOl) 
surfaces, which do not uniquely depend on the reconstruc- 
tion, but merely on annealing temperature, degree of surface 
order, and layer thickness. Main features seen in the RAS 
spectra occur near gaps of ZnSe (despite features T and T) 
and the overall line shapes of the RAS spectra are either 
dielectric-function or dielectric-function-derivative-like. 

Features T and V found in the RAS spectra of the sur- 
faces immediately after decapping (Fig. 1) at spectral posi- 
tions distinct from the ZnSe band gaps may have two pos- 
sible origins: either they are due to electronic surface 
transitions or to the optical response of Se crystallites on the 
surface. In the first case, the surface transitions would be 
associated with the very Se-rich c(2X2) reconstruction 
found in MBE at low substrate temperatures under Se back- 
ground pressure.7 The appearance of the weak (1 X 1) LEED 
image on the decapped surfaces would reflect a lower degree 
of long range order than on the MBE prepared surfaces. In 
fact, RAS spectra taken from this Se-rich c(2X2) recon- 
structed surface in MBE showed the same features,7 how- 
ever, the surface electronic band structure has not yet been 
determined and thus the possible attribution to surface states 
cannot be clarified. 

Alternatively, the optical anisotropy of trigonal Se crys- 
tallites on the ZnSe surfaces could explain the T and V 
features.14'15 On the decapped surfaces Se crystallites due to 
cap remainders could still be present after the initial anneal- 
ing step.16 Likewise, Se crystallites might have nucleated on 
the ZnSe surfaces in MBE under extreme Se-rich 
conditions.7 

clean 
ZnSe(OOl) surface 

I   ■■   ■   ^« III! Miff 

-Sb 

.■■,vWw> 
•~/J4/^\^^f\!yf'W*-A[tirKJ<>'^ 

34 
i   l   i   i   i   i   l   i—i   i   i   i   i   i 

36 38 40 42 

kinetic energy [eV] 

FIG. 4. Se 3d core level spectra of a fairly well ordered (2X1) recon- 
structed ZnSe(OOl) surface taken at a photon energy of 100 eV before (a) 
and after (b) Sb deposition. 

The dielectric-function-derivative-like line shape of the 
RAS spectra is observed for both (2X1) and for c(2X2) 
reconstructions. However, it is dependent of surface order 
[Figs. 2(a), 2(b), and 3]. This line shape can be explained by 
surface modified bulk states.17'18 Anisotropie contributions 
may be induced by the surface morphology,8'9'19'20 by micro- 
scopic surface steps,17 by microscopic surface strain in the 
top few layers (due to the different atomic positions at the 
surface with respect to the bulk,11) or by piezo-electric con- 
tributions. 

The RAS spectra showing the broad, dielectric-function- 
like structure will'be discussed in Sec. Ill B. 

Interface contributions can be separated by the layer 
thickness dependence of the RAS line shape as has been 
shown by Yasuda et al. in detail.8"10 In the transparent spec- 
tral region below the E0 gap of ZnSe interface contributions 
are seen for all samples, however overlapped by Fabry-Perot 
oscillations. Above 3 eV the light penetration depth in ZnSe 
(below 90 nm) limits interface contributions to thin ZnSe 
layers. Consistent with Refs. 8-10 the main interface contri- 
butions observed in our spectra [Figs. 1(a), 2(a), and 3(a)] 
are the linear electro-optic effect at the El and Ex + A x gaps 
of GaAs (at 2.9 and 3.1 eV, labeled L and L') on doped 
GaAs substrates (w>1016 cm"3), and a weakly structured 
negative background depending on initial growth conditions. 

B. Adsorbate modified ZnSe(001) surfaces 

In order to test the surface or bulk origin of the RAS 
features, the surfaces were modified either by submonolayer 
deposition of Sb or short-time exposure to atmosphere (be- 
low 1 min). Deposition of 0.8 ML Sb on a fairly well ordered 
(2X1) reconstructed surface leads to the deterioration of the 
LEED pattern to a weak (1X1) one. Corresponding SXPS 
spectra taken before and after Sb deposition are shown in 
Fig. 4. On the clean surface the Se 3d core level shows a 
component shifted to higher binding energies which disap- 
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FIG. 5. RAS spectra (real part) for a fairly well ordered (2X1) recon- 
structed ZnSe(OOl) surface (layer thickness 4 /jum): (a) before (full line) and 
after Sb deposition (dashed line); (b) before (full line) and after AES 
(dashed line); (c) initially c(2X2) reconstructed surface after contamina- 
tion. 

pears after Sb deposition. No new components arise in the 
Se 3d structure after Sb deposition. Also, no significant 
changes are found in the valence band spectra (not shown 
here). Therefore we conclude that Sb terminates the Se-rich 
ZnSe surface without inducing a strong chemical exchange 
reaction. We interpret the disappearance of the high energy 
Se 3d component as due to a reaction of Sb with the excess 
Se present on the surface (due to the limited resolution, the 
Se 3d emission of the reacted compound cannot be resolved 
in the core level spectra). As discussed already in Sec. Ill A, 
the excess Se could be due either to cap remainders16 or to a 
Se-rich surface structure similar to the Se-rich c(2X2) re- 
construction observed in MBE.7 

The RAS spectra of the fairly well (2X1) reconstructed 
surface before and after Sb deposition are shown in Fig. 5(a). 
The minimum at 3 eV (at the E0 + A0 gap of ZnSe) disap- 
pears after Sb termination, while the broad maximum at 4.8 
eV (Ex gap of ZnSe) remains nearly unaffected. Both fea- 
tures are sensitive to electron irradiation: AES measurements 
induce an overall reduction of the amplitude by a factor of 2 
[Fig. 5(b)]. Furthermore, we would like to point out that the 
broad feature at 4.8 eV is strongly dependent on the ZnSe 
layer thickness: For thin pseudomorphic layers, well below 
the critical thickness of around 160 nm, no such feature is 
seen, whereas for thicker, relaxed layers this feature becomes 
prominent. Moreover, if an initially c(2X2) reconstructed 
surface showing the derivative-dielectric-function-like line 
shape is exposed to atmosphere, the broad feature appears 

again with an amplitude similar to that found after AES mea- 
surements [Fig. 5(c)]. Therefore we conclude that it is related 
to bulk properties, most likely induced by an anisotropic re- 
laxation of strain. 

The structure at 3 eV, on the other hand, disappear after 
Sb deposition on the surface. Interestingly this feature, which 
coincides with the spectral position of the E0 + A0 gap of 
ZnSe, is not seen on all disordered (2X1) reconstructed sur- 
faces, but only on thick, relaxed ZnSe layers. Therefore we 
conclude that it originates from surface modified bulk states, 
similar to the derivative-dielectric-function-like RAS spectra 
discussed in the previous section. 

IV. CONCLUSIONS 

The surface optical anisotropy of ZnSe(OOl) layers grown 
by MBE on GaAs was studied for different ZnSe layer thick- 
nesses and reconstructions. Surface contributions were de- 
rived by comparing RAS with LEED, AES, and SXPS re- 
sults for clean and adsorbate-modified surfaces. Only a few 
characteristic RAS line shapes are reproducibly found which, 
however, are not uniquely correlated with the different sur- 
face reconstructions. We conclude that the RAS spectra of 
ZnSe(OOl) are mainly related to surface modified bulk states 
that contribute to the optical anisotropy depending on surface 
order, strain, and morphology. 
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In this study we applied the surface sensitive optical method reflectance difference spectroscopy to 
investigate the optical response of clean cubic 3C-SiC(001) surfaces. The main reconstructions, the 
Si-rich (3X2) and (2X1) as well as the C-rich c(2 X 2) were prepared by annealing in Si flux. For 
(3X2) we find a strong spectral feature at 4.2 eV that is not observed for the other two 
reconstructions. Since the direct gap of 3C-SiC is at higher photon energies the 4.2 eV feature must 
be related to the surface. Angle resolved ultraviolet photoelectron spectroscopy measurements 
indicate surface states around the X point of the unreconstructed surface Brillouin zone. We 
conclude that the 4.2 eV feature is associated with this surface state and suggest that it is linked to 
the E2 gap of bulk Si at 4.2 eV.   © 1998 American Vacuum Society. [S0734-211X(98)10904-6] 

I. INTRODUCTION 

Reflectance-difference spectroscopy/reflectance anisot- 
ropy spectroscopy (RDS/RAS) is now an established surface 
diagnostic that is used rather extensively to monitor surfaces 
during processes such as epitaxial growth and to characterize 
well defined clean and passivated surfaces. However, the ori- 
gins of surface-induced optical anisotropy (SIOA) spectra, as 
determined by RDS, remain unclear. 

For many surfaces we find that RDS spectra have dielec- 
tric function- and derivative-like line shapes that are domi- 
nated by the (surface modified) bulk dielectric function or its 
energy derivative.1-8 In these cases the origin of SIOA spec- 
tra can be regarded as surface modified bulk optical 
responses.9 In general SIOA spectra are more complicated 
and show both characteristics. 

In addition, contributions involving surface states are ex- 
pected. It is unclear in which situations surface states con- 
tribute and whether their contribution can be included in the 
basic line shapes. 

Some candidates for surface state contributions to the op- 
tical response are arsenic-rich GaAs(OOl) surfaces. In previ- 
ous work it has been shown that RDS signals of GaAs(OOl) 
surfaces are extremely sensitive to the chemical composition, 
i.e., the As/Ga ratio. For two of the corresponding arsenic- 
rich reconstructions; the (2 X4) and the c(4 X 4), it has been 
argued that the signal originates from As dimer related 
states. However, recent findings that the line shape of the 
(2X4) RDS spectra resemble that of the bulk dielectric 
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function eb and that the spectral feature at 2.6 eV shows the 
same temperature dependence as that of the Ex interband 
critical point of GaAs indicate that surface states are not the 
origin of the (2X4) RDS signal.5 In contrast, for c(4X4) eh 

describes only the part of the spectrum for photon energies 
above 3.5 eV and the temperature dependence of the 2.6 eV 
feature is different. Hence, it is likely that the 2.6 eV feature 
is related to surface states. Although many attempts 
have been made to calculate SIOA spectra for 
c(4X4) GaAs(OOl) the differences in line shape between 
theory and experiment are too large to decide this question 
from theory. 

In order to obtain more data to examine the question of 
the contribution of surface states we investigated clean cubic 
3C-SiC(001) in the visible and near ultraviolet (UV) spec- 
tral range below the direct gaps of 3C-SiC. Since 3C-SiC is 
an indirect semiconductor we do not expect (strong) bulk 
features below the direct gap of 5.8 eV and therefore, surface 
state can be more easily separated from bulk contributions 
compared to III-V and II-VI compound semiconductors. 

In this article we investigate the main reconstructions for 
SiC(OOl), i.e., Si-rich (3X2) and (2X1) as well as C-rich 
c(2X2). A review of the various discussed surface struc- 
tures can be found in Ref. 10. 

II. EXPERIMENT 

The samples used were commercially available (Cree 
Inc.) epitaxially grown cubic 3C-SiC on vicinal Si(OOl) 3.5° 
off towards [110]. The 3C-SiC material consists of two lay- 
ers: First, a 2.5Xl016cm~3 «-type doped layer of 2 fim 
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FIG. 1. Re Mr for various reconstructions of SiC(OOl). 
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FIG. 2. ReAr/r of (3X2) SiC(OOl) compared to that of c(4X4) 
GaAs(OOl). The latter spectrum was rigidly shifted to higher energies by 
1.55 eV. 

thickness was deposited, then a second 6.9X1016 cm"3 p- 
type doped layer of thickness 3 /u,m was grown on top. The 
samples were prepared in an ultrasonic bath with organic 
solvents, rinsed in distilled water, and mounted on both sides 
with Ta clamps for direct heating in the ultrahigh vacuum 
(UHV) chamber. Cleanliness and surface order were checked 
by ultraviolet photoelectron spectroscopy (UPS) and low- 
energy electron diffraction (LEED). The LEED patterns re- 
veal single-domain surfaces. The spots appeared to be sharp 
with low background with the exception of the (3 X 2) which 
showed some streaking of the half-order spots. 

The different reconstructions were prepared by heating to 
temperatures between 870 and 1030 °C. Here, the Si-rich 
reconstructions of SiC were produced by additional Si flow. 
Details of the preparation procedure can be found in Ref. 11. 

The RDS measurements were performed with an Aspnes- 
type spectrometer.1213 Due to the use of Glan polarizer 
prisms the spectral range was limited in the UV to photon 
energies less than 5.5 eV. The samples were measured in one 
azimuth and therefore no background corrections could be 
performed. However, from a measurement of an untreated 
sample we know that the background is small enough to be 
neglected. 

RDS measures the difference in reflectance Ar/r = 2(ra 

^fß)/(ra+rß) between two directions a and ß which are 
perpendicular to each other and the surface normal. We de- 
fine a to be in the direction 2X and 3X for the (2 X 1) and 
(3 X 2) reconstructions, i.e., in the direction of the Si dimers 
(in view of the Dayan-Hara model),14 respectively. 

III. RESULTS AND DISCUSSION 

Figure 1 shows RDS spectra for the main reconstructions 
of SiC(OOl). Sharp features are visible in the spectra below 3 
eV due to layer interferences. The penetration depth of light 
in cubic SiC is much smaller than the layer thickness above 
photon energies of 3.7 eV. Therefore, SiC-Si substrate in- 
terface contributions vanish for photon energies above ap- 
proximately 3.5 eV and all features above this energy are due 
to the SiC layer and surface. The c(2X2) and (2X1) sur- 
faces do not show any sharp features. Which types of line 
shapes these spectra have is difficult to decide in this limited 

spectral range. It seems though that the c(2X2) has a de- 
rivativelike spectrum. The RDS spectrum is hardly different 
from that of the background spectrum. The (2X1) spectrum 
could be of dielectric function type. Most interesting is the 
large broad feature around 4.2 eV for the extremely Si-rich 
(3X2) reconstruction, which appears neither in (2X 1) nor 
in c(2X2). The direct gaps of cubic SiC are all above 5.8 
eV which is beyond the accessible spectral range and the 
untreated surface shows essentially no signal. Consequently, 
the 4.2 eV feature is most likely induced by the surface. 

The 4.2 eV feature of (3X2) SiC(OOl) has a line shape 
similar to the 2.62 eV feature of c(4X4) GaAs(OOl), as 
demonstrated in Fig. 2. The main difference seems to be that 
the c(4X4) feature is much broader. The similarity is much 
more obvious when the energy axis is scaled, see Fig. 3. For 
a Lorentzian line shape scaling the energy axis is equivalent 
to changing the broadening parameter. From a comparison 
we can conclude that both spectral features have a similar 
origin. In the case of c(4X4) GaAs(OOl) we argue that the 
feature is due to the extra As dimers on top of the As-rich 
surface, while in the case of SiC(OOl) (3X2) the extra Si 
dimers are responsible. 

Since SiC has no direct gaps in the spectral range consid- 
ered here, the involved states must be localized at the sur- 
face. We suggest that the surface states are related to the Si 
dimers and have a character like that of bulk Si for the fol- 

3 4 5 6 

Energy (eV) 

FIG. 3. Same as in Fig. 2 but with the energy axis scaled by a factor of 3/5. 
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X4) GaAs(OOl), respectively. Consequently, we observe the 
features at spectral positions close to the E2 gaps of the bulk 
material, which have the highest oscillator strength. How- 
ever, the appearance of surface state features in RDS spectra 
does not imply that surface states contribute directly to RDS 
spectra. Still it is possible that surface states contribute only 
via the surface local field effect and that RDS spectra are of 
the dielectric function type. Future research will clarify this 
point. 
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FIG. 4. Examples of angle resolved UPS spectra. The angle has been chosen 

such that there are strong contributions from the X point of the surface 
Brillouin zone of the unreconstructed surface. The surface state contribution 
for (3X2) can clearly be seen in the upper spectrum while it is missing in 
the lower two for (2 X 1) and c(2X2), respectively. 

lowing reasons: (i) Bulk Si has the strongest spectral 
feature—the E2 interband critical point at 4.2 eV—close to 
the (3X2) RDS feature, (ii) Angle resolved UPS investiga- 
tions indicate that only the (3X2) reconstruction of 
SiC(OOl) has surface states located near the X point of the 
unreconstructed surface Brillouin zone (see Fig. 4). Now 
X=2TTI a(\l2,H2) is the projection of states especially of the 
K point of the bulk Brillouin zone and E2 has large contri- 
butions from K. (iii) Finally, bulk As has its E2 gap at 2.8 eV 
close to the RDS feature at 2.62 eV observed for c(4 
X4) GaAs(OOl) (at elevated temperatures). 

IV. SUMMARY AND CONCLUSIONS 

We found a broad but strong spectral feature at 4.2 eV for 
(3X2) SiC(OOl) which has a line shape similar to that of 
the 2.62 eV feature known for c(4X4) GaAs(OOl). These 
features are most likely related to the surface and can be 
linked to surface states. We suggest that the surface states 
have a character of the corresponding bulk materials which 
are Si and As in the case of (3X2) SiC(OOl) and c(4 
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Processes of quantum dot formation in the InAs on GaAs(001) system: 
A reflectance anisotropy spectroscopy study 
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Reflectance anisotropy spectroscopy (RAS) has been used to monitor the formation and 
development of InAs islands grown onto GaAs(OOl) substrates by molecular beam epitaxy. Time 
resolved measurements show entirely different responses at different photon energies, 
corresponding to different aspects of the islanding process. At a photon energy of 2.6 eV RAS is 
sensitive to the onset of islanding, whereas the 4.0 eV signal appears to be sensitive to the 
continuous interisland wetting layer. Thus, by using the 4.0 eV signal it is possible to follow the real 
time development of the islanded surface. In particular, it is found that (1) during growth and 
immediately beyond the point of islanding, a fixed fraction of the incoming flux is directly 
transferred to the islands, and this fraction increases with increasing growth temperature up to 
100%; (2) as a consequence of this, the wetting layer can increase in thickness beyond the 1.6 
monolayers islanding thickness, to at least -2 monolayers; (3) the importance of islands acting as 
sinks for the acquisition of material from the wetting layer is revealed; (4) the dynamic equilibrium 
set up between the islands and the wetting layer is such that the thickness of the latter increases 
significantly with sample temperature. © 1998 American Vacuum Society. 
[S0734-211X(98)12204-7] 

I. INTRODUCTION 

It is well known that as films of InAs are grown on 
GaAs(OOl) they undergo a number of transitions as the 
amount of deposited material is increased.1 Initially, the InAs 
is pseudomorphically strained to the GaAs substrate. How- 
ever, above —1.6 monolayers (ML) and due to the large 
mismatch (-7.2%) it islands coherently, the islands being 
separated by a continuous two-dimensional (2D) interisland 
wetting layer (WL). With increased thickness misfit disloca- 
tions are generated and the islands coalesce to form a con- 
tinuous but relaxed film. Both pseudomorphic and coherently 
islanded InAs films embedded in GaAs have recently gener- 
ated a large amount of interest as two-dimensional quantum 
wells2 and quasizero dimensional quantum dots,3 respec- 
tively. The main stumbling block to application in practical 
devices has been island uniformity, showing the need for a 
greater understanding and control of the whole process. 
Since measurements are required at the monolayer scale, this 
is not a simple task, and most in situ studies to date have 
been performed using scanning tunneling microscopy 
(STM). Although these have revealed a wealth of important 
information,4,5 they only give a snapshot of the surface and it 
is entirely possible that significant redistribution occurs dur- 
ing the required postgrowfh cooldown and sample transfer to 
the STM stage. By contrast reflectance anisotropy spectros- 
copy (RAS), a relatively new optical technique that is highly 
sensitive to surfaces, subsurfaces, and buried interfaces, is 
capable of real time monitoring in the growth environment 

^Electronic mail:westwood@cf.ac.uk 

and therefore offers great prospects for improving the under- 
standing of such ultrathin systems.6'7 In the RAS technique 
near normal incidence polarized electromagnetic radiation 
interacts with the surface (and bulk) electronic dipole mo- 
ments and the difference in reflection between the two or- 
thogonal polarization states is measured. 

It has already been shown that the RAS spectra of differ- 
ently reconstructed semiconductor surfaces, such as 
GaAs(OOl), exhibit particular identifiable features for each 
structure. Aspnes et al. demonstrated that some of these fea- 
tures (in this case at —2.6 eV) could be associated with the 
dimer bonds on the surface and their orientation with respect 
to the polarization of the incident light.6'8 Hence the RAS 
signal changes sign as the GaAs(OOl) surface changes from 
an As-rich c(4X4) to an As stabilized (2X4). 

Using ab initio peseudopotential calculations Bass and 
Matthai obtained excellent agreement with experimental re- 
sults for the As-rich c(4X4) GaAs(OOl) surface.9 Subse- 
quent analysis of the local density of states for the top layers 
of the GaAs surface led these authors to deduce that both the 
main features in the RAS spectrum (the dip at 2.6 eV and the 
peak at 3.6 eV) have their origins in transitions between very 
similar bulklike valence band states and surface states at two 
distinct energy levels in the conduction band. The dramatic 
difference between the (2X4) and c(4X4) signals at -2.6 
eV can then be understood with the energetically lower con- 
duction band state being associated with the directional 
As-As dimer bonds. The importance of adatom species on 
the reflectance anisotropy has also been demonstrated 
through tight binding calculations on the Sb- and Sn- 
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Si(lll) v3xV3~ reconstructed surface and pseudopotential 
calculations of Si-GaAs c(4X4).10 

In this study the first few monolayers of InAs deposited 
on GaAs(OOl) by molecular beam epitaxy (MBE) were stud- 
ied in situ by both RAS and reflection high-energy electron 
diffraction (RHEED). Particular attention was paid to tem- 
perature and temporal effects through time resolved RAS 
measurements at different photon energies. In this case it 
appears that the signal at 4.0 eV is the most interesting since 
it seems to be intimately related to the wetting layer and 
largely independent of the islands, at least at the early stages 
of relaxation which are of most interest for use in quantum 
dot structures. It will be shown that this allows the dynamics 
of surface reordering to be followed in real time. 

II. EXPERIMENT 

All experiments were carried out using a VG Semicon 
V80H MBE reactor and an RAS system, described in detail 
elsewhere.11 The RAS system had a working spectral range 
from 1.5 to 5.5 eV and measured the difference (Ar) be- 
tween the anisotropic complex reflectance (r) along the 
[-110] and [110] optical eigenaxes within the (001) surface 
crystallographic plane, normalized to the mean reflectance 
(r): 

Ar_   r[110]-r[110] 

r        r[Fl0] + r[110]' 
(1) 

Only the real part of the RAS signal was investigated to 
avoid residual strain effects associated with the viewport. 
Measurements could be acquired spectroscopically with typi- 
cal scan times of ~3 min or at fixed energy in which case 
real time measurements are possible. 

Thermal desorption of the surface oxides from the 
GaAs(OOl) substrate was performed at —600 CC under an 
As4 flux of F(As4)~5X 1014 molecules cm-2 s_1. A ~1 /an 
undoped GaAs buffer layer was then grown at a sample tem- 
perature of —580 °C before growth was stopped and the 
sample temperature lowered, so that experiments could be 
performed in the range 350-530 °C. For the time resolved 
measurements InAs films were deposited at a rate of —0.025 
ML/s to a thickness of up to 4 ML. 

III. RESULTS 

A. RHEED and spectroscopic RAS measurements 

Upon initiation of InAs growth, RHEED observations 
showed an initial gradual change from a c(4X4) pattern to 
an "asymmetric" (1X3) pattern at ~0.3 ML InAs cover- 
age, where the 3 X features were slightly offset towards the 
half-order position. With increasing coverage up to 0.7 ML 
the 3X features developed, moving towards their correct po- 
sitions, i.e., the (1X3) pattern became "symmetric." The 
asymmetric RHEED pattern has been explained by the coex- 
istence of domains of two reconstructions on the same sur- 
face and is similar to that previously observed for submono- 
layer films of Si on GaAs(OOl).12'13 Above 1 ML the pattern 
gradually changed to (1 X 1) before becoming spotty, indica- 
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FIG. 1. RAS spectra taken immediately after the growth of different amounts 
of InAs at a growth temperature of 350 °C: (♦) the original GaAs substrate 
[c(4X4)]; (•) 0.2 ML InAs [c(4X4)/(l X3) mixed reconstruction]; (■) 
1.6 ML InAs, i.e., at the point of islanding (spotty RHEED pattern). The 
symbols are positioned at every 5th data point. 

tive of islanding, at —1.6 ML. This transition in the RHEED 
pattern, being very distinct and abrupt even at very low 
growth temperatures, was used to identify the islanding tran- 
sition and acted as a marker for the RAS studies. Following 
termination of growth after 2 ML, redistribution on the sur- 
face was evident since the RHEED spots were observed to 
slowly sharpen with time. 

To illustrate the spectroscopic changes in the RAS signal 
with InAs growth, traces are shown in Fig. 1 for deposition 
at 350 °C for the clean c(4X4) GaAs surface and following 
growth of 0.2 ML [close to the point where the As-rich 
c(4X4) reconstruction is finally lost] and 1.6 ML of InAs 
(i.e., the point of islanding). From Fig. 1 the photon energies 
of most interest, i.e., where the largest changes in signal 
occur, can be identified as —2.6 and —4.0 eV. Changes in 
the sign of the signal from negative to positive at 2.6 eV are 
known to be related to the directional nature of the As-As 
bonds on the surface. As discussed above, the classic ex- 
ample of this is the change in sign on going from the excess 
As c(4X4) to the As stabilized (2X4) reconstructions of 
GaAs(OOl), where the reconstruction change involves the 
loss of the outer layer of As. The initial rise of the 4.0 eV 
RAS signal with InAs thickness seen in Fig. 1 also mimics 
that observed for the GaAs(OOl) c(4X4)-(2X4) transition 
and it may therefore be concluded that, as far as RAS is 
concerned, the initial changes observed at both energies (i.e., 
at 0.2 ML InAs coverage) are essentially due to loss of the 
excess As layer from the surface and the establishment of a 
surface that is similar to a mixed GaAs(OOl) c(4X4)/ 
(2X4). Such a change could easily have been predicted 
since the In-As bond strength is lower than that of Ga-As. 
Hence, although InAs and GaAs(OOl) display somewhat 
similar reconstructions, the boundaries between them are 
shifted to much lower temperature for InAs.14 It is therefore 
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FIG. 2. RAS transients monitored at photon energies of 2.6 and 4.0 eV 
before, during, and after the deposition of ~2 ML of InAs on GaAs at a rate 
of -0.025 ML/s and a growth temperature of 450 °C. 

reasonable that the (submonolayer) InAs/GaAs(001) surface 
is incapable of maintaining an excess As layer and it is the 
consequence of this that is observed. However, the fact that 
these surfaces are not identical is obvious; due to the pres- 
ence of In the InAs/GaAs(001) displays an asymmetric (1 
X3) pattern rather than a (2X4) and differences are also 
apparent in the RAS, where at 1.6 ML coverage the maxima 
at ~2.6 and —4.0 eV are both shifted by ~0.2 eV to lower 
energy than observed for GaAs surfaces. The most notable 
distinction is that, after its initial rise at 0.2 ML, at 1.6 ML 
the 4.0 eV signal decreases significantly below the initial 
GaAs value. This has been reported previously,15'16 has no 
precedent on straightforward GaAs surfaces, and is important 
to note when it examining the time resolved traces described 
later. 

B. Deposition of 2 ML of InAs at 450 °C 

Although the spectroscopic measurements above are ex- 
tremely useful in setting the scene, it is known that above the 
islanding thickness the RAS signal changes with time as sur- 
face redistribution occurs,15,16 as RHEED also indicates. At 
low growth temperatures spectroscopic measurements have 
indicated time scales of tens of minutes16 in which case such 
measurements could reasonably be used to follow the redis- 
tribution (it takes —3 min for a full spectrum to be recorded). 
However, faster processes occurring at higher sample tem- 
peratures or those occurring on shorter time scales at low 
temperatures could well be missed. In order to properly fol- 
low the dynamics of the growth/redistribution process, time 
resolved measurements (at fixed photon energies) must be 
performed. Such measurements at 2.6 and 4.0 eV are shown 
in Fig. 2 for the case of 2 ML deposition at a rate of —0.025 
ML/s and a growth temperature of 450 °C. The total scan 
time was 400 s with a lead time of —10 s followed by growth 
times of 80 s. Figure 2 is useful and important since it dis- 

plays the characteristic features of virtually all time resolved 
measurements under different conditions and may be com- 
pared with the spectroscopic changes apparent in Fig. 1. 
Upon initiation of growth both the 2.6 and 4.0 eV RAS sig- 
nals increased very rapidly before briefly saturating at 
-6-12 s (0.15-0.3 ML), corresponding to the loss of the 
c(4 x 4) pattern. The 2.6 eV response then returned to a (less 
steeply) rising signal once more while the 4.0 eV decreased 
towards zero. In fact the changes in the 4.0 eV signal are 
linear with deposited thickness from -0.8 ML up to the 
point of islanding (1.6 ML). Thereafter, the main points'to 
note are 

(1) the sensitivity of the 2.6 eV signal and relative lack of 
sensitivity of the 4.0 eV signal to the onset of islanding 
(the 2.6 eV signal saturates at this point and is largely 
constant thereafter as has been observed previously  '  ); 

(2) the total absence of any indication of the cessation of 
growth at 2.6 eV concurrent with a very strong discon- 
tinuity at 4.0 eV; 

(3) the sensitivity to postgrowth surface changes at 4.0 eV 
only. 

Although detailed and difficult calculations will be neces- 
sary to understand these effects properly, it is possible to 
relate them to the onset of islanding, cessation of growth, 
and postgrowth development on a phenomenological basis. 
To do this a number of factors need to be considered. First, 
the RAS signal in such a system as this may include contri- 
butions from the surface order, the thickness of the over- 
layer, and possibly also the nature of the buried interface.8'17 

Second, interpretation of the data is much more difficult 
when both a pseudomorphic wetting layer and 3D islands are 
present. However, just beyond the point of islanding the is- 
lands that are present are likely to be small, of low density, 
and cover only a small fraction of the surface area.5 These 
islands are consequently unlikely to contribute significantly 
to the RAS signal and so can be ignored. Therefore, assum- 
ing any interface effects to be already fully established, the 
constant signal at 2.6 eV immediately following islanding 
may result either from 

(1) a constant (in both surface order and thickness) wetting 
layer; or 

(2) a balance between the effects of a changing surface order 
and an increasing wetting layer thickness; or 

(3) a constant surface contribution and a negligible effect 
from an increasing wetting layer thickness. 

Although none of the above possible explanations can be 
definitely ruled out (1) requires that all of the incident In flux 
is directly transferred to the islands and is contradicted by 
the observation that the 4.0 eV signal does not behave in the 
same fashion. Since the weight of both experimental and 
theoretical evidence indicates that —2.6 eV signals correlate 
exclusively with the surface As-As bonds (2) is very un- 
likely, and so (3) is the most likely explanation. With a con- 
stant surface order following islanding, the (changing) 4.0 
eV signal must be due solely to a still increasing wetting 
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layer thickness. In addition, the linear relationship between 
the RAS signal and deposited material between —0.8 and 1.6 
ML suggests that it can be used as a direct measure of the 
wetting layer thickness. Indeed, a change in slope at the 
point of islanding is entirely expected since, by definition, 
some material must then be incorporated into islands. To the 
best of our knowledge this is the first evidence that the wet- 
ting layer can progress and become thicker than the value it 
has at the point of islanding (i.e., 1.6 ML). Despite the sig- 
nificant amount of study of this subject, it is perhaps not 
surprising that it has not been previously reported since, as 
will be shown, it only occurs at temperatures lower than 
those usually employed for quantum dot growth and because 
our RAS studies are in effect the first thickness dependent, 
real time in situ measurements. 

The possibility of interpreting the 4.0 eV data in a quan- 
titative or semiquantitative way in terms of the wetting layer 
thickness is the crux of this article. Success here would be 
very important since knowing the amount of material in the 
wetting layer can also reveal the amount present in islands 
and lead to a great step forward in our understanding of the 
whole islanding process. In the remainder of this article we 
seek to explore both the validity of our interpretation of the 
RAS data and the implications it has for our understanding 
of the quantum dot formation process. 

C. Deposition of 2 ML of InAs at different temperatures 

Previous work has suggested that the final equilibrium 
wetting layer thickness has a value of ~ 1 ML,5 and our own 
spectroscopic RAS studies have indicated thicknesses in the 
range —0.8-1.2 ML depending on temperature.16 Therefore 
the thick wetting layers predicted above must be inherently 
unstable, leading to the expectation of subsequent redistribu- 
tion of material to the islands through a kinetically limited 
process. In addition, it might be expected that the change in 
slope at the point of islanding might vary. It appears possible 
to monitor both processes by observation of the 4.0 eV time 
resolved signal. Experiments to check this were performed in 
the growth temperature range 350-530 °C using the same 
growth rate (—0.025 ML/s) and film thickness (~2 ML) as 
used in Sec. Ill B. RHEED showed that the reconstruction of 
the GaAs starting surface was c(4X4) except for the highest 
temperature (530 °C) for which it was (2X4). In addition, 
islanding of the InAs took place after exactly the same 
growth period with the exception of 530 °C where a longer 
period was required. It is thought that this delay in islanding 
was due to the reevaporation of In from the surface at high 
temperature, a view supported by other measurements at 
higher temperatures. 

Figure 3 shows time resolved scans for the deposition of 2 
ML of InAs taken at 4.0 eV. Differences at the onset of 
growth relate to the initial reconstruction changes [c(4X4) 
or(2X4)-(lX3)] which took place more quickly with in- 
creasing growth temperatures. However, it is the point of 
islanding and the cessation of growth that follows that are of 
most interest here. At 350 °C there appears to be only a 
slight inflection at the point of islanding. Thus it appears that 
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FIG. 3. RAS transients monitored at a photon energy of 4.0 eV before, 
during, and after the deposition of 2 ML of InAs on GaAs at a rate of 
-0.025 ML/s and growth temperatures of (a) 350, (b) 450, (c) 475, (d) 500, 
and (e) 530 °C. 

even beyond the point of islanding most of the incident In 
flux continues to be incorporated into the continuous interis- 
land film at this growth temperature. At all growth tempera- 
tures the RAS response varies linearly from 0.8 ML up to the 
point of islanding; however at higher growth temperatures its 
inflection became more pronounced so that at 500 °C and 
above an essentially flat trace was then obtained until cessa- 
tion of growth, implying that under these conditions all of 
the incident flux was incorporated immediately into islands. 

It is worth noting that the RAS response varies approxi- 
mately linearly with time both before and after the point of 
islanding, the difference is one of slope. This implies that 
following islanding a certain fixed fraction of the incoming 
In flux is directly transferred to islands, at least up to 2 ML 
of deposited material. This fraction depends on the growth 
temperature so that it appears to be —30% at 350 °C, —75% 
at 450 °C, and 100% at 500 °C and above. The behavior at 
high growth temperatures provides supporting evidence for 
the independence of the 4.0 eV signal of the material in the 
islands. If rather than being independent, some nonlinear 
thickness averaging was in fact taking place, then such a flat 
response would be difficult to explain. 

Postgrowth redistribution of the surface as a function of 
growth temperature is slightly more complicated. Although 
there is clearly a greater rate of recovery of the 4.0 eV signal 
following growth at 450 as opposed to 350 °C, above this 
temperature there is very little change. This may be under- 
stood by considering that it is reasonable that the rate of 
redistribution must increase not only with sample tempera- 
ture but also with strain energy, the latter being related to the 
wetting layer thickness. Thus, at the lowest temperature 
since only a small fraction of the In flux initially goes into 
islands, the wetting layer is thickest. Although the strain en- 
ergy driving the redistribution is largest at these lower tem- 
peratures, the low diffusion rate ensures that the In redistri- 
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bution rate remains low. As the growth temperature is 
increased, the enhanced In mobility results in more material 
being incorporated into islands during the growth process 
limiting the strain energy available to drive the postgrowth 
redistribution. Although this argument is rather simplistic, it 
probably highlights the most important factors operating in 
this case; a fuller description will be revealed later in the 
article. 

One final comment we want to make is that the post- 
growth 4.0 eV, 530 °C trace deviates away from those for 
lower temperatures after more than -200 s. This is consis- 
tent with a thinning of the InAs wetting layer, which we 
attribute to desorption of In from the surface: this implies 
that all the loss of In is initially borne by the InAs islands. 
This is not a statement that evaporation occurs preferentially 
at the islands since In transfer between island and wetting 
layer may occur. However, it does once again provide further 
evidence of the independence of the 4.0 eV signal of the 
islands. 

D. Deposition of varying thicknesses of InAs at 
450 °C 

The variable temperature study above provided support 
for the interpretation of the 4.0 eV RAS signal during the 
initial stages of growth. Up to 2 ML layer deposition the 
RAS signal is always approximately linear. However, there 
must be a limit to this either through the introduction of 
nonlinearities in the RAS response itself or through, for ex- 
ample, the increasing strain energy driving an enhanced re- 
distribution rate. To address this issue, layers from ~1 to ~4 
ML of deposited thickness were grown at a rate of —0.025 
ML/s and a growth temperature of 450 °C. 

Figures 4(a) and 4(b) show the resulting 4.0 eV time re- 
solved scans; they are separated into two parts for clarity. It 
can be seen that the traces coincide up to the point of cessa- 
tion of growth indicating the reproducibility of the measure- 
ments. Hence varying the deposited thickness primarily pro- 
vides access to the postgrowth redistribution under different 
conditions. The redistribution during growth is entirely cov- 
ered by the measurement of the thickest (—4 ML) deposi- 
tion. 

The behavior of the RAS response for the thickest film 
deposited is remarkable. As the amount of deposited material 
increases, the 4.0 eV RAS signal, rather than decreasing 
monotonically, goes through a minimum before eventually 
beginning to increase. This is not entirely unexpected since 
the resulting increase in the wetting layer thickness raises the 
strain energy available to drive redistribution of material to 
the islands. However, in this simple picture a balance must 
eventually be reached where the rate of redistribution equals 
the growth rate resulting in a flat trace or constant wetting 
layer thickness. Diminution of the wetting layer would only 
then occur after cessation of growth. Instead, RAS indicates 
that the wetting layer undergoes thinning during the growth 
process, implying that the redistribution process is more 
complex. 

Examination of the postgrowth recovery of the various 
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FIG. 4. RAS transients monitored at a photon energy of 4.0 eV before, 
during, and after the deposition of various thicknesses of InAs on GaAs at a 
rate of -0.025 ML/s and a growth temperature of 450 °C. Divergence of the 
traces occurs at the termination of growth and is indicated, (a) Deposited 
thicknesses of -1.0, 1.3, 1.8, 2.0, and 2.5 ML. (b) Deposited thicknesses of 
3.0 and 4.0 ML. 

amounts of deposited material is also revealing. Although the 
change for the thinnest (1 ML) film is very small, for the 1.3 
ML case there is a clear rise in the signal which appears to 
saturate after —100 s; this occurs despite the fact that this 
film is thinner than the thickness required for islanding. Per- 
haps the most important observation from this data set is the 
difference between the 2.0 and 2.5 ML cases. Despite the 
fact that growth is terminated at almost the same RAS signal 
and therefore the same wetting layer thickness, the recovery 
of the latter is much more rapid, quickly surpassing that of 
the slightly thinner film. This observation confirms the com- 
plexity of the redistribution process and leads to the com- 
ment that the most obvious change occurring as growth pro- 
ceeds is that more material is present in the form of islands. 
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FIG. 5. RAS transients monitored at a photon energy of 4.0 eV before, 
during, and after the deposition of ~3 ML of InAs on GaAs at a rate of 
-0.025 ML/s and growth temperatures of (a) 350 and (b) 450 °C. 

It has previously been suggested that these can act as sinks 
for material from the wetting layer!4'5 

Finally, it is clear that the recovery of the three ' 'thick- 
est" films has reached equilibrium, leading to a saturation 
wetting layer thickness of —1.35 ML in each case. Although 
the 1.8 and 2.0 ML films have lower RAS signal values, it is 
also clear that these surfaces are still evolving even —300 s 
after termination of growth. This clearly suggests that the 
recovery process proceeds more quickly when more material 
is present in islands. 

E. Saturation in the recovery of 3 ML InAs films at 
different temperatures 

The previous discussions have hinted at aspects of the 
behavior of the InAs growth on GaAs(OOl) but would benefit 
from more clearcut data. For example, in the 2 ML deposi- 
tion, variable temperature study it is clear, by examining the 
postgrowth behavior, that the signals do not convincingly 
saturate at any temperature within the time scales considered. 
At low temperature this is entirely consistent with our previ- 
ous spectroscopic study16 where saturation was observed but 
it took well over 1 h to achieve. By contrast, at high tem- 
peratures Fig. 3 demonstrates that reevaporation of InAs is 
significant and so saturation can never occur here. Finally, 
Sec. Ill D contained evidence that the recovery time is a 
function of the amount of material deposited. 

To demonstrate these effects more clearly 3 ML of mate- 
rial was deposited at a rate of —0.025 ML/s at temperatures 
of 350 and 450 °C and the resulting 4.0 eV RAS scans are 
shown in Fig. 5. (the two traces are offset for clarity). The 
most striking feature of these traces is the difference in the 
extent of the recovery of the RAS signals for the two tem- 
peratures. Following the thrust of this article it can be esti- 
mated that the final equilibrium wetting layer thicknesses are 
-0.8 and -1.35 ML for 350 and 450 °C, respectively, in 
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agreement with both our previously published results16 and 
with those given in Sec. Ill D. It is also clear that following 
growth at 350 and 450 °C the times required to reach satu- 
ration are —600 and -100 s, respectively. Thus the time 
scale is much shorter at the higher temperature and, remem- 
bering that more than 1 h was required for 2 ML at 350 °C, 
it is also much quicker with a greater deposited thickness. A 
final point to be noted here is that, as has already been shown 
for 450 °C depositions, the RAS signal at 350 °C also goes 
through a minimum and has a positive gradient at the termi- 
nation of 3 ML growth. 

IV. SIMULATING THE RAS DATA/WETTING LAYER 
THICKNESS 

We have already indicated that the RAS signal at 4.0 eV 
can be used, at the very least, as a guide to the thickness of 
the wetting layer that exists between InAs quantum dots/ 
islands and therefore that it provides a useful tool for real 
time monitoring of the formation of InAs quantum dots on 
GaAs(OOl). Some phenomenological interpretations of the 
islanding process consistent with the data were proposed and 
these appear to be quite straightforward, suggesting that it is 
not a difficult task to model the essential features of the 
growth/redistribution process mathematically. 

The following model is a simple simulation of the thick- 
ness of the InAs wetting layer through the deposition and 
postgrowth rearrangement processes. It is not intended to be 
an accurate representation of the physical processes that oc- 
cur and no attempt will be made to "fit" the RAS data at this 
point, but it does serve to illustrate some of the issues that a 
more realistic model should address. It should also be re- 
membered that comparisons between data and simulations 
rest on the assumption that the 4.0 eV RAS data do indeed 
reflect the wetting layer thickness above InAs coverages of 
—0.8 ML. In essence this means that the linear response 
approaching the point of islanding acts as the calibration by 
which to measure the postislanding behavior. 

Changes in the wetting layer thickness arise from growth 
due to the incident In and As4 fluxes as well as to loss of 
material to islands which are assumed to be effectively in- 
visible to the RAS measurement at this photon energy. The 
growth rate (gr) used is the same as the experimental value 
of —0.025 ML/s, which for 2 ML deposition corresponds to 
a growth time of 80 s. 

The change in wetting layer thickness in 1 s, S(WL), 
given by 

£(WL) = grX(l-/)-AXsinkX(WL-1.6)-.BXsink 

X[WL-WL(0)], (2) 

where all terms are thicknesses expressed in monolayers. 
In the first term, / is the fraction of incident flux trans- 

ferred directly into islands when the thickness of the wetting 
layer is greater than 1.6 ML, the critical thickness for island- 
ing (i.e.,/is 0 for WL< 1.6 ML, and so nonzero values for/ 
only occur during the islanding process). Estimated values 
for / as a function of growth temperature have already been 
given for the case of a growth rate of —0.025 ML/s. 
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FIG. 6. Simulation, using Eq. (2) of the wetting layer thickness as a function 
of time, with the parameters: gr=0.025 MLs-1, /=0.5, A = 0.08ML_1, 
ß = 0.007 ML"1 and WL(0)= 1.35 ML. Here growth is started at t = 0 s and 
terminated at (a) 2, (b) 2.5, (c) 3, (d) 4 ML. 

In the second and third terms A and B are scaling factors 
and the quantity "sink" represents the total cumulative 
amount of material transferred to islands, i.e., total deposited 
thickness = sink +WL (in the absence of reevaporation). Its 
inclusion provides a mechanism for the efficient removal of 
material from the wetting layer by the islands and such a 
term is essential in order to account for the positive going 
RAS signals, for example, above d=~2ML at Tg 
= 450 °C. A precedent does exist for this since both Joyce 
et al.5 and Ramachandran et al.4 have previously introduced 
the requirement of a "sinking mechanism" for island forma- 
tion and explained the mechanism in terms of an anisotropy 
in the probability of In atoms going up or down steps. Ob- 
viously for island formation the greater probability must be 
for going up a step. Two terms were found to be necessary to 
account for the fast recovery to the 1.6 ML signal level and 
the subsequent, relatively much slower, recovery. In the 
[WL-WL(O)] factor, WL(0) is the final equilibrium wet- 
ting layer thickness, which has already been noted to vary as 
a function of sample temperature. 

Bearing in mind the inverse relationship between the RAS 
signal and wetting layer thickness, Fig. 6 shows simulations 
that mimic the variable thickness depositions at 350 and 
450 °C in Figs. 4 and 5. It can be seen that the simulation 
reproduces the essential features of the data very well includ- 
ing crossover of the 2.5 and 2.0 ML traces in Fig. 4(a) fol- 
lowing cessation of growth and the peculiar shape of the 4 
ML trace during growth. 

The above simulations make two important points. First, 
they show that, despite the initially rather speculative expla- 
nation of the form of the 4.0 eV RAS signal, it has proved 
consistent with data. In addition, the simplicity of the model 
leaves the important mechanisms of relaxation quite clear. At 
higher temperatures, where the value of the fraction of ma- 
terial directly transferred to the islands is large (i.e.,/is ~1), 
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it is this that acts as the important initial strain relaxation 
mechanism. Postgrowth relaxation is also not very signifi- 
cant here since the equilibrium wetting layer thickness is 
close to 1.6 ML. By contrast at low temperatures where di- 
rect transfer is small and the equilibrium wetting layer thick- 
ness, WL(0), is ~1 ML the second term, scaled to 1.6 ML, 
becomes important as the amount of material in the islands 
(or the sink) increases and the third term, scaled to WL(0) 
provides the final, slower recovery. 

V. DISCUSSION 

Although the results presented here have revealed the 
strength of the RAS technique for following in real time the 
movement of InAs material about the GaAs(OOl) surface, it 
is not clear why this should be so. In particular, questions 
that may be asked include (1) Why is the relationship be- 
tween the 4.0 eV RAS signal and wetting layer thickness 
apparently so linear? (2) Why is the RAS signal insensitive 
to the presence of islands? (3) Why can the wetting layer 
only be followed at high photon energies (in our case 4.0 
eV)? (4) What are the limitations to the application of this 
method? The answers to these questions are probably insepa- 
rable and are certainly largely unknown at this time. How- 
ever it is certainly worth discussing them within the frame- 
work of our work and that of others. 

In addressing the first question, it is worth noting that the 
argument for believing that the islands formed on the surface 
are invisible to the 4.0 eV signal applies equally well to other 
photon energies. So, a better way to phrase this question 
might be to ask, Why it is that only high photon energies are 
sensitive to InAs wetting layer thickness? And in particular, 
Why it is that the 4.0 eV signal decreases by the amount that 
it does? The best place to start is to compare the spectra 
obtained from the surfaces of bulk GaAs and InAs(OOl) to 
assess the possible effects due to a straightforward transition 
from one to the other. Although there does not seem to be a 
large data set available for InAs(OOl), Steimetz et a/.18 have 
shown that the features for InAs are very similar to those for 
GaAs, the main difference being a shift to lower energies by 
0.3-0.4 eV. This is consistent with previous experience with 
group III arsenides, AlGaAs features having been observed 
to be shifted to slightly higher energies with respect to 
GaAs.19 The InAs spectrum shows a high energy peak at 
—3.6 eV and a significant drop off in signal at 4.0 eV, seem- 
ingly consistent with the changes seen here after —0.5 ML of 
growth. However, this is not the complete story since the 
spectroscopic information presented here and a more thor- 
ough previous study16 show that the GaAs —2.65 eV feature 
shifts only by -0.15--2.5 eV, well short of the final 2.3 eV 
bulk position. Therefore a similar small shift of the higher 
energy feature would result in a relatively small decrease in 
signal at 4.0 eV and so it seems that the data cannot be 
explained in terms of a simple transition from a GaAs to 
InAs spectrum. This is perhaps not surprising since unusual 
effects in high energy (4.0-5.5 eV) RAS features have pre- 
viously been observed for the case of at least the first 25 ML 
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deposition of AlAs on GaAs(OOl) where the very small lat- 
tice mismatch results in planar growth throughout.19 

Considering the RAS signal at —2.6 eV, it has long been 
established that this is sensitive to As-As bonds, in particu- 
lar their direction and number, leading to the view expressed 
in Sec. Ill B that the saturation at the point of islanding is 
related to the surface order of the wetting layer (in terms of 
these bonds) reaching a constant level, despite the fact that 
its thickness continues to increase. It is rather curious that 
saturation occurs at the same thickness at which islanding is 
initiated and intriguing to consider whether this is coinciden- 
tal or not. In any case it is probable that it is this high sen- 
sitivity to surface bonding that results in lack of sensitivity to 
wetting layer thickness. Since higher energy signals are less 
sensitive to surface bonds, they are intrinsically more likely 
to respond to further thickness changes. However, the initial 
changes here do indicate some dependence on surface bond- 
ing and raise another note of caution concerning the interpre- 
tation of the 4.0 eV data. In the regime 0.8-1.6 ML, the 2.6 
eV signal changes, implying a change in surface bonding. It 
is therefore likely that the 4.0 eV signal will also be influ- 
enced to some extent and so alter the relationship between 
the RAS signal and wetting layer thickness before and after 
islanding, and affect any derived wetting layer thicknesses. 

With no explanation for the origin of the changes ob- 
served in the 4.0 eV signal it is clear that there is, similarly, 
no explanation at present for the apparent linearity of the 
RAS response with wetting layer thickness. This makes it 
difficult to address the limitations to this linearity and its 
independence of the islands. However, some information can 
be inferred from the behavior of the signal and in particular 
its comparison with simulations, which seem to indicate that 
even with the deposition of the equivalent of 4 ML (at 
450 °C) of InAs the islands have no significant effect. This is 
also directly evident in Fig. 5 where the signals from differ- 
ent thicknesses of InAs from 2 to 4 ML seem to converge to 
much the same level. This is a rather unexpected result since 
at 4 ML the onset of island coalescence is expected5 and 
therefore the initial argument that at the onset of islanding 
the islands cover only a small fraction of the surface cer- 
tainly does not apply. This subject is quite complex since it 
is not clear what signal to expect from the islands them- 
selves. If the dimensions of the islands are large enough and 
are anisotropic in the plane of the surface, then some contri- 
bution to the RAS signal might be expected from them.18'20 

However, if they are not, then their stepped or faceted nature 
is likely to reduce their RAS response compared to the two- 
dimensional wetting layer. It is this latter case that seems 
most appropriate to the measurements presented here. In ad- 
dition, as the islands cover more of the surface, then the 
response from the wetting layer must necessarily decrease. 
Consideration of this is complicated by the fact that the equi- 
librium thickness of the wetting layer varies with tempera- 
ture so that the amount of material in the islands is a com- 
plex function of deposited thickness, temperature, and time. 

At this point it is worth discussing the main points arising 
from this work in terms of what is already known about this 

system from STM studies. It has already been stated that 
such studies have introduced the requirement of a ' 'sinking 
mechanism" for island formation.4'5 At the same time these 
also revealed the existence of 2D and quasi-three- 
dimensional (3D) islands in addition to a uniform wetting 
layer and large, conventional islands. RAS is obviously not 
capable of distinguishing these features, although assuming 
that the linear change in the RAS signal with wetting layer 
thickness holds, then the RAS signal accurately represents an 
average InAs thickness. Therefore this analysis has no prob- 
lems with 2D islands, they simply contribute to the wetting 
layer signal. What is not so clear is what the effect of the 
quasi-3D islands might be since no criteria have been estab- 
lished for when islands become invisible to RAS. 

By contrast with the behavior of islands as sinks, there 
has been no previous evidence either that the wetting layer 
can have a thickness greater than 1.6 ML, or that the equi- 
librium between the wetting layer and the islands is tempera- 
ture dependent. It is probably not surprising that STM stud- 
ies have failed to pick these points up since most are 
performed at room temperature after the dots have been 
grown, quenched, and removed from the growth environ- 
ment. At 450 °C and with thin deposited films it takes only 
of the order of 30 s for the wetting layer to decrease below 
1.6 ML and, following growth at low temperatures, where 
the redistribution processes are slowed significantly, STM 
images unfortunately tend to be quite poor.21 The situation is 
made more difficult because of the fact that as the sample is 
cooled the equilibrium wetting layer thickness decreases. 
Hence when films are deposited at high temperatures, they 
will tend towards the lower temperature equilibrium and 
many observations may be artifacts of the quenching pro- 
cess. A variable temperature study of quantum dot size sug- 
gests itself as a good test of this result provided desorption of 
material is kept under control. However, room temperature 
STM has been successful in revealing the reduction of the 
wetting layer below 1.6 ML,5 in agreement with and provid- 
ing support for this and our previous spectroscopic study.16 

The obvious alternative test of the observations made here 
is comparison with information from studies of "real" quan- 
tum dots, i.e., those overgrown, for example, with GaAs, and 
examined by photoluminescence, transmission electron mi- 
croscopy, etc. However the overgrowth process itself is 
fraught with complications since it is well known that In 
segregates on the surface of GaAs during growth.22 The 
complete removal of quantum dots has even been found to 
result from such processes.5 

One last point to consider is the reason why the equilib- 
rium wetting layer thickness should increase with sample 
temperature. As already stated, it has been shown that the 
transfer of material from the wetting layer is controlled by an 
anisotropy in energetic barriers up and down the steps asso- 
ciated with the islands. This anisotropy will be more impor- 
tant at low temperatures since the surface atoms have lower 
energy. At higher temperatures the surface atoms have 
higher energy and so are less likely to be trapped. Hence it is 
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entirely reasonable that a thicker wetting layer exists at 
higher temperatures. 

Apart from the very new predictions of the InAs/ 
GaAs(OOl) growth mechanism, the ability to follow the re- 
distribution of material in real time will be invaluable in 
determining the important temperature and strain dependent 
diffusion rates and activation energies important to a real 
understanding of the physics of the islanding process and 
ultimately its control. Such parameters have previously been 
derived from room temperature STM studies which have 
been shown to be ideally suited to this purpose. However, 
STM and RAS should be viewed as complementary since 
STM reveals information on the detailed morphology of the 
wetting layer in addition to island sizes and densities, which 
are inaccessible to RAS. 

VI. CONCLUSIONS 

RAS has been applied to the in situ study of islanded 
films of the prototypical quantum dot system, InAs on 
GaAs(OOl), and has revealed information not available by 
use of the more conventional techniques of STM and 
RHEED. The radically different RAS responses at different 
photon energies are remarkable. It appears that the 4.0 eV 
response above a coverage of —0.8 ML can apparently be 
used as a measure of the thickness of the interisland two- 
dimensional wetting layer since the material present in is- 
lands becomes entirely or largely invisible to the technique. 
In the absence of desorption this allows the distribution of 
InAs on the GaAs surface and the interplay between the con- 
tinuous wetting layer and the islands to be followed. Based 
on this the following conclusions are drawn: (1) during 
growth and immediately beyond the point of islanding, a 
fixed fraction of the incoming flux is directly transferred to 
the islands; this fraction increases with growth temperature 
up to 100%; (2) as a consequence of this, the wetting layer 
can increase in thickness beyond 1.6 ML and the islanding 
thickness to at least ~2 ML; (3) the importance of islands 
acting as sinks for the acquisition of material from the wet- 
ting layer is revealed; (4) the dynamic equilibrium set up 
between the islands and the wetting layer is such that the 
latter's thickness increases significantly with sample tem- 
perature. In addition, it should be possible to model the 
simulations to extract some of the parameters necessary in 
order to understand the physics of the islanding process. 
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Two consequences of the absorption of light in optically absorbing materials that appear not to have 
been recognized previously are: (1) localization of the final electron and hole states involved in the 
absorption process into wave packets and (2) propagation of these wave packets with their 
respective group velocities. We demonstrate the existence of these phenomena by applying 
first-order time-dependent perturbation theory to a simple model that can be solved analytically even 
when correlations that are ordinarily discarded in the random phase approximation are retained. This 
approach provides a natural explanation of components in surface- and interface-optical spectra that 
are related to energy derivatives of the bulk dielectric function eb and apparent differences in 
nominally bulk critical point energies Eg and broadening parameters T depending on surface 
conditions.   © 1998 American Vacuum Society. [S0734-211 X(98)08404-2] 

I. INTRODUCTION 
The accurate calculation of surface-optical spectra re- 

mains a difficult theoretical challenge. General treatments of 
the optical responses of materials applicable to the surface- 
optical problem have been formulated,1"4 but these are ar- 
cane and typically require extensive numerical evaluation, 
which is not conducive toward gaining a fundamental under- 
standing of basic mechanisms. Here, we discuss a simple 
model that provides new insight into the optical absorption 
process in general and the interpretation of surface-optical 
spectra in particular because it allows us to account explicitly 
for the exponential decay of the field amplitude of the inci- 
dent photon. In our model, the resulting final-state correla- 
tions, which are discarded in standard random-phase- 
approximation (RPA) calculations, can be evaluated 
analytically to first order in time-dependent perturbation 
theory. This leads to a significantly different picture of opti- 
cal absorption with respect to that obtained conventionally, 
where uniform permeation of the material by the photon is 
assumed. 

Specifically, we show that the removal of translational 
invariance in the propagation direction of the incident photon 
gives rise to the following: (1) localization of the excited 
electron and hole, which are wave packets whose spatial pro- 
files initially map exactly onto that of the photon field, as 
expected from energy-transfer arguments; (2) nonlocal polar- 
ization, since these packets are only stable dynamically and 
must propagate with a group velocity vg=do)(k)ldk normal 
to the surface; (3) an unavoidable influence of surface and/or 
interface effects on apparent values of bulk critical point en- 
ergies Eg and broadening parameters T deduced from optical 
data, which vary according to surface conditions; (4) as a 
result, a natural explanation for the appearance of compo- 
nents related to energy derivatives of the bulk dielectric 
a)Author to whom correspondence should be addressed; electronic mail: 

aspnes@unity.ncsu.edu 

function eb=ebi + ieb2 in surface- and interface-optical 
spectra; and (5) broadening, which in this formulation is re- 
lated directly to the finite lifetime of the excited state instead 
of being described as a phenomenological parameter T. Our 
results also suggest that slab calculations, where limited spa- 
tial extent is an unwelcome consequence of limited comput- 
ing power, may actually provide a more accurate representa- 
tion of surface-related phenomena than calculations that take 
the entire bulk into account. 

We have previously noted that energy-derivative features 
observed in surface- and interface-optical spectra5-8 as well 
as variations of apparent values of Eg in ellipsometric data9 

are inconsistent with standard RPA calculations of the di- 
electric response of solids,10 which are based on semi-infinite 
Bloch waves. An example7 of such energy-derivative-type 
line shapes is shown in Fig. 1. Since the energies of the wave 
functions from which the Eg are determined are established 
by their semi-infinite tails into the bulk, these energies can- 
not be influenced by surface effects, which at most can only 
change the amplitudes of these functions near the surface as 
in the case of a surface resonance. Therefore, these features 
were shown to give direct evidence of localization. Further- 
more, since spatial attenuation of a Bloch function is not 
possible in the static case, this must be a dynamic effect 
caused by the finite penetration depth of light.5"7 

The present work provides an analytic validation of these 
ideas. We use a simple model Hamiltonian consisting of the 
usual kinetic energy term, a periodic crystal potential V(x,y) 
in the two dimensions parallel to the surface, and an infi- 
nitely deep quantum well extending from -a^z^a normal 
to the surface. The eigenfunctions parallel to the surface are 
assumed to be normalized Bloch functions cf>m(x,y) with 
eigenenergies Em = ho)m, where m is assumed to represent 
both band index and wave vector. The eigenfunctions per- 
pendicular to the surface are cos(knz)/\fa~ and sin(fc„z)/\/a for 
odd and even n, respectively, where kn=vn/(2a). The ei- 
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FIG. 1. Solid line: normal incidence RD spectrum of a suboxide-terminated 
(113)Si surface. (Dashed line) best-fit representations using first- and 
second-energy derivative spectra of the bulk dielectric function as described 
in Ref. 7. The (E'0 ,£,) complex and E2 regions were fit separately. 

genvalues are Tr2n2h2/(Smea
2), where me is the free elec- 

tron mass. The photon is assumed to be turned on at t = 0 and 
to decay exponentially in both directions from z = 0, thus 
simulating two back-to-back crystals contacted at z = 0. The 
empty-lattice nature of the potential normal to the surface 
allows us to use a harmonic-function representation of the 
wave functions in this direction and therefore to obtain ana- 
lytic first-order solutions for the final state without sacrific- 
ing any of the essential physics. 

Final-state correlation effects have been considered 
previously,1-3 however until now only those associated with 
the outermost atomic layer, e.g., p-A effects that appear for 
p-polarized light1'2 and boundary-condition effects on the 
final-state wave functions.3 In particular, Ref. 2 makes the 
point explicitly that the classical model for bulk optical prop- 
erties is microscopically correct. Also, Ref. 2 does not ac- 
count for T, leaving its consideration as a challenge for the 
reader. For absorbing materials we show that this classical 
model is not complete, with ramifications including not only 
apparent values of threshold energies, but also the proper 
interpretation of the phenomenological broadening param- 
eter. As the analytic solution is somewhat complicated, con- 
taining nonvertical terms in momentum and nonconservative 
terms in energy, we concentrate here on the special case of 
energy-conserving transitions, deferring a more complete 
discussion to a later paper. 

II. THEORY 

We first demonstrate that a surface potential cannot 
modify the energies of extended (Bloch) states under static 
conditions. We add a surface potential Vsdd{z) to the model 
Hamiltonian, thereby simulating two back-to-back crystals 
each of thickness a and surface potential VsdS(z)/2. Since a 
is of the order of laboratory dimensions and d of A, repre- 
sentation of the surface potential by a 8 function is reason- 
able. The sine wave functions are unaffected by this addition, 
while the cosine wave functions develop a first-derivative 
discontinuity (cusp) at z = 0, a general characteristic of one- 
dimensional Green function problems of this type. This 

change of slope is equivalent to a change of the effective 
width of the well, and to lowest order in dla the eigenener- 
gies become 

n2TT2h2     Vsd 
Emn = Em+ 8       2 +—. (1) 

Thus as a—*°° the effect of Vs on the energies of these wave 
functions vanishes as well. The observation of different val- 
ues of Eg for different surface conditions for the same critical 
point in optical spectroscopy shows therefore that a must be 
finite, i.e., the actual wave functions of the crystal must be 
localized near the surface even though the surface potential 
may be too weak to create a bound state. 

We now ask how this localization occurs. The unper- 
turbed Hamiltonian contains no mechanism for localization, 
so by analogy to standard problems in electromagnetic 
theory we consider the photon source, which introduces a 
characteristic length or penetration depth L= l//c= 1/(2 a) 
due to attenuation by optical absorption, where K and a are 
the extinction coefficient and absorption coefficient, respec- 
tively. We replace the surface-potential term in the Hamil- 
tonian with 

H'(r,t)=-qEx e~*|z| cos(<ot)u(t), (2) 

where u(t) is the unit step function. This represents a photon 
of linear polarization x and extinction coefficient K arriving 
at the surface at ?=0. Although in principle the photon field 
must be obtained self-consistently,1'2 for our purposes the 
present approximation is adequate. Since the magnetic field 
H(r,f) and therefore the normal-incidence reflectance R fol- 
low from E(r,0, in this approximation R is not affected by 
the evolution of the excited state. We write the wave func- 
tion tym„(r,t) that evolves from the initial state 
<f>m[cos(knz)/Ja~]e~i('°m+'0>l)t under the action of the photon 
field as 

cos(knz)      .,    .    ■,, 
Vmn(r,t)=cf>m(x,y) ^-e-'K.+»»)' 

V<z 

x-i        / i cos(kniz)      .,      ,     >, 

yja 

(3) 

Its evolution with time is given by solving Schrodinger's 
equation {H0 + H')^ = ihd^ldt. To first order in H' the 

a™'/ are given by11 

dal iqEx„ 
—    I    dz cos{kn'z)cos(knz)e  K^ 

dt ah 

Xe'(v«,"°-I cos(cot)u{t), (4) 

where wmn=o)m + (on and a)m,ni = <omi + a>ni are the 
eigenenergies of the initial and final states, respectively/in 
frequency units, and xmim = {(j)mi\x\4>n^. We assume mo- 
mentum conservation parallel to the surface, in which case 
the sum over m' in Eq. (3) reduces to a single term. 
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Assuming that L<ia as a—>°° the integral over z is easily 
evaluated and we find 

/: 
dz cos(kn,z)cos(knz)e  K'! 

(5a) 
l+(kn, + kn)

2L2     \ + {kn,-kn)
2L2- 

For typical values of L only the resonant term contributes. In 
a true empty-lattice model this would require kn, = kn, i.e., 
the initial and final energies would be the same. Accordingly, 
we suppose a reduced-zone scheme and set kn, = kn + h.k, 
where Afc represents the deviation of kn< from a vertical 
transition in the conventional band picture. We suppose fur- 
ther that the nonresonant term can be ignored. In principle 
this assumption is not necessary, but it simplifies the math- 
ematical result. Then 

fa L 
J^ dz cos(kn,z)cos(knz)e~M/L^Y^pj2- (5b) 

More generally, the result of the procedure leading to Eq. 
(5b) is the reciprocal-space representation of the real-space 
attenuation profile of the photon, even if it is more compli- 
cated than the simple exponential assumed here. 

We now perform the time integration to obtain 

A*    = 
*■*   ■*■   mn 

qEx„ 

2ah <f>m'(x,y)^ 
cos(kn,z) 

Va(l+A£2L2) 

m ,,'t_    -i(comn+io)t 

+ ■ 
e    "y>m'n"—e 

Jm'n'      ^mn 

mn' — p    i(amn~a')t 

(6) 

We convert the sum to an integral using the density of states 
IT/a, which follows by noting that the allowed values of k„ 
are rnrla, where n is odd. Also, we linearize the k depen- 
dence of the final-state energy to o)ni(k) = u>n,0 + vgh.k, 
where o)n,0 is the value of the conduction band energy for 
kni = kn. Since (u>mini — (omn) is not necessarily equal to the 
photon energy w, we also define an energy difference 
<i)m,n,-a>mn-(o = Ao) + vgAk. Finally, we discard the sec- 
ond (nonresonant) term in brackets, although again this is not 
an essential requirement but done to simplify the analytic 
result. With these considerations A^mH becomes 

A*„ 

qtLxmimL 
<l)m,{x,y)e-i(m»', + 0>",o-k^t 

d\k cos(knz + Akz) 

involving Aw expresses energy conservation, and the two 
involving L express momentum conservation in the direction 
normal to the surface. 

Thus Eq. (7) directly exhibits our first result, that when 
correlations ordinarily discarded in the RPA are taken into 
account and the penetration depth of the photon is finite, an 
excited-state wave packet results. For arbitrarily small times 
the exponential can be expanded, thereby cancelling the fac- 
tors (Aa) + vgäk) and leaving the spatial Fourier transform 
of the photon field multiplied by (-it). Thus initially the 
amplitude of the excited state maps exactly onto the photon 
field independent of the actual spatial distribution of the pho- 
ton. If vg = 0 the mapping remains exact for arbitrarily long 
times. This is exactly what one would expect from energy 
transfer arguments: unless the excited state can propagate, 
the energy that the light beam deposits in the material, which 
is proportional to the square of the photon field, must simply 
accumulate as an increase of the final-state probability dis- 
tribution function ^^„„l2. 

As is well known, a wave packet is only stable dynami- 
cally and must move with the group velocity vg. We inves- 
tigate the consequences of this motion by considering a 
somewhat simplified version of Eq. (7), that for which A co 
= 0, i.e., transitions where energy is conserved in the excita- 
tion process in the limit of infinite time. Although the full 
expression is needed to discuss broadening, this simplifica- 
tion allows propagation to be highlighted. Setting Aw = 0 
and considering only the imaginary (absorptive) part of Eq. 
(7) yields 

Ail/     = 
iqExn 

2hvc 

X   <f>m,(x,y) 
cos knz 

\[a 
-'(">n. f(z,t), 

where 

f(z,t) = 1 -e~K^s\ cosh(/cz)    for |z|<|zg|, 

= e~KW sinh(/c|z„|)    for |z|>|zj, 

(8a) 

(8b) 

(8c) 

where zg = vgt is the distance that a point on the wave front 
starting at z = 0 propagates in the time t. This expression has 
the form of the resonant final-state wave function multipled 
by a position- and time-dependent envelope function f(z,t) 
that describes how the wave function is localized and how it 
evolves with time. Thus Eqs. 8(a)-8(c) illustrate our second 
result, that the wave packets created are not stable but propa- 
gate normal to the surface with a velocity vg. 

Special cases of f(z,t) are: 

J   (v, Ayfc + Aa))(l+A£2L2) 
/e-i(vghk+ha)t_Y\ (a)     |i!gf|—>0. We find from Eq. (8c) that 

(7) 

The integrand contains three simple poles and converges at 
infinity, so it can be evaluated analytically without approxi- 
mation by standard contour-integration procedures. The pole 

iqExm 

2h 
-KH <t>n 

cos knz 
->'(<"„,'+ «Vo)< 

(9a) 
Here, AAPm„ maps exactly onto the spatial dependence 
of the photon field, as discussed above and as expected 
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FIG. 2. Wave functions after times where the front is at the values of zs 

indicated in the figure. All units are dimensionless. The penetration depth of 

the photon is L = 0. 

from energy considerations. In this case the absorbed 
energy simply accumulates without propagation. 

(b) L—>°°. This is the conventional RPA picture. The re- 
sult can be obtained from either Eq. (8b) or (8c), which 
is not surprising because in the conventional RPA cal- 
culation there is no distinction between the regions de- 
fined by z<zg and z>zg. Energy simply accumulates, 
since propagation is not relevant. 

(c) L^O. Here 
f(z,t)=u(\zgHz\), (9b) 

which describes a wave that is launched at t = 0 from 
z = 0, is continually renewed at z = 0, and propagates in 
both directions with wave fronts at |z| = |zg|. Propaga- 
tion dominates and energy does not accumulate in the 
near-surface region. 

The above is illustrated in Figs. 2-4. Figures 2 and 3 
show the final-state wave packet for various distances z (in 
dimensionless units) at various times zg-vgt for two differ- 
ent photon penetration depths L = 0 and 0.1, respectively. 
These figures provide insight into the relative importance of 
the competition between generation and propagation. As dis- 
cussed above, propagation dominates completely for L = 0, 

Z0 = 0.1 
L = 0.1 

0.5 

1.0 

1.5 

2.0 

., 

 1—                  I 

z3 = 1           - 
zg=0     

L = 1 

ii If l  ff^F^^FTr-ir-^ ' 

ft 
I III 

 L  

1 

FIG. 4. Comparison of wave functions generated with a photon of absorption 
length L= 1.0 with propagation (vgi=0, solid lines) and without propagation 
(ug = 0, dashed lines). For vg^0 the front is at z = u/ = zs= 1.0. For vg 

= 0 the amplitude follows the exponential decay of the photon and its scal- 
ing simply increases until the excitation scatters. 

FIG. 3. As Fig. 2, but for L = 0.1. 

with the envelope being a unit step function M(|ZJ-|Z|). 

This represents a situation where the amplitude of the wave 
is determined by the value of the photon field at the surface, 
no buildup of energy is possible, and the wave front cannot 
extend past the point given by the product of the group ve- 
locity and the time that the photon has been active. For L 
= 0.1 the situation is similar, although the rounding of the 
leading edge due to the finite penetration depth of the photon 
is evident. In Fig. 4 we compare envelopes of wave functions 
for L=\ with propagation (vgt = zs=i, solid curves) and 
without propagation (ug = 0, dashed curves). The parameters 
here are approximately those for optical absorption at the E2 

peak at 4.24 eV in crystalline Si (see below). Without propa- 
gation the line shape remains a scaled version of that of the 
photon field, with an amplitude that in the absence of scat- 
tering would increase indefinitely. Figure 4 also illustrates 
the saturation of the amplitude of the wave function that 
exists at the surface in the presence of propagation as a result 
of energy being transported out of the surface region. 

Consequently, one result of retaining correlations that are 
ordinarily discarded in the RPA is to bring the absorption 
process as described by photon-localized Bloch wave pack- 
ets into agreement with that expected for hypothetical highly 
localized (point) excitations. By elementary energy consider- 
ations, regions with a higher light intensity will have a higher 
concentration of such excitations, and if the excitations 
propagate they will carry energy out of the excitation region 
into the bulk or toward the surface of the material. In par- 
ticular, for such excitations the final-state and probability 
creation rates dAVmn/dt and d\AVmn\2/dt are proportional 
to the local photon field and light intensity, respectively, as 
obtained here. The calculation also shows that the existence 
of propagation implies that the induced polarization is 
strictly local only for vanishingly small times or zero group 
velocity normal to the surface, when the amplitude of A"Vmn 

follows that of the photon field. Whether the inherent nonlo- 
cality is significant for a particular problem depends on the 
distance v„T that the excitation travels relative to L before it 
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scatters, where r is the lifetime of the excitation. 
We now qualitatively consider broadening. In practice the 

final-state wave function does not evolve indefinitely but ter- 
minates at the point where it scatters into another state. In 
this picture the finite number of cycles over which the ex- 
cited state exists implies that it can couple to a range of 
photon frequencies, or alternatively, that an incoming photon 
of a given frequency can excite final states over a range of 
frequencies Aw#0. The quantitative description of broaden- 
ing follows from the calculation of the expectation value of 
energy absorbed by the material, which to first order in- 
volves the matrix element of the polarization operator. This 
is where energy conservation enters the calculation, but a 
quantitative treatment is beyond the scope of the present 
work and will be discussed elsewhere. However, it can be 
noted that in this picture broadening is described naturally in 
terms of the finite lifetime of the excitation rather than a 
phenomenological broadening parameter, and in the usual 
case of filter theory for individual transitions has the form of 
the sine function squared rather than a Lorentzian line shape. 

The above discussion is given entirely in terms of the final 
conduction band state generated from an initial unperturbed 
valence state tymn(r,t). In fact, conservation of charge im- 
plies that the creation of a localized excited electronic state 
results in the simultaneous creation of a correspondingly lo- 
calized excited hole state that propagates with the appropri- 
ate group velocity of the valence band. Thus expressions 
equivalent to Eqs. (6) and (7) exist for the excited hole state 
as well. Also, the use of actual Bloch waves of the material 
rather than the standing cosine waves of the simple model 
will result in packets propagating toward as well as away 
from the surface, thereby also describing photoemission. In 
the present formalism excitation and propagation, two of the 
three steps in the three-step model of photoemission, are part 
of the same process. 

III. APPLICATION 

We consider estimates appropriate to the (E0',E\) com- 
plex of c-Si. Here, the extinction coefficient is about 200 Ä. 
From band structure calculations we estimate for an (001) 
surface and excitation along the A axis in reciprocal space 
that vg = dEcv/dkz<*=l eW/(7rhV3/a0), where a0 = 5.43 Ä is 
the lattice constant of c-Si and ECY is the energy difference 
between conduction and valence bands. Given a broadening 
parameter T of about 40 meV for the complex, we find that 
vgT—vgh/T = zg"a20 A. Therefore, in this case propagation 
can be neglected and a local description of the dielectric 
response is probably a good approximation. On the other 
hand, for the E2 transition, where vg and K are about three 
times larger and T is about twice as large, L and zg are 
comparable. Here, the assumption of a local dielectric re- 
sponse may not be justified. 

We next consider the effect on the apparent energies of 
the critical points. The energy Emn of the final-state wave 
packet A"ir

mn is not that of the resonant component, (am< 
+ (ont0, but is rather given by the expectation value 

\^mn) 
{Wmn\H0+V,\AVmn) 

<A*mn|A^m„> (10) 

It is thus a weighted average of bulk and surface potentials 
that depends on the overlap between the potentials and 
A^m„. Consequently, the apparent energy of the final state 
will depend on various factors including, through selection 
rules, the polarization state of light inducing the transitions. 
Estimating surface potentials of the order of 1 eV and a 
relative surface-to-bulk penetration depth on the order of 
50-100 A leads to surface-generated differences on the order 
of 10-20 meV, consistent with the results of Fig. 1 and other 
measurements where derivative components are observed. 
The result differs from a previous interpretation12 of deriva- 
tive line shapes in reflectance difference (RD) spectra in that 
our treatment is general and not specifically restricted to E\ 
transitions. 

IV. CONCLUSION 

In summary, we have shown that absorption of light in 
optically absorbing materials involves two distinct physical 
phenomena: the creation of a wave packet that initially maps 
exactly onto the field of the photon that created it, and propa- 
gation of the packet from the region of excitation. The situ- 
ation is completely analogous to the generation of electro- 
magnetic waves propagating in space. These effects will 
clearly become more enhanced as the penetration depth of 
light decreases, consistent with the larger derivative signals 
obtained for the E2 transition of crystalline Si near 4.2 eV.6'7 

The results also show that slab calculations, which incorpo- 
rate spatial confinement as an unwelcome consequence of 
limited computing power, may actually provide a more ac- 
curate representation of surface-related phenomena than cal- 
culations that take the entire bulk into account. We have also 
shown that it may be necessary to treat optical absorption in 
strongly absorbing materials as an inherently nonlocal phe- 
nomenon, certainly in situations where the polarization can 
propagate an appreciable fraction of the penetration depth of 
light. Finally, we have discussed only critical point-energy 
consequences and have ignored surface-amplitude effects, 
which have recently received considerable attention.13'14 The 
theory is easily generalized to incorporate these effects as 
well, and will be discussed elsewhere. 
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Reflection high-energy electron diffraction/scanning tunneling microscopy 
study of InAs growth on the three low index orientations of GaAs: Two- 
dimensional versus three-dimensional growth and strain relaxation 
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It is generally believed that strain relaxation in semiconductor heterostructures having a significant 
misfit (>2%) occurs by the formation of coherent three-dimensional islands, following the growth 
of one or two continuous two-dimensional monolayers in a manifestation of the Stranski-Krastanov 
(SK) growth mode. For the InAs-GaAs system, for which the misfit is »7.2%, we have shown that 
this is a very special case, at least during growth by molecular beam epitaxy, as it occurs on only 
one of the low index orientations, the (001), and then only under As-rich growth conditions. On 
(110) and (111) surfaces, growth is always two-dimensional layer by layer and strain is relieved by 
the formation of misfit dislocations. Even when three-dimensional islands are formed on (001) 
substrates, the process is much more complex than the conventional SK mechanism would imply. 
We have used a combination of in situ reflection high-energy electron diffraction (RHEED) and 
scanning tunneling microscopy (STM) and ex situ transmission electron microscopy to follow the 
initial growth processes and strain relaxation mechanisms of InAs on GaAs (001), (110), and 
(lll)A surfaces. RHEED enables us to establish the symmetry of the wetting layer, whether growth 
is two- or three-dimensional and the external crystallography of any three-dimensional islands. STM 
images obtained by rapid quenching from the growth temperature show how growth is initiated, 
provide quantitative data on island formation (number density and volume), and indicate dislocation 
formation via strain field morphology effects. Detailed results for all three low index surfaces are 
presented, together with possible reasons for the major differences between them. © 1998 
American Vacuum Society. [S0734-211X(98)05204-4] 

I. INTRODUCTION 

The growth modes and strain relaxation mechanisms of 
heteroepitaxial III-V systems in which there is a moderate 
degree of mismatch (typically, >2%) have assumed particu- 
lar importance in the fabrication technology of low- 
dimensional structures and devices. It is generally assumed 
that the usual behavior is a Stranski-Krastanov (SK) growth 
mode, with strain relaxation in the early stages occurring by 
the formation of three-dimensional (3D) coherent islands, 
frequently referred to as quantum dots.1-6 Beyond the stage 
at which there is significant island coalescence, misfit dislo- 
cations are introduced, but these later stages are not strictly 
relevant to the formation of heterojunctions and will not be 
discussed here. 

In this article we will show, with reference to the InAs- 
GaAs system, that this so-called usual behavior is in fact 
limited to one, or possibly two special cases and that the 
normal situation is represented by two-dimensional (2D) 
layer-by-layer growth, with misfit dislocation formation after 
a few monolayers (MLs) providing the means of strain re- 
laxation. All of the films have been grown by solid-source 
molecular beam epitaxy (MBE), using the in situ diagnostic 
probes of reflection high-energy electron diffraction 
(RHEED) to obtain dynamic real-time information and scan- 
ning tunneling microscopy (STM) to give a series of "snap- 

a'Also at Department of Chemistry, Imperial College, Frankland Road, 
London SW7 2AZ. 

shot" real-space images, with atomic resolution where ap- 
propriate. Ex situ transmission electron microscopy (TEM) 
has also been used to provide confirmation of various dislo- 
cation structures. We are not able to offer evidence on 
whether our results would also apply to other growth tech- 
niques such as metal-organic chemical vapor deposition 
(MOCVD), but we suspect that is likely to be so. 

An important aspect of our work is that we have investi- 
gated not only different surface reconstructions on (001) sub- 
strates, but also other low index orientations, specifically 
(110) and (111)A. This enables us to state unequivocally 
that lattice mismatch is a necessary, but not sufficient crite- 
rion for SK growth. The composition of the 3D islands when 
they do form is also different from that which is convention- 
ally expected, in that they incorporate substrate material and 
the nature of the intermediate, or "wetting" layer is also 
important for a complete description of the overall growth 
process. We will address each of these points, dealing first 
with growth modes and strain relaxation mechanisms via a 
comparison of the growth of InAs on the three low index 
orientations of GaAs, then with wetting layer formation, and 
finally the volume, composition, and shape of the islands 
which form under special circumstances. 

II. GROWTH MODES AND STRAIN RELAXATION 
MECHANISMS 

We have used RHEED and STM to follow the growth 
mode of InAs on three low index orientations of GaAs; 
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(a) 

(c) 

iliiis 

FIG. 1. Filled states STM images of 2 ML of InAs grown on (a) GaAs(OOl), 
(b) GaAs(l 10), and (c) GaAs(lll)A at 420 °C. Image dimensions 2000 Ä 
X2000Ä. 

(001), (110), and (lll)A. There is, of course, a constant 
lattice mismatch of «=7.2%, so if strain were the only crite- 
rion by which the growth mode (and implicitly the strain 
relaxation mechanism) were determined the results should be 
independent of orientation. That this is clearly not the case 
can be seen first from the RHEED response,7 where for 
growth on (HO)-(lXl) and (111)A-(2X2) surfaces, the 
patterns remain streaked for all thicknesses (up to ^1000 A, 
the maximum we investigated) and intensity oscillations 
could be readily observed. By contrast, for growth on 
(001)-2X4 and c(4X4) surfaces, transmission diffraction 
spots developed after ~2 ML deposition, indicating the onset 
of 3D growth, which was substantiated by there being at 
most only one measurable oscillation of the specular beam 
intensity. 

This reciprocal space information was confirmed by real- 
space STM images, obtained by rapid quenching from the 
growth temperature and in situ transfer. The results are illus- 
trated in Fig. 1, which shows images of ~2 ML InAs depo- 
sition at 420 °C on the three low index orientation GaAs 
substrates. The occurrence of 3D islands is quite apparent on 
the (001) surface, whereas on the other two orientations the 
mode is 2D, which is maintained throughout growth of 
thicker films (see below). 

On GaAs(OOl) substrates, 3D growth is further restricted 
to As-stabilized reconstructions, specifically 2X4 and 
c(4x4). Previous work by several other groups8'11 has es- 
tablished that if growth is carried out under cation-rich con- 
ditions, then even on (001) surfaces growth is 2D, an effect 
which we have also observed. The remaining low index sur- 

[001]^—1[110] 

▼ [110] 

FIG. 2. Filled states STM image of 2 ML of InAs grown on GaAs(llO) at 
420 °C. Image dimensions 200 Ä X 150 Ä. 

face is the (111)5, which in principle is also As terminated 
and has both Vl9X ^19 and 2X2 reconstructions, but with 
surfaces misoriented by 3° towards [211], Schujman et aln 

observed, by ex situ atomic force microscopy (AFM), 3D 
islands after 1-2 ML deposition, which decorated the steps 
formed by the vicinal planes. These islands were, however, 
very different from those shown in Fig. 1(a), being much 
more crystallographic, and an order of magnitude larger both 
laterally and vertically; it is not clear whether the two cases 
of 3D growth can be attributed to a common mechanism, but 
superficially it appears that an anion-stable surface is a nec- 
essary condition. This point will be considered further in the 
discussion section, but first we will consider the mechanisms 
of strain relaxation in rather more detail for each orientation 
separately. 

A. lnAs/GaAs(110) 

The general mechanism of strain relaxation in this system 
has previously been studied by TEM and x-ray diffractom- 
etry (XRD). Two distinct classes of dislocations are required 
to accommodate the crystallographic anisotropy of the (110) 
plane. Only two low-energy {11_1}(110) slip systems are 
available, based on (111) and (111), both of which produce 
maximum strain relief along [001] within the (110) plane. 
Conventional slip cannot relieve strain in the orthogonal 
[HO] direction, so pure edge dislocations are incorporated 
directly during the initial growth stages. These edge disloca- 
tions have line vectors u=[001] and Burger vectors 
b=ao/2[110]. We have previously shown13'14 how STM 
imaging can be used to analyze in detail the edge disloca- 
tions and slip steps and we summarize those findings here. 

The growth of the first ML is closely similar to the ho- 
moepitaxial growth of GaAs(llO), with the formation of a 
high number density («1.0X 1011 cm'2) of 2D nuclei, either 
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(a) (b) 

STM 

[001H • [HO] n 
[HO] 

FIG. 3. Dislocations imaged by two different microscopies for different ar- 
eas of a 5 ML InAs film grown on GaAs(llO) at 420 °C: (a) STM and (b) 
TEM. Image dimensions 2000 ÄX 2000 Ä. 

single ML or double (bilayer) in height, which is also char- 
acteristic of homoepitaxy.15 Beyond 1 ML, however, the 
morphological similarity between homo- and heteroepitaxy 
ceases and a surface structure develops which is a precursor 
to the formation of misfit dislocations at 3 ML. The new 
structure takes the form of a mosaic, in which a high density 
of 1 ML deep cracks is generated in the islands. They have a 
width of 6 Ä in the [001] direction, i.e., one missing row of 
unit cells and a spacing of =«30 Ä. This is illustrated in the 
STM image shown in Fig. 2. The cracks appear first at the 
peripheries of the islands and propagate inwards, until by 2 
ML the mosaic is a dense array of miniature InAs islands 
with a number density in excess of 1.0X 1012 cm-2, although 
the exact number is somewhat dependent on growth tem- 
perature. The onset of plastic deformation occurs at «=»3 ML, 
and is made manifest in the STM image by a series of rather 
broad dark lines along [001] in regions where the InAs sur- 
face is no longer fractured into small islands. The lines are 

(c) 

[110 

FIG. 4. Filled states STM images of InAs grown on GaAs(llO) at 420 °C: 
(a) 10 ML, (b) 20 ML, and (c) 100 ML. Image dimensions 2000 Ä 
X2000Ä. 

=»0.5 Ä deep, with no significant disturbance of the surface 
atoms around them and the effect can be described as a lo- 
calized downward displacement of the surface atomic plane 
associated with misfit dislocations. To obtain confirmation of 
this explanation, a 5 ML InAs/GaAs(110) film was imaged 
both by in situ STM and ex situ TEM, as illustrated in Fig. 3. 
The dislocation network, imaged via its influence on the sur- 
face morphology by STM can be seen to be identical in 
orientation, periodicity, and form to that resolved by plan- 
view TEM. This shows that the dislocations are members of 
the set of edge dislocations having a Burgers vector of 
b=a0/2[llb] and a spacing along [110] of «60 Ä, which 
very largely accommodates the +7.2% lattice mismatch. The 
STM imaging mechanism is then largely reliant on the geo- 
metric influence of the dislocation strain field at the surface. 
These dislocations are completely confined within the (110) 
plane and cannot be channeled down to the interface by any 
kind of slip system. From careful examination of the STM 
images, the nucleation mechanism appears to involve the 
coalescence of small 2D islands to form a length of misfit 
dislocation line directly beneath the boundary where the is- 
lands came together. 

At this stage (<5 ML) growth), the layer is still fully 
strained in the orthogonal [001] direction. Relaxation here 
involves slip of surface nucleated half-loop dislocations on 
inclined {111} planes and these dislocations can also be ob- 
served by STM. This is possible because a half-loop dislo- 
cation operates by displacing the whole layer by a small 
amount along an inclined {111} plane, thereby producing a 
discontinuity at the heterointerface, which is the misfit dislo- 
cation. A corresponding displacement occurs at the surface 
where it is intersected by the {111} slip plane and this is 
usually referred to as a slip step. The detailed atomic struc- 
ture can be resolved by STM and we have described this in 
detail for InAs/GaAs(110) elsewhere.14 Briefly, the change 
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FIG. 5. Filled states STM images of (a) 0.5 ML, (b) 2 ML, and (c) 5 ML of 
InAs grown on GaAs(Ul)A at 420 °C: Image dimensions 2000 Ä 
X2000Ä. 

in surface height is entirely localized to the slipped region of 
the layer, there are no wider scale effects to perturb the mor- 
phology. The sequence of STM images shown in Fig. 4 in- 
dicates how the slip step structure develops for film thick- 
nesses between 10 and 100 ML. The complete absence of 2D 
nuclei indicates that growth occurs by a process of step 
propagation and for a singular surface almost all of the sur- 

U1    '   \ 
Type -I Type -II 

Ga   rri2] fTno] 

FIG. 6. Model of atomic structure of InAs/GaAs(lll)A interface. Open 
(closed) circles show the position of Ga (In) atoms just below (above) the 
interface. F and U indicate faulted and unfaulted interfaces, respectively. 
Grey lines and bands display the positions of partial and ideal edge dislo- 
cations, while the thin black line is a guide to the eye in tracing the trigonal 
In lattice, (b) The nominal atomic structure of two possible partial disloca- 
tions, with the dislocation line direction indicated by the arrows. Shaded 
circle shows an As atom at the interface. Two variants of the type II struc- 
ture are possible. 

face steps will have been formed by dislocation slip. Clearly, 
the process of strain relaxation along [001] takes place much 
more slowly than in the orthogonal [110] direction, which 
has been substantiated by RHEED measurements, where 
there is an abrupt change in the spacing of the integral order 
rods after about 3 ML, but no such rapid change is observed 
for [001]. 

B. lnAs/GaAs(111)4 

For (lll)A surfaces, strain relaxation also occurs by the 
formation of misfit dislocations,16 but with a different 
mechanism from that observed on (110) oriented material. It 
is illustrated in Fig. 5, which shows STM images after the 
growth of 0.5, 2, and 5 ML, respectively, with a 2 X 2 recon- 
struction being maintained throughout (including the initial 
substrate). The basic mechanism is that as the 2D, approxi- 
mately hexagonal-shaped islands coalesce in all three 
equivalent (110) directions at a thickness of «*2 ML, dislo- 
cations are introduced into the first InAs ML. The edge dis- 
locations, having Burgers vectors b=ao/2(110) and line di- 
rections u=(112), produce a downward displacement in the 
surface of ~0.5 Ä due to the effect of their strain fields. 
There are two possible dislocation junctions in a hexagonal 
network which are mirror images [labeled A and B in the 
inset to Fig. 5(b)]. There is a barrier to the complete closure 
of type B, since small 1 ML deep holes remain at the inter- 
section, but a perfect dislocation triple node is formed with 
type A. During deposition of the subsequent ML, the B junc- 
tion closes by forming an open triangle from three partial 
dislocations (b=a0/6(112), u=[110]), so that the final net- 
work is still hexagonal, with alternate open nodes, but en- 
closed within the partial dislocation triangle is a stacking 
fault in the (111) growth plane [Fig. 5(c) and inset]. The 
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FIG. 7. Schematic diagram indicating the RHEED patterns observed during 
the 2D growth of InAs on GaAs(OOl) as a function of nominal InAs cover- 
age and substrate temperature. Patterns themselves seems along the [110] 
and [110] azimuths are also reproduced for each of the seven characteristic 
regions: black bars are integral order rods, and grey bars are fractional order 
rods, with a height proportional to their intensity. 

idealized structure is illustrated in Fig. 6. In this system 
strain relaxation is comparatively slow, being less than 100% 
at 300 ML (as measured by transmission electron diffrac- 
tion). 
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FIG. 8. Plots based on the STM data describing the alloy growth mode for 
InAs/GaAs(001), in terms of the percentage surface area of the (1X3) 
reconstruction as a function of (a) InAs coverage at a fixed substrate tem- 
perature of 420 °C, and (b) as a function of substrate temperature at a fixed 
InAs coverage of 0.3 ML; (-X-) represents the total area of the (1X3), 
which includes a component from (1X3) islands, which is also plotted 
separately (-0-). 

FIG. 9. STM images demonstrating the effect of substrate temperature on the 
alloy growth mode of InAs/GaAs(001); (a) 0.6 ML InAs at 370 °C 
(400ÄX400Ä), (b) 0.3 ML InAs at 470 °C (400 ÄX400 Ä). 

To the best of our knowledge, there are no reports on 
strain relaxation mechanisms for InAs/GaAs(lll)B, al- 
though as stated earlier, a form of 3D growth occurs.12 

C. lnAs/GaAs(001)-2x4 and c(4x4) 

It is abundantly clear in this extremely well-documented 
system that in the initial growth stages (<2 ML), strain re 
laxation occurs by the formation of coherent 3D islands. 
Prior to the coalescence of these islands, no dislocations are 
introduced. The effect has also been treated theoretically17"19 

and we will not comment further at this stage, although in 
Sec. IV we will provide more details of the size, shape, and 
composition of the islands. 

Two additional points need to be made, however, the first 
to consider dislocation formation beyond the 3D island coa- 
lescence stage and the second in relation to growth on 
cation-rich surfaces. For relaxation beyond coalescence, the 

1-6 
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FIG. 10. Plot showing the integrated volume of material in InAs quantum 
dots (QDs) on GaAs(OOl) at 420 °C for three coverages beyond the 2D to 
3D transition at 1.6 ML (corresponding to nominal InAs thicknesses of 1.7, 
2.0, and 2.5 ML). Symbols: triangles, nominal 1:1 volume relationship; 
circles, measured volume; and diamonds, experimental data scaled by a 
factor of 0.6 to compensate for tip convolution. 

behavior on (001) surfaces involves slip of surface-nucleated 
half-loop dislocations on inclined {111} planes, analogous to 
that described above for (110) films. There is a quantitative 
difference, however, in that misfit segments and surface slip 
steps are »«1000 times longer for (001) films. The fact that 
dislocations are introduced very soon after the islands have 
coalesced suggests, however, that the island formation pro- 
cess is not very efficient at relaxing strain. 

When growth is carried out under strongly In-rich condi- 
tions, a 2D layer-by-layer growth mode is observed on (001) 
substrates, with no indication of coherent island 
formation.8"11 The mechanism of strain relaxation is not 
clear, however, the only evidence coming from the work of 
Xue et al.,n who produced high-resolution STM images 
showing regular "domain-wall" features which are not de- 
fined. It is possible that they are in fact surface slip steps, but 
their correct assignment requires more detailed measure- 
ments. 

III. INTERMEDIATE (WETTING LAYER) FORMATION 

This effect relates predominantly to InAs growth on 
GaAs(OOl) surfaces prior to the appearance of 3D islands, 
but we will also make brief comparisons with (110) and 
(lll)A substrates, where it is much less marked. 

For (001 surfaces we have followed the formation of this 
intermediate layer as a function of the amount of InAs de- 
posited, using RHEED and STM).20,21 The RHEED results 
are summarized in Fig. 7, from which it is clear that the 
composition and structure of the wetting layer are not fixed, 
but are strongly dependent on growth conditions. The most 
important consideration in relation to strain relaxation mod- 
els is the stage at which the wetting layer forms a continuous 
ML, as demonstrated by a homogeneous STM image and a 
RHEED pattern displaying a single symmetry. This is a 
strong function of substrate temperature, as shown in Fig. 8, 
so, for example, at 470 °C, 0.3 ML of InAs produces a com- 

22 

plete surface layer, which therefore, has the composition 
In03Gao7As, while at 420 °C the first ML has the composi- 
tion Ino67Ga033As. The effects of substrate temperature on 
the alloy growth mode are demonstrated in the two STM 
images shown in Fig. 9 for InAs deposition onto 
GaAs(001)-c(4X4). At low temperature, the (1X3) struc- 
ture is largely confined to 2D islands separated by mostly 
clean c(4X4) terraces, while at higher temperatures, the 
whole surface is already a set of (1 X 3) terraces (and fewer 
islands) with no remaining c(4X4) despite the lower InAs 
coverage. As further InAs is deposited, the outermost layer 
becomes more In rich, but clearly the In concentration gra- 
dient through this strain mediating layer is temperature de- 
pendent. This leads to a temperature-dependent critical layer 
thickness at which 3D islands form (see Sec. IV). 

It is quite evident from these results that alloying of InAs 
with GaAs takes place very readily on GaAs(001)-2X4 and 
C(4X4) surfaces, which means that the overall process of 
3D island formation is much more complex than that of the 
classical SK mechanism. Extensive alloying appears to be 
restricted to these As-stable (001) surfaces, however, since 
on (110) and (lll)A surfaces, the surface coverage corre 
sponds to within 5% of the total amount of InAs deposited. 
It is possible, therefore, that the intermediate layer and rela- 
tive ease of alloy formation play an important part in deter- 
mining the strain relaxation mechanism, but at the moment 
the evidence is only circumstantial. 

IV. 3D ISLAND FORMATION ON As-STABLE 
GaAs(001) SURFACES 

In common with other investigations1"6 we find from 
STM images that the islands form spontaneously following 
the incremental deposition of <0.1 ML of InAs, initially 
forming predominantly at step edges present in the wetting 
layer, and reaching saturation number density Ns with a nar- 
row size distribution, within a further 0.5 ML deposition. Ns 

is temperature dependent, but is typically in the range 
5X 1010 cm"2 at 500 °C to 1.0X 1012 cm"2 at 420 °C and 
there is very little increase in size prior to coalescence. It is 
frequently stated that the critical thickness of InAs at which 
3D growth is initiated is 1.7 ML, but it is in fact temperature 
dependent, varying from 1.4 ML at 350 °C to 1.8 ML at 
500 °C. Furthermore, these thicknesses refer to the amount 
of InAs deposited, but because of the alloying behavior in 
the wetting layer (Sec. Ill), they cannot be considered to be 
real thicknesses, which in fact would be somewhat greater 
and of varying composition. These temperature-dependent 
effects are almost certainly related to the detailed structure 
and composition of the wetting layer, since it is this which is 
responsible both for communicating the extent of the misfit 
strain with the substrate and for adatom migration energetics 
and kinetics across its surface. 

The greatest deviation from conventional SK growth is 
revealed by estimating the volume of the 3D islands directly 
from STM measurements and comparing this quantity with 
the total amount of material deposited beyond the point at 
which islands first formed. The results are shown in Fig. 10, 
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[110] J31(« 

[001] 

FIG. 11. High-resolution STM images of QDs for 1.7 ML InAs/GaAs at 
420 °C: (a) low magnification (500ÄX500Ä) image showing 4 QDs and 
the wetting layer, (b) higher magnification (200 ÄX 100 Ä) image showing 
side facets on 2 QDs, and (c) perspective view image (200 Ä X 200 Ä, grey 
scale: 0-20 Ä) showing QD shape anisotropy. 

from which it is immediately apparent that the island volume 
is far greater than the volume of InAs actually deposited. It 
must be concluded that the additional material is transported 
from the wetting layer and the islands, as well as the wetting 
layer, are therefore, (In,Ga)As, not InAs, again illustrating 
the active role of the wetting layer in this version of the SK 
growth mode. 

Finally, information on the shape of the 3D islands can be 
obtained from both RHEED patterns and STM images. 
RHEED shows that facets are formed along only one direc- 
tion in the surface, so the islands are not symmetrical 
pyramids.7 More detail can, however, be extracted from the 
STM images shown in Figs. ll(a)-(c). Figure 11(a) is a 
comparatively low magnification image of four islands, from 
which the RHEED pattern in the [110] azimuth shows the 
typical chevron features obtained from facets, but in the or- 
thogonal [110] azimuth transmission spots are observed. The 
angles measured from both techniques show the facets to be 
close to {113}, also shown in Fig. 11(b). The perspective 
view in Figure 11(c) demonstrates the anisotropy in island 
dimensions, which produces a conspicuous ridge along their 
summit, so that their true shape is significantly different from 

the idealized square based pyramid which is often used in 
calculations of their electronic structure. 

V. DISCUSSION AND CONCLUSIONS 

It is evident from a consideration of the growth of InAs 
on different orientations and differently reconstructed GaAs 
surfaces that a 2D layer-by-layer growth mode with strain 
relaxation by the formation of misfit dislocations is the nor- 
mal situation. Uniquely, on As-stable (001) surfaces, a 
highly modified form of Stranski-Krastanov growth occurs 
and coherent 3D islands relieve some of the initial strain. 

Based on this unequivocal evidence from one mismatched 
III-V system, but which we believe may well be typical, we 
propose an alternative viewpoint from which to consider 
strain relaxation in this class of heterostructures. Stated most 
simply, we suggest that their normal strain relaxation mecha- 
nism is by the formation of misfit dislocations, whose details 
are determined by the slip systems available, while growth 
follows a 2D layer-by-layer mode over the entire film thick- 
ness. Exceptionally, some (undefined) process leads to 3D 
growth, which coincidentally provides an alternative, if inef- 
ficient, means of strain relaxation before the onset of plastic 
deformation. In other words, it is not strain relaxation which 
provides the driving force for 3D growth, but rather where 
there is a separate driving force for this growth mode, strain 
relaxation occurs as a result. 

The open question is then what provides this alternative 
driving force? If, for example, it were easier for a migrating 
atom on an anion stable surface to hop up from a lower 
terrace to a higher one than on a cation stable surface, a basis 
would exist. At this stage, however, there are virtually no 
quantitative data on step-edge barriers, but clearly the ability 
to hop up a step is a prerequisite for 3D growth. 

A second alternative could relate to the structure and 
composition of the wetting layer, which we have shown to be 
strongly alloyed on As-stable (001) surfaces, but much less 
so on other orientations. If this intermediate layer is 
(In,_^Gax)As, (where x varies with thickness) and not InAs, 
it is in principle able to provide strain mediation such that the 
' 'critical thickness'' for dislocation formation is greater than 
on surfaces where alloying is less pronounced. 3D growth 
would then be initiated before the need for plastic deforma- 
tion occurred. 

Finally, the process by which 3D islands form is clearly 
complex and any model must at least account for the forma- 
tion of a variable composition wetting layer, a narrow size 
distribution, and the incorporation of substrate material into 
the islands. No complete model is yet available, but we have 
made some progress in developing a self-consistent rate 
equation analysis based on the general rate equation theory 
of epitaxial growth discussed by Venables.23'24 Details have 
been presented elsewhere, 25 
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We have used in situ plan-view scanning tunneling microscopy to study the surfaces and interfaces 
within an InAs/AISb/lnAs resonant tunneling diodelike structure grown by molecular beam epitaxy. 
The nanometer and atomic-scale morphologies of the surfaces have been characterized following a 
number of different growth procedures. When InAs(001)-(2X4) is exposed to Sb2 a bilayer surface 
is produced, with 1 monolayer (ML) deep (3 A) vacancy islands covering approximately 25% of the 
surface. Both layers exhibit a (lX3)-like reconstruction characteristic of an InSb-like surface 
terminated with > 1 ML Sb, indicating that there is a significant amount of Sb on the surface. When 
5 ML of AlSb is deposited on an Sb-terminated InAs surface, the number of layers observed on each 
terrace increases to three. Growth of an additional 22 ML of InAs onto the AlSb layer, followed by 
a 30 s interrupt under Sb2, further increases the number of surface layers observed. The 
root-mean-square roughness is found to increase at each subsequent interface; however, on all the 
surfaces the roughness is =£2 Ä. The surface roughness is attributed to a combination of factors, 
including reconstruction-related stoichiometry differences, kinetically limited diffusion during 
growth, and lattice-mismatch strain. Possible methods to reduce the roughness are discussed. 
© 1998 American Vacuum Society. [S0734-211X(98)08304-8] 

I. INTRODUCTION 

A wide range of band alignments are possible between the 
nearly lattice matched "6.1 Ä" family of III-V semiconduc- 
tors, InAs, GaSb, and AlSb, allowing a variety of novel 
quantum well and superlattice-based electronic devices to be 
fabricated from these materials, including infrared detectors, 
infrared lasers, and high-speed oscillators. For example, 
resonant tunneling diodes (RTDs) with switching speeds ap- 
proaching terahertz frequencies can be constructed using thin 
AlSb layers [5-10 monolayers (ML)] as tunneling barriers 
between InAs- and GaSb-based layers.1"3 The properties of 
these devices are highly dependent on the barrier thickness,4 

as expected given that transport across the barrier depends 
exponentially on thickness. RTD performance is also ex- 
pected to be sensitive to atomic-scale variations in the mor- 
phology of the interfaces,5 including fluctuations in film 
thickness and composition caused by diffusion and/or inter- 
mixing during growth. Characterizing, understanding, and 
ultimately controlling the atomic-scale structure of the inter- 
faces within RTDs will be essential to reproducing device 
characteristics within the tight tolerances required for inte- 
gration into high-speed circuits. 

Many recent studies have focused on determining the best 
method for making interfaces between different 6.1 Ä layers 
using molecular beam epitaxy (MBE).6~10 For example, two 
different types of interfacial bonds can be formed during the 

"'Electronic mail: brettn@engineering.ucsb.edu 
b)Electronic mail: Lloyd.Whitman@nrl.navy.mil 

deposition of AlSb on InAs, either AlAs like or InSb like, 
depending on the III-V deposition sequence. It has been 
found both experimentally11-14 and theoretically15 that InSb- 
like interfaces are generally more abrupt than those with 
AlAs-like bonds. For this reason, among others, AlSb-based 
tunneling devices are usually fabricated with InSb-like inter- 
faces. One approach for preparing an AlSb-on-InAs interface 
with InSb bonds using MBE would be to: terminate the In 
and As2 fluxes; then start the Sb2 flux, exposing the surface 
to just Sb2 for a brief time (typically 5-30 s, i.e., a "growth 
interrupt"); and then start the deposition of Al to begin AlSb 
growth. It has been reported that during the Sb2 exposure the 
As on the surface is largely replaced by Sb.16 One possible 
way to reduce such an anion exchange might be to use mi- 
gration enhanced epitaxy (MEE) to form the interface, de- 
positing the individual III and V elements sequentially. For 
example, to deposit AlSb on InAs with an InSb-like interface 
one can first deposit an additional ML of In (with no As2 

flux), then briefly expose the surface to Sb2 (with no In or Al 
flux). After the desired amount of Sb is deposited, AlSb 
growth is begun. In principle, this procedure should be less 
conducive to anion exchange, enabling more abrupt, consis- 
tent interfaces to be formed. 

In this article we describe our scanning tunneling micros- 
copy (STM) study of the surfaces and interfaces formed dur- 
ing the growth of InAs/AISb/lnAs RTD-like structures, fo- 
cusing on InSb-like interfaces prepared by MEE. InAs 
substrates were used, rather than InAs buffer layers grown on 
GaAs substrates, in order to eliminate any artifacts that 
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might arise as a consequence of the greater roughness of 
InAs surfaces grown on GaAs. We have examined the effects 
of various growth procedures on the apparent anion ex- 
change reaction, and the resulting surface morphology of 
subsequently deposited films. Based on the analysis of our 
results, we discuss possible routes for improving the quality 
and consistency of the interfaces in these structures. 

II. EXPERIMENT 

The experiments were performed at the Naval Research 
Laboratory in an interconnected, multichamber ultrahigh 
vacuum facility that includes a III-V MBE chamber 
equipped with reflection high-energy electron diffraction 
(RHEED) and a surface analysis chamber equipped with a 
STM.17 All films were grown not intentionally doped using 
"cracked" As2 and Sb2 sources on undoped InAs(OOl) wa- 
fers. The growth rates were monitored by RHEED oscilla- 
tions. After oxide removal, all growths were begun with a 
-0.5 /Am thick buffer layer of InAs grown with a 5:1 beam 
equivalent pressure (BEP) ratio of As-to-In at 1 ML/s with 
30 s interrupts under As2 every 90 s. The growth temperature 
was kept 10 °C below the temperature at which the 
(2X4)-to-(4X2) transition occurs during InAs growth 
(estimated to be 490 °C).18 At the end of the buffer layer 
growth, the In was shuttered and a 10 min growth interrupt 
was performed (i.e., the samples were held at the growth 
temperature while reducing the As2 flux), during which time 
the RHEED patterns progressed from a streaky (2X4) to 
sharp diffraction spots along each streak. The samples were 
cooled approximately 100 °C after completion of the InAs 
buffer layer and prior to the growth of AlSb. In order to 
minimize unwanted deposition leaking from the shuttered 
sources, the sample surfaces were rotated away from the 
sources during this time. Once the temperature stabilized, the 
samples were rotated back to face the sources and all further 
growths were performed at the lower temperature. 

Each image in our study can be considered to be a "snap- 
shot" of the surface at some point during the growth of 
InAs/AISb/lnAs. A diagram of the structure grown and the 
surfaces and interfaces examined is displayed in Fig. 1. Note 
that although the interfaces were prepared sequentially as 
indicated, a new sample was prepared from scratch for each 
interface studied to eliminate any history effects associated 
with vacuum contamination, etc. Starting with the InAs 
buffer layer described above, the first interface was prepared 
using MEE, with 1 ML of In (1 s) followed by 2 s of Sb2 at 
a BEP of -2.5X 10"6 Torr. This surface will henceforth be 
referred to as "the MEE-prepared surface." On two different 
MEE-prepared surfaces, 5 ML of AlSb was then grown at 
0.5 ML/s. One sample was immediately cooled after the 
AlSb deposition (with no Sb2 flux), and the other was given 
a 5 min growth interrupt under Sb2 for comparison. The final 
layer studied, 22 ML of InAs, was deposited on the interrupt- 
terminated AlSb layer, and given a 30 s interrupt under Sb2 

after growth. This surface would be the starting point for the 
second AlSb layer in a double-barrier resonant tunneling 
structure. 

(30 s Sb2) 

22 ML InAs 

(5 min interrupt under Sb2) 

5 ML AlSb 

(1 ML In + 2 s Sb2) 

-0.5 urn InAs buffer 
  

|lnAs(001) substrate! 

4-4(b,c) 

<-4(a) 

«-3 

«-Fig. 2 

FIG. 1. Schematic diagram of the InAs/AISb/lnAs structure grown by MBE 
and studied with STM. Surfaces of interest begin with the InAs buffer layer 
and end at the surface on which a second AlSb barrier layer would be 
deposited. Notations in parentheses refer to surface treatments applied be- 
tween the layers. Surfaces that are shown in Figs. 2-5 are indicated by the 
arrows. 

After the completion of each growth, the sample was im- 
mediately removed from the MBE chamber and transferred 
to the STM chamber. The pressure in the transfer section was 
<5 X 10"10 Torr, and the entire transfer procedure from the 
end of the growth until the sample was in the STM chamber 
typically took < 10 min. The samples were allowed to cool 
further for ~1 h in the STM chamber KlXlO-10 Torr) 
before imaging. All STM images shown were acquired in 
constant-current mode with sample biases ranging from 
-1.5 to -3 V and tunneling currents between 50 pA and 0.5 
nA. 

III. RESULTS AND DISCUSSION 

At the end of the 10 min interrupt the InAs(OOl) buffer 
layer is nearly ideal, composed of large (0.1-0.5 fjm wide), 
atomically flat terraces separated by monolayer height (3 A) 
steps, as shown in Fig. 2. There are essentially no islands 
(<1 per 10/im2), so the step density is simply determined 
by the surface orientation—approximately 0.05° from (001). 
Higher magnification images (not shown) reveal a well- 
ordered (2X4) surface reconstruction similar in appearance 
to that observed on As-terminated GaAs(OOl), consistent 
with the sharp RHEED spots observed at the end of the 
growth procedure. 

Terminating the InAs(001)-(2X4) surface with InSb 
bonds via the MEE procedure described above 
(lMLIn+2s Sb2) dramatically changes the nanometer- 
scale surface structure, as shown in Fig. 3(a). The originally 
flat surface bifurcates into two levels, with 1 ML deep an- 
isotropic vacancy islands (the lower level) covering 23% of 
the surface area. An analysis of the two-dimensional height- 
height autocorrelation function indicates that^ features on the 
surface are generally twice as long along [110] than along 
[110]. A radial distribution analysis of the vacancy islands 
shows that they are randomly distributed across the surface 
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c/^* 

FIG. 2. 3.2/tmX3.2/an STM image of the InAs(001)-(2X4) buffer 
layer. Image is displayed as a three-dimensional (3D)-rendered gray scale 
with a very slight perspective. (This view enhances the 3.0 Ä high step 
edges, which appear dark.) 

at a density of 3.7X1011 cm"2, with an average area of 
42 nm2 and separation of 17 nm. (These statistics are 
collated in Table I.) At higher magnification (not shown), 
a disordered (1 X3)-like reconstruction is observed, consis- 
tent with the corresponding streaky (1X3) RHEED pattern. 
The reconstruction has a similar appearance to that observed 
on InSb,19 AlSb,20 and GaSb.21'22 We believe the atomic- 
scale structure is similar to that proposed for 
GaSb(001)-c(2X6),22'23 which consists of a full 1 ML 
plane of Sb atoms terminated by § ML of Sb in dimer rows 
[see Fig. 4(d)]. 

[110]        [110] 

V 
FIG. 3. Filled-state images, 80nmX80nm, of an InAs(001)-(2X4) sur- 
face exposed to: (a) 1 ML of In followed by 2 s of Sb2; (b) 2 s of Sb2; (c) 
30 s of Sb2. In all three images the 3 Ä deep vacancy islands cover approxi- 
mately 25% of the surface. 

TABLE I. Statistical comparison of the vacancy islands formed when InSb- 
like bonds are created on InAs(OOl) by exposing a (2X4)-reconstructed 
surface to Sb2. Island density, average island area, and average island sepa- 
ration are indicated (along with the standard errors) for three different ex- 
posures. 

Sample 
Fraction on       Density       Average area 
lower level    (10n cm-2) (nm2) 

Average 
separation 

(nm) 

lMLIn+2sSb2 

2sSb2 

30sSb2 

23% 
24% 
25% 

3.7±0.5 
14.1 ±0.8 
2.9±0.6 

42±5 
19±4 
58±6 

17 
10 
19 

As discussed earlier, one approach to changing from InAs 
to AlSb is to perform a brief growth interrupt under Sb prior 
to starting Al deposition. For comparison with the MEE pro- 
cedure, we prepared two InAs surfaces in this way, exposing 
one to Sb2 for 2 s and the other for 30 s. Images of these two 
surfaces are shown in Figs. 3(b) and 3(c), respectively. Al- 
though the effects of the Sb exposure are qualitatively simi- 
lar in all three cases, creating vacancy islands covering about 
a quarter of the surface, the detailed morphology of the is- 
lands varies from case to case (Table I). Whereas the va- 
cancy island density, area, and separation following the 30 s 
exposure are similar to that following MEE, the island sta- 
tistics for the 2 s exposure are noticeably different. After the 

1st-layer _H * ~ ♦ £ 
Sb dimers ►«$•-• w 

•• J •• 
2nd-layer 
Sb dimers 

FIG. 4. Filled-state images of 5 ML of AlSb deposited on an InAs surface 
previously terminated with Sb via MEE [i.e., see Fig. 3(a)]. (a) Surface 
immediately cooled after growth (shown as a 3D-rendered gTay scale, 
80 nmX80 nm). The quasi-distinct height levels occur in increments of 1-2 
Ä (about half the monolayer height), (b) Surface after a 5 min growth 
interrupt under Sb2 (also 3D-rendered, 80nmX80nm). Islands are of mono- 
layer height, and the wavy corrugation seen on the smaller scale corresponds 
to the (1 X3)-Iike surface reconstruction, (c) Higher magnification view of 
(b), 16 nmX 16 nm, with atomic-scale features of the surface reconstruction 
visible, (d) Closeup of the atomically ordered region within the box in (c), 
gradient enhanced so that the individual atoms within the surface dimers are 
more easily resolved. Dimer rows separated by 13 Ä are seen along the 
[TlO] direction, as are rotated dimers between the rows in the second layer. 
Model of the corresponding c(2x6) structure is shown. 
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shorter dose the island density is nearly an order of magni- 
tude larger, with a much smaller distance between islands (in 
accord with the total island area which is constant). Dosing 
with Sb without the In "predose" used in MEE has another 
interesting effect: the resulting morphology becomes ap- 
proximately isotropic between the [110] and [110] direc- 
tions. This observation suggests that the Sb adsorption/ 
reaction is relatively isotropic, and that the anisotropy 
observed after MEE must therefore arise from structural an- 
isotropy in the In prelayer. This would not be surprising 
given the anisotropy of the As-terminated (2X4) reconstruc- 
tion. 

Even these brief Sb exposures convert the InAs(001)-(2 
X4) reconstruction to a disordered (lX3)-like structure— 
characteristic of InSb—implying that Sb is rapidly incorpo- 
rated into the surface. Although we expect that the MEE- 
prepared surface is fully Sb-terminated, at this time we have 
no measure of the actual Sb surface coverages. Under similar 
experimental conditions in a different MBE facility, the in 
situ threshold photoemission signal from InAs(001)-(2X4) 
changes dramatically during the first few seconds of Sb2 ex- 
posure, and then recovers to approximately steady state after 
about 10 s.24 Collins et al.25 have made similar observations 
with RHEED. These results imply that after our 2 s exposure 
the surface may contain a mixture of both Sb and As. The 
initial signal changes observed in the photoemission and 
RHEED can be attributed to the disorder rapidly induced by 
the exchange reaction, with the more gradual recovery asso- 
ciated with the evolution of an Sb-terminated bilayer struc- 
ture with relative atomic-scale order. 

There are a number of possible causes for the bifurcation 
of the surface that occurs during the formation of an InSb- 
like interface, including strain and III/V stoichiometry 
changes. The 7% lattice mismatch between InSb and In As 
will result in a compressively strained surface. As seen in the 
epitaxial growth of InSb/GaAs26,27 and other III-V het- 
eroepitaxial systems, including In(Ga)As/GaAs ' and 
GaSb/GaAs,26'27'30 surface roughening acts as a strain-relief 
mechanism that helps lower the surface free energy. Thus, 
the vacancy island formation might be a similar strain-relief 
phenomenon. One difficulty with this mechanism is the prob- 
lem with mass balance: the formation of the bilayer in this 
way requires long-range diffusion of atoms and/or vacancies 
across the large terraces, of which there is no evidence (e.g., 
there is no difference in the morphology near the step edges). 
The second possibility, a change in III/V stoichiometry, is 
more consistent with our results. Assuming that 
InAs(001)-(2X4) has the same structure as the analogous 
GaAs reconstruction, the top two layers of the surface are 
| ML of In covered by \ ML of As.31"34 Converting this 
surface to a c(2X6) structure composed of 1 ML of In 
+ f ML of Sb (or Sb+As) would lead to a surface deficient 
in In by \ ML, i.e., a surface with 25% vacancies. Note that 
such multilayer formation occurs for apparently similar rea- 
sons when Ge is deposited on GaAs(OOl).35 This stoichio- 
metric effect would also explain why the vacancy island cov- 
erage is independent of the way the surface is terminated 

FIG. 5. 160 nmX160 nm 3D-rendered filled-state image of 22 ML of InAs 
grown on top of an interrupt-terminated AlSb layer [i.e., Fig. 4(b)]. Surface 
was exposed to Sb2 for 30 s after growth. (Inset) Atomic-scale view of the 
(1 X3)-like reconstruction observed on the surface. 

with Sb. Preliminary results suggest, however, that there are 
growth procedures that minimize this effect, as will be dis- 
cussed in detail elsewhere.36 

Moving beyond the formation of the InSb-like interface, 
we now turn our attention to the morphology of the AlSb 
barrier layer. Two AlSb films, each 5 ML thick, were grown 
on an MEE-prepared surface, with one sample immediately 
cooled after growth and the other given a 5 min growth in- 
terrupt under Sb2. As observed in Fig. 4, the addition of the 
AlSb increases the number of layers present on the surface. 
Following the immediate cool-down the surface is relatively 
rough, with a disordered array of ~ 1 nm sized features [Fig. 
4(a)]. Although the heights of the features occur mostly in 
increments of 1-2 Ä (about half the monolayer height), the 
levels are not distinct enough for a histogram analysis. In 
contrast, after the growth interrupt the film exhibits three 
distinct terrace levels with (lX3)-like atomic-scale order 
[Figs. 4(b)-4(d)]. Statistical analysis of a number of differ- 
ent images of this surface shows the bottom, middle, and top 
layers make up 6%, 67%, and 27% of the surface, respec- 
tively. Close inspection of regions of this surface with rela- 
tive atomic-scale order reveal details of the surface recon- 
struction. In Fig. 4(d) a gradient-enhanced image of such a 
region is displayed, where the individual atoms within the 
surface dimers are just resolved. Sb dimer rows running 
along the [110] direction are seen, as are rotated Sb dimers 
between the rows in the second layer, consistent with the 
model proposed for III-Sb(001)-c(2X6) surfaces.22'23 

The final surface studied was 22 ML of InAs deposited on 
top of the interrupt-terminated AlSb film. To make this InAs 
film representative of the next interface in a double-AlSb- 
barrier structure, its growth was terminated by a 30 s inter- 
rupt under Sb2. As shown in Fig. 5, this Sb-terminated InAs 
surface has a multilevel morphology, similar to the underly- 
ing AlSb surface. Like all the Sb-terminated surfaces, a (1 
X 3)-like reconstruction is observed. Note that there are 
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TABLE II. Root-mean-square roughness determined for each of the Sb- 
terminated surfaces. A denotes the surface produced by MEE (alternate In 
and Sb2 deposition), and B denotes the surface formed by the addition of 5 
ML AlSb followed by a growth interrupt. 

Sample Figure rms roughness (Ä) 

lMLIn+2sSb2(A) 3(a) 1.1 
2sSb2 3(b) 1.1 
30sSb2 3(c) 1.0 
A+5MLAlSb+cool(B) 4(a) 1.5 
A+5 ML AlSb+interrupt 4(b)-4(d) 1.6 
B+22MLInAs+30sSb2 5 2.0 

many more kinks in the dimer rows on this surface as com- 
pared with AlSb, possibly a consequence of the shorter in- 
terrupt terminating the growth. Although the number of dis- 
tinct layers increases to five, the lowest and highest levels 
together constitute only about 1% of the surface area. The 
three other levels, from lowest to highest, cover 20%, 67%, 
and 12% of the surface, respectively. 

It is interesting that the morphology of the last InAs sur- 
face is noticeably different than that of Fig. 3(c), with island 
sizes approximately twice as large, even though both were 
exposed to Sb2 for 30 s. A variety of factors could contribute 
to this difference. Because it is more practical to grow an 
entire structure at the same temperature, the second film was 
grown at a temperature —100 °C lower than the buffer layer. 
Moreover, the second film did not benefit from the long in- 
terrupt at the higher temperature given to the buffer layer 
prior to Sb exposure. At the time Sb exposure begins, these 
two factors combined are expected to give the second surface 
a higher density of islands (i.e., more layers) than the nearly 
ideal buffer layer. Therefore, vacancies created during the 
short Sb dose will be able to diffuse to and incorporate into 
existing step edges much more readily than on the very large 
buffer layer terraces, suppressing the formation of additional 
vacancy islands. 

The root-mean-square (rms) roughness determined for 
each of the Sb-terminated surfaces is summarized in Table II. 
The roughness is smallest for the initial bilayer surfaces, and 
increase as additional layers appear on the surface. The in- 
crease in the number of layers present on the growth front 
may be an indication that the temperature is too low or the 
growth rates are too high for step-flow. However, given the 
presence of strain, perfect step-flow may not be possible. 
Whereas a higher growth temperature and/or growth inter- 
rupts may lead to smoother interfaces, this benefit might 
come at the expense of additional intermixing—an effect 
known to be detrimental to device properties. 37 

IV. CONCLUSIONS 

We have used in situ STM to study the evolution of the 
interfaces formed during the fabrication of an InAs/AlSb/ 
InAs RTD-like structure. InAs(001)-(2X4) buffer layer 
surfaces were exposed to Sb2 by several different methods to 
produce InSb-like bonds at the interface; all methods re- 
sulted in a bilayer surface, with vacancy islands covering 

approximately 25% of the surface. In addition, all the proce- 
dures produced a (1 X 3)-like reconstruction characteristic of 
an InSb-like surface terminated with >1 ML Sb, indicating 
that there is a significant amount of Sb on the surface. Start- 
ing with an Sb-terminated InAs surface produced by MEE (1 
ML In followed by 2 s Sb2), 5 ML AlSb and then 22 ML 
InAs/AlSb films were grown. The rms roughness at each 
subsequent interface was found to increase due to an increase 
in the number of distinct atomic layers present on the growth 
surface; however, on all the surfaces the roughness is =£2 Ä. 
The surface roughness observed is attributed to a combina- 
tion of factors, including reconstruction-related stoichiom- 
etry differences, kinetically limited diffusion during growth, 
and lattice-mismatch strain. 

Finding the optimal point in growth parameter space is a 
difficult task given the many variables and trade-offs in- 
volved. While we have made an initial effort to address some 
of these issues, it is clear that additional studies are required 
to isolate and ultimately identify the different factors contrib- 
uting to the overall surface roughness. It is noteworthy that 
the interfaces in the RTD structure get rougher with each 
additional component layer. Thus, improving the initial Sb- 
InAs interface could lead to a significant reduction in the 
roughness of the subsequent layers. Further studies that delve 
into the anion exchange reactions and elucidate how the ini- 
tial bilayer roughness propagates during the growth, includ- 
ing the effects of kinetic limitations, are required for the 
development of growth procedures that allow the fabrication 
of consistently smooth and abrupt interfaces. 
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Scanning tunneling microscopy and x-ray photoelectron spectroscopy 
studies of atomic level structure and Fermi level pinning on GaAs(110) 
surfaces grown by molecular beam epitaxy 
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The relationship between atomic level structure and Fermi level pinning on «-type GaAs(llO) 
surface grown by molecular beam epitaxy (MBE) is studied in situ by scanning tunneling 
microscopy (STM)/scanning tunnel spectroscopy (STS) and x-ray photoelectron spectroscopy 
(XPS). Fermi level by XPS on our MBE-grown ra-GaAs(HO) surfaces is found to lie at around 
Ec—0.5 eV, indicating the presence of band bending. Among a few characteristic features observed 
by STM in addition to the basic (1X 1) relaxation structure, the dominant holelike structure in the 
empty state image is correlated with band bending. It shows a gradual decrease of the apparent 
height over the several atomic distances toward the center in the empty state STM image and 
gradual increase of the apparent height in the filled state image, indicating the presence of negative 
charge. It accompanies random site deviations of surrounding atoms. The density of the holelike 
feature agrees roughly with the required number density of surface pinning centers to cause the 
observed band bending. This holelike structure originates most likely from a Ga vacancy. However, 
in STS spectroscopy measurements, a U-shaped continuous gap state distribution extending from 
the band edges, rather than a peaked discrete deep acceptor state distribution, is observed with a 
local downward shift of the surface Fermi level. A picture is presented where generation of Ga 
vacancy introduces local bond disorder and acts like a pinning center having a gap state continuum 
in accordance with a disorder-induced gap state model. © 1998 American Vacuum Society. 
[S0734-211X(98)11004-1] 

I. INTRODUCTION 

In order to control electronic properties of III-V com- 
pound semiconductor surfaces and interfaces, it is important 
to understand the origin of surface or interface states which 
generally tend to pin the position of the Fermi level within a 
certain narrow energy range. Over the past few decades, a 
number of studies on this so-called Fermi level pinning phe- 
nomenon have been carried out, and several models have 
been proposed concerning the origin and the mechanism of 
the Fermi level pinning. They include unified defect model 
(UDM),1'2 metal-induced gap state (MIGS) model,3'4 

disorder-induced gap state (DIGS) model,5 and effective 
work function (EWF) model.6 However, these models lack 
direct justification from the microscopic surface/interface 
structure in atomic scale, and therefore none of them has 
been persuasive enough over the others. 

Based on the microscopic characterization by scanning 
tunneling microscopy (STM) and scanning tunneling spec- 
troscopy (STS), Pashley et a/.7"9 have proposed a model in 
which kinks in dimer vacancy rows act as single discrete 
deep surface acceptor sites and cause mid-gap Fermi level 
pinning on «-type GaAs(001)-(2X4) surface grown by mo- 
lecular beam epitaxy (MBE). This model is hereafter referred 
to as the kink-acceptor model. It can be regarded as a special 

"'Present address: Research Institute of Electronics, Shizuoka University, 
3-5-1 Johoku, Hamamatsu 432-8011, Japan; electronic mial: 
royishi@rie.shizuoka.ac.jp 

case of the UDM, but seems to be the first model based on 
microscopic observation. However, we have shown recently 
by detailed STM and x-ray photoelectron spectroscopy 
(XPS) studies10 that the kink-acceptor model cannot quanti- 
tatively explain the Fermi level pinning on the GaAs (2 
X4) surface, if one assumes that each kink acts as a single 
discrete deep acceptor, and have suggested formation of U- 
shaped gap state continuum from the viewpoint of the DIGS 
model. It was also shown that the kink-acceptor model is not 
applicable to InP (2X4) surfaces with kinks. 

On the other hand, the (110) surface has been widely used 
as surfaces for surface science study although they do not 
have technological importance as possessed by (001) sur- 
faces. This is because clean (110) surfaces can be relatively 
easily obtained by cleavage in ultrahigh vacuum (UHV) and 
the surfaces free from surface gap states and free from the 
Fermi level pinning can be experimentally realized if the 
cleavage is carefully done. Previous STM works include ob- 
servation of the (1X1) relaxation structure11 and study of 
surface point defects such as vacancies12'13 and antisite As on 
a cleaved surface of low temperature (LT) grown GaAs14 as 
well as the effect of near surface dopant atoms.15'16 As for 
the Fermi level pinning on (110) surfaces, effects of a small 
amount of metal deposition17'18 or oxygen exposure19 to 
cleaved GaAs(llO) surfaces were also investigated previ- 
ously based on STM and STS measurements. However, uni- 
fied understanding of the mechanism of the Fermi level pin- 
ning does not seem to exist yet. 
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Recently, it has become possible to obtain clean and 
smooth GaAs(llO) surfaces by MBE growth with suitable 
growth conditions.20'21 Such growth has been successfully 
utilized for the fabrication of quantum wire structure on the 
in situ cleaved surface of the quantum well wafer.20 A struc- 
tural study using STM was also performed to clarify the 
kinetics in the MBE growth on the (110) surface.21 

With these backgrounds, the purpose of this article is to 
study the relationship between atomic level structure and 
Fermi level pinning on the MBE-grown n-type GaAs(llO) 
surface in detail by using STM, STS, and XPS. It is an at- 
tempt to obtain useful information on the origin of surface 
states and Fermi level pinning using MBE-grown clean (110) 
surfaces with band bending. 

The Fermi level on our MBE-grown n-GaAs(HO) sur- 
faces was found to lie at around Ec-0.5 eV, indicating the 
presence of band bending. Among a few characteristic fea- 
tures observed by STM, in addition to the basic (1X1) re- 
laxation structure, the dominant holelike structure in the 
empty state STM image was correlated with band bending. It 
shows the gradual decrease of the apparent height over sev- 
eral atomic distances toward the center in the empty state 
STM image and the gradual increase of the apparent height 
in the filled state image, indicating the presence of a negative 
charge. It accompanies the random site deviation of sur- 
rounding atoms. The density of the holelike feature agrees 
roughly with the required number density of surface pinning 
centers to cause the observed band bending. This holelike 
structure most likely originates from a Ga vacancy. How- 
ever, in tunneling spectroscopy measurements, a U-shaped 
continuous gap state distribution extending from the band 
edges rather than a peaked discrete deep acceptor state dis- 
tribution, was observed with a local downward shift of the 
surface Fermi level. A picture is presented where the genera- 
tion of Ga vacancy introduces local bond disorder and acts 
like a pinning center having a gap state continuum in accor- 
dance with the DIGS model. 

II. EXPERIMENT 

A. Experimental system and MBE growth 

A UHV-based multi-chamber system was used. In this 
system, a solid source MBE chamber, an XPS (Perkin- 
Elmer PHI 1600) chamber, and a UHV-STM (JEOL JSTM- 
4600) chamber are connected by a UHV transfer chamber 
together with other chambers. Details on this system has 
been described elsewhere.22'23 

Three sample chips were mounted with In on the sample 
holder used in this system. Two of these sample chips 
were cut from an « + (>1 X 1018 cm~3)-GaAs(110) sub- 
strate for STM observation and XPS measurement, re- 
spectively, and the third chip was cut from an 
n + (> 1 X 1018 cm"3)-GaAs(001) substrate to provide refer- 
ence for XPS measurement. In the MBE chamber, they were 
placed next to each other on the holder and underwent ex- 
actly the same growth and surface preparation procedure for 
room temperature measurements. The chip for the STM ob- 
servation and the other chips for XPS measurements were 

[110] [T10] 

[001] 

(a)(001)-(2X4) 

[T10] 

(b)(110)-(1X1) 

FIG.   1.   RHEED  patterns  for  (a)  GaAs(001)-(2X4)   surface  and  (b) 
GaAs(110)-(lXl) surface. 

then separated into the two different chambers for STM and 
XPS. For this purpose, a special sample holder, which was 
separable in the UHV environment, was used.10 

For preparation of smooth GaAs(llO) surfaces, surface 
oxides were desorbed from « + -GaAs substrates in an As4 

flux at 620 °C first, and then thick Si-doped GaAs epitaxial 
layers (>2000 A) were grown by the conventional solid 
source MBE technique. The growth was done at 460-480 °C 
with a growth rate of 5000 A/h and the As4 beam equivalent 
pressure of (2 ± 1) X 10"5 Torr. The use of this growth con- 
dition led to successful formation of smooth (110) surfaces 
as described in Ref. 20. Reconstruction patterns were moni- 
tored by reflection high-energy electron diffraction 
(RHEED) with an electron energy of 15 keV. RHEED pat- 
terns were (1X1) for (110) surfaces during and after the 
growth. For (001) surfaces, RHEED patterns appeared dif- 
fuse (2X1) during the growth, but changed to c(4X4) 
when the supply of Ga and Si was stopped. 

After the growth was completed, the samples were heated 
up to 580 °C and annealed in an As4 flux for about 10 min 
before cooling for smoothing the surface on the atomic scale. 
By this annealing, the (001) surface showed (2X4) ß 
reconstruction24 with a clear Laue circle, as shown in Fig. 
1(a), and (110) surfaces showed a (1X 1) pattern with sharp 
streaks, as shown in Fig. 1(b) where the_difference of the 
spacing of the streaks between [001] and [110] incidences is 
due to the intrinsic difference of the lattice constants along 
these directions. 

Surfaces for room temperature characterizations were pre- 
pared by the following procedure in order to prevent adsorp- 
tion of excess As on the surface. Namely, the sample was 
cooled gradually reducing the intensity of the As4 flux in 
such a way that the (2X4) ß reconstruction for the (001) 
surface was always maintained down to room temperature 

Carrier concentration of the grown layer was determined 
from capacitance-voltage (C-V) characteristics of Au/ 
GaAs Schottky diodes fabricated by the conventional 
vacuum evaporation method after STM or XPS characteriza- 
tion of the samples. All the layers grown in the present study 

10 
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showed n-type conduction. For the (001) layer, the electron 
concentration n was found to be almost equal to that for the 
conventional growth at around 580 °C, where n is equal to Si 
doping concentration Nsi up to 5-7 X1018 cm"3.10 The 
(110) layer showed slightly lower electron concentration 
than that for the (001) layer grown in the same run. 

After the samples were cooled down to room temperature, 
they were rapidly transferred to the STM chamber or to the 
XPS chamber through the UHV transfer chamber. 

B. STM and STS characterizations 

STM observations were made at room temperature using 
electrochemically polished tungsten tips with the constant 
current mode (0.10-0.30 nA). Both empty and filled state 
images were taken at various sample voltages. 

In addition to the imaging, tunneling spectroscopy mea- 
surements were also made in the following way. Namely, 
after the tip was fixed at the desired position on the surface, 
tunneling current-voltage (I-V) curves were obtained by 
breaking the STM feedback loop and ramping the sample 
bias voltage. During I-V measurements, no intentional 
movement of the tip toward the surface was made as was 
done previously to increase the current levels at voltages 
near 0 V.8'17'18 Instead, ramping of the sample bias voltage 
was made 64 times at the same fixed position and an average 
of /- V curves was taken which resulted in the current mea- 
surement sensitivity extending over 4 orders of magnitude. 
The conductivity (dl/dV) was calculated from the I-V 
characteristic. In order to obtain the state density, the quan- 
tity of (dlldV)l(IIV) was calculated using a one-pole Fou- 
rier low-pass filter technique18 with the pole frequency of 
AV~l= 1/3 V-1 to prevent the divergence in the normaliza- 
tion when V approaches band edges. 

C. XPS characterization 

XPS measurements were done at room temperature using 
monochromatic Al Ka radiation (hv= 1486.6 eV) in order 
to measure the surface Fermi level position. Valence band 
spectrum as well as several core level spectra such as As 3d 
and Ga 3d were taken. The binding energies of the spectra 
were carefully calibrated by separate measurements of the 
Au 4/7/2 peak position. 

III. EXPERIMENTAL RESULTS 

A. Fermi level position at the MBE-grown n-type 
GaAs(110) surface 

Typical XPS spectra from As 3d core level, Ga 3d core 
level, and the valence band taken on Si(./VSi=5 
X 1017 cm~3)-doped MBE-grown w-GaAs(llO) and (001) 
surfaces are shown in Fig. 2. The electron concentrations 
were 2 X1017 cm"3 for the (110) surface and 5 X1017 cm"3 

for the (001) surface, respectively. The peak intensities of the 
spectra were normalized. As mentioned above, these two 
samples were placed on the same holder. 

It was found that the valence band edge as well as As 3d 
and Ga3d core level peaks for (110) surface appeared at 
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FIG. 2. XPS spectra from (a) As 3d core level, (b) Ga 3d core level, and (c) 
valence band taken on MBE-grown Si(iVsi=5X 1017 cm"3)-doped 
GaAs(llO) and (001) surfaces. Electron concentrations were 2X 1017 cm"3 

for (110) surface and 5X 1017 cm"3 for (001) surface, respectively. Solid 
lines are for (110) surface and dashed lines are for (001) surface. 

higher binding energy positions than those for the (001) sur- 
face. This corresponds to the difference of the surface Fermi 
level positions. Figure 3 shows surface Fermi level positions 
determined from valence band spectra as a function of elec- 
tron concentration. The surface Fermi levels were found to 
lie at around Ec- 0.5 eV for the (110) surfaces and at around 
£c-0.7eV for the (001) surfaces. This indicates that the 
band bending occurs on a macroscopic scale and surface ac- 
ceptor states exist in the band gap at MBE-grown GaAs(llO) 
surface as well as at the (001) surface, although the amount 
of the band bending at (110) surfaces was significantly 
smaller than those at (001) surfaces. This result is quite dif- 
ferent from that for the cleaved (110) surface showing the 
flatband. 
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[110] [001] 

V 5 nm 

electron concentration (cm" ) 

FIG. 3. Surface Fermi level positions measured by XPS as a function of 
electron concentration. 

B. STM observation of the GaAs(110) surface 

Prior to presenting the results of atomic scale UHV-STM 
observations, the results by ex situ atomic force microscopy 
(AFM) in air on the micrometer scale and in situ UHV-STM 
on the hundred nanometer scale are described first in order to 
show the degree of the flatness of the grown surfaces. 

Figure 4(a) shows a typical ex situ AFM image of the 
MBE-grown (110) surface taken on the area of 5 fimXS yum. 
Terrace regions, whose width was in the several hundred 
nanometer range, and steps dividing (110) terraces were ob- 
served. Multiatomic step formation (step bunching phenom- 

FIG. 4. (a) Typical ex situ AFM image of MBE-grown GaAs(llO) surface 
taken on the area of 5 /xmX5 /xm and (b) typical filled state STM image 
(VS=-3.0V) of MBE-grown GaAs(llO) surface with the area of 
lOOnmXIOOnm. 

FIG. 5. (a) Empty state (Vs = 3.0 V) and (b) filled state (Vs=- 3.0 V) STM 
images taken on the GaAs(llO) terrace region of a sample (Ns=5.0 
X 1018 cm-3, n- 1.7X 1018 cm"3). Images were taken at the nearly same 
position of the surface. 

enon) was also observed partially. Figure 4(b) shows a typi- 
cal filled state STM image (sample bias; Vs=— 3.0 V) of the 
MBE-grown GaAs(llO) surface with an area of 
100 nm XI00 nm. In this region, the (110) terraces were di- 
vided by three steps basically running along [112] or [001] 
directions. From the images taken on the different areas, it 
was found that the width of the (110) terraces was not con- 
stant but random, often and no step was observed on differ- 
ent surface regions within the same observation area of 
100 nmX 100 nm. The height of the step was also found to 
be almost equal to 0.4 nm, corresponding to 2 monolayer 
(ML) height of the (110) surface possibly being related to the 
bilayer RHEED oscillation reported previously.25 Taking ac- 
count of the number of the steps observed on the larger area 
by AFM and the single step height of 2 ML, the angle of the 
misorientation of the substrate was estimated to be about 
0.1°. 

As for the atomic scale STM characterization, Figs. 5(a) 
and 5(b) show typical empty state (Vs= 3.0 V, Ga sublattice) 
and filled state (V5=-3.0V, As sublattice) STM images 
taken on the (110) terrace region of a sample (/VS;=5.0 
X 1018 cm"3, n= 1.7X 1018 cm"3), respectively. The images 
were taken at nearly the same position of the surface. 

It was found that the surface basically possessed (1X1) 
regular arrays corresponding to the well-known surface re- 
laxation structure being free from surface states. Although 
band bending occurred on this surface, kinks and their 
correlation with Si doping as seen on MBE-grown 
(001)-(2X4) surfaces7-9 were not at all observed. This is 
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FIG. 6. Line-scan profiles taken along lines a, b, and c in Fig. 5(a) and those 
taken along the lines a', b', and c' in Fig. 5(b). 

due to the obvious difference of atomic arrangements be- 
tween the (110)-(1 X 1) relaxation structure without missing 
rows of atoms and the (001)-(2X4) reconstruction structure 
with missing rows of As dimers. 

Instead, on the present (110) surfaces, three different 
characteristic features indicated by letters A, B, and C were 
typically observed on the basic (1 X 1) structures. Line-scan 
profiles taken along lines a, b, and c in Fig. 5(a) and those 
taken along lines a', b', and c' in Fig. 5(b) are summarized 
in Fig. 6. 

The dominant feature which was most frequently ob- 
served is indicated by letter A and looks like a hole in the 
empty state image with the gradual decrease of the apparent 

0.4nm = 2ML 

0 4 8        12 
distance (nm) 

(c) 

T 1 1 1 1 1  

4 8 12 
distance (nm) 

(d) 

FIG. 7. (a) Empty state (VS=3.0V) and (b) filled state (VS = 3.0V) STM 
images of GaAs(llO) surface including a step, (c) Line-scan profile taken 
along the line in (a) and (d) line-scan profile taken along the line in (b). 
Images were taken at the nearly same position of the surface. 
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height over several atomic distances toward the center, as 
shown in the top trace of Fig. 6. In the filled state image, it 
looks like a protrusion with gradual increase of the apparent 
height. Feature A was often observed at the step edges, as 
shown in Fig. 7. It was also found that these apparent change 
in the height at feature A was enhanced when the observation 
was done under smaller bias voltages than those used above. 
These gradual changes in the apparent height were previ- 
ously interpreted to be directly related to the existence of the 
charge.8'12"16 The simplest interpretation of feature A would 
be Ga vacancy acting as a single deep acceptor with negative 
charge. In order to further clarify this point, a tunneling spec- 
troscopy measurement was performed at feature A in order 
to investigate the correlation between feature A and gap 
states, whose result will be presented in Sec. Ill C, leading to 
a more complicated interpretation. 

On the other hand, feature B looks like a hole in both 
empty and filled state images and does not possess the 
gradual change of the height, as shown in the line-scan pro- 
files in the middle of Fig. 6. Therefore, feature B is not due 
to the presence of the charge but is likely to be due to the 
actual hole. It is likely that feature B corresponds to the 
uncharged complex of As and Ga vacancies. As shown in the 
line-scan profiles at the bottom of Fig. 6, in the empty state 
image feature C looks like a protrusion on a lattice point 
without gradual change of the height, and it disappears in the 
filled state images. It is thus likely that feature C represents 
an atom adsorbed on the Ga atom without charge. 

Next, a more detailed study was made on the structure 
and density of the dominant feature A. Examples of line-scan 
profiles along [001] and [110] directions taken through fea- 
ture A and existing at different positions of the surface are 
shown in Figs. 8(b) and 8(c) together with the STM image 
(Vs = 23 V) and the positions of feature A through which 
the profile was taken. From Figs. 8(b) and 8(c), it was found 
that the shapes of the profile were similar to each other. The 
asymmetric feature of the profiles was probably not real but 
an artifact reflecting the fact that the line-scan was taken 
from the image-scan data in a direction different from the 
original imaging scan direction where the scan was done 
from the left side to the right side of the STM image. Thus, 
drift and fluctuation in the imaging scan lead to asymmetric 
line-scan profile. 

Figure 9(a) shows the observed average density of feature 
A as a function of electron concentration n. The data points 
represent averages of the densities determined from more 
than ten STM images taken on the macroscopically far areas. 
The image sizes used for the determination of the values 
were between 20 nmX20 nm and 50 nmX50 nm. The error 
bars show the rms deviation values of the measured density 
data. The solid lines in Fig. 9(a) show the number density of 
ionized donors in the surface depletion region under the sur- 
face band bending caused by the indicated surface Fermi 
level positions. 

As seen in Fig. 9(a), the density of feature A increased 
monotonously with the electron concentration of the grown 
layer. It was also found that the magnitudes of the observed 
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FIG. 8. (a) Empty state (VS = 2.3V) STM image taken on MBE-grown 
SiCA^S-OXlCPcnr3, /i=1.7X1018cm~3)-dqped GaAs(l 10) surface 
and examples of line-scan profiles along (b) [001] direction and (c) [110] 
direction taken through feature A. Positions of feature A used for line-scan 
profiles are indicated in (a). 
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FIG. 9. (a) Number density of feature A and ionized donors as a function of 
electron concentration and (b) surface Fermi level positions expected from 
the density of feature A and those directly measured by XPS. The values of 
electron concentrations were slightly shifted horizontally. 

densities of feature A were roughly appropriate to explain 
the band bending in terms of the surface acceptor model. 
Namely, the surface Fermi level positions expected from the 
density of feature A and those directly measured by XPS 
were compared in Fig. 9(b) where it was assumed that each 
feature A, acting as a pinning center, receives one electron 
from each Si donor within the surface depletion layer. For 
clearer presentation of the data, the values of electron con- 
centrations were slightly shifted horizontally. As seen in Fig. 
9(b), the expected and measured surface Fermi level posi- 
tions agree with each other within accuracy of the measure- 
ment. 

C. Tunneling spectroscopy 

Typical tunneling spectra obtained at the basic (1X1) 
relaxation region is shown in Fig. 10(a). The estimated con- 
duction and valence band edges, Ec and Ev, are also de- 
noted in the figure. It was found that the surface Fermi level 
position at the (1 X 1) relaxation region was estimated to lie 
at about Ec-0A eV. This almost agrees with the result by 
XPS (EF~Ec-0.5eV). 

Figures 10(b) and 10(c) show examples of the spectra 
obtained at the position on feature A. In Fig. 10(b), presence 
of gap states extending from the conduction band and the 
valence band were observed at feature A. On the other hand, 
no gap state was seen at feature A in Fig. 10(c). This result is 
very similar to a previous study on the kinks on the GaAs 
(2X4) surface.8 

At feature A the spectrum was also found to be shifted up 
in sample voltage. This corresponds to the increase of the 
band bending and the local downward shift of the surface 
Fermi level position. 

IV. DISCUSSION 

Since the dominant feature A seems to be the dominant 
pinning center in the present study, the discussion is focused 
on the origin and pinning mechanism by this feature. The 
gradual change in the apparent height was previously inter- 
preted to be due to the existence of the excess charge at the 
center of the feature.8,12^16 Therefore, feature A is most 
likely related to the surface acceptor gap states which are 
negatively charged, receiving an electron from the Si donor 
within the surface depletion layer. It should be noted that 
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(1X1) region, (b) the position on feature A showing the states extending 
from the conduction band and the valence band, and (c) the position on 
feature A showing no gap states. The estimated conduction and valence 
band edges, Ec and Ev, are also denoted. 

feature A is not due to the presence of the positively charged 
Si donor itself near the surface region since the effect of the 
Si dopant appears as a protrusion rather than a hole in the 
empty state STM observation.16 

The presence of a negative charge in the acceptor state 
modifies the local band bending in such a way to cause an 
upward shift of the density of empty states in the conduction 
band and to reduce the tunneling current from the tip to the 
empty state of the semiconductor, if the distance between the 
STM tip and the sample surface is maintained. Thus, when 
the constant current mode is used, the tip has to approach 
nearer the surface so that the effect of the Coulomb potential 
by the negative charge is canceled. This explains the locally 
observed gradual height change near feature A. 

Thus, as already mentioned, the simplest interpretation is 
that the observed characteristic feature A corresponds to a 
Ga vacancy which acts as a single surface acceptor state with 
a deep discrete energy level and causes band bending 
through electron capture. This is also consistent with the re- 
port that the Ga vacancy acts as an acceptor to compensate 
the free electron in bulk GaAs.26 Therefore, this seems to 
explain the observed behavior of the apparent heights. This 
interpretation by Ga vacancy was previously introduced by 
Cox et al.13 and Lengel et al.,12 and seems to be a special 
example of a UDM for the Fermi level pinning proposed by 
Spicer et al.l 

However, with such a simple model, it is difficult to un- 
derstand why no discrete level around the mid-gap was ob- 
served at feature A in the present STS measurement. Only a 
U-shaped gap state continuum was detected. This is similar 
to the previous STS study on the kinks on GaAs(001)-(2 
X4) surfaces.8 

The fact that feature A remains as a protrusion in the 
filled state image seems also contrary to the simple acceptor 

model. This is because, if feature A represents the usual deep 
acceptor, it should give up the electron up to the tip under the 
strong positive tip bias, and the feature should vanish. If 
feature A represents, on the other hand, a fixed negative 
charge, it is possible to explain its protrusion under the 
strong positive tip bias in terms of the presence of the local 
upward shift of the surface potential. However^ the observed 
gap state continuum remains difficult to explain, since a 
fixed charge should not give any density of states. 

The As antisite defects used in the advanced UDM 
(AUDM)2 or the As cluster used in the effective work func- 
tion (EWF)6 model do not seem to correspond to the present 
feature A, because they cannot be seen as an apparent hole in 
the empty state STM observation according to the STM ob- 
servation of the As antisite defects near the cleaved (110) 
surface of the LT-GaAs(OOl) layer.14 

Taking into account the result that the U-shaped gap 
states, extending from the conduction band and the valence 
band, were observed at feature A, the following interpreta- 
tion based on the DIGS model5 can be offered, which ex- 
plains the various features of A observed by STM and XPS. 
Namely, feature A basically originates from Ga vacancy, but 
around feature A, slight random deviation of the bond length 
and/or the bond angle from those of the regular relaxation 
structure exists due to absence of the Ga atom at the center of 
feature A. Then, such surface disorder introduces a continu- 
ous U-shaped gap state spectra involving both acceptor and 
donor states in the band-gap region. Although the gap states 
around the surface Fermi level (zero sample voltage) could 
not be detected in this study, we believe that it was due to 
low sensitivity and rather rapidly ramped nature of our STS 
measurement and the gap state continues even in the middle 
of the band-gap region. Such the U-shaped gap state con- 
tinuum restricts movement of the local Fermi level under 
both positive and negative biases at around the charge neu- 
trality level or the sp3 hybrid orbital energy.5 Then, this 
limitation of the movement of the Fermi level causes the 
almost constant upward band bending under any bias condi- 
tions. Therefore, feature A can be observed under both bias 
polarities. The observed macroscopic pinning position of 
0.4-0.5 eV is determined through electrostatic balance be- 
tween the disorder-induced pinning centers of feature A with 
a gap state continuum and the gap state free (1X1) surface 
relaxation regions. The experiment indicated that each fea- 
ture A with its surroundings receives, on average, one elec- 
tron or so into its gap state contiuum. 

Finally the reason why the number density of the Ga 
vacancy-derived feature A increases with the electron con- 
centration may be explained in terms of the strongly Fermi 
level dependent defect formation energy of Ga vacancy pro- 
posed by Walukiewicz.26 

V. CONCLUSIONS 

Atomic level structure and Fermi level pinning on MBE- 
grown the rc-GaAs(HO) surface were studied in situ by 
STM, STS, and XPS. The main conclusions are listed below. 
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(1) The surface Fermi levels lay at around £c-0.5 eV for 
(110) surfaces and at around Ec-0.1 eV for (001) sur- 
faces, indicating the presence of the band bending on the 
MBE-grown «-GaAs(llO) surface. 

(2) The dominant feature observed on the surface looks like 
a hole in the empty state STM image with a gradual 
decrease of the apparent height over several atomic dis- 
tances toward the center. In the filled state image, it 
looks like a protrusion with a gradual increase of the 
apparent height toward the center. The density of the 
feature agrees roughly with the required number density 
of acceptor type pinning centers to explain the observed 
band bending. 

(3) Locally at the dominant feature, tunneling spectroscopy 
measurements detected a continuous U-shaped gap state 
continuum extending from the band edges with down- 
ward shift of the surface Fermi level. 

(4) The observed properties of the dominant defect structure 
cannot be explained by a simple model in which they are 
due to Ga vacancy acting as a single discrete deep ac- 
ceptor. Instead, they can be explained by the DIGS 
model where Ga vacancy, accompanying surface disor- 
der such as random deviation of the bond length and/or 
the bond angle from those for the relaxation structure, 
leads to a U-shaped gap state continuum, causing Fermi 
level pinning under both positive and negative tip bias of 
STM. 
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Cross-sectional scanning tunneling microscopy (STM) has been used to characterize the 
atomic-scale structure of InAs035P065/InP and InN0.oiAs035P064/InP strained-layer multiple 

- quantum well structures grown by gas-source molecular-beam epitaxy. Atomically resolved STM 
images of the (110) cross-sectional plane reveal nanoscale clustering within the InAs^^ alloy 
layers, with the boundaries between As-rich and P-rich regions in the alloy layers appearing to be 
preferentially oriented along the [112] and [112] directions in the (110) plane. (110) cross-sectional 
images reveal that considerably less compositional variation appears within the (llo) plane; features 
elongated along the [110] direction are observed, but few (112) boundaries are seen. These 
observations suggest that the boundaries between As-rich and P-rich clusters may form 
preferentially within the (111) and (111) planes. Comparisons of filled-state images of 
InAs^-Pj _^/InP and InNjASyP^^-^/InP heterostructures suggest that N incorporation increases the 
valence-band offset in  In^As.^ _x_y /InP compared  to that in InAs^Pj _x /InP. 
American Vacuum Society. [S0734-211X(98)11104-6] 

© 1998 

I. INTRODUCTION 

The InASjPj^/InP and, more        recently, 
InN_cAs;yP1_x_>,/InP heterostructure material systems have 
shown considerable promise for lasers and other optoelec- 
tronic devices operating at 1.06, 1.3, and 1.55 ^m.1-4 For 
InAs^Pj-j/InP quantum well structures, the compressive 
strain in the InAs^P^^. layer leads to a smaller valence-band 
effective mass that facilitates population inversion in lasers.5 

Furthermore, the large conduction-band offset in this mate- 
rial system6 (A.Ec=0.75A.Eg) leads to efficient electron con- 
finement and reduced leakage current in laser diodes, thereby 
minimizing the threshold current in InAs^Pj^/InP lasers.1 

Finally, the composition in the InAs^Pi-j/InP system is 
easier to control than that in the In;cGa1_,cAs>,Pi_3,/InP qua- 
ternary system, which has been explored extensively for op- 
toelectronic device applications at wavelengths of 0.98-1.55 
/urn.2'1 More recently, InNjASyP^^-j, alloys have generated 
considerable interest, because incorporation of N at low con- 
centration into the InAs^ _^ alloy layers has been shown to 
produce a substantial decrease in band gap,8 can partially 
compensate for strain due to As present in the alloy, and may 
possibly increase the conduction-band offset even further.9 

Above room-temperature lasing has been realized in 
InNrAs;yP1^-:y/IntGa1_;cAs:>,Pi_), quantum well microdisk 
lasers,   with   the   improved   performance   compared   to 
In^Ga! _^As/InxGai. jcASyPi-y quantum well lasers possibly 
due to an enhanced conduction-band offset coming from ni- 
trogen incorporation.8 

A significant concern in ternary and quaternary III-V 
semiconductor alloys is the possible presence of ordering, 

"'Present address: Hewlett-Packard Company, 3500 Deer Creek Rd., MS 
26M-7, Palo Alto, CA 94304. 
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clustering, and/or compositional modulation, phenomena that 
have been observed to occur in a wide range of III-V mate- 
rial systems10-12 and that can exert considerable influence on 
crystal quality, interface quality, and other electronic as well 
as optoelectronic properties such as band gap,13 band-edge 
discontinuities, and transport properties.14-17 In addition, the 
InRjASyPj -x-y /InP material system is of considerable inter- 
est because the effects of N incorporation on material prop- 
erties are not clearly understood, but appear to differ consid- 
erably from the effects of alloying with other group V 
elements.18'19 Detailed characterization and understanding of 
atomic-scale compositional variations and the effects of N 
incorporation on compositional structure and band offsets are 
therefore of great importance for optoelectronic and elec- 
tronic devices based on these materials. 

In this article, we describe scanning tunneling microscope 
(STM) studies of pseudomorphic InAs0 35P0 65/InP and 
InNo.01Aso.35Po.64 /InP multiple quantum well heterostruc- 
tures grown by gas-source molecular-beam epitaxy (MBE) 
on (001) InP substrates. Characterization of InAsxPi_x/InP 
and InN^ASyP^j^/InP in these studies has provided de- 
tailed information about heterojunction interface properties, 
nanoscale clustering in InAs^Pj-^. alloys, and the qualitative 
influence of N incorporation on heterojunction band align- 
ments for InNtAs;yP1_;c_),/rnP. 

II. EXPERIMENT 

The samples used for these studies were grown by gas- 
source MBE. A 2500 Ä InP buffer layer was grown initially 
on a (001) n+ InP substrate, followed by a coherently 
strained heterostructure consisting of 50 Ä InAso.35Po.65 al- 
ternating with 100 Ä InP for five periods, and then five pe- 
riods of 50 Ä InN001Aso.35Po.64 alternating with 200 Ä InP. 
All   epitaxially   grown   layers   were   doped   n   type   (n 
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FIG. 1. Schematic diagram of the sample structure and STM geometry used 
in these studies. STM imaging is performed on both (110) and (110) cross- 
sectional planes. 

~1016-1017 cm"3). The substrate temperature during 
growth was 460 °C; other details concerning the growth 
chamber and procedures are described elsewhere.20'21 Figure 
1 shows a schematic diagram of the sample structure and 
STM geometry employed in our work. STM studies were 
performed on both (110) and (110) cross-sectional surfaces 
exposed by in situ cleaving in an ultrahigh vacuum (UHV) 
STM chamber at a pressure of ~(7-9)X 10-11 Torr. Elec- 
trochemically etched W tips cleaned in situ by electron bom- 
bardment were used for these studies. 

III. RESULTS AND DISCUSSION 

Figure 2(a) shows a 205 ÄX205 Ä (110) constant-current 
STM image of the InAs^Pj -x /InP multiple quantum well 
structure, obtained at a sample bias of -2.4 V and a tunnel- 
ing current of 0.1 nA. Electronically induced contrast be- 
tween the InAs^Pj-^. and InP layers is clearly visible. Be- 
cause the valence-band edge of InAs is higher than that of 
InP, we interpret the brighter features as being associated 
with As and darker features with P within the InAs^Pj-^ 
layer. Variations in composition at the nanometer scale are 
clearly visible in the InAs-X^-^ alloy layer in Fig. 2(a), al- 
lowing us to investigate in detail the nature of clustering in 
InAsJV*- From Fig. 2(a), it is apparent that within the 
InAs^P,.* alloy layer there exist brighter As-rich clusters 
and darker P-rich clusters, as indicated by the arrows. The 
clustering of As and P within the InAs^-* alloy layers 
leads to a marked asymmetry in interface quality in the (110) 
plane—the InP-on-InASj-Pj _x interfaces are considerably 
rougher and less abrupt than the InAs^^-on-InP inter- 
faces. In Fig. 2(a), dotted lines delineate two As-rich clus- 
ters, which appear to possess approximately triangular cross 

50 A [001]« 

(b) InAsP   InP   InAsP   InP   InAsP 

[110] 

FIG. 2. (a) Three-dimensional rendering of a 205 ÄX205 Ä (110) constant- 
current STM image of the InAs0 35Po.65/InP multiple quantum well struc- 
ture, obtained at a sample bias voltage of -2.4 V and a tunneling current of 
0.1 nA. Major directions are indicated by arrows. Two triangular As-rich 
regions, bounded by dotted lines, and two P-rich regions are indicated, (b) 
Three-dimensional rendering of a 400 ÄX400 Ä constant-current (110) 
STM image of the InAs0.35Po.65 /InP multiple quantum well structure, ob- 
tained at a sample bias voltage of -2.4 V and a tunneling current of 0.1 nA. 

sections in the (110) plane with bases along the [110] direc- 
tion and sides appearing to be preferentially oriented along 
the [112] and [112] directions. 

If the boundaries between As-rich and P-rich regions as- 
sume the form of simple planes, then the observation that the 
intersections of the (110) plane and the boundaries between 
As-rich and P-rich regions withinjhe InAs^PL_^ layers are 
oriented preferentially along the [112] and [112] directions 
implies that the boundary plane indices (hkl) should satisfy 
the equation 

+ (h-k) + 2l = 0. (1) 

The simplest solutions to Eq. (1) correspond to (111) and 
(111) planes in the crystal, suggesting that the boundaries 
between As-rich and P-rich regions may form preferentially 
within these planes._ 

Imaging of the (110) cross-sectional plane provides fur- 
ther information about the compositional structure present 
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FIG. 3. (a) 860 ÄX370 A constant-current (110) STM image of 
InAs0 35P0 65 /InP and InN00IAs035P064/InP multiple quantum well struc- 
tures, obtained at a sample bias voltage of -2.4 V and a tunneling current of 
0.1 nA. (b) Line scans extracted from locations LI and L2 indicated in (a). 
InN001As035P064/InP and InAs0 35P0 65/InP profiles are superimposed to 
compare the topographic contrast observed for each material system. 

within the InAs^-P^^ alloy layers. Figure 2(b) shows a 400 
ÄX400 Ä (110) STM image obtained at a sample bias of 
-2.4 V and a tunneling current of 0.1 nA. In Fig. 2(b), it is 
apparent that the As composition is graded in the [001] 
growth direction within the lower two InAs^!-.,. alloy lay- 
ers: the image contrast is brighter (higher) near the 
InAs^Pj _x-on-InP interfaces and darker (lower) near the InP- 
on-InAs^.jinterfaces, corresponding to higher and lower 
As compositions, respectively. Furthermore, the InAs^Pj _x 

alloy layers show considerably less compositional variation 
in the [110] lateral direction than was evident along the [110] 
lateral direction in the (110) image, and (112) boundaries 
between clusters are not evident. These observations suggest 
that the As-rich and P-rich clusters tend to be preferentially 
elongated in the [110] direction, with approximately triangu- 
lar cross sections in the (110) plane. 

We have also obtained filled-state images of both the 
InAs^^/InP and the InN^As^Pj-^.^/InP heterostruc- 
tures; these images provide information about the effect of N 
incorporation on the valence-band alignment in these mate- 
rial systems/Figure 3(a) shows a (110) filled-state STM im- 
age obtained at a sample bias of -2.4 V and a tunneling 
current of 0.1 nA. Figure 3(b) shows topographic line scans, 
each averaged across one atomic spacing, extracted from lo- 
cations indicated in Fig. 3(a). From the image and the ac- 
companying topographic line profiles, it is apparent that the 
contrast between the InNj.ASyPi_j._y and InP layers is 
greater than that observed between the InAs^Pj^ and InP 
layers. A direct comparison of topographic contrast between 

these materials is valid since the comparison is made within 
the same image and therefore under identical tip and sample 
conditions. In Fig. 3(b), for each extracted line scan, the 
contrast between the^ InN-ASyP^^and the adjacent InP 
layer is generally 2 Ä or more, while the contrast between 
InAs^P,.;,. and InP layers is usually about 1.5-1.8 Ä or less. 
These observations may indicate that the valence-band offset 
at the InNjASyPi-j.y/InP heterojunction interface is some- 
what greater than that for InASj.Pi _x /InP. 

IV. CONCLUSION 

We have performed atomically resolved constant-current 
cross-sectional STM imaging of InAs^P, _-,./InP and 
InNj.ASyPj_j._y/InP strained-layer multiple quantum well 
structures grown by gas-source MBE. These studies have 
revealed the presence of nanoscale clustering of As and P 
within the InASj.Pi_j. alloy layers. A clear asymmetry in in- 
terface quality is visible in the (110) plane, with the 
InAs^Pi.j.-on-InP interfaces being considerably smoother 
than the InP-on- InASj.Pi_j. interfaces. The boundaries be- 
tween As-rich and P-rich regions jn the InAs^P,.^ alloy lay- 
ers are oriented preferentially in [112] and [U2] directions in 
(110) images, forming As-rich regions with approximately 
triangular (110) cross sections. In (110) cross-sectional im- 
ages, we observe that the As composition in InASj.Pi -x lay- 
ers varies much less in the lateral direction than in the (110) 
image. These observations suggest that within the InAs^P] -„ 
layers, the boundaries between As-rich and P-rich regions 
may form preferentially within the (111) and (111) planes, 
and that the As-rich and P-rich clusters tend to be elongated 
along the [110] direction. Finally, (110) cross-sectional 
filled-state imaging of both InASj-Pi_j./InP and 
InN-ASyP1_-_;y/InP heterostructures shows that N incorpo- 
ration into the InAs-P!-- layer increases the valence-band 
offset at the InNj.ASyPi_j._y/InP interface compared to that 
forlnASj-P^/InP. 
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Chemistry of [(t-butyl)GaS]4 on Si(100)-(2x1) 
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We have studied the chemistry of [•(*-butyl)GaS]4 on Si(100)-(2X 1) in ultrahigh vacuum. The 
characterization techniques used in this study were Auger electron spectroscopy (AES), temperature 
programmed desorption (TPD), and low-energy electron diffraction (LEED). Exposing 
[Obutyl)GaS]4 to Si(100)-(2X 1) at temperatures below 700 K gives evidence of gallium, sulfur, 
and carbon on the surface, as judged by AES, while exposing at an elevated temperature (>700 K) 
results in nearly carbon free adsorption. TPD spectra measured after exposure at 200 K show that 
the hydrocarbon ligands of the [(?-butyl) GaS] 4 undergo a /3-hydride elimination reaction and 
desorb predominantly as isobutene. For low exposures, the GaS core of the [(?-butyl)GaS]4 

molecule dissociates upon annealing, as judged by the SiS and gallium TPD peaks. TPD 
experiments conducted after adsorption of more than 20 Ä of [(£-butyl) GaS] 4 on the Si(100)-(2 
X 1) surface show evidence of Ga2S desorption. For deposition at 700 K, LEED shows that the 
(2X1) reconstruction remains intact for low and moderate exposures, and a (1X1) pattern 
develops for higher exposures.   © 1998 American Vacuum Society. [S0734-211X(98)12704-X] 

I. INTRODUCTION 

The passivation of semiconductor interfaces is an issue of 
fundamental interest and has far-reaching technological im- 
plications. The successful passivation of III-V materials has 
been a particularly elusive goal. Unlike the native oxide of 
silicon, the oxide formed on GaAs (and other III-V semi- 
conductors) is detrimental to device performance. The fact 
that the surface oxide of GaAs can degrade or even dominate 
the electrical performance of GaAs-based devices has se- 
verely hindered the development of GaAs metal-insulator- 
semiconductor (MIS) technology and optoelectronic 
technology.1-3 

It has been known for some time that treating the GaAs 
surface with sulfur is successful in passivating the surface.1-9 

However, until recently, it was not possible to use sulfur to 
provide long-term passivation. Specifically, researchers were 
able to use simple sulfur-containing reagents (i.e., H2S and 
elemental sulfur) to provide electrical and chemical passiva- 
tion, but the passivation effects were only short lived.10-12 

Recently, however, long-term passivation has been real- 
ized through the growth of cubic phase gallium sulfide on 
GaAs achieved by depositing a single-source molecular pre- 
cursor, [(?-butyl)GaS]4.

13-19 A ball and stick model of 
[(t-butyl)GaS]4 is shown in Fig. 1. This molecule was used 
to deposit a face-centered-cubic (fee) GaS layer on GaAs, 
which was instrumental in the fabrication of a GaAs MIS 
field effect transistor (FET) with low interface trap density 
and high resistivity.19 The thick sulfide layer was shown to 
be resistant to atmospheric attack; the photoluminescence 
(PL) intensities do not decline over the course of a few 
months.13'15-18 Although an ex situ characterization of the 
metalorganic chemical vapor deposition (MOCVD)-grown 
film clearly demonstrated the effectiveness of passivation, 

"'Corresponding author; electronic mail: pelzel@engineering.ucsb.edu 

many questions regarding the surface chemistry and growth 
physics remain unanswered. In order to characterize fully the 
surface chemistry of [(?-butyl)GaS]4, in situ characteriza- 
tion is necessary. For the most part, surface sensitive tech- 
niques are absent during MOCVD growth. Therefore, an ul- 
trahigh vacuum (UHV) investigation of growth needs to be 
conducted in order to characterize comprehensively the sur- 
face chemistry of this novel precursor. In fact, our group has 
recently begun to unravel the complex surface chemistry of 
[(f-butyl)GaS]4, on GaAs(lOO).20,21 As an extension to this 
work, we describe here an initial investigation of the chem- 
istry of [(f-butyl)GaS]4 on Si(100)-(2X 1) as a means of 
comparison to the chemistry on GaAs(100). 

II. EXPERIMENTAL METHODOLOGY 

Experiments for this study were conducted in two sepa- 
rate stainless-steel UHV systems designated here as system 1 
and system 2. System 1 houses an Auger spectrometer 
(Perkin-Elmer PHI 3017), four-grid, rear-view low-energy 
electron diffraction (LEED) optics, a differentially pumped 
quadrupole mass spectrometer (UTI-1Ö0C) equipped with a 
cryoshoud for temperature programmed desorption (TPD) 
studies, and a commercial (LK-2000-14-R) high-resolution 
electron energy loss spectrometer (HREELS). System 1 is 
also equipped with a liquid nitrogen cooled cryostat which 
allowed routine cooling of the sample to a temperature of 
120 K. System 2 contains a scanning tunneling microscope 
(STM), a differential pumped quadrupole mass spectrometer 
(Stanford Research Systems RGA 200), and Auger and 
LEED components identical to those housed in system 1. 

The samples used for this study were cut from «-type, 
nominally flat (±0.25°) and vicinal (1° miscut in the [001] 
direction) Si(100) wafers (Virginia Semiconductor Inc.). 
Samples of approximately 1 cmXl cm were degreased in a 
mixture of H2S04 and H202 (50:50 by volume) before being 
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FIG. 1. Ball and stick representation of the [((-butyl)GaS]4 precursor. 

mounted onto molybdenum sample holders, which had been 
cleaned using boiling HC1. Samples were introduced into 
both UHV adsorption/analysis chambers via loadlock sys- 
tems. After degassing a sample for 24 h at 600-650 °C in 
UHV, the (2X 1) reconstruction was prepared by repeatedly 
flashing the sample. Flashing refers to the procedure 
whereby the sample is annealed rapidly (less than 5 s) to 
1200 °C, using electron bombardment, and then quenched to 
650-675 °C (also less than 5 s). LEED was used to confirm 
the fact that the (2X 1) reconstruction was well ordered, and 
Auger electron spectroscopy (AES) was used to verify that 
surfaces were clean prior to exposure to [(f-butyl)GaS]4. 
The AES spectra for the clean surfaces show no detectable 
carbon or oxygen on the surface as judged by the lack of 
Auger transitions at 271 and 503 eV. 

The [(f-butyl)GaS]4 was synthesized at Rice University 
as discussed elsewhere.22'23 The purity of the reagent as de- 
termined from nuclear magnetic resonance (NMR) was 99%. 
The [(f-butyl)GaS]4 was introduced into both UHV cham- 
bers using identical directional dosers.21 The 
[(f-butyl)GaS]4 was housed in a hollowed stainless-steel 
cylinder (1.8 in. in length and 0.3 in. in diameter) with a 
removable faceplate (to facilitate replacement of the 
[(r-butyl)GaS]4 reagent). The faceplate contains five pin- 
holes (each 0.2 mm in diameter) arranged in a square with 
one pinhole at the center of the square. The cylinder housing 
the [(£-butyl)GaS]4 was attached to the end of an linear 
translating arm (translation achieved via magnetic coupling). 
This arm was bolted to the loadlock of the analysis chamber, 
and the loadlock was pumped (using a turbomolecular pump) 
and lightly baked, achieving a pressure of 5X10-9 Torr 
with the [(f-butyl)GaS]4 source in the loadlock. To effect 
the adsorption experiments, the source was heated, and a 
gate valve between the main chamber and the loadlock 
opened so that the linear translator could be extended to pro- 
vide directional exposure to the sample.. Sample heating dur- 
ing adsorption (for both systems) was achieved using tung- 
sten filaments behind the sample. Temperatures were 
estimated using thermocouples spot welded to the sample 
manipulators approximately 5 mm from the sample. 

All exposures will be quantified as exposure times in front 
of the [(r-butyl)GaS]4 doser as well as by Si/S AES ratios. 
At this point, it is difficult to establish exact coverages since 

FIG. 2. AES spectra for a 30 s exposure of the Si(100)-(2X 1) surface to 
[0-butyl)GaS]4 at a surface temperature of (a) 700 and (b) 300 K. The 
spectra located below both (a) and (b) are magnifications to aid the reader. 

an accurate description of total coverage is dependent on 
whether the [(?-butyl)GaS]4 molecule is intact on the sur- 
face or whether decomposition has occurred. We are cur- 
rently working on establishing a more quantitative represen- 
tation of surface coverage. 

III. RESULTS AND DISCUSSION 

A. AES 

From our group's work on GaAs, we discovered that it 
was possible to deposit [(?-butyl) GaS]4 carbon free by ad- 
sorbing it at elevated temperatures.20'21 We conducted an 
AES study to determine if this is also possible for deposition 
onSi(100)-(2Xl). 

Figure 2 shows AES spectra for a Si( 100)-(2 X 1) surface 
after a 30 s exposure at 300 K and a surface after an identical 
exposure time at 700 K. After a 30 s exposure at 300 K, AES 
indicates the presence of silicon, sulfur, and carbon which 
have transitions at 92, 152, and 271 eV, respectively. The 
Si/S ratio is 13. The gallium transition at 55 eV appears to be 
absent. However, this is not surprising since the intensity of 
this transition is expected to be weak in comparison to the 
silicon and sulfur transitions.20'21'24 In subsequent experi- 
ments, we have confirmed the presence of gallium by taking 
scans at higher energies: the gallium transition is present at 
1070 eV for all exposures studied. For an identical 30 s 
exposure at 700 K (cf. Fig. 2), the AES spectra again show 
the presence of silicon and sulfur (Si/S = 10); there is only a 
negligible amount of carbon detected, however. Therefore, 
we are able to deposit [(f-butyl)GaS]4 on Si(100)-(2X 1) 
nearly carbon free by adsorbing it at elevated temperatures. 

B. TPD: Hydrocarbon desorption 

Figure 3(a) shows the TPD spectra for mass 41 taken after 
a 10 s (Si/S = 20) and a 60 s (Si/S = 3) exposure of the 
Si(100)-(2X 1) surface to [(?-butyl) GaS]4 at a surface tem- 
perature of 200 K. Mass 41 corresponds to the largest crack- 
ing fragment of isobutene which would result from a ß- 
hydride elimination reaction of the t-butyl ligands from the 
[(f-butyl)GaS]4 molecule. We also monitored mass 43, 
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FIG. 3. (a) Isobutene desorption spectra for low and moderate exposures of 
[(r-butyl)GaS]4 at a surface temperature of 200 K. The lower curve corre- 
sponds to an exposure time of 10 s (Si/S = 20), while the upper spectrum 
corresponds to an exposure time of 60 s (Si/S = 3). (b) TPD spectra for 
isobutene desorption for the clean Si(100)-(2X 1) surface for the various 
exposures indicated. 

which is the major cracking fragment of isobutane. Although 
we did observe a small amount of isobutane, the intensity 
was markedly lower (by a factor of 5) than that observed for 
isobutene; isobutene is the major hydrocarbon desorption 
product. Figure 3(b) shows the mass 41 spectra for isobutene 
desorption from the initially clean Si(100)-(2X 1) for vari- 
ous isobutene exposures at 200 K. The lowest temperature 
desorption peaks observable in both Figs. 3(a) and 3(b) (be- 
low 250 K) are attributable to desorption from the sample 
heating filament and are not the result of desorption from the 
surface. 

At low exposures of [(f-butyl)GaS]4, isobutene desorbs 
over a broad temperature range with the distribution peaked 
at 280 and 500 K [cf. Fig. 3(a)]. In comparing the lower 
spectrum in Fig. 3(a) to the spectra for isobutene adsorption 
on the initially clean Si(100)-(2X 1) surface [cf. Fig. 3(b)], 
we see some similarities. However, before this comparison is 
made, it is important to note that the spectra in Fig. 3(b) 
exhibit complexity beyond the scope of this article. Future 
work will address this complexity and its relationship to 
[(?-butyl) GaS]4 adsorption. The spectrum for low exposures 
to [(f-butyl)GaS]4 [cf. Fig. 3(a)] is most similar to the spec- 
trum for a 0.12 L exposure of isobutene on the clean 
Si(100)-(2X 1) surface [cf. Fig. 3(b)]. Comparing these two 
spectra we see that for both cases there is continuous desorp- 
tion from 250 to 700 K. Furthermore, both spectra have a 
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FIG. 4. TPD spectra for SiS desorption observed for (a) 10 s (Si/S = 20), (b) 
60 s (Si/S=3), and (c) 300 s (Si/S=0) exposures of the Si(100)-(2X 1) 
surface to [(/-butyl)GaS]4 at a surface temperature of 200 K. 

peak in the vicinity of 500 K. From this, we assert that the 
isobutene desorption seen for low exposures of 
[(?-butyl) GaS]4 may be attributable to desorption from the 
Si(100)-(2X1) surface. As mentioned above, the surface 
isobutene is generated by the yS-hydride elimination reaction 
of the t-butyl ligands of the [(f-butyl)GaS]4 molecule. 

For moderate exposures of [(f-butyl)GaS]4, the character 
of the isobutene TPD spectra is altered dramatically as com- 
pared to spectra observed for low exposures. The upper spec- 
trum in Fig. 3(a) corresponds to an exposure of 60 s (Si/S 
= 3), and the isobutene TPD is peaked at 500 and 670 K. 
The peak at 500 K is observed near the same temperature as 
the high temperature isobutene peak which is observed for 
the low exposure of [(£-butyl)GaS]4. In addition to the 
lower temperature peak, a higher temperature peak (670 K) 
is observed which is entirely absent from the isobutene de- 
sorption spectra from the clean surface [cf. Fig. 3(b)]. 

Although these isobutene TPD spectra cannot be used as 
conclusive evidence for a reaction mechanism, we can make 
some useful assertions and hypotheses based on the data of 
Fig. 3. For moderate [(?-butyl)GaS]4 exposures, the lower 
temperature peak may be attributable to isobutene desorption 
from the silicon surface resulting from a /3-hydride elimina- 
tion reaction. This supposition is based simply on the fact 
that the peak temperature observed for the lower temperature 
peak (500 K) at moderate coverages is in the vicinity of a 
peak which is present for isobutene desorption from the 
clean surface [cf. Fig. 3(b)]. The higher temperature 
isobutene TPD peak observed for moderate exposures is 
most likely due to a /3-hydride elimination reaction, possibly 
one where the isobutene "desorbs" from gallium in the 
[(f-butyl)GaS]4 molecule rather than from the silicon sur- 
face. Such a reaction might occur in a multilayer of adsorbed 
[(f-butyl)GaS]4. 

C. TPD: Gallium and sulfur desorption 

Figures 4 and 5 show TPD spectra for masses 60 and 69, 
respectively, for a low (10 s, Si/S = 20), moderate (60 s, 
Si/S = 3), and high exposure (300 s, Si/S = 0) of 
[Obutyl)GaS]4 at a surface temperature of 200 K. Mass 60 
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FIG. 5. TPD spectra for gallium desorption observed for (a) 10 s (Si/S = 20), (b) 60 s (Si/S = 3), and (c) 300 s (Si/S = 0) exposures of the Si(100)- 
(2X1) surface to [(f-butyl)GaS]4 at a surface temperature of 200 K. The inset shows the gallium and Ga2S TPD spectra for the 300 s exposure. 

corresponds to SiS which is the major desorption product 
observed for elemental sulfur adsorption on Si(lOO),25 and 
mass 69 corresponds to gallium which has been observed to 
be the primary desorption product for gallium adsorption on 
silicon.26'27 We also observed desorption of Ga2S (mass 
172). 

From Fig. 4, it is clear that we see evidence for SiS de- 
sorption. For low (10 s, Si/S = 20) and moderate (60 s, Si/S 
= 3) exposures, the SiS TPD exhibits a single peak centered 
between 790 and 810 K. The peak temperature shifts down- 
ward with increasing exposure, possibly due to surface ad- 
sorbate interactions. For the high exposure (300 s, Si/S = 0), 
there appears to be a convolution of two peaks. The high 
temperature shoulder evident near 800 K resembles "mono- 
layer' ' desorption while the larger peak at 770 K resembles 
what would be expected from multilayer desorption. The de- 
sorption temperature window we observe for SiS is approxi- 
mately 70 K downshifted compared to SiS desorption ob- 
served for the deposition of elemental sulfur on Si(100).25 

This may well be due to adsorbate interactions present for 
[(f-butyl)GaS]4 deposition on Si(100) that are absent for 
elemental sulfur deposition. Furthermore, the single TPD 
study of elemental sulfur on Si( 100)-(2 X 1) does not report 

multilayer SiS desorption.25 However, this study focused 
only on adsorption up to 2 monolayers (ML) and our sulfur 
coverage is most likely in excess of this. 

Figure 5 shows gallium TPD spectra for the low, moder- 
ate, and high exposures mentioned above. For low cover- 
ages, the spectrum contains a single gallium desorption peak 
centered at 940 K. For moderate coverages, the spectrum 
broadens with a peak temperature again of 940 K. The 
broadening of the spectrum for moderate coverages is indica- 
tive of the convolution of monolayer and multilayer desorp- 
tion peaks observed for gallium adsorption on Si(100)-(2 
X l).26'27 The temperature observed for gallium desorption 
is in good agreement with what has been reported in the 
literature.26,27 For the highest coverage, the spectrum is bi- 
modal, peaked at 780 and 940 K. Again, the character of the 
higher temperature desorption peak is indicative of mono- 
layer and multilayer desorption. The additional gallium peak 
is a cracking fragment of Ga2S observed for the high cover- 
age regime (Si/S = 0). The inset in Fig. 5 shows both gal- 
lium and Ga2S desorption for the high exposure. As can be 
seen, the peak shape and maximum temperature coincide ex- 
actly. No Ga2S desorption is observed for low and moderate 
[(?-butyl)GaS]4 exposures. 
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Based on these TPD data, we can assert that at low and 
moderate exposures of [(f-butyl)GaS]4 the precursor disso- 
ciates as judged by the desorption of isobutene, SiS, and 
gallium from the surface and the lack of Ga2S. We were able 
to generate Ga2S by condensing a thick layer of 
[(?-butyl)GaS]4 on the Si(100)-(2X 1) surface and anneal- 
ing it. Since the silicon AES peak is no longer observable for 
this thick multilayer, the thickness of this layer is estimated 
to be greater than 20 A, based on the escape depth of an 
Auger electron.28 At this point, it is unclear whether the gal- 
lium sulfide generated for the high exposure is cubic since 
Ga2S desorption would be expected to observed if the gal- 
lium sulfide layer had a stoichiometry of Ga2S or Ga2S3 nei- 
ther of which is cubic gallium sulfide. STM studies are cur- 
rently underway to address this point. 

D. LEED 

We conducted LEED studies for low to high exposures of 
[(?-butyl) GaS] 4 at 700 K (negligible carbon adsorption). 
Our interest was motivated by extensive evidence that gal- 
lium induces a complex set of reconstructions on 
Si(100)-(2X 1) for gallium coverages of less than 1 
ML.29-32 For all low exposures investigated, we observed no 
evidence that the (2X1) order was disrupted. The back- 
ground intensity increased with exposure, but the LEED pat- 
tern remained (2X1). Eventually, the (2 X 1) reconstruction 
is lost as the exposure is increased, and a faint (1 X 1) pat- 
tern is observed. The fact that the reconstruction does not 
change for low exposures of [(f-butyl)GaS]4 suggests that 
gallium and sulfur rich domains do not form for submono- 
layer coverages. STM is currently being employed to con- 
firm this. 

IV. SUMMARY 

We have used AES to demonstrate that we can deposit 
[(?-butyl)GaS]4 relatively carbon free at elevated tempera- 
tures (>700 K). The isobutene TPD spectra measured after 
exposures at 200 K show evidence for /3-hydride elimination 
of the t-butyl ligands for the [(£-butyl)GaS]4 molecule. The 
TPD also shows the desorption of gallium and SiS for all 
exposures investigated giving strong evidence that the GaS 
core of the [(r-butyl)GaS]4 molecule completely dissociates 
for low and moderate exposures. At higher exposures (300 s, 
Si/S = 0), we observe the desorption of Ga2S, demonstrating 
that it may be possible to grow GaS by depositing thick 
layers (>20 Ä) above a temperature of 400 K. The LEED 
studies show that the (2X 1) reconstruction is intact for low 
and moderate exposures at elevated temperature (700 K). 
Eventually, a (1 X 1) LEED pattern is observed. 
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We investigate the influence of inelastic processes on reflection high-energy electron diffraction 
(RHEED) oscillations by recording energy filtered RHEED intensity oscillations during 
homoepitaxy of (OOl)-oriented GaAs. The results clearly show that the dominant inelastic scattering 
process, plasmon inelastic scattering, does not influence the phase of the oscillations. It cannot 
therefore account for an independent process contributing a phase to the oscillations that is different 
from elastic scattering. As an alternative approach, we investigate a basic coherent scattering model 
introduced by Horio and Ichimiya. We compare its predictions with experiments in the one-beam 
condition for both GaAs and AlAs(OOl) homoepitaxy. The average crystal potential required for the 
fits can be determined independently by Kikuchi line fits, yielding a value of 10.5 + 0.5 V for both 
GaAs and Al As. This allows us to reduce the number of free parameters in the model to only the 
layer thickness. The theoretical fits of the model to the experimental data yield different layer 
thicknesses that are in good agreement with the surface reconstruction thicknesses for GaAs and 
AlAs. We therefore conclude that the phase of RHEED oscillations is determined by the surface 
reconstruction forming on top of the growing layer during crystal growth. This new model explains 
many experimentally observed RHEED oscillation phenomena in a unified approach. © 1998 
American Vacuum Society. [S0734-211X(98)12304-1] 

I. INTRODUCTION 

Reflection high-energy electron diffraction (RHEED) is 
widely used as an in situ characterization tool in molecular 
beam epitaxy (MBE) due to its compatibility with the growth 
process. Its main application is the determination of growth 
rates and the study of growth dynamics through RHEED 
intensity oscillations.1"3 The intensity of the RHEED pattern 
oscillates with a period corresponding to the bulk plane spac- 
ing in the growth direction, allowing an in situ determination 
of the growth rate. Although RHEED intensity oscillations 
have been investigated for quite some time, many aspects are 
still not very well understood. Whereas the period of the 
oscillations can be explained in terms of a periodically 
changing surface configuration in the layer-by-layer growth 
mode, the diffraction mechanism actually leading to a modu- 
lated electron flux at the detector is still a matter of debate. 

The phase of the oscillations varies strongly as a function 
of incidence angle4 and as a function of As flux in GaAs 
homoepitaxy.5 This has been explained by the superposition 
of two competing processes.6"10 The first process is assumed 
to be the coherent Bragg diffraction between the top of the 
growing layer and the substrate surface it is growing on,11 

one that involves atoms at positions that define the long- 
range periodicity of the surface. The second process then is 
defined as incoherent scattering proportional to the density of 
step edge atoms and other defects varying in number with 
the evolving surface morphology.12 At the so-called out-of- 

a)Electronic   mail:   braun@enpop2.eas.asu.edu,   http://asumbe.eas.asu.edu/ 
wolfgang/welcome.htm 

phase conditions between the Bragg peaks, the diffracted in- 
tensity would be dominated by the destructive interference 
between the two levels in the coherent process, leading to 
minima at half layer coverage. At the in-phase conditions or 
Bragg conditions, the coherent process would not produce 
any intensity variations because contributions from both lev- 
els are in phase. Instead, the incoherent process would domi- 
nate there, with a maximum at half layer coverage where the 
step density is largest. The phase variation could then be 
explained by the continuous variations between both ex- 
tremes, alternating between a dominance of coherent and in- 
coherent contributions. 

Theoretical calculations still disagree as to whether the 
step density should contribute proportionally or antipropor- 
tionally to the observed RHEED intensity.8'13 In this work, 
we investigate the possibility of inelastic scattering contrib- 
uting to the second process during RHEED oscillations. In- 
elastic scattering destroys the coherence and is therefore a 
prime candidate as a second independent process contribut- 
ing a different phase to the total oscillating intensity. A 
variation in the different energy loss processes should be 
detectable in the energy spectrum of the diffracted electrons 
during crystal growth. 

II. ENERGY LOSS SPECTROSCOPY RHEED 

To investigate the different energy loss processes that 
contribute to RHEED oscillations, we developed an energy 
loss spectroscopy (ELS-) RHEED detector that replaces the 
standard RHEED screen on the MBE chamber. A picture of 
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a): 
4^J 

FIG. 1. ELS-RHEED detector, (a) The detector mounted on a standard MBE 
system, (b) Schematic of the ELS-RHEED setup. The RHEED screen and 
the grounded grid are fixed at zero potential, and the suppressor grid is kept 
at a variable potential close to the corresponding primary beam energy. All 
electrons that have experienced an energy loss larger than the potential 
difference are rejected by the suppressor grid. Differentiation of the intensity 
with respect to the suppressor grid potential yields the energy spectrum of 
the diffracted electrons. 

the detector along with a schematic of its operating principle 
are shown in Fig. 1. The design is similar to the detector 
developed by Horio, Hashimoto, and Ichimiya.14'15 Instead 
of three rather coarse spherical grids, we used two planar fine 
mesh Au grids with a period of 17 /urn, resulting in better 
spatial and energy resolution. The energy filter rejects elec- 
trons with lower energy than the potential of the central grid. 
By varying the suppressor grid potential, only electrons with 
an energy loss less than the cutoff are detected on the phos- 
phorous screen, allowing the acquisition of spectra. The 
main advantages of this detector are its rugged design that 
makes it compatible with practically any MBE system and 
the absence of channeltron or channelplate amplification that 
is usually incompatible with an As ambient. Details of the 

10 20 30 40 50 

Energy loss (eV) 

FIG. 2. Energy loss spectra recorded at different incidence angles on the 
specular spot. GaAs(OOl) /3(2X4) reconstructed surface. The primary en- 
ergy is 20 keV. 

setup are described elsewhere.16 Analysis of the intensity 
distribution on the screen was performed with a PC-based 
digital RHEED analysis system17 equipped with a high sen- 
sitivity charge coupled device (CCD) camera and capable of 
acquiring data at a rate of 50 Hz. 

A set of spectra for different incidence angles are shown 
in Fig. 2. In each case, the spectrum was measured on the 
specularly reflected (specular) spot. With increasing inci- 
dence angle, the amount of elastic scattering increases. Since 
the energy resolution of the ELS-RHEED detector is typi- 
cally just below 2 eV, the instrument is unable to resolve 
inelastic processes involving less than 2 eV energy loss, 
which are some band-to-band transitions and phonon inelas- 
tic scattering. We therefore define ' 'elastic'' within the con- 
text of this article to also comprise phonon inelastic scatter- 
ing. For the typical high-quality MBE-grown surfaces, the 
energy loss spectrum is dominated by multiple surface plas- 
mon losses at n X11 eV similar to surfaces of liquid 
metals.18 At very low angles, all electrons undergo plasmon 
scattering and the elastic peak is not detectable. Around 1°, 
typically 10%-20% of the total intensity is elastic; the re- 
mainder is almost entirely plasmon inelastic. Loss processes 
involving larger energy transfer like core shell excitations are 
typically too small to contribute a significant amount to the 
total intensity. The most likely candidate for an inelastic sec- 
ond process that contributes a significant amount of the total 
intensity is therefore plasmon inelastic scattering. 

We recorded RHEED intensity oscillations at different in- 
cidence angles and with different energy filter settings for 
GaAs(OOl) homoepitaxy. The results are shown in Fig. 3. 
The two examples were chosen to be close to the incidence 
angle with the least band-to-band losses, resulting in a nar- 
row elastic peak. This allows a clear separation of the elastic 
contribution from the rest of the spectrum. Also, the curves 
of Figs. 3(a) and 3(b) are mutually out of phase with each 
other to rule out effects that could be unique to a specific 
phase position. The filter cutoff was set at =£2, =£15, and 
=£30 eV energy loss to include only the elastic peak or the 
elastic peak plus the single and double surface plasmon 
losses. In both Figs. 3(a) and 3(b), the lower three curves 
represent the raw data with their actual intensity ratio, 
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<30eV- 
<15eV- 
<2eV- 
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FIG. 3. RHEED oscillations recorded on the specular spot for GaAs(OOl) 
growth in the (2X4) surface reconstruction. The different curves represent 
different filter potential settings. The primary beam energy is 20 kV. Shown 
are the (a) original and (b) normalized curves for two cases that are out of 
phase with each other. In both cases, elastic and plasmon inelastic contribu- 
tions to the spectrum maintain their relative intensities. 

whereas the top three curves are normalized to their pre- 
growth intensity. In both Figs. 3(a) and 3(b), the curves are 
identical to within their linewidth. The same holds for the 
entire angular range of Fig. 2 that was studied. The top three 
curves in each panel of Fig. 3 are therefore shifted for clarity. 

The identity of the normalized curves within measure- 
ment accuracy means that electrons having undergone plas- 
mon inelastic scattering do not contribute a different phase to 
the RHEED oscillations. Instead, the process causing the os- 
cillations is independent of the plasmon loss mechanism 
since both elastic and inelastic contributions produce the 
same curve shape. The diffraction process causing the oscil- 
lations must therefore be coherent in the sense that, as long 
as their direction is not changed significantly by the inelastic 
process, both the elastic and inelastic parts of the electron 
beam undergo the same process modulating its intensity. All 
electrons that are detected in the chosen area around the 
specular spot undergo the same process as far as the oscilla- 
tions are concerned. We can therefore extend our results to 
phonon inelastic scattering. Plasmon inelastic scattering de- 
pends strongly on incidence angle, which is obvious from 
Fig. 2. Phonon inelastic scattering involves significant mo- 
mentum transfer.19 To overcompensate elastic scattering, the 
variation of phonon inelastic scattering with surface mor- 
phology would have to be large. If the amount of phonon 
inelastic scattering should depend on the surface imperfec- 
tion density, it should therefore affect the distribution of 
elastic and plasmon inelastic scattering via the change in 
momentum. This effect should be detectable in our measure- 
ment. This is not the case. We therefore look for a different 
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FIG. 4. Simulated RHEED oscillations for perfect layer-by-layer growth 
using the top layer interference model. A schematic of the model is shown 
in the inset. The layer thickness d is 0.282 nm with a potential V of 10 V. 
The absorption is neglected. 

model to replace the two-process model. The RHEED oscil- 
lation mechanism we are looking for must depend sensitively 
on the electron's direction, but not very sensitively on its 
energy. It should also explain the phase dispersion as a func- 
tion of incidence angle with a coherent scattering approach 
as a single process. 

III. LAYER INTERFERENCE MODEL 

We turn to a model proposed by Lehmpfuhl, Horio, and 
Ichimiya20'21 that to our knowledge was only compared with 
Ge(lll) growth experiments so far.22 Simulated oscillations 
using this model are shown in Fig. 4. Growth is simulated by 
linearly increasing the potential of a layer on bulk material 
from zero to the bulk potential value, 

' layer     " " substrate > (1) 
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with 6 being the layer coverage. When the bulk value is 
reached, the bottom interface vanishes and the process can be 
repeated periodically. The reflectance at the specular position 
is calculated from the interference of the beam reflected off 
the top growing layer surface with the beam refracted at the 
top and reflected at the bottom interface of the growing layer. 
Since the surface parallel component of the wave vectors 
remains unchanged throughout the process (elastic scatter- 
ing), the geometry can be reduced to a one-dimensional 
problem, the familiar textbook example of a quantum me- 
chanical particle incident on a twofold downward potential 
step. The nonvanishing probability of the quantum mechani- 
cal particle to get reflected back to the vacuum is largest at 
small incidence angles. This can be verified by the increasing 
small angle reflectance and oscillation amplitude in Fig. 4. 
The model completely neglects any lateral potential modula- 
tions and therefore is only valid in the so-called one-beam 
condition, where the azimuthal direction of the electron 
beam is along a low symmetry direction. This eliminates 
diffraction contributions due to the lateral potential varia- 
tions. The one-beam condition in the experiment corresponds 
to an azimuth showing a minimum amount of Kikuchi lines, 
as will become clear from the discussion in Sec. IV. 

For our present study, we simplify the model and then 
adapt the experimental conditions to match the approxima- 
tions of the theory. Instead of trying to match an elaborate 
theoretical model to a chosen experiment, this has the advan- 
tage of keeping the number of free parameters in the model 
small, allowing a more stringent test of the basic mechanism 
the model describes. Growth is therefore simulated by one 
layer only to avoid the pitfalls of modeling growth on mul- 
tiple levels.23 Also, the substrate and final layer potentials are 
set identical and absorption is neglected. We have shown23 

that the inclusion of absorption through an imaginary part of 
the potential does not significantly affect the results. This 
layer interference model then has only two free parameters, 
namely the potential value V and the layer thickness d. For 
the simulations of Fig. 4, V= 10 V and d= 0.28 nm [the bulk 
(001) GaAs plane spacing] were used. 

Analogous to Ref. 21, the reflectance is calculated as the 
square of the ratio of the reflected wave amplitude B to the 
incident wave amplitude A: 

R = 
B^ 

K alay exp(-iK+d) + K+bliiy e\p(-iK d) 

K+alSLy exp(iK~d) + K~fclay exp(iK+d) 
(2) 

_lay ■ zlay and bhy are where K  =KL + k± lay and K~ = K± 

the amplitudes of the downward and upward waves in the 
layer, given by 

_^J_lay + 'cJ.sub 
"lay oT ^sub 2fcL 

(3) 
lay 

Incidence angle (deg.) 

FIG. 5. Phase dispersion plots (position of the oscillation minimum vs inci- 
dence angle) for different potential values V of the layer interference model. 

*± 
'lay" 

lay    K± sub 

2k Hay 
*sub • (4) 

The surface normal component of the wave vector in the 
vacuum is denoted by K± . The surface normal components 
of the wave vectors in the layer, k±l!iy, and the substrate, 
£±sub> are given by 

klity=ylKl + U lay 

and 

^±sub— \K± + Usah, 

respectively, with 

2medV 
U\ay~~ hZ 

and 

U. sub 

2meV 

(5) 

(6) 

(7) 

(8) 

and 

where m is the electron mass, e the electronic charge, 6 the 
coverage of the layer, and V the average crystal potential. 

The layer interference model has several attractive fea- 
tures. It reproduces the reduction in total intensity on the 
specular spot with increasing incidence angle. Also, it exhib- 
its a periodical variation in the oscillation amplitude with 
increasing angle, which is also observed in the experiment.11 

In addition, the model features variations in the phase. The 
positions of the oscillation minima vary strongly. With in- 
creasing incidence angle, the minimum moves to the left, 
then a second minimum drops down close to integer cover- 
ages and subsequently moves left to repeat the process. The 
model always produces a maximum reflectance at integer 
coverages. This is a consequence of using only one layer. 
When the growth front is distributed among several layers, 
this peak vanishes and the derivative becomes continuous.21 

The additional sharp maximum is not artificial. It can some- 
times be observed on very smooth surfaces during the first 
RHEED oscillation.24 

When we plot the position of the oscillation minimum 
against the incidence angle, we obtain the curve shown in 
Fig. 5. With increasing potential value, the phase dispersion 
becomes increasingly sawtoothlike with the phase jumps 
moving to lower angles. These phase jumps correspond to 
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FIG. 6. Graphical representation of the diffraction condition (light gray vec- 
tors) and the Ewald sphere construction corresponding to the medium gray 
case in dark gray. The vectors originating at reciprocal lattice points end on 
Brillouin zone boundaries. 

the crossover of the two oscillation minima and are located 
at local minima of the oscillation amplitude. The double 
minima at low angles have been observed experi- 
mentally.25'26 For small potentials, the behavior continuously 
approaches that of the kinematical Bragg diffraction case 
with the phase jump positions coinciding with the (kinemati- 
cal) in-phase Bragg conditions, where an x-ray measurement 
would produce intensity maxima. This is due to the fact that 
the layer interference model is a straightforward dynamical 
scattering extension of the Bragg diffraction model by in- 
cluding just the zeroth order Fourier component of the crys- 
tal potential. With increasing potential, the Bragg conditions 
move to lower angles due to refraction at the layer-vacuum 
interface. We therefore call them generalized Bragg condi- 
tions, since they take into account the refraction shifts. 

The layer interference model still has two free parameters. 
One of them, the average crystal potential, can be determined 
independently by fitting the Kikuchi line pattern, reducing 
the parameters in the model to only one. 

IV. KIKUCHI LINE FITS 

Kikuchi lines27 can be explained by a two-step scattering 
model.28,29 In the first step, the incident electrons suffer col- 
lisions that randomize the direction of their wave vectors. 

If the energy loss in this first collision is small compared 
to the electron energy, the resulting electron distribution cor- 
responds to an electron source of (almost) the initial energy 
and isotropic emission within the crystal. To obtain a clear 
line pattern, the energy spread of this electron source must be 
small. The Kikuchi line pattern then is the diffraction pattern 
due to this isotropic electron irradiation. It can be determined 
using basic kinematical theory. The diffraction condition k' 
- k0 = ghkl is shown in Fig. 6. Here, k0 is the wave vector of 
the incident electron, k' the wave vector of the diffracted 
electron, and ghkt is a reciprocal lattice vector. Diffraction 
occurs for any k0 that starts at the origin of the reciprocal 

FIG. 7. Graphical representation of the sphere of reflections. The cut of this 
sphere with the Brillouin zone boundaries determines the Kikuchi line po- 
sitions. 

lattice and ends on the plane bisecting the corresponding 
reciprocal lattice vector ghkl. These planes define the Bril- 
louin zone boundaries of the crystal. 

Usually, however, the diffraction geometry is treated us- 
ing the Ewald sphere construction shown in dark gray in Fig. 
6. In this case, the tip of k0 is attached to a reciprocal lattice 
point and its origin defines the center of the Ewald sphere. 
The Ewald sphere construction is not very suitable for the 
present case of wide-angle illumination, since the construc- 
tion of the k' vectors consistent with the diffraction condi- 
tion involves a continuum of Ewald spheres. Instead, an ap- 
proach based on the basic geometry of the gray vectors in 
Fig. 7 yields a more direct result. Instead of the Ewald 
sphere, we define a sphere of radius k0, centered at the ori- 
gin of the reciprocal lattice. This sphere is called the "sphere 
of reflections".29 As shown in Fig. 7, the diffraction condi- 
tion is fulfilled for the intersection of the sphere of reflec- 
tions with any Brillouin zone boundary. 

Since the corresponding diffracted vectors k' for this con- 
dition also end at the zone boundary and start at a reciprocal 
lattice point, they can be translated to the origin by a recip- 
rocal lattice vector, while still ending on the sphere. Like 
this, a vector k' exists for any vector k0 with the same prop- 
erties, namely, that it ends at the intersection of the sphere of 
reflections with a Brillouin zone boundary. Due to the trans- 
lational symmetry of the reciprocal lattice, the k' vectors 
scan the complete set of zone boundaries intersecting the 
sphere when k0 assumes all possible directions. 

This construction provides us with a general geometrical 
procedure to produce the Kikuchi line pattern that holds for 
any type and geometry of diffraction. The first step consists 
of determining the intersection pattern of the sphere of re- 
flections with the Brillouin zone boundaries of the crystal. 
This pattern determines the possible endpoints of the dif- 
fracted vectors. The visible Kikuchi line pattern then is the 
projection of these intersections to the RHEED screen with 
the origin of the reciprocal lattice as the center of the projec- 
tion. 

In the RHEED case, the procedure can be simplified by 
taking into account the small solid angle of the screen and 
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FIG. 8. Theoretical Kikuchi line pattern for the crystal surface geometry of a 
fee (001) surface along the [110] direction. No surface potential corrections 
are included. 

the large radius of the sphere of reflections. For the area 
visible on the screen, the cut of the sphere through the recip- 
rocal lattice is almost planar and parallel to the screen. Let us 
also assume some broadening of the range of fc0's involved 
in the scattering. This causes all zone boundaries not parallel 
to the zone axis towards the screen to be blurred enough so 
that their intensities are indistinguishable from the back- 
ground. No lines corresponding to these nonparallel zone 
boundaries are observed in the experiment. 

Although the generation of the Kikuchi lines is a three- 
dimensional process, the construction of their projection on 
the screen has now been reduced to a two-dimensional prob- 
lem. We plot the reciprocal lattice points in the plane parallel 
to the screen and construct the Brillouin zone boundaries. 
The geometry of the reciprocal lattice plane can often be 
directly verified in the RHEED image of a rough surface that 
displays a transmission pattern. The resulting line pattern is 
shown in Fig. 8 for a (001) face-centered-cubic (fee) crystal 
surface looking along the [110] direction. 

The Kikuchi lines are labeled according to the reflections 
they are derived from. In general, a few points close to the 
origin are sufficient to model the experimentally observed 
pattern, since the scattering potentials strongly favor scatter- 
ing in the forward direction. We have to include a potential 
correction for the beams that cross the surface from the crys- 
tal to the vacuum since we assume that the pattern is gener- 
ated in the bulk. The surface perpendicular component fc{ of 
the diffracted wave vector k' outside the crystal is then given 
by 

*:= 
.     2me 

kl--n-V. h1 (9) 

The potential difference V is positive for an electron 
crossing the surface from the inside, leading to a reduction of 
its perpendicular wave vector component. Only electrons 
with a k[ vector larger than the potential correction are able 
to leave the crystal. The length of the vectors is measured 
with respect to the shadow edge position. We therefore ob- 
tain V as well as the shadow edge position as fitting param- 
eters from an adaptation of the calculated Kikuchi line pat- 

FIG. 9. Kikuchi line fits to the diffraction patterns of (a) GaAs /8(2X4) and 
(b) AlAs c(4x4) reconstructed surfaces. The arrows indicate the most re- 
liable points for fitting. 

tern to the experiment. In this way we can simultaneously 
obtain the misorientation of the substrate crystal and the av- 
erage value of the crystal potential. 

A fit_for an exactly oriented (001) GaAs ß(2X4) surface 
along [110] is shown in Fig. 9(a). The zone axis of the Kiku- 
chi pattern is marked by the square symbol. It does not co- 
incide with the (000) spot of the elastic pattern, since there is 
no single incident beam direction for the Kikuchi line case. 
The origin of the reciprocal lattice for the Kikuchi line pat- 
tern is locked to the crystal zone axis, whereas the origin of 
the reciprocal lattice for the elastic pattern is locked to the 
transmitted beam position. Both, however, have the same 
orientation and geometry, as required by their construction. 
As expected for an exactly oriented substrate, the crystal 
zone axis coincides with the center of the Laue circles and is 
located on the shadow edge. To obtain a reliable fit, in a first 
step the overall size of the pattern is determined by adjusting 
the positions of the reciprocal lattice points parallel to the 
surface so that they lie on the corresponding streaks. The 
adjustment of the pattern perpendicular to the sample surface 
is then performed using the position of the origin and the 
potential value as fitting parameters. It is advantageous to 
take reference points far away from the shadow edge as well 
as features close to it, like the ones marked by the arrows in 
Fig. 9(a). The 004 line in the present case is most sensitive to 
the potential since it is parallel and close to the shadow edge. 
The potential is then adjusted so that the relative distance of 
the features close to and far from the shadow edge agrees 
with the experiment. For the simulation of Fig. 9(a), a poten- 
tial value of 10.5 ±0.5 V is obtained. 
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FIG. 10. Comparison of experimental data recorded along the [210] azimuth 
(circles) and thickness fits (thicker solid lines) obtained from the layer in- 
terference model. In (a), a value of d=0.24 nm is obtained; the result in (b) 
isrf = 0.38nm. Potential V=10.5 V. GaAs was grown in the (2X4) surface 
reconstruction and AlAs in the c(4X4) surface reconstruction. The differ- 
ent thicknesses obtained for materials with identical bulk lattice constants 
lead to the model shown in Fig. 13. 

The fit to an AlAs(OOl) c(4X4) surface along the same 
azimuth is shown in Fig. 9(b). Although the material and the 
surface reconstruction are different, the same potential value 
of 10.5 ±0.5 V is obtained. We therefore use V= 10.5 V in 
our simulations to model both GaAs and AlAs homoepitaxy. 

V. PHASE DISPERSION IN THE ONE-BEAM CASE 

To match an experiment to the layer interference model 
with its neglect of lateral potential modulation, experiments 
to be compared to the theoretical results of the layer inter- 
ference model have to be performed at the one-beam condi- 
tion. We chose a position close to the [210] azimuth of the 
GaAs/AlAs(001) surface. Measurements of the oscillation 
phase as a function of incidence angle are shown in Fig. 10 
together with the theoretical results for both GaAs and AlAs 
homoepitaxy. The phase was determined by measuring the 
position of the oscillation minimum. GaAs was grown in the 
(2X4) surface reconstruction, and AlAs in the c(4X4). 
Apart from some discrepancies at very low angles, the agree^ 
ment between model and experiment is excellent. The ex- 
periment not only explains the half period phase difference 
between generalized Bragg and off-Bragg conditions, but 
also matches the correct direction and approximate magni- 
tude of the continuous phase shift inbetween the phase 
jumps. We are therefore confident that the model, despite its 
simplicity, correctly describes the main process governing 
the phase shift of RHEED oscillations. 

The actual curve forms of the layer interference model 
and the experimental oscillations are compared in Figs. 11 
and 12. Except for the spike at integer coverages that is 
always present, the curve forms match well. As mentioned 

FIG. 11. Comparison of measured and simulated curve shapes for the GaAs 
data of Fig. 10(a). 

before, the spikes could be removed by using a multilayer 
growth model. As can be inferred from the examples for Si 
and Ge,21'22 a total of only a few percent of the coverage in 
adjacent layers effectively removes the spike, which results 
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FIG. 12. Comparison of measured and simulated curve shapes for the AlAs 
data of Fig. 10(b). 
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FIG. 13. Model for interference in the reconstructed layer on top of the 
growing bulk structure layer. 

in a better fit. But even with single layer growth, all impor- 
tant features like the two minima at low angles for GaAs and 
the steady shift of the minima to the left are correctly repro- 
duced. 

GaAs and AlAs exhibit practically the same bulk lattice 
spacing. A fit with d=0.283 nm, however, does not agree 
with the experiments. Instead, a value of d=0.24±0.02 nm 
for GaAs and d=0.38±0.02 nm for AlAs is found. We be- 
lieve that this is due to the surface reconstruction. The grow- 
ing layer consists of both a layer with bulk structure and a 
surface reconstruction on top of the growing layer that forms 
on the islands as the layer is deposited. The reconstructed 
layer has a different structure and electronic configuration 
than the underlying bulk layer. In terms of the definition of 
an interface, the contrast is therefore more pronounced be- 
tween a reconstruction and bulk structure growing layer than 
between the bulk structure growing layer and the substrate. If 
we approximate the crystal by one layer on a substrate like in 
our case, we therefore probably obtain a better result if we 
define the interface between the reconstruction and bulk 
structure layer than between the bulk structure layer and the 
substrate. This model is shown in Fig. 13. This model works 
well if we assume that the formation of the reconstruction on 
top of the growing bulk structure layer closely follows its 
coverage. If the reconstruction forms in patches smaller than 
the underlying islands, the match to the model should even 
be better, since then the approximation of a uniformly in- 
creasing average potential in the layer is met more effec- 
tively. 

The values found for the layer thickness d agree remark- 
ably well with structural data of the (2X4) and c(4X4) 
surface reconstructions,30'31 which consists of —1.0 and 
— 1.5 atomic bilayers, respectively. In both cases, the recon- 
structed layers are incomplete and slightly relaxed towards 
the bulk. The good match is another indication of the mod- 
el's validity. The assumption of interference in the recon- 
structed layer is further supported by the behavior at the 
onset of the oscillations. For most incidence angles, the in- 
tensity during the oscillations is lower than for the static 
surface prior to growth. This behavior is inverted at the gen- 
eralized Bragg conditions in both Figs. 11 and 12. Here, the 
average level of the oscillations is higher than the nongrow- 
ing level. The positions are around 1.9° for GaAs and 1.8° 
and 2.4° for AlAs. In the model, the generalized Bragg con- 
ditions correspond to a reflectance maximum at half layer 
coverage. This indicates that for a realistic surface, where the 

nongrowing surface is also covered by a reconstructed layer, 
the nongrowing surface should show a reflectance minimum 
due to destructive interference in the static reconstruction 
layer. When growth is initiated, the reflectance increases, 
resulting in higher intensity during growth. 

Along high symmetry azimuths, the phase dispersion as- 
sumes a more complicated form,4 since higher-order beams 
and surface resonances contribute much more strongly to the 
diffracted intensity. Also, the degree of multiple scattering 
changes for well-ordered surfaces along high-symmetry azi- 
muths. Some special cases can even be approximated reason- 
ably well by purely kinematical treatments.32'33 RHEED os- 
cillations in this case are very weak and only detectable at 
the kinematically forbidden reflection, again emphasizing the 
multiple scattering nature of the RHEED oscillation 
process.23'34 For less ordered surfaces, kinematical contribu- 
tions may still play an important role, accounting for features 
at unshifted Bragg positions that appear together with the 
shifted generalized Bragg conditions of the layer interference 
model, and they complicate the picture. Theoretical 
calculations35 indicate that the potential in the top layer of 
the crystal is a strong function of azimuthal angle, which 
could account for the observed phase variation upon sub- 
strate rotation.36 Last, not least, the layer interference model 
directly explains the dependence of the GaAs oscillation 
phase on As4 overpressure,5 since a variation in the As4 pres- 
sure changes the surface reconstruction as well as the relative 
As content within one surface reconstruction.30'37 This would 
directly change the phase of the oscillations through a 
change of d or V, or both. 

VI. CONCLUSIONS 

Based on ELS-RHEED measurements of RHEED oscilla- 
tions and RHEED oscillations as a function of incidence 
angle, we propose a basic model for the occurrence of 
RHEED intensity oscillations. The model is based on a sim- 
plified version of a model introduced by Horio and 
Ichimiya.21 We find that the experiments are explained by 
interference in the reconstruction layer on top of the growing 
bulk structure layer in the layer-by-layer growth mode. This 
layer interference model with only two free parameters, one 
of which can be determined by independent diffraction ex- 
periments, agrees remarkably well with measurements in the 
one-beam condition for both GaAs and AlAs. In addition, it 
explains several experimental phenomena in a unified coher- 
ent scattering approach. 

The model not only explains the occurrence of different 
phases,4 but also reproduces the correct direction and mag- 
nitude of the continuous phase shift between the generalized 
Bragg conditions in the one-beam condition. It reproduces 
the reduction in intensity with increasing intensity as well as 
the periodic variation in the oscillation amplitude.11 It elimi- 
nates the necessity of postulating a second, independent 
mechanism that would lead to phase shifts when combined 
with Bragg scattering. This mechanism has been shown to be 
absent for inelastic scattering by recording RHEED oscilla- 
tions as a function of energy loss. The layer interference 
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model also explains the occurrence of sharp additional 
maxima for RHEED oscillations on very smooth surfaces, 
large amplitude oscillations with extra minima at low glanc- 
ing angles,25'26 and the dependence of the GaAs oscillation 
phase on As4 pressure.5 The model seems to be a promising 
starting point from which to develop more elaborate models 
for the many-beam case as well as models that treat surface 
reconstruction in a more realistic way. 
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Anisotropie microstrueture development during the reaction of Mg 
with GaAs 
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Reaction of Mg with the GaAs(OOl) surface occurs at substrate temperatures above 550 K and leads 
to three-dimensional (3D) growth of an epitaxial, cubic reaction phase with a lattice constant of 
0.62±0.02 nm, 9% larger than GaAs. The resulting anisotropic, 3D heteroepitaxial microstrueture 
was studied using in situ electron diffraction and Auger spectroscopy and ex situ atomic force 
microscopy (AFM). Three-dimensional structures develop that are elongated along the GaAs[110] 
direction with aspect ratios (length to width) up to 20. These structures appear to be composed of 
isotropic islands from which elongated, tapered ridges extend in one direction along [110]. Analysis 
of AFM images and size distributions suggest a critical size for the initiation of ridge growth. We 
speculate that these structures develop in response to misfit strain in the reaction phase. 
[S0734-211X(98)12404-6] 

I. INTRODUCTION 

The purpose of this article is to describe an interesting 
growth morphology we believe occurs due to strain when an 
epitaxial overlayer is formed by reaction of Mg with a 
GaAs(OOl) substrate. Previously, Mg was found to react with 
GaAs(OOl) at temperatures greater than 550 K,1 forming a 
three-dimensional (3D) epitaxial reaction phase with a large 
lattice mismatch with the substrate. Three-dimensional 
growth occurred under both isothermal conditions (deposi- 
tion of Mg at substrate temperatures above the reaction tem- 
perature) and isoconcentration conditions (annealing previ- 
ously deposited Mg overlayers). Under isoconcentration 
conditions, the resulting reaction developed a highly aniso- 
tropic surface mophology comprised of linear "islands" ori- 
ented with a long growth direction along GaAs[110] and 
length-to-width ratios up to 20. We suggest that strain is a 
factor leading to this anisotropic growth. 

II. EXPERIMENTAL PROCEDURES 

The experiments described here were performed in an ul- 
trahigh vacuum (UHV) molecular beam epitaxy (MBE) and 
analysis system. Reflection high energy electron diffraction 
(RHEED) and Auger spectroscopy, performed with a single 
pass cylindrical mirror analyzer (CMA), were the primary in 
situ analysis techniques. Together they provided thin film 
compositional and structural information. Ex situ atomic 
force microscopy (AFM) measurements provided informa- 
tion on surface morphology. 

The GaAs (001) surface was prepared by H2 plasma clean- 
ing with a remote plasma source operating at 2-3 Pa and 
20-50 W of rf power at 13.56 MHz. Exposure for about 20 
min at substrate temperatures between 500 and 550 K re- 
sulted in complete removal of the native surface oxide. The 
substrate was subsequently introduced into the deposition/ 
analysis chamber where it was annealed to 800 K to produce 

a'Electronic mail: steven.robey@nist.gov 

a well-ordered 4X2 diffraction pattern indicative of a Ga- 
stabilized surface. 

Deposition of Mg on GaAs(OOl) was performed at pres- 
sures below 5X 10"8 Pa using a conventional MBE source 
with a boron nitride crucible. The Mg flux was determined 
with a quartz crystal microbalance (QCM) at the sample po- 
sition. Typical deposition rates were in the range 0.2-0.5 
nm/min. Reaction of Mg with the GaAs substrate was in- 
duced either by deposition at substrate temperatures above 
about 550 K (isothermal conditions) or by Mg deposition 
below this temperature, followed by annealing (isoconcentra- 
tion conditions). The substrate temperature was monitored 
continuously using a thermocouple attached to the sample 
holder. 

The AFM images were acquired in contact mode using 
silicon nitride tips with radii of approximately 20 nm. Except 
where noted, we will report surface feature dimensions that 
are uncorrected for this finite resolution. Measurements were 
repeated with several tips to reduce the opportunity for mis- 
interpretation due to tip artifacts. Alignment using the 
cleaved edges of the samples, coupled with RHEED obser- 
vations of the 4 X 2 reconstruction, allowed determination of 
the GaAs[110] and [110] directions to within a few degrees 
during imaging. Imaging was initiated within 1 h after re- 
moval of the samples from the UHV chamber to minimize 
the effects of oxidation. 

III. RHEED AND AUGER RESULTS 

Mg deposition on GaAs surfaces at substrate temperatures 
below 500 K resulted in a loss of intensity in the GaAs 
diffraction and an attendant increase in the background. 
Sharp transmission diffraction spots, indicating the formation 
of a 3D surface morphology, became apparent after anneal- 
ing the Mg overlayers to temperatures above 550 K. RHEED 
data illustrating this development are provided in Fig. 1. The 
diffraction exhibited fourfold azimuthal symmetry indicating 
a cubic structure. In addition to the strong diffraction fea- 
tures evident in Fig. 1, very weak spots were often visible. 
Some of these are can be seen in Fig. 1 at half-order posi- 
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FIG. 1. RHEED images along the [110] azimuth after deposition of 1 nm of 
Mg at 293 K followed by annealing to above 550 K to induce a reaction 
with the GaAs substrate. 

tions relative to the strongest diffraction features while other 
weaker spots are not visible except at much higher incident 
beam intensity. All of the diffraction could be related a 
single cubic lattice parameter. No evidence for multiple 
phases was observed. For the purpose of the following dis- 
cussion, we have chosen to index the diffraction in terms of 
the most intense spots. This choice produces a face-centered- 
cubic (fee) structure with a lattice constant of 0.62 
± 0.02 nm. For thick films, Auger spectroscopy continued to 
indicate significant quantities of Ga and As, suggesting a 
Mg-Ga-As ternary compound. AFM revealed rough sur- 
faces for these thick films, but no evidence for regions of 
exposed substrate to produce Ga and As intensity. No poten- 
tial Mg-Ga-As ternary compounds could be discovered in 
the literature, but Mg-silicide and -germanide, Mg2Ge, do 
occur in a cubic antifluorite structure with lattice constants of 
0.63 (Mg2Si) and 0.64 nm (Mg2Ge).2 

IV. AFM MEASUREMENTS OF SURFACE 
MORPHOLOGY 

The origin of the transmission diffraction in RHEED is 
readily identified in AFM images. The growth of large 3D 
features, with their striking characteristics, is illustrated in 
the 2X2/im2 AFM image provided in Fig. 2. The most 
distinctive features are large anisotropic structures elongated 
along the GaAs[110] direction. Deposition of, in this case, 
0.7 nm of Mg with subsequent annealing led to the formation 
of these 3D (typical heights are 5-15 nm) elongated struc- 
tures. Some of the larger structures are 500-1000 nm in 
length along [110] and have mean widths varying from 40 to 
100 nm, leading to in-plane aspect ratios up to 20. Typically 
the length-to-width aspect ratio decreases with the size of the 
feature, with many of the smallest structures appearing to be 
nearly isotropic. 

The asymmetry of the features in Fig. 2 does not arise 
simply by a elongation in both directions along [110]. In- 
stead, the elongation is more in the form of a wedgelike or 
needle shape extending in one direction along [110]. Typi- 
cally there appears to be a nearly isotropic "island" at the 
largest end, from which a tapered "ridge" extends along 

FIG. 2. (a) 2000 nmX2000 nm contact AFM image of the GaAs(OOl) sur- 
face after deposition and reaction of 1 nm of Mg. The light-to-dark contrast 
in the z scale spans a range of about 20 nm. The horizontal direction of the 
image (the direction of elongation of the surface structures) is [110]. 

[110]. The ridge reduces in height and narrows in width to- 
ward the end. Although, with few exceptions, a given struc- 
ture extends in only one direction along [110], the overall 
symmetry along [110] is preserved because, on average, 
equal numbers extend in either direction. 

The image in Fig. 2 reveals further interesting character- 
istics. In many cases there is an offset of about 10-20 nm 
between the ridge and the center of the terminating island in 
the direction perpendicular to the length of the ridge, i.e., 
along [llo]. Once again, there is no detectable bias in the 
direction of this shift, either in one direction or the other 
along [HO]. Another interesting characteristic is the quasi- 
periodic variation in height along the length of the ridge, 
which produces a segmented appearance with a mean seg- 
ment length on the order of 60 nm. This can be seen with 
appropriate adjustment of the contrast in the AFM images, 
but it is most easily illustrated in magnified images such as 
those discussed below. 

Smaller features observed in the AFM images provide 
clues to the nucleation and development of this unique 
growth morphology. The image provided in Fig. 3 shows 
detail of one such small feature that, as in the case of larger 
structures, consists of an isotropic island, about 50 nm in 
diameter and 10 nm high, with a ridge 100 nm long. The 
offset between the ridge and the island center is clearly evi- 
dent. The ridge again consists of segments each approxi- 
mately 50-60 nm in length, close to the mean segment 
length typically observed for larger features. The first step, or 
segment, is approximately 38-40 nm wide and 5 nm high 
while the second is 30 nm wide and 2 nm high. A cross 
section along the line A-A', more clearly illustrating this 
steplike structure, is provided below the image. These obser- 
vations suggest a discontinuous, stepwise development in 
50-60 nm segments to produce elongation along [110]. 

Examples of incipient ridge development can also be seen 
in the AFM images. These features, along with the nearly 
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3. (a) AFM image showing a small structure in the early stages of 
elongation. The line profile provided in (b) again illustrates the segmented 
development seen in previous figures. This small structure consists of a 
nearly isotropic end "island," 60 nm in diameter, and a ridge composed of 
two segments 50 nm in length. 

isotropic character of most of the small islands, suggest that 
the initial growth is isotropic until, at a critical size, growth 
of the attached ridge is triggered. Based on measured diam- 
eters of small, isotropic features, this critical diameter is 
around 30-60 nm. To further test this possibility, the island 
base diameter (the diameter of the terminating island for 
elongated structures) versus the length of the ridge is plotted 
in Fig. 4. The trend in the data again suggests a critical value 
for the diameter at which elongation along [110] begins. A 
simple linear fit appears to approximate the data reasonably 
well and indicates a critical diameter of 40±5nm. (This 

400 800 
Length along [110] (nm) 

FIG. 4. Plot of the diameter of the isotropic, terminating island vs the length 
of the attached ridge. The trend in the plot indicates a critical diameter at 
which ridge development is initiated. A simple linear plot produces a value 
of 40 nm for this critical diameter. 

value does not account for the finite resolution of the AFM 
tip. Assuming a Gaussian convolution with a conservative 
estimate of the tip resolution of 20 nm leads to an actual 
critical diameter of 35 nm.) 

V. DISCUSSION 

From the observations related above, we now suggest a 
scenario for the development of the microstructure during 
reaction. Based on the isotropic nature of the smallest ob- 
servable features, the initial growth does not experience any 
strong degree of anisotropy. Growth continues in this isotro- 
pic fashion until a critical size of about 40 nm in diameter 
and 4 nm in height. At this point, anisotropic growth along 
[110] is initiated and thereafter proceeds in a rapid fashion 
compared to continued growth of the original nucleus. 
Growth along [110] is not smooth and continuous but, in- 
stead, occurs in a steplike fashion creating segments approxi- 
mately 50 nm long (along [110]) that sequentially develop 
and grow. 

A variety of processes has been suggested as sources 
leading to the formation of anisotropic structures during thin 
film growth, including anisotropic accommodation at a par- 
ticular facet or step direction,3"5 alignment along step edges,6 

and strain.7'8 There are several observations that suggest the 
importance of strain in this case. The epitaxial alignment to 
the substrate with a lattice constant 9% larger indicates there 
must be significant compressive strain at the interface. Also, 
the tendency to form large aspect ratio 3D structures is con- 
sistent with the minimization of interfacial contact and elas- 
tic relaxation observed in other strained layer systems.9-12 

The height-to-width aspect ratio was observed to vary sig- 
nificantly with the size of the island/structure. This is consis- 
tent with strain as a predominant factor in producing 3D 
growth, as opposed to a large difference in substrate and 
overlayer surface energies. We also note a strong similarity 
in the morphology observed here, particularly for thicker 
films, with the "ripple" structure that develops to relieve 
strain in InGaAs/GaAs (Ref. 13) and SiGe/Si(100).14 These 
observations lead us to consider strain as the primary source 
of anisotropy. In the following we suggest possible explana- 
tions based on anisotropic relaxation of strain during growth. 

For the purpose of further discussion, the basic premise 
will be that there is an asymmetry between [110] and [110] 
in the ability to relieve strain. For instance, there may be a 
lower barrier for nucleation of a dislocation/dislocations to 
relieve strain in the [110] direction than for the [110]. We 
note that an asymmetry of this type is present in sphalerite 
structures, such as GaAs, where the barrier to nucleation of 
60° dislocations is much lower in the [110] direction than in 
the [llo].15 Elongated growth in the [110] direction is then a 
consequence of an increased rate of strain relaxation in this 
direction. 

Building on this premise, a number features of the growth 
can be explained. During the initial growth, strain is accom- 
modated primarily by elastic relaxation in the 3D islands. As 
continued growth occurs, the islands reach a point where the 
accumulated strain is large enough to overcome the kinetic 
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barrier to formation of dislocations, as is observed in other 
systems.9,12'16'17 This occurs when the islands are approxi- 
mately 40 nm in diameter and 4 nm high, although variation 
in this critical size may occur with conditions such as tem- 
perature, etc. The (assumed) relative ease of formation of 
dislocations which relieve strain in the [110] direction leads 
to subsequent, faster growth along [110]. The observed criti- 
cal size is thus explained as the onset above which predomi- 
nantly dislocated growth occurs to form elongated ridges. 

A discontinuous, stepwise growth has been observed pre- 
viously in transmission electron microscopy (TEM) observa- 
tions of strained layer growth.10'18 LeGoues et al.ls followed 
the development of Ge islands on Si(100) in real time under 
conditions of constant flux. Initially the islands relaxed elas- 
tically, maintaining coherence with the substrate. Eventually, 
accumulated strain led to nucleation of dislocations and sub- 
sequent growth at a rate faster than surrounding purely co- 
herent islands. Growth then proceeded in a discontinuous 
manner as each additional dislocation was introduced. The 
islands grew primarily vertically until introduction of a new 
dislocation. Nucleation of a new dislocation caused a rapid 
evolution to a new, lower energy shape, with the island 
spreading approximately 20 nm beyond the point of disloca- 
tion nucleation. We note, however, that in this case the mean 
observed segment length is approximately one order of mag- 
nitude too large compared to the separation expected for pure 
edge dislocations to completely relax the misfit strain. 

We can also suggest a potential explanation for the offset 
observed between the ridge and the isotropic end island. The 
strain profile in the elastically relaxed island is not homoge- 
neous. Finite element calculations have shown that there is a 
significant increase in strain near the island edges. 
Therefore, nucleation of dislocations can be expected to oc- 
cur preferentially at the island edges. This expectation has 
been corroborated by cross-sectional TEM measure- 
ments.22'23 Thus, if initiation of ridge growth is correlated 
with strain relaxation, for instance, by nucleation of a dislo- 
cation, then we would expect that this would occur predomi- 
nantly on the periphery of the island, producing an offset. 

Another possibility for the formation of these elongated 
features is suggested by the observation of similar ridge 
structures during the early stages of heteroepitaxy of InGaAs 
on GaAs(OOl).13 Elongated growth, prior to the development 
of surface rippling, was observed and correlated with an en- 
hanced growth rate in the shear field above and along the 
length of underlying dislocations (see, for example, Fig. 5 of 
Ref. 13). Although the underlying cause is still strain, the 
suggested mechanism is somewhat different from that specu- 
lated above. Ridge formation was observed preferentially 
along the [110] direction, again due to the asymmetry be- 
tween [110] and [llO] for dislocation nucleation and propa- 
gation in the sphalerite structure. Alignment of 3D islands 
above pre-existing dislocation lines has also been observed 
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in Ge, SiGe/Si(001).7 At this point there is not enough infor- 
mation to favor one of these explanations over the other or to 
consider possible connections between them. 

VI. SUMMARY 
We have attempted to provide some insight into the fac- 

tors producing the interesting and rather unique microstruc- 
ture observed under some conditions for the reaction of Mg 
with the GaAs(OOl) surface. The reaction phase appears to 
be a ternary Mg-Ga-As compound that grows epitaxially on 
GaAs(OOl) with a lattice mismatch of approximately 9%. 
Examination of the anisotropic features and volume distribu- 
tions indicates a critical size at which anisotropic growth is 
initiated. Strain is suggested a factor in producing anisotropic 
growth along the GaAs[110] direction. Although many ques- 
tions still remain and it is possible that other factors play a 
role, the evidence available suggests a mechanism for the 
anisotropic growth rooted in an asymmetry in the strain re- 
laxation for the reaction phase between the GaAs[110] and 

[llO] directions. 
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The critical thickness for two-dimensional layer growth of Sij -xGex on Si and In^Ga! ^As on GaAs 
is about 1-3 monolayers (ML) for x=l, beyond which islanding begins. Under certain growth 
conditions, this thickness t would increase as some power of l/x. The reason for this is not clear; 
Snyder et al. argue that, under equilibrium conditions, this critical Stranski-Krastanov (SK) 
thickness tc is independent of x and should remain at 1-3 ML, but that, under nonequilibrium 
growth conditions, t~x~4. However, Osten et al. showed, experimentally, that even under 
equilibrium conditions there is an increase of SK thickness with l/x. We carry out calculations of 
energetics of large three-dimensional (3D) islands on substrates with varying thicknesses t of the 
epilayer and different coverages 6. We show that at low 6 or when islands are small (or both) then 
the SK thickness is small —1-3 ML, in agreement with the results of Snyder et al. At increasing 
coverages, when interisland separation / decreases to the point where l~s (island size), we observe 
A£ to decrease for the lower thicknesses f=3,4,5,...8...; until thicknesses t>3 become more 
favorable. There is considerable tension going deep into the substrate directly below islands. The 
larger an island becomes, the more favorable it is for a thicker layer beneath it to be of the same 
material as the island. It is known that the critical size sc at which 3D islands first become favorable 
varies as x~2. We argue from this that, at equilibrium, the average 3D island size increases with 
x~p, p some exponent, and at high enough coverages, when interisland separation is small, SK 
thickness tc increases. The experimental results of Osten et al. are consistent with exponents 2 
=S/?*£4.   © 1998 American Vacuum Society. [S0734-211X(98)12804-4] 

I. INTRODUCTION 

We will look at the energetics of island growth on thin 
films deposited on lattice mismatched substrates. It is known 
that many of these systems grow in the Stranski-Krastanov 
(SK) mode, with three-dimensional (3D) islanding starting 
after layer by layer growth of a few monolayers (ML). The 
critical thickness for the growth of Ge on Si(OOl), with lat- 
tice mismatch of 4%, is about 3 ML (Refs. 1-4) and for InAs 
on GaAs (mismatch 7%) it is 1-2 ML.5 Beyond the critical 
thickness 3D islands appear and may grow into the "hut" 
clusters' observed by Mo et al.,1 with well defined (105) 
facets, tilted 11.3° to the surface, or into larger islands with 
(1 In)-like faces,6 depending on the growth conditions. Al- 
though the critical thickness for the above systems is 1-3 
ML, it is known that for the growth of the corresponding less 
strained systems, Sij-^Ge^. on Si and In^Gaj-^As on GaAs 
films, the critical thickness tc may exceed 3 ML, increasing 
as x decreases, depending on the growth conditions.7'8 Sny- 
der et al} showed that tc~x~4 under nonequilibrium growth 
conditions; there is a minimum growth temperature Tc, be- 
low which 3D islanding is not seen.7"9 At equilibrium or 
near equilibrium conditions they argue that tc should be in- 
dependent of x and remain at 1-3 ML for all x. The reason 
for this is that equilibrium SK critical thickness is apparently 
dependent only on interface energetics; the energy of an iso- 
lated island, E = ES + Er (Es is the extra surface energy of 
the island, over the energy of the surface it is on, and ET is 
the energy of elastic relaxation) is almost independent of the 
thickness. We have seen in previous work10 that in layer by 
layer growth of Ge on Si(001) the energy cost of adding an 

extra layer for 1-3 ML is much lower than that (~25 meV/ 
atom) for subsequent layers. This is also true for layer by 
layer growth of Si^^Ge^. on Si, suggesting that islanding 
under equilibrium conditions should be independent of x and 
should occur after the first few ML's if this SK thickness is 
due to interface energetics only. However there is experi- 
mental evidence to indicate that even under equilibrium (or 
near equilibrium) conditions the critical SK thickness can be 
greater than 3 ML for x< 1. Osten et al.u showed that after 
the deposition of 30-60 ML of Si^Ge* on Si(001) and 
then annealing at 600 °C for 30 min, the average SK thick- 
ness increases with x~x. Hansson et al.6 used liquid phase 
epitaxy to grow psuedomorphic Sii^Ge^ on Si(001) at 
800 °C; this technique allows growth close to thermody- 
namic equilibrium. The growth that they obtained was of the 
SK type and islands are truncated tetrahedral pyramids, with 
(111) side facets and axes along the [110] directions. For x 
= 0.85, they showed that SK thickness was 8-9 ML. As has 
been used by the various groups above,6'8'11 we take the term 
"SK critical thickness" to mean the thickness tc just before 
islanding begins under nonequilibrium growth conditions or 
the interisland thickness of the wetting layer under equilib- 
rium growth conditions. 

The aim of our work here is to investigate the origin of 
this enhanced SK critical thickness under equilibrium or near 
equilibrium conditions. The results of the two groups 
above6'11 indicate that enhanced thickness is found under 
conditions of coverage 6, high enough for interisland sepa- 
ration to be of the order of the size of the islands themselves. 
Harker et al.12 have carried out finite element (FE) calcula- 
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tions of stress and strain in stripes of Si05Ge05 on a Si sub- 
strate. They show that there is considerable relaxation going 
deep into the substrate directly beneath the stripes. Similar 
results have also been observed by Christiansen et al.13 for 
(11 l)-faceted Ge islands on Si using FE methods. For stripes 
with aspect ratios (height/width) of the order of 1, similar to 
the aspect ratios of islands seen in the experiments of Hans- 
son et al.6 and of Osten et al.,u Harker et al.u showed that 
the average stress in the Si substrate directly underneath the 
stripe is tensile and even as deep as one tenth of the height of 
the stripe this stress has a magnitude 20%-40% of the stress 
in a flat Si0.5Ge05 layer. (For the sizes of islands seen 
experimentally,6'11 one tenth of the height —20 layers.) This 
stress in the substrate becomes compressive at and just be- 
yond the edges of the stripe with smaller average magnitude. 
We expect similar behavior for the region of the substrate 
beneath islands, so that the larger and taller they are the more 
energetically favorable it is for a thicker layer beneath the 
island to be of the same material as that of the island. This 
should, in general, tend to increase the SK critical thickness; 
the effect should be most observable at high island density 
and it should tend towards zero with this density. 

In this work, we first show that SK critcal thickness tc 

remains at about 3 ML for values of x<\ for low island 
densities (or low coverage 6). Recent calculations10 have 
shown that tc = 3 ML for x= 1, so we need to carry out a 
similar calculation for a smaller value of x, say, 0.5. Then we 
display results for the energetics of (low density) islanding 
for a small fixed small coverage (0=6ML), for islands on 
3, 4, and 5 ML of flat Ge. We show that once 3D islanding 
becomes favorable, the most favorable configuration is that 
of islands on 3 ML. Finally we show results for high cover- 
age 0=30-40 ML when for a fixed island size, similar to 
those seen in the experiments above,6'11 interisland separa- 
tion is comparable to island size. We show that, indeed, con- 
figurations with islands on Ge thickness ?>3ML can be- 
come more favorable. We discuss the results and show how 
they are relevant to the observation of equilibrium SK thick- 
ness increasing with decreasing x. 

II. RESULTS AND DISCUSSION 

We calculate the energetics of the growth of Ge on 
Si(001) by means of molecular dynamics simulations. We 
employ empirical potentials that we have developed for 
Si-Ge problems.9'10 These potentials have been tuned to re- 
produce the energetics and surface stresses of a number of 
reconstructions on the Si(001) surface.10 We follow previous 
studies8'10'14 and carry out simulations for clusters in (1 
+ 1) dimensions [or equivalently 3D stripes in (2+1) di- 
mensions since we use periodic boundary conditions in the 
(001) plane]. Since the primary effects to be studied are es- 
sentially results of elastic relaxation, our conclusions should 
be valid for 3D islands in (2+1) dimensions. This claim is 
further strengthened by the results of Tersoff and Tromp15 

who have shown that for (2+1) dimensions, each dimension 
contributes an additive term of exactly the same form to 

0.04 0.08 

Inv cluster dimension 1/s 

0.12 

FIG. 1. Island energies in a meV/surface cell, plotted against s~l, where s is 
the island size at midheight in surface cell units. The energies are of islands 
on (Si05Ge05)„Si(001) substrates referred to as energies of the (n+ 1) layer 
strained flat surface Dot-dashed line: n = 2; dotted line: n = 3; solid line: 
« = 4; dashed line: n = 5. 

island energetics and Khor and Das Sarma10 have shown that 
this expression, slightly modified, applies to tall (111)- 
faceted islands. Experimental and theoretical results ' ' 
have indicated that (lll)-faceted islands are the most ener- 
getically favorable; our simulations are carried out with these 
islands, on substrates thick enough (typically more than 60 
ML) that the energy has converged to less than 0.1 meV/ 
atom. 

In Fig. 1, we plot the results of simulations for Si05Ge05 

island clusters on substrates made up of n = 3, 4, and 5 ML 
of Si05Ge05 on Si(001). In each case we compare the energy 
of islands sitting on n MLs of Si0 5Ge0 5 with the energy of 
the corresponding («+1) layer strained flat surface. As we 
have done previously,10 to compare the energies of islands of 
different sizes, we need to keep coverage fixed; for an island 
of size IM atoms, the energy to calculate is that of the con- 
figuration made up of this island on a substrate of length L 
= M so that, when the atoms of the island are spread over 
this substrate, it is covered with exactly one extra monolayer 
of atoms. Under this condition, the island density is low, 
tending towards 0 as the size approaches infinity. We see that 
islanding is first favored when the thickness n is 3-4 ML, as 
in the case when x= l.10 Within the accuracy of our calcu- 
lations, there is no difference for the results of cases n = 4 
and 5. (Higher order «'s do not change this conclusion.) 
This, together with the results of Fig. 2, will support the 
conclusion that, under conditions of low island density, the 
equilibrium SK thickness tc for Si^^Ge^. on Si(001) is inde- 
pendent of x and should remain at about 3-4 ML. 

In Fig. 2, we plot the energetics of Ge islands laid down 
on Ge„Si(001) substrates for n = 3, 4, and 5, under the con- 
dition of constant coverage 9= 6 ML. The energies are all 
referred to as the energy of the flat coherent Ge6Si(001) 
surface; at this coverage island densities are low; once 
3D islanding becomes favorable, we see that the lowest en- 
ergy configuration for a fixed coverage is that of islands on 3 
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FIG. 2. Islanded surface energies at a constant coverage of 0=6 ML in a 
meV/cell vs inverse cluster size. The islands are set on Ge„Si(001) sub- 
strates and the energies are referred to as the energy of the flat Ge6Si(001) 
surface. Dashed line: n = 3; solid line: n = 4; dotted line: n-5. 

FIG. 3. Islanded surface energies at a constant coverage of 0=33 ML in a 
meV/cell vs Ge layer thickness n. The energy sign has been reversed so that 
the positive region is the more stable. The islands are set on Ge„Si(001) 
substrates and the energies are referred to as the energy of the island on the 
Ge3Si(001) surface. The line is only a guide to the eye. 

ML of Ge. The particular average size of islands at equilib- 
rium would depend on energetic and entropic considera- 
tions. The results for low density Si^^Ge^. islands on 
(Si1_xGe^.)„Si(001) substrates would be the same as can be 
inferred from Fig. 1. SK critical thickness at equilibrium 
should be about 3 ML and be largely independent of x. 

We now look at the high coverage case. Osten et al.n 

used coverages of 30-60 ML and their results, together with 
those of Hansson et al.6 show islands of width w~50 nm at 
the base (—130 surface cell units in the [110] direction) and 
interisland separation of about the same length. The results 
of Hansson et al. show all islands to have a constant aspect 
ratio [height (h): width (w)] of 0.5.6'9 Using these param- 
eters as our guide, we have carried out simulations with cov- 
erages 6~ 30-40 ML on (lll)-faceted islands with base 
width w = 70-110 surface cell units and aspect ratio of 0.5. 
The results plotted in Fig. 3 are for islands with width w 
=78 and coverage 0=33 ML (s is the width or size of the 
island at half height). In calculating the energies for Fig. 3, 
we have ignored the correction due to reconstructions on the 
(111) side facets of the islands10 since we are only interested 
in differences of energy and the effect of the corrections on 
these would be negligible. We have also chosen the param- 
eters w and 6 so that the island is close to the transition point 
(see Fig. 2) at which island energies first become negative. 
The reason for this will be discussed later. In Fig. 3 the 
energies are for islands on Ge„Si(001) substrates, taken rela- 
tive to that of an island on 3 ML of Ge (i.e., n = 3). Figure 2 
shows that under low coverage conditions this graph would 
be a straight line with negative gradient, passing through the 
point given by E = 0 and n = 3. However, Fig. 3 shows that 
under conditions of high island density the relaxation in the 
substrate below each island can have a substantial effect. The 
energies for islands on n MLs of Ge for a range of thick- 
nesses, 3<n=£l6, become more favorable than the energy 
for n = 3. This is the likely mechanism for SK critical thick- 
ness to exceed 3 ML even under equilibrium conditions. Re- 
sults remain substantially the same for small changes (—10% 

of 6 and island size s). The feature of a range of n (>3) 
values being more favorable than n = 3 remains. At fixed cov- 
erage, increasing island size 5 increases interisland distance; 
this has the result of decreasing the relative effect of sub- 
strate relaxation. Figure 2 shows as well that the energy dif- 
ference between islands on n and n +1 ML would increase. 
As 1/s tends towards zero, at some point given by s = s0, 
say, this energy would be greater than the energy gained due 
to substrate relaxation and islands on 3 ML of Ge will then 
be the most favorable configurations. We are interested in 
the interval As = s0-sc, where sc is the size at which an 
island first becomes favorable. Now, we consider increasing 
island sizes while keeping them apart at a constant distance 
equal to w, their size at the base; the relaxation effect of the 
substrate will scale with the size of the islands, that is, the 
range of values of n (>3) for which island energies are more 
favorable than that for n = 3 will increase and so will As. 
We can see from Figs. 1 and 5 of previous work9 that as x 
-^0, the sizes sc at which islands first become favorable get 
larger. From the following equation for the energy E of an 
island of side s and height h,9,15 

E/V=- 
2T     2c[l-exp(-arÄAy)] 

7"~ aln[seL5/h cot(ö)] ' 
(1) 

where Y=yecsc(6)-ys cot(0), ye<s are, respectively, ener- 
gies of the facet and the surface, 6, angle between the surface 
and facet, a is some constant, and c— x2, we see that sc 

~c~1~x~2. At low x, this transition point would move 
closer and closer to the abscissa (see Figs. 1 and 2), that is, 
sc would tend towards very large values. It is reasonable to 
expect that, at this limit, average island sizes (this average is 
affected by energetic and entropic considerations) would be 
— sc and that the arguments we have given above for in- 
creased SK thickness would then apply. Then, in this limit 
x—>0, equilibrium SK thickness should scale as sc and, 
therefore, as x~2. 
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III. CONCLUSION 

We have found for strained heteroepitaxial growth of 
semiconductors that, at high coverages, SK critical thickness 
can exceed 3 ML even under equilibrium growth conditions. 
The mechanism for this is the great elastic relaxation that 
goes deep into the substrate just beneath an island; this re- 
laxation makes it favorable for a certain thickness of the 
material in the substrate to be of the same type as that in the 
island; this thickness scales with the size of the island. This 
effect is strongest when average island sizes are those near 
the transition point at which islanding just becomes favor- 
able and the coverage is large enough for the interisland 
distance to be of the order of island size. 
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Spinodal decomposition of ternary semiconductor alloys during lattice-matched heteroepitaxy is 
considered here. It has been previously demonstrated that a perfectly flat surface (with no step) 
would forbid alloy demixing. The case of a rough surface is the purpose of this article. How the 
possibility of a better strain relaxation introduced by the surface roughness can favor alloy demixing 
is analyzed first. The present results are exemplified by the AlInAs lattice matched to the InP case. 
Second, a step-by-step model is proposed to simulate the growth process on a rough surface. This 
model leads to a description of the strain and alloy demixing during this growth. This study clearly 
shows how and why the atoms corresponding to binary materials with lower surface tension 
naturally tend to segregate towards bumped areas. © 1998 American Vacuum Society. 
[S0734-211X(98)12504-0] 

I. INTRODUCTION 

It is now well known '~5 that most of the III-V alloys 
such as AlInAs or GalnP may show strong phase separation 
behavior when grown lattice matched to the substrate by 
molecular beam epitaxy (MBE). We have recently shown6 

that, from a theoretical point of view and contrary to what 
happens in bulk alloys,7'8 when the alloy is deposited on a 
substrate lattice matched to the alloy lattice constant, such a 
spinodal decomposition is forbidden if the surface of the 
deposited film is perfectly flat: spinodal decomposition in- 
deed would create strained areas which appear not to be fa- 
vorable with regard to a random alloy where the mean strain 
is zero everywhere in the system, even if one takes into 
account the mixing enthalpy. Recently Guyer and Voorhees9 

proposed a decomposition mechanism which is active during 
epitaxial growth of strained alloy layers even when spinodal 
decomposition is no longer effective. This decomposition is 
associated with surface roughening. This analysis, which 
uses a continuous approach, concludes that alloy decompo- 
sition may stabilize surfaces under tension whereas it always 
destabilizes surfaces under compression. In a more recent 
work10 Tersoff considered the case of vicinal surfaces and 
proposed a mechanism which relates spinodal decomposition 
to the formation of step bunches. This latter phenomenon can 
lead to the spontaneous formation of superlattices. In the 
present work, we have chosen to consider the case of a nomi- 
nal surface, but one with some roughness. A recent thermo- 
dynamic treatment of a stressed alloy with a free surface 
studied the relationship between morphological and compo- 
sitional instabilities. Here, we do not consider morphological 
instabilities, but have chosen to keep within the framework 
of roughness limited to a few monolayers (ML) observed 
experimentally.6 In Sec. II we demonstrate, by making use of 

"'Electronic mail: priester@isen.fr 

a simple model, how the presence of wires on the surface 
favors alloy decomposition, leading to a lateral alternation of 
Al-rich and In-rich wires. In Sec. II we completely ignore 
how decomposition takes place, and only compare the equi- 
librium total energy of segregated and random systems. A 
step-by-step modeling of the alloy's heteroepitaxial growth 
is proposed in Sec. Ill: this approach is basically similar to 
the one which has recently successfully described strain as- 
sisted atomic diffusion in inhomogeneously strained systems 
such as self-assembled three-dimensional (3D) islands.12 In 
the present work, starting from a slightly rough surface, we 
analyze how the atoms segregate as one deposits successive 
monolayers. 

II. ALLOWED SPINODAL DECOMPOSITION IN 
SYSTEMS WHICH PRESENT A ROUGH SURFACE 
ALONG ONE SINGLE DIRECTION: A VERY 
SIMPLE DESCRIPTION 

As briefly recalled in Sec. I, we have previously shown6 

that, when one considers a composition fluctuation around 
the lattice-matched composition x = 0.526 given by Vegard's 
law for an Al^^In^As film on an InP substrate, the alloy 
film is either tensile or compressively strained, and that this 
"extrinsic" strain energy (due to the mismatch with the sub- 
strate) contravenes the "intrinsic" strain energy due to the 
mismatch between the two end point binaries within the al- 
loy. The calculation of this balance energy for a perfectly flat 
film has proved that the extrinsic strain energy gets the better 
of the intrinsic energy, thus prohibiting any spinodal decom- 
position in such systems. However, as the growth front is 
actually rough, a key point is to check whether the roughness 
can be efficient enough in relaxing the extrinsic strain en- 
ergy. If yes, the balance energy will be switched, and, as far 
as additional surface energy does not prohibit such a rough- 
ness, spinodal decomposition would be allowed. In order to 
answer    this    we    have    calculated    the    total    energy 
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FIG. 1. Schematic cross-sectional view of a rough surface made of [113]- 
faceted truncated ridges. Only the fee cation sublattice is represented. Open 
circles correspond to Al0474In0526 virtual cations, open squares to 
A10.474+^I%526-A: virtual cations, and closed squares to Al0 474_^In0 526+^ 
virtual cations. 

(elastic+mixing+surface) for several series of systems with 
rough surfaces which are shown schematically in Fig. 1. The 
roughness is modeled here by considering a surface which 
presents an undulation in the direction perpendicular to the 
element-V dimers (the actual surface is assumed to be ele- 
ment V stabilized): the ridges are 3 ML high and [113] fac- 
eted. We have varied the widths of the ridges and the spaces 
between the ridges, and for every configuration we have cal- 
culated the total energy for alternation of In-rich and Al-rich 
surface ridges, varying the amount of demixing from zero to 
total demixing. In this simple model the elastic energy is 
calculated within the valence force field framework13 and by 
using Keating's formulation.14"16 The alloy atoms are here 
considered as virtual atoms. The excess enthalpy of the mix- 
ing density in each alloy area is approximated by U(x) 
= x(l-x)fl where Cl, the interaction parameter, is 3.6 
kcal/mol.16 The surface energy is estimated by counting the 
additional dangling bonds due to the surface roughness (the 
additional energy of one dangling bond for an In-As termi- 
nated surface is estimated to 0.3 eV).17 

Some of these results are reported in Fig. 2, which dis- 
plays the variations of the reduced energy versus the demix- 
ing ratio (=0 for a random alloy, =1 for total demixing, viz, 
one wire being purely InAs and the other one being 
Ino o5gAlo.942As since the total amount of deposited In corre- 
sponds to the lattice-matched composition). Each curve cor- 
responds to a given size of wire, and the zero energy corre- 
sponds to the total energy of the equivalent flat random 
system (please note that, when one passes from one curve to 
the other, the size of the system varies). 

From observation of Fig. 2, one can deduce the following 
points: 

(1) for any rough surface the demixed system is more stable 
that the random one; 

(2) one can define a critical roughness (typically 150 atoms/ 
ridge which corresponds to 120 Ä, 29 atoms, on the 
basis of each ridge), from which one can find demixed 
systems that are more stable that the flat random film; 

(3) for a given roughness, one can define a critical demixing 
which is the minimal demixing for the demixed rough 
system to be more stable that the flat random film. 

These qualitative results appear to not depend on the 
height of the roughness, nor on the lateral facets orientations. 
Only the quantitative values of the critical roughness and 
critical demixing are sensitive to these "design parameters." 

This study has thus demonstrated that spinodal decompo- 
sition is favored by the surface roughness, and has confirmed 
the idea that, for a rough enough surface, this roughness 

0.5 

demixion ratio 
1.0 

FIG. 2. Variations of the reduced energy (in meV/atoms in the ridges) vs the 
demixing ratio (from one ridge to its neighbor). Each curve corresponds to a 
given width of the ridges: from the upper to the lower curve the base of the 
ridge contains, respectively, 11, 17, 23, 29, and 35 atoms. 

lowers the elastic energy in demixed areas strongly enough 
in order to balance the additional surface energy. However 
this study has only considered rather idealistic test systems 
(alternation of homogeneous demixed surface ridges). Since 
each surface ridge is considered homogeneous, the well 
known segregation of In towards the surface for such alloys 
cannot be described in the present model. As will be demon- 
strated in Sec. Ill, such In segregation in rough systems can 
strongly modify the strain distribution all over the system, 
and consequently modify the alloy decomposition. A more 
realistic description then requires one to take into account the 
possibility of a gradual composition modulation, and to study 
how the atoms can exchange during the growth process. This 
is the purpose of Sec. III. 

III. STEP-BY-STEP DESCRIPTION OF THE 
GROWTH OVER A BIDIRECTIONALLY ROUGH 
SURFACE 

As the existence of a roughness-assisted alloy segregation 
has been established, let us now no longer discuss virtual 
alloys (i.e., described using Vegard's law) and turn to ran- 
dom alloy systems [i.e., assuming a particular random cation 
distribution on their face-centered-cubic (fee) sublattice 
sites]. 

In order to determine towards which alloy decomposition 
will energetically tend the system, we have used a procedure 
which has been successfully applied recently for describing 
the strain assisted atomic diffusion in self-assembled 3D 
GalnAs islands on a GaAs substrate.12 The principle itself is 
the following. 

At each step of the calculation, we define the class of 
cations which are "allowed to exchange" (see below) which 
will be referred in the following as the "moving class." 

First, we calculate the stress field all over the system con- 
sidered by replacing the cations of the moving class with 
virtual cations. Then we calculate, for any of these cation 
sites, the local (on two shells) dynamical matrices when this 
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cation is an In or Al. Dynamical matrices are derived from 
Keating's formulation of the elastic energy.14'15 From these 
we deduce an estimation of the optimal cation distribution 
which minimizes the elastic+surface energy (for a given sur- 
face morphology). 

Then we repeat the process (stress field+optimal cation 
distribution calculations) up to convergence (when no more 
atoms need to be exchanged in order to minimize the en- 
ergy). 

The key point here is to determine which atoms are ' 'al- 
lowed to exchange." In order to take into account the fact 
that bulk diffusion is negligible at usual growth tempera- 
tures, we have decided to consider every "nonsurface" cat- 
ion as frozen. "Nonsurface" cations mean cations which do 
not belong to the surface layer or the layer just underlying it. 
As we now consider completely or partially random alloys, 
the mixing enthalpy is directly included in our Keating de- 
scription on equal footing as strain energy. The difference of 
surface tension between the two binaries, InAs and AlAs, 
which can be associated to the difference in dangling bond 
energy, is included in the calculation as an input parameter. 
Finally, note that the system we deal with shows a dimerized 
As-terminated surface (due to growth conditions). This As 
dimerization implies that the two surface directions, i.e., the 
[110] direction and the [110] direction, are not equivalent, 
even for a perfectly flat surface, exempt from steps. 

We now model the initial roughness by means of a few 
ML high rectangular platelets with rather flat facets (from 
[112] to [114] orientation, whereas the growth axis is along 
the [001] direction). We have considered different platelet 
lengths and widths (which will be referred to as nXm, n 
along the [110] direction and m along the [110] direction), 
but, for numerical requirements, the sample that contains a 
huge number of atoms is assumed to be periodic in the two 
directions perpendicular to the growth axis. One period con- 
tains two platelets along the [110] direction and one platelet 
along the [110] direction, which is the minimum number of 
platelets which allow the migration of cations from one 
platelet to another one. The presence of these platelets affects 
the local strain distribution all over the system. In order to 
model the growth process, we have chosen to capture a se- 
quence of current images during this growth simulation. Be- 
tween two consecutive images, 1 ML has been deposited on 
the surface, but, as III-V surfaces needs to be dimerized for 
surface tension requirements, we consider that the deposited 
monolayer results from covering every anion surface atom 
with entities made of an anion dimer and its four underlying 
cations. This means that when one passes from one step of 
the growth sequence to the next, the platelet that defines the 
roughness enlarges by one atom along the [110] direction 
and by two atoms along the [110] dimer direction (as can be 
seen in Fig. 4). This way the criterion, "platforms must keep 
able to be dimerized" is verified. Another consequence of 
this growth process modeling is that after deposition of sev- 
eral monolayers (the number depends on the distance be- 
tween platelets at the starting point of the sequence), the 
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t* [1-10] 

10   11   12   13   14 

In concentration 

from 0.0 to 0.1 

from 0.1 to 0.2 

from 0.2 to 0.3 
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from 0.4 to 0.5 

from 0.5 to 0.6 

from 0.6 to 0.7 

from 0.7 to 0.8 

from 0.8 to 0.9 

from 0.9 to 1.0 

= 1.0 

[001] 

t—[110] 

(b) 

FIG. 3. System made of 14 Al0 474In0 526As flat monolayers deposited on InP: 
(a) In concentration profile from the substrate (left side) to the surface (right 
side); (b) two "vertical" cross-sectional views: perpendicular to the [110] 
(bottom) and [110] (top) directions. In-rich atomic rows are represented by 
darker symbols and Al-rich rows by brighter symbols (see the inset). 

roughness disappears and one recovers a flat surface on 
which new platelets will nucleate. 

Applying the procedure described above to a system with 
a perfectly flat surface leads to the variations of indium con- 
centration given in Fig. 3. Figure 3(a), which displays the 
concentration profile as one goes from the substrate to the 
surface, illustrates nothing but the well known surface 
segregation.18'19 Obviously this ideal abrupt profile would be 
obtained only for infinite diffusion constants or, equivalently, 
for very low growth rates. In realistic cases the resulting 
profile would be an intermediate situation between the purely 
homogeneous film and the "fully segregated" profile given 
in Fig. 3(a), but, for usual growth conditions, much closer to 
the latter19 (this being just a bit smoothed). The question of 
kinetic limitations20 goes beyond the scope of this article and 
will be briefly discussed in Sec. IV. The cross-sectional view 
is given in Fig. 3(b). The gray level indicates the mean con- 
centration for each atomic row, with the darkest correspond- 
ing to pure In and the brightest corresponding to pure Al (see 
the inset). The cross section along the [110] axis (which 
displays the concentration along rows of the dimer direction) 
shows that the atoms are randomly distributed in this direc- 
tion. The cross section along the [110] shows a light ten- 
dency towards structuring along the dimer direction, but only 
to a very short range, and with no periodicity. 
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[001] 

liliiif   Lino] 
(a) 

[001] 

t-*[1-10] 
(b) 

FIG. 4. Successive cross-sectional views of growth on a rough surface (0-9 
ML deposited). 

Let us now turn to systems with a rough surface. In Fig. 4 
we show successive cross-sectional views of a system with 
an initial roughness corresponding to 2 ML high rectangular 
platelets containing 6X10 cations at their bases and 3X6 
atoms in the other cation planes located in an 12 X 18 area. In 
order to allow cation transfer from one platelet to its neigh- 
bor, we have considered a 24 X 18 period, which contains 
two platelets (located at the center of each half period). For 
such a surface morphology, one recovers a flat surface after 9 
ML has been deposited. In order to complete a global over- 
view of the system, we show in Fig. 5 the corresponding 
successive "top views" where each square indicates the 
mean concentration for the part of the atomic row along the 
[001] axis located above the last entire [001] plane of the 
initial surface. Figures 4 and 5 clearly show In enrichment in 
the areas where the platelets were located. If one deposits 
more and more atomic layers, keeping the surface perfectly 
flat, one observes that the segregation slowly becomes 
smooth and tends to vanish. From this observation we can 
deduce that surface roughness is necessary to assist the alloy 
spinodal decomposition; in other words, even if one starts 
with a partially demixed alloy film, it is impossible to keep a 
trace of this initial demixing without the help of steps. More- 
over, it is interesting to note that the surface never actually 
remains perfectly flat, and that new platelets or holes will 
nucleate, during the growth, not necessarily located exactly 
vertically above the previous ones. Studying this process 
would be an interesting extension of the present work, and 

^mam^      t_^[no] 
FIG. 5. Successive top views of a growth on a rough surface (0-9 ML 
deposited). 

could, perhaps, provide an explanation of the staggered ar- 
rangement of the experimentally observed clusters. 

We have checked numerically that the segregation is 
mainly ruled by surface tension, as if one would consider a 
ternary alloy whose binary compounds would only differ in 
lattice parameter, a rough growth front would also lead to the 
decomposition of the alloy, but with no correlation between 
the location of initial platelets and Al-rich or In-rich areas. 

Another interesting point we can deduce from our study is 
that, contrary to that was suggested in Sec. II, alloy decom- 
position does not result from exchanges from one bump to 
the other but, rather, from exchanges from "flat areas" to 
bumps. Actually, the surfactant behavior of In atoms forbids 
such bump-to-bump transfers. 

We have also considered systems presenting a less natural 
starting roughness: this latter corresponds to platelets very 
close to one another, which can be viewed as crosshached 
prepatterned surfaces. In this case alloy decomposition is 
also strongly enhanced (compared to flat systems) but in a 
quite different way (e.g., in the case of a small enough square 
periodic pattern, one gets a clear composition modulation 
along the [100] direction, whereas in the case of nonsquare 
or large patterns the effect is less pronounced). This is due to 
the fact that, by the way we model the growth, the surface 
becomes flat again very quickly. For all the systems we have 
considered here, the roughness of the growth front appears as 
the sine qua non condition for alloy decomposition: it ini- 
tiates and strongly influences alloy decomposition. 

IV. CONCLUSION 
In the present study, based on energetic considerations, as 

described by a Keating type model, we have clearly demon- 
strated the surface roughness to be a possible origin of alloy 
decomposition when growing an alloy lattice matched on a 
(nonvicinal) substrate. Obviously the "optimal cation distri- 
butions" we have calculated for several systems may not be 
reached due to kinetic limitations, and the actual resulting 
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partially demixed alloy will correspond to an intermediate 
situation between this optimal configuration and a com- 
pletely random system. The influence of the finite growth 
rate could be introduced in our model as a phenomenological 
parameter (which would be deduced from experiment). Pre- 
liminary calculations have already shown that one could de- 
fine a critical growth rate that wears away the alloy decom- 
position. Introducing the effect of growth temperature would 
require further considerations. 

Here we have restricted our study to roughness corre- 
sponding to a bumpy surface; the case of a surface with 
hollows would also be of great interest, and will be the sub- 
ject of a forthcoming study. The present study also warrants 
being extended to the case of low mismatched alloy growth. 
This would be the first step toward a more general under- 
standing of the difference that can be observed when one 
grows tensile or compressively strained materials with dif- 
ferent surface reconstructions.21 Of course the key role of the 
surface roughness that we have demonstrated here for a 
given system (AlInAs lattice matched to InP) is not limited 
to this single system, and has to be considered as a possible 
origin of alloy segregation in other grown alloys.4'5 
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The electronic states for normally stacked and faultily stacked layers on the GaAsjlll} A, B 
surfaces are calculated by use of the discrete variational X a cluster method and the plane wave 
nonlocal pseudopotential method. The results show that chemical bondings between atoms are not 
as ionic in the faultily stacked layer of (111)5 as they are in the (111) A case, and that on the (111) 
A surface more attractive Coulomb interaction energy is gained in the faulty stacking layer than in 
the normal stacking one. These results explain well the more frequent emergence of in-plane faults 
in the (111) A surface, which is well known in GaAsjlll} A, B growth experiments. The total 
energy calculations also provide quantitative interpretation of such growth features. © 1998 
American Vacuum Society. [S0734-211X(98) 12604-5] 

I. INTRODUCTION 

In general, single crystal ingots of III-V compound semi- 
conductors with a zinc-blende (ZB) structure have been 
grown on their {11 l}-oriented seed crystals by the liquid- 
encapsulated Czochralski (LEC) technique. A structural per- 
fection of the {111} LEC-grown crystal is known to depend 
on the polarity of the seed crystal: '~5 In the {111} end surface 
terminated with group V atoms, (111) B, the growth front is 
mostly composed of a fault-free layer with a stacking of 
AaBbCc inherent to the ZB-type structure. The letters Aa, 
Bb, or Cc represent a pair of group III and group V atoms. 
The other end surface that consists of group III atoms, (111) 
A, tends to grow with considerable amounts of in-plane 
faults such as twin and stacking faults, for example, includ- 
ing a locally stacked layer of AaBbAa based on a wurtzite 
(WZ) structure (Fig. 1). Such a polar surface dependence has 
been observed also in the III-V compound films prepared by 
molecular-beam epitaxy and metal organic chemical vapor 
deposition.6 

Most III-V compounds representative of GaAs have the 
ZB structure, in which the atoms are tetrahedrally and co- 
valently bonded. However, of the III-V compounds, GaN, or 
InN is an example that has the other tetrahedrally bonded 
structure of WZ type, which is more ionic.7'8 This gives us a 
key to the question of what causes the polar surface depen- 
dence mentioned at the beginning of this article: If the ion- 
icity for bonds between the atoms at the {111} A, B surface 
layers becomes locally larger than the inherent ionicity in the 
bulk crystal, they easily grow in the WZ-type stacking of 
AaBbAa corresponding to an in-plane fault in ZB. 

One of the purposes of this article is to examine the dif- 
ference in ionicity between ZB-type and WZ-type structures 
using first-principles calculations. The other is to explore the 
origin of the frequent induction of in-plane faults in the 
LEC-grown film on the GaAs(lll) A substrate on the basis 
of the difference in the "inherent" ionicity between the 
{111} A, B surfaces. 

II. CALCULATIONS AND MODELS 

A. Total energy calculations 

The total energy calculations were performed by use of 
the first-principles local-density functional (LDF) method.910 

We adopted a momentum-space formalism11 and ab initio 
norm-conserving pseudopotentials12"14 for the total energy 
calculations. The wave functions were expanded in a plane- 
wave basis set. The total energy, £total, is given by 

E total — ^Ewald + ^Hartree + ^XC + ^potential + E kin' (1) 

^'Corresponding author; electronic mail: junj@mn.waseda.ac.jp 

where the terms represent, respectively, the Ewald (core- 
core Coulomb) energy, the Hartree (electron-electron) en- 
ergy, the exchange and correlation energy, the potential 
(electron-core) energy, and the electronic kinetic energy.15 

The Wigner form16 was used for the calculation of the 
exchange-correlation energy. 

In this study, the following two types of slab geometries 
were used for the simple calculation. Slabs in one geometry 
were prepared for the ZB and WZ structures, which have 
supercells consisting of two Ga (group III) and two As 
(group V) atoms. In the present calculations the unit-cell 
vectors for the ZB and the WZ structures were as follows: 
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FIG. 1. (a) Projection of the most-closely packed layer. Stacking sequences 
of the (b) ZB-type and the (c) WZ-type GaAs. ZB and WZ have a stacking 
of AaBbCcAaBbCc- ■ ■ in the [111] direction and of AaBbAaBb- ■ ■ in 
the [0001] direction, which are in the (d) staggered and (e) eclipsed confor- 
mations, respectively. The letters Aa, Bb, or Cc represent a pair of Ga and 
As atoms. 

azB=(iO>2)«0> 

bzB=(0'2>2)ao> 

cZB=(l,l,0)a0> 

aWZ=(2'2'0)öO' 

kwz=(0>2>2")ao> 
— r2 — 2 2\„ CWZ_l3>       3>37a0- 

(3) 

Here, a0 is the lattice constant for the ZB unit cell. As can be 
seen in Eqs. (2) and (3), the axial ratio for the WZ unit cell is 
assumed to be ideal, that is, cla = Vo73 (where a and c are 
the lattice constants for the WZ unit cell). One reason is in 
the way that the supercells for both the structures have the 
same volume in order to comprise directly results of the total 
energy calculations for both systems. The other is that the 
use of the actual cla causes only a small relaxation energy 
difference below 1 meV/atom.17 For slabs in the other geom- 
etry, we employed the slab models shown in Figs. 2(a)-2(e), 
in which 8, 10, and 12 atomic layers of GaAs are combined 
with vacuum regions which have corresponding atomic lay- 

(a) NS2(1!,)A (1 n)B       (b) FS2(111>A;(111)B 

Normal- 
Stacking 

Faulted 
Stacking 

(c) NS4(111)A(111)B       (d) FS4(111)A(111)B 

NS =>CU       FS- 

(e) FS2NS2(111)A(111)B 

O Ga (As) 

• As (Ga) 

• 0.75 H (1.25 H) 

FIG. 2. Models employed for the total energy calculations, (a) NS2(m)/i 
and NS2(111)B models for the NS layer (2 layers=l bilayer) on the 
GaAs(lll) A and GaAs(lll) B surfaces, respectively, (b) FS2(111)/1 and 

(2)        NS4(1I1)B models for four normal stacking layers, (d) FS4, (in) A and 

FS2NS2(111) B models for the NS layer (2 layers= 1 bilayer) on the surfaces 
of the FS2(U1) A and FS2(U1) B models, respectively. 

ers of 12, 10, 8, respectively. The front side of these slabs is 
represented by the {111} A, 5—1X1 ideal surfaces, while 
the back side is terminated with a fictitious H atom which 
has 0.75 (1.25) nuclear and 0.75 (1.25) electronic charges for 
the (111) A [(111) B\ surface models so as to eliminate arti- 
ficial dangling bonds and to decouple both the surfaces.18 In 
optimizing the geometries of the slab models, the atoms in 
the back side H layer and its adjacent Ga-As{lll} bilayer 
were fixed. 

To save computational costs, we performed the total en- 
ergy calculations in the following two steps: In the first step, 
we employed Kleinman-Bylander (KB) type separable 
pseudopotentials.14 Here, both electronic and ionic degrees 
of freedom were optimized using the conjugate gradient 
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method. By using this, we can reduce the computational ef- 
fort to calculate the potential matrix elements. However, 
since in using the KB type potentials a spurious bound state 
(i.e., ghost state) occasionally emerges,19'20 we carefully 
chose the value of the kinetic energy cut off, i.e., 4.41-7.29 
Ry, to remove it. In the second step, further optimization of 
the atomic structures with higher cutoff energy (up to 7.29- 
12.25 Ry) was carried out by using the Bachelet-Hamann- 
Schliiter type nonseparable pseudopotentials13 until forces 
acting on the atoms are below ~ 1 X 10"3 Ry/a.u. 

B. Cluster calculations 

Numerical calculations were performed using the self- 
consistent charge discrete variational (SCC-DV)-Xa-cluster 
method, the details of which are reported elsewhere. ' In 
this method, the Hartree-Fock-Slater (HFS) equation for a 
cluster is self-consistently solved by use of a localized ex- 
change potential (Xa potential). The adjustable (exchange- 
correlation) parameter a was taken to be 0.7.23 Numerical 
1 s-4p atomic orbitals of Ga and As, which were obtained 
as solutions of the atomic HFS equations, were utilized as 
basis sets. We employed the Mulliken population analysis 
to estimate the effective atomic charges from the orbital 
population. 

We prepared the following four cluster models for the 
growing surfaces of GaAs{lll} A, B, (1) and (2) are nor- 
mally stacked (NS) surface models, NS-(lll) A and NS- 
(111) B, and (3) and (4) are faultily stacked (FS) surface 
models, FS-(lll) A and FS-(lll) B, respectively. Schemat- 
ics of these clusters are shown in Fig. 3. The {111} A, B 
surfaces are represented as embedded models where each 
cluster is set in the Madelung-type electrostatic exterior po- 
tential, Vout.

25 The effective Hamiltonian for the cluster is 
written as 

H, eff" -Hin+Vn 

where Hm is the Hamiltonian for the cluster. The Vout 

calculated as the lattice sum, 

Vout(r) = 2' <^r)> 

(4) 

can be 

(5) 

where the prime means the exclusion of the sites inside the 
cluster from the summation. The contribution of the nth ion 

C>Ga(As)   Ijj)As(Ga) 

FIG. 3. Models employed for the cluster calculations, (a) NS surface models 
on the GaAs(lll)A and (111) B surfaces, respectively; NS-(111)A, 
NS-(lll) B. (b) FS surface models, FS-(lll) A and FS-(lll) B. 

to the lattice sum, </>„(r), is assessed by a model of the 
uniformly charged sphere with a finite radius rn0, and is 
expressed as 

Q„/|i-R„|    (|r-R„|>r„0), 

^(r)_iß„(3r2
0-|r-R„|2)/2r3

0    (|r- R„ = >"„o)> 
(6) 

where Qn is the net charge of ions and |r- R„| is the distance 
from the center of the nth ion in position R„. The values of 
r„0 were chosen as the ionic radii for Ga and As atoms, 
1.1716 and 1.3039 Ä (Goldschmidt), respectively.26 

III. RESULTS AND DISCUSSION 

A. ZB(3C)-WZ(2H) polymorphism 

As mentioned in Sec. I, we are very interested as to why, 
in the LEC-growth of GaAs{lll} A, B crystals with ZB 
structures the (111) A surface favors growing with an in- 
plane fault of WZ-type stacking, AaBbAa. In order to ex- 
plore the origin of the ZB-WZ polymorphism in GaAs, we 
have to understand significant differences in the electronic 
states of the ZB and the WZ structures. As the first step for 

TABLE I. Energy differences between the ZB and WZ structures (meV/2atoms). 

GaAs Ge InSb Sn 

A«?,(ZB-WZ) Ae,.(3C-2JT) Ae,(ZB-WZ) A<f,(3C-2H) 

Ewald -302.9 -321.9 -264.3 -280.7 

Hartree -310.8 -293.8 -291.1 -212.0 

Exchange and + 17.6 +4.7 + 18.9 -22.2 

correlation 
Potential +620.2 +575.1 +549.0 +440.1 

Kinetic -50.5 -3.2 -34.8 +63.6 

Total -26.5 -39.0 -22.4 -11.2 
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TABLE II. Energy differences between the models for GaAs(lll) A (eV/slab). 

2429 

Ae,(NS2-FS2)(111)Jl Ae,-(NS4-FS4)(1I1M Ae,(NS4-FS2NS2)(111M 

Ewald -90.1545 +202.4785 + 154.5866 
Hartree -89.7156 +200.7304 + 153.3762 

Exchange and +0.3804 -0.7598 -0.4771 
correlation 
Potential + 180.1735 -404.3700 -308.6115 
Kinetic -0.7317 + 1.8311 + 1.0985 

Total -0.0479 -0.0898 -0.0273 

this, we test the difference of the total energy between the 
ZB- and WZ-GaAs models, as shown in Table I, which is 
calculated as 

A 6t0tal(ZB-WZ) = £total(ZB) - £total( WZ). (7) 

Here, the negative and the positive values in 
AetotaI(ZB-WZ) prefer to form the ZB and the WZ struc- 
tures, respectively. In Table I, the value of —26.5 meV/ 
Gal As 1 manifests itself in higher stability for the ZB struc- 
ture, which is in good agreement with that previously 
reported, -24.04 meV/GalAsl [(c/a)wz relaxed] or -24.74 
meV/GalAsl [(c/a)wz unrelaxed].17 Second, we try to de- 
compose the total energy in Eq. (1) in order to examine a 
difference in the ionicity between the ZB and the WZ 
structures.27 As shown in Table I, both Hartree potential and 
kinetic energy terms have negative values, indicating that 
electronic charges for the WZ structure are more localized. 
This localization makes the core-electron potential energy 
have a large positive value, reflecting larger ionicity in the 
WZ structure. 

Third, it is of importance to know whether or not a rela- 
tion between the components of the total energy and the 
ionicity in GaAs is generalized. Table I shows the Ae,(3C 
— 2H) (i indicates each component) for Ge which closely 
resembles GaAs in a shell structure [in a homopolar semi- 
conductor like Ge the ZB-type structure is often called a 
cubic-diamond structure (3C) and the WZ type a hexagonal- 
diamond structure (2//)]. In Table I, the absolute values of 
AeHartree(3C-2tf) and Aepotential(3C-2tf) for Ge are con- 
siderably small compared to those for GaAs, which is indica- 
tive of the larger ionicity of GaAs. Such a trend is seen also 
for a combination of Sn and InSb in the fifth row of the 
periodic table, as shown in Table I. 

Here, the question should arise as to why a WZ structure 
has larger ionicity, in other words, why a ZB-WZ polymor- 
phism is dominated by a degree of ionicity. Figures 1(d) and 
1(e) show the stacking sequences for the ZB and WZ struc- 
tures, AaBbCcAaBbCc- ■ ■ in the [111] direction and 
AaBbAaBb- ■ ■ in the [0001] direction, respectively. As 
seen in Figs. 1(d) and 1(e), the respective stackings result in 
the staggered and the eclipsed conformation, and in each of 
which the cation (group III)-anion (group V) distance be- 
tween the third nearest neighbors is long and short. Thus, in 
one and the same III-V compound, attractive Coulomb en- 
ergy between the cation and the anion is gained more in the 
WZ structure than in the ZB. GaAs is a case in which the 
attractive Coulomb energy is not the most effective factor for 
stabilizing the WZ structure. Of systems having larger ion- 
icity than the GaAs, III nitrides such as GaN and InN have 
the WZ structure, and are dominated by this kind of energy. 

B. Stability of faultily stacked layers on GaAs{111} 
A, B 

Tables II and III show the differences in total energy, 
Ae,-(NS2-FS2), Ae,-(NS4-FS4), and Ae,(NS4-FS2NS2) 
for the GaAs(lll) A surface and those for the (111) 
B surface, respectively. The comparison between 
A6total(NS2-FS2)(111)A and Aetotal(NS2-FS2)(111) B ad- 
dresses the issue that a faultily stacked layer is not as stable 
on the (111) ß surface as on the (111) A, which reproduces 
well the experimental results. Looking more carefully into 
the respective energy components in Tables II and III, we 
notice the following: The values of the Hartree, potential, 
and kinetic components for the (111) A model are negative, 
positive, and negative, respectively, while for the (111) B 

TABLE III. Energy differences between the models for GaAs(lll) B (eV/slab). 

Ae,(NS2-FS2)(in)s Ae,.(NS4-FS4)(m)B Ae,(NS4-FS2NS2)cll,)B 

Ewald +28.9997 + 11.6400 +3.7164 

Härtree +28.9390 + 10.8345 +3.4004 

Exchange and -0.1256 +0.1370 +0.0667 

correlation 
Potential -58.1446 -22.1901 -7.0107 

Kinetic +0.2792 -0.5076 -0.2051 

Total -0.0523 -0.0864 -0.0323 
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TABLE IV. Averaged net charges for the models employed. (a) 

All the atoms in the models 

I SQI overall 

Atoms in the 1st layer 

I $211st layer 

NS-(111)A 0.131 

NS-(111)B 0.134 

FS-(111)A 0.140 

FS-(111)B 0.122 

0.244 
0.224 
0.262 
0.224 

model, they have the opposite signs. These results imply that 
in the (111) A surface the FS2 layer has a larger ionic char- 
acter than the NS2 layer. This is a plausible result, because 
the WZ-type stacking of AaBbAa including the FS2 layer 
induces larger ionicity, as mentioned in Sec. Ill A. Interest- 
ingly, in the (111) B surface, contrary to the (111) A, the FS2 
layer is less ionic than the NS2 layer. In this case, the attrac- 
tive Coulomb energy does not become a dominant compo- 
nent for stabilizing the FS2. 

Next, we focus on the difference between the calculated 
energies for the secondly stacked bilayers on the (111) A and 
(111) B surfaces, that is, Ae,-(NS4-FS4) or 
Ae,-(NS4-FS2NS2). As seen in Tables II and III, since for 
both the surfaces |Aetotal(NS4-FS4)| is larger than 
|Aelotal(NS2-FS2)| or |Aetotal(NS4-FS2NS2)|, the second 
layers always preserve the NS type independent of the stack- 
ing type of the first bilayer, NS or FS. Thus, whenever the FS 
layer becomes the outermost layer, a rotational-type twin 
boundary,28 indicated by a broken line in Fig. 1(e), appears. 
More noteworthy for the (111) A model is the result that each 
of the energy components has an opposite sign between 

and    Ae,(NS4-FS4) (in) A ■ This Ae;(NS2-FS2)(111)A 

means that double bilayers having WZ-type stacking tend to 
weaken the ionic character even on the (111) A surface. 
From these results, we can say that if the outermost bilayer 
in the growth front results in smaller ionicity compared to 
the originally ZB-type stacked layer, then it would have little 
chance to grow in WZ-type stacking. 

As one step toward the understanding of the local charge 
states and the chemical bonding character in the growing 
surface layers of GaAs, we performed the cluster calcula- 
tions for the models mentioned in Sec. IIB. Given in Table 
IV are the absolute values of net charges for the clusters, 
averaged over the models, |<5ß|0veraii> which are calculated 
by use of the Mulliken population analysis.24 Table IV shows 
that the net charge, i.e., ionicity, increases in the sequence of 
FS-(lll) A>NS-(111) 5>NS-(111) A>FS-(111) B. A 
similar tendency is found by the total energy calculations. 
What has to be noticed, further, is that the net charges 
for the atoms in the first layer, | <5<2|istiayer> become large in 
the order of FS-(lll) A>NS-(111) A>FS-(111) B 
= NS-(111) B. On the other hand, the chemical bonding 
features associated with the first layer can be characterized 
by the different charge density maps, Ap = p (for the cluster) 
-2p (constituent atom), for the NS and FS cluster models of 
the (111) A and (111) B surfaces. Figures 4(a)-4(d) show 
that the charge density for the dangling bond (indicated as 
"D" in Fig. 4) decreases (increases) in the first layer of the 

(c) 

0 
y 

FIG. 4. Difference chargedensity maps for the models employed. The con- 
tours are drawn for the (110) plane perpendicular to the {111} A, B surfaces. 
The solid and the dashed lines represent accumulated and depleted charges, 
respectively. 

(111) A [(111) B] surface. The following explanation has this 
situation to understand more deeply: At the outermost sur- 
face of GaAs{lll}, if it does not exhibit any reconstruction, 
the partially filled sp3 dangling bonds will remain unbonded; 
the dangling bond energy level for the electronegative As is 
lowered more than that for the electropositive Ga.8'29"31 

Hence, the surface energy of (111) A (B) would be reduced 
when dangling bonds states for Ga (As) become empty 
(filled). Next, we draw attention to the difference in the con- 
tributions of the NS and the FS to the charge states of the 
first layer. Looking at the different charge density maps for 
the (111) A surface again, we notice that the dangling bond 
charges at the FS surface are much less than those at the NS 
surface. For the (111) B surface, changes in the dangling 
bond charges are hardly recognized at either of the NS and 
FS surfaces, as seen in Figs. 4(b) and 4(d), which agrees well 
with the above population analysis result. 

Finally, by combining these cluster calculation results 
with the total energy calculation ones, we can reach the fol- 
lowing roots for the more frequent induction of in-plane 
faults in the LEC-grown film on the GaAs(lll) A substrate. 
(1) The outermost layer of the (111) A surface inherently has 
larger ionicity than the (111) B one. (2) In the (111) A sur- 
face, when the outermost layer is of the faulted type, it gains 
enough attractive Coulomb energy to stabilize itself. These 
two roots make it possible to establish the conditions most 
suitable for growing in-plane fault-free GaAs crystals, when 
used with many other crystal growth techniques as well as 
with LEC. 

IV. CONCLUSIONS 

Electronic   states   for  the   growing   surface  layers   of 
GaAs{l 11} A, B were calculated by use of the discrete varia- 
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tional Xa cluster method and the plane wave nonlocal 
pseudopotential method. The results obtained are that a 
stacking fault in the GaAs(lll) A surface layer, which in- 
cludes a local stacking layer of AaBbAa based on a WZ 
structure, is more easily introduced than in the (111) B sur- 
face. Such a polar surface dependence is attributed to the 
difference in the chemical bonding features of the {111} 
A, B surface layers: The atoms in the AaBbAa stacked layer 
of the (111) A surface have a more ionic bonding character 
compared to the (111) B case because the former gains larger 
attractive Coulomb interaction energy. Further, the double 
bilayer stacking of WZ type leads to a decrease of ionicity in 
the bilayer on both the {111} A, B surfaces. These results 
bring us to conclude that, when the growing (111) A surface 
layer gains larger ionicity than the original surface by intro- 
ducing any stacking faults, the WZ type of AaBbAa is 
prevalent. 
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PREFACE 
On the following pages are papers presented at the 1997 Japan/U.S. Workshop on Formation 

of Ion Nanobeams and Applications to Materials Processing. The workshop was held at the Semi 
Hankyu Hotel in Osaka, Japan from 16-20 November 1997. It was the third workshop in this 
series of Japan/U.S. workshops devoted mainly to focused ion beam (FIB) technology and appli- 
cations, and was sponsored by the Japan Society for the Promotion of Science and the National 
Science Foundation in the U.S. with co-sponsorship by the American Vacuum Society. Industrial 
sponsors from Japan were: EICO, Hitachi, JEOL, Kobelco, NEC, NTT, SELETE, Seiko, and 
Shimazu. Industrial sponsors from the U.S. were: FAI (now Nanofab), FEI, Micrion, and Schlum- 
berger. 

In the ten years since the first international workshop on "Focused Ion Beam Technology and 
Applications" the number of FIB systems used in industry has grown by more than tenfold. While 
ten years ago most FIB machines were in industrial or academic research labs, today the vast 
majority of the new machines that have been added are in use in the semiconductor industry for 
failure analysis, circuit rewiring, mask repair, or transmission electron microscopy sample prepa- 
ration. Many of the topics discussed in the workshop ten years ago are now central to the practical 
applications, and no doubt the topics of this workshop will likewise serve to enhance the technol- 
ogy for industry as well as provide intellectual stimulation. The technical presentations covered a 
range of subjects including general beam technologies, ion sources and systems, beam induced 
chemistry, microanalysis, and ion implantation. 

We are grateful to the authors and to the reviewers for the quality of the papers, to the staff 
and students of Osaka University for help in organizing the seminar, and to Valerie Mainwaring 
for the preparation of the proceedings. 

John Melngailis 
Kenji Gamo 

Jon Orloff 
Proceedings Editors 
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Material-wave nanotechnology: Nanofabrication using a de Broglie wave 
Shinji Matsuia) and Jun-lchi Fujita 
Fundamental Research Laboratories, NEC Corporation, Tsukuba 305, Japan 

(Received 16 January 1998; accepted 20 April 1998) 

An approach for nanofabrication using de Broglie wave has been developed. Line and dot patterns 
with 100-nm periodicity were delineated on a PMMA resist by electron-beam holography with a 
thermal field-emitter gun and an electron biprism. This technique allows us to produce nanoscale 
periodic patterns simultaneously. Furthermore, the possibility of nanostructure fabrication by 
atomic-beam holography has been demonstrated by using a laser-trap technique and a 
computer-generated hologram made by electron-beam lithography. © 1998 American Vacuum 
Society. [S0734-211X(98)06504-4] 

I. INTRODUCTION 

Recent years have witnessed a number of investigations 
concerning nanostructure technology. The objective of re- 
search on nanostructure technology is to explore the basic 
physics, technology, and applications of ultrasmall structures 
and devices with dimensions in the sub-100 nm regime. 
Nanostructure devices are now being fabricated in many 
laboratories to explore various effects, such as those created 
by downscaling existing devices, quantum effects in mesos- 
copic devices, tunneling effects in superconductors, etc. In 
addition, new phenomena are being explored in an attempt to 
build switching devices with dimensions down to the mo- 
lecular level. 

Electron-beam (EB) lithography is the most widely used 
and versatile lithography tool used in fabricating nanostruc- 
ture devices. Because of the availability of high-quality elec- 
tron sources and optics, EB can be focused to diameters of 
less than 10 nm.1-5 The minimum beam diameters of scan- 
ning electron microscopes (SEMs) and scanning transmis- 
sion microscopes are 1.5 and 0.5 nm, respectively.6'7 While 
focused-ion beam (FIB) can be focused close to 8 nm.8 EB 
and FIB can be used to make nanoscale features in the 100 to 
1 nm regime. Scanning tunneling microscope (STM) is used 
for atomic technology in the region of 1-0.1 nm. These cur- 
rent technologies using particle characteristics of electrons 
and atoms almost establish the ultimate resolution. On the 
other hand, wave characteristics have not been applied to 
nanostructure fabrication. 

This article describes nanofabrication using de Broglie 
waves of electrons and atoms. 

II. ELECTRON-BEAM HOLOGRAPHY 

Holographic lithography has an advantage that it can pro- 
duce a number of periodic patterns simultaneously. Electron 
holographic lithography was applied to nanofabrication. 
Electron interference fringes were recorded on a PMMA re- 
sist by using a W(100) TFE gun and an electron biprism, and 
the fabricated patterns were observed by a conventional 
transmission electron microscope (TEM) and atomic force 
microscope (AFM).9'10 

The electron optics of TEM with a W(100) thermal field 
emitter (TFE) gun for electron holographic lithography is 
schematically illustrated in Fig. 1. An electron beam of 40 
kV is focused above an electron biprism with two condenser 
lenses. The Möllenstedt-type electron biprism is constructed 
of two grounded plane electrodes and a fine-wire electrode, 
called a filament, between them. When a positive voltage VB 

is supplied to the filament, electron waves traveling on both 
sides of the filament are deflected and superimposed to form 
interference fringes on an observation plane. A Pt wire of 0.6 
/xm in diameter was used as the filament. As is well known, 
two coherence waves overlapping at an angle of 6 produce 
interference fringes with spacing s represented by 

s = (X/2)/[sin(8/2)], (1) 

"'Electronic mail: matsui@selete.co.jp 

where X denotes the de Broglie wavelength of 6.0 
X 10~3 nm in this case. 

Figure 2 shows four-wave interference fringes through an 
X biprism. Setting an X biprism below two condenser lenses 
instead of the Möllenstedt-type biprism, which has two fila- 
ments placed normal to each other and both are supplied VB, 
four coherent waves produce fringes like a checkerboard be- 
low the intersection of filaments, with the same spacing s, as 
given by Eq. (1). Thus, electron holographic lithography 
would be, in principle, possible to generate line and dot pat- 
terns whose minimum spacing is X./2, which is comparable to 
the crystal lattice spacing. 

A 30-nm-thick PMMA, spin coated on a 50-nm-thick 
self-supporting SiNx membrane and prebaked at 170 °C for 
20 min, was set on the observation plane 70 mm below the 
biprism. The self-supporting nitride (SiN) membrane was 
about 60 fjm square and used to place the PMMA below 
interference fringes appropriately. Electron exposure to pro- 
duce line patterns was carried out for 18 s with a dose of 
25 fx,C/cm2, which was measured at the fringe part. Then, the 
PMMA was developed in MIBK:IPA= 1:3 for 1.0 min and 
rinsed in IPA for 30 s. Similarly, PMMA dot patterns were 
exposed, at half the dose as that for the line patterns, in order 
to maintain whole dots. The electron exposure to produce dot 
patterns was carried out for 9.0 s with a dose of 13 fiC/cva2. 
The PMMA was developed in MIBK:IPA for 3.0 min and 
rinsed in IPA for 1.0 min. 
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FIG. 1. Scheme of electron optics of TEM for electron holographic lithog 
raphy. 

Figure 3(a) shows interference fringes of the Möllenstedt- 
type electron biprism, which was magnified 530 times by the 
lenses below the observation plane and recorded on a photo- 
plate with 1.0 s exposure. Figure 3(b) shows the AFM image 
of the same interference fringes as those in Fig. 3(a), which 
was recorded on PMMA. The thickness of PMMA is repre- 
sented by a photocontrast in Fig. 3(b), and the thicker 
PMMA corresponds to the brighter part of the image. The 
supplied voltage to the filament of electron biprism, VB , was 
5.3 V and the spacing of fringes s was 108 nm in Figs. 3(a) 
and 3(b). Figure 4(a) shows interference fringes of the X 
biprism magnified and recorded on a photoplate, and Fig. 
4(b) shows the AFM image of interference fringes recorded 
on PMMA. The supplied voltage to filament VB, was 5.0 V 
and the spacing of fringes s, was 125 nm in Figs. 4(a) and 
4(b). In Fig. 4(a), dot patterns are found at the intersection 
where four-wave interference occurred and line patterns 
around the dot patterns where two-wave interference oc- 
curred. In Fig. 4(b), about 10X 10 dots are recognized, but 
lines are not observed, owing to the reduction of dose. Con- 
sequently, Figs. 3(b) and 4(b) show that line and dot patterns 
were fabricated successfully, and the dose needed for lines is 

4 plane waves 

Interference 
fringes 

FIG. 2. Four-wave interference fringes through an X biprism. 

mi 

(a) 

(XlHm 

(b) ^1pm 

FIG. 3. (a) Two-wave interference fringes magnified and recorded on a 
photoplate. (b) Interference fringes corresponding to (a) recorded on 
PMMA; V„ : 5.3 V and s: 108 nm. 

about twice as that for dots. More precise fabrication would 
be possible by optimizing the dose. 

In order to produce finer patterns than 100 nm in a period, 
the larger overlapping angle 8, i.e., the larger supplied volt- 
age to the filament VB, should be selected. A simple assess- 
ment suggests that spacing s, becomes 1 nm when VB is 2.4 
kV with the same electron optics. Carbon contamination line 
patterns with a period of 23 nm fabricated by a 30 kV SEM 
were reported by using the same technique.11 More complex 
periodic patterns except the line and dot will be also fabri- 
cated using a designed biprism on a SiN thin membrane 
made by EB lithography and dry etching. 

Atomic resolution of EB holography with a biprism will 
be demonstrated by using both a hydrogen monolayer ad- 
sorbed on a Si (111) or (100) surface as a resist and the STM 
tip as a coherent electron source in an UHV chamber in the 
future. Hydrogen atom desorption will be observed by using 
the same STM tip after EB holography atomic fabrication. 
After demonstration of atomic fabrication by EB holography, 
it may be possible to make artificially new lattice structures 
on the surface. 

III. ATOMIC-BEAM HOLOGRAPHY 

Atomic manipulation based on a holographic principle 
has been demonstrated by using a laser-trap technique and a 
computer-generated hologram (CGH) made by EB 
lithography.12 One approximation of a CGH is the binary 
hologram, in which the hologram takes a binary value, either 
100% transparent or 100% opaque. This hologram can be 
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FIG. 4. (a) Two- and four-wave interference fringes magnified and recorded 
on a photoplate. (b) Interference fringes corresponding to (a) recorded on 
PMMA; V„ : 5.0 V and s: 125 nm. 

directly translated to a hologram for atomic de Broglie 
waves, by cutting out the pattern on a film that is equal to the 
pattern of the 100% transmission area of the binary holo- 
gram. A monochromatic atomic wave reconstructs an atomic 
pattern by passing the hologram. 

The hologram used in this experiment was a Fourier ho- 
logram, which produced the Fourier-transformed wave-front 
of the object. When the hologram is illustrated with a plane 
wave, the far-field pattern of the diffracted wave produces an 
image of the object. The object used in this experiment was 
a transparent F-shaped pattern, in which the transparent por- 
tion had a constant amplitude and random phase distribution. 
The object was represented by the complex transmission am- 
plitude at points on a 128 X 128 matrix covering the F-shape 
pattern. The two-dimensional array of numbers was Fourier 
transformed using a fast Fourier transform algorithm, and the 
resulting 128X 128 complex areas (cells) of the Fourier ho- 
logram. The transmission function of each cell of the holo- 
gram was expressed by a matrix of 4 X 4 subcells. 

A 100-nm-thick SiN membrane was used for the holo- 
gram. The binary pattern was transferred to a ZEP resist 
(Nippon Zeon Corporation) on the SiN membrane by an EB 
writing system. Subsequent CF4 plasma etching created 
holes in the membrane. A scanning electron micrograph of 
the hologram is shown in Fig. 5. The size of the subcell was 

FIG. 5. Binary CGH hologram on SiN membrane made by EB lithography 
and dry etching. 

0.3 X 0.3 fim square, so the size of the entire hologram was 
153.6X 153.6 /im. To increase the intensity of the deflected 
beam, the same pattern was repeated ten times along the x 
and y directions, making the overall size of the hologram 
1.5X1.5 mm. 

A schematic diagram of this experiment is shown in Fig. 
6. The ultracold Ne atomic beam was generated by the re- 
ported method.13 The cloud of Ne atoms in the trap was 
~0.3 mm in diameter, and the one-directional average veloc- 
ity of the atoms was 20 cm s*"1. The hologram was placed 40 
cm below the trap and was mounted on the top of a 0.2-mm- 
diam diaphragm. The size of the diaphragm limited the reso- 
lution of the image of the Fraunhofer hologram. The position 
of the hologram was not adjusted because any small portion 
of the hologram could produce the same image. The average 

Transfer Laser 

Deflector 
Magneto-Optic 
Trap 

Cooling Laser 

DC-Discharge 

MCP 

FIG. 6. Experimental apparatus of atomiö-beam holography. 
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FIG. 7. Reconstructed image: (a) "F" pattern; and (b) "atom, Ne, and 1J/' 
pattern. 

atomic velocity at the hologram was 2.8 ms_1, correspond- 
ing to a de Broglie wavelength X of 7.1 nm. The acceleration 
due to gravity reduced the relative velocity spread to 
—0.28%. To detect the Fraunhofer diffracted pattern from 
the hologram, multichannel plate detector (MCP) was placed 
45 cm below the hologram. Figure 7(a) shows the recon- 
structed F pattern. The data were accumulated for 10 h, and 
the total atom number of spots on the figure was 6X 104. 
Figure 7(b) shows another example of reconstructed patterns 
which represents characters of "atom, Ne, and </>." 

In this experiment, a focusing lense for imaging was not 
used, but it is possible to combine the function of a focusing 
lens into the hologram.14 In such a hologram, the resolution 
is determined by the same rule as applies to an optical lens. 
The binary hologram does not control the phase and ampli- 
tude of the wave inside a hole. When the hologram is the 
sole component for atomic-beam manipulation, the practical 
limit is approximately the minimum size of holes, which is in 
the range 10-100 nm. 

As a next step, there is a possibility of making any three- 
dimensional nanostructures by using CGH with an electron/ 
atom de Broglie  wave,  as  shown  in Fig.   8.  A three- 

Electron/Atom Beam 

YIfyYYYY 

^jfj*.    CGH-Hologram 

de Broglie wave 

FIG. 8.  Concept of three-dimensional nanofabrication by CGH with an 
electron/atom de Broglie wave. 

dimensional image is obtained by atom direct deposition 
using CGH with the phase and amplitude control. In the case 
of electrons, it will be expected to form by EB chemical 
vapor deposition. 

IV. SUMMARY 

Material-wave nanotechnology using electron- and 
atomic-beam holography has been developed. This technique 
allows nano- and atomic-scale structures to be produced si- 
multaneously. Especially material-wave nanotechnology us- 
ing atomic-beam holography with CGH is promising from 
the point of view of making any shape and direct deposition. 
We have to continue the research for the remaining impor- 
tant subjects such as atomic resolution and CGH demonstra- 
tion in EB holography, resolution limit of atomic-beam ho- 
lography, three-dimensional patterning and opening to other 
fields (e.g., material-wave communication as an analogy of 
optical communication) in material-wave nanotechnology. 
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Economic and technical case for ion projection lithography 
I. L. Berrya) 

Microelectronics Research Laboratory, Columbia, Maryland 21045 

(Received 17 April 1998; accepted 1 June 1998) 

For more than a decade, technical arguments have been used to predict the demise of optical 
lithography. Recently economic arguments are being used, dramatically increasing the likelihood of 
the predictions coming true. Presently four technologies are competing to replace optical 
lithography. This article will describe the current state-of-the-art in ion projection lithography, and 
contrast its advantages and disadvantages with respect to the other nonoptical technologies. An 
argument will be made that ion projection lithography, uniquely, offers the possibility of reducing 
the dramatically escalating costs of lithography, resulting in overall lower integrated circuit 
production costs. This potential for reduced production costs is the prime motivator to consider ion 
projection lithography as a production lithography candidate. [S0734-211X(98)13804-0] 

I. INTRODUCTION 

Efforts have begun in the United States and elsewhere to 
identify several candidate technologies capable of extending 
lithographic resolution to 0.1 /urn and smaller, and to attempt 
to generate consensus on what is the "status, risk and chal- 
lenges of each of the advanced lithographic alternatives." 1 

Ion projection lithography (IPL) is one of the candidate tech- 
nologies. This article will describe the IPL program, its cost 
advantages and contrast its capabilities with respect to the 
other competing technologies. 

II. ECONOMICS OF IPL 

Since the early 1980s, IMS in Vienna Austria has been 
developing ion projection lithography technology,2"5 but has 
until recently received little interest by semiconductor manu- 
facturers. Earlier this year, Siemens, ASM Lithography, 
Leica and the Institute for Microelectronics-Stuttgart, 
among others, have joined with IMS-Vienna under a Euro- 
pean MEDEA6 program to develop IPL as a lithography can- 
didate technology for 0.13 /urn generation devices and be- 
yond. Under Siemens leadership, IPL technology is 
becoming more accepted worldwide. Several other major 
semiconductor manufacturers have expressed interest in the 
technology and in joining the program. Supporters of the 
technology agree that there are technological risks, but for 
dynamic random access memory (DRAM) production espe- 
cially, IPL has a major appeal. It can reduce the production 
costs of integrated circuits (ICs), owing to IPL's low system 
cost and high throughput capability. IMS has been making 
this claim for many years, but recently SEMATECH has 
conducted an independent cost analysis which confirms the 
IMS claims:7 IPL has the lowest, potential, cost of ownership 
(COO) of all of the competing lithographic technologies. 

Figure 1 shows a cost analysis performed by the Micro- 
electronics Research Laboratory which closely matches the 
SEMATECH COO7 study. This figure gives the estimated 
costs of performing a complete lithographic step (coat, bake, 
expose, bake, develop, inspect, etc.) on a 300 mm diameter 

"'Electronic mail: ilberry@romulus.ncsc.mil 

wafer versus the number of wafers produced per mask. Some 
of the input parameters are given in Table I. Since lithogra- 
phy represent 30%-50% of the wafer fabrication costs, li- 
thography COO has a large impact on the economics of IC 
production. Figure 2 estimates the cost of producing a wafer 
of 4 Gbit DRAM devices utilizing each of the contending 
technologies relative to 193 nm lithography costs. Given the 
tight margins in DRAM manufacture, IPL technology could 
give significant competitive advantage. 

IPL achieves this low COO by virtue of its high through- 
put capability and low overall system cost. IPL offers the 
possibility of raw throughputs of up to 92 wafers per hour, 
which is more than twice the raw throughput of the next 
highest competitor. See Fig. 3. (A detailed sensitivity 
analysis7 by SEMATECH indicates that wafer throughput is 
the single largest contributor to COO.) Since the introduction 
of the stepper in the late 1970s, lithography costs have aver- 
aged between $10 and $20 per wafer level, but the lithogra- 
phy costs of the next century will be dramatically higher. 
Only IPL offers the possibility of keeping lithography pro- 
duction costs within historic trends as seen in Fig. 4. 

III. LIMITS TO HIGH THROUGHPUT SYSTEMS 

All lithographic technologies strive for high throughputs, 
but each faces fundamental limits. Ultimately all technolo- 
gies must deal with power loads to masks, wafers and the 
optical system, as throughput is directly related to the total 
energy that can be delivered to the wafer. Scanning systems 
introduce mechanical limits on stage velocities and accelera- 
tions while maintaining high accuracy. Charged particle sys- 
tems also exhibit space charge effects. Table II summarizes 
the technologies and their associated limits to throughput. 
Each of these limits will be compared in the following sec- 
tions. 

A. Heating issues 

The exposure time of a lithography tool is a function of 
the total power delivered to the wafer divided by the resist 
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FIG. 1. Comparative cost of lithography per wafer level vs the operational 
mask lifetime in exposed levels for the 0.13 /j,m generation of devices. As 
mask production costs increase dramatically for all of the advanced tech- 
nologies, the mask lifetime expressed in number of wafers produced per 
mask has a large affect on the overall IC production costs. SEMATECH 
estimates that microprocessor products average about 3000 wafers per mask, 
while DRAM averages about 5000. Input data is taken from the SEMA- 
TECH cost of ownership analysis (Ref. 7). IPL for DRAM production as- 
sumes 30% of critical levels require complementary masks, while IPL for 
Logic assumes 50%. 

sensitivity. (Generally resist sensitivity ranges between about 
10-100 mJ/cm2 for all technologies. While slight improve- 
ments in resist sensitivity may be achieved, one generally 
pays a price in resolution as sensitivity is increased.) Scan- 
ning systems for example require very high power densities 
to achieve reasonable throughputs due to the small exposure 
areas. These high power densities lead to wafer and mask 
heating which limit the ability to overlay patterns onto the 
wafer. Additionally excessive heating of resists leads to 
variation in critical dimension control and promotes resist 
mass loss and outgassing. 

SCALPEL has dramatically reduced mask heating effects 
over that which limited earlier scanning e-beam projection 
systems by using a scattering mask where only about 0.1% 
of the incident energy is absorbed. It, however, maintains as 
a high wafer power load, causing peak temperatures to rise 
as high as about 50 °C and mean temperature rise of about 
5°C. 

EUV has optical elements which absorb about 30% of the 
power, causing elements near the source to heat. 

In x-ray lithography, the scanning x-ray beam heats the 
mask as it sweeps by, causing an estimated 20-30 nm of 
mask distortion. Attempts to reduce this effect, like helium 
cooling, are employed. Membrane heating, however, remains 
a component of the overlay error that "Product Specific 
Emulation" 8 attempts to remove. 

IPL being a full field exposure system, has dramatically 
reduced power loading density on both the mask and wafer. 
At full throughput, IPL delivers about 0.75 W of power into 
1530 mm2 of wafer area. In contrast SCAPLEL delivers 
about 3 W into a 0.063 mm2 area. Figure 5 compares the 
power loading of the mask and wafer for the competing tech- 
nologies. 

TABLE I. (a) Input parameters for the cost of ownership calculation, (b) 
Throughput limits to the advanced lithography technologies running 300 
mm diameter wafers. 

(a) 
Constants 

Capital depreciation (yrs.) 
Cost of money (% of investment) 
Operator cost per man-year 
Maintenance cost per man-year 
Tool utilization (exposure field 
utilization, up-time, etc.) 

$45,000 
$50,000 

72% 

Resist 
Unit Raw and other 
cost throughput Mask cost processing 

Technology (M) (lvl/hr) (K) costs 

IPL for Logic $8 74a $50 $6.00 
IPL for DRAM $8 80b $50 $6.00 
1X x ray $6C 35 $80d   . $6.50 
SCALPEL $6 12 $40 $6.50 
EUV $20 40 $85 $11.00 
E-beam CP $12 5 $20e $6.50 

(b) 

Max fest.1 
Limits 

throughput Space 
Technology (wafers/h) Heating      Stag i      charge Other 

IPL 
SCALPEL 
EUV 

92/57f 

12 
40 

X 
X 

X 
X 

X-Ray 30 X 

E-beam cell 2 X 

Shot noise 

Optics 
reflectivity, 
source 
power, 
shot noise 
No. of die 
per mask 

aAssumes 50% of levels use single masks at 92 wafers/h and 50% comple- 
mentary masks at 57 wafers/h. 

bAssumes 70% of levels use single masks at 92 wafers/h and 30% comple- 
mentary masks at 57 wafers/h. 

cCost for stepper and beam line. Does not include storage ring and injector 
charge. $35M assumed. Calculation assumes ten steppers per ring. The 
basic assumption is that a minimum of two rings will be needed for backup. 
A 20 000 wafer start per month capacity requires about 20 x-ray steppers. 

dAssumes four chips per mask to achieve the 35 wafers per hour throughput. 
eAssumes $5K mask cost, plus $15K data/machine prep per design. 
fNote 92 wafer/h using a single mask and 57 wafers/h using complementary 
masks. 

B. Space charge 

Ultimately all charged particle beam systems are limited 
in total beam current by the space charge interactions.9 The 
majority of the space charge effects occur where the current 
density is the highest; at the source and at the crossovers. 
The space charge effects can, however, be mitigated by in- 
creasing the crossover energy, the crossover angle, and the 
beam waist.10 In IPL the crossover energy is 300 keV, and 
the crossover angle is about 100 mrad. In the case of SCAL- 
PEL, for example, the crossover is at 100 keV and the angle 
is a few milliradians. Additionally the IMS IPL design inten- 
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Lithography Technology 

FIG. 2. Cost comparison for manufacture of 4 Gbit DRAMs using each of 
the competing technologies relative to the costs of fabrication using 193 nm 
with phase shift masks and optical proximity correction. It assumes that the 
advanced technology is used for ten critical layers. 

tionally aberrates the crossover to increase the beam waist. 
Increasing the angle and beam waist to the extent done is 
only possible because extremely small numerical apertures 
achievable in IPL. Diffraction limits e-beam projection sys- 
tems to numerical apertures of about 10"3. Figure 6 graphi- 
cally depicts the field size limits to e-beam projectors, such 
as SCALPEL, versus the comparatively larger fields capable 
in ion beam projectors. 

C. Mechanical issues; stages 

All wafer exposure systems rely on precise mechanical 
stages for accurately positioning wafers and masks. In reduc- 
tion scanning systems, such as DUV, 193 nm and 
SCALPEL, both the mask and wafer are in a constant scan- 
ning motion, with the mask moving at four times the wafer 
velocity to match the 4X image reduction. In SCALPEL, to 
achieve the estimated 15 wafers/h. throughput the mask stage 
needs to accelerate at about 4 g, and slew at about 0.5 m/s. 
This puts severe demands on the stage design and causes 
concern about the stability of the thin membrane mask. 

In 1X x-ray, the wafer stage needs to move beneath the 
membrane mask and is therefore limited to speed of about 10 
cm/s. Given the gap between fast moving wafer and mem- 
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FIG. 4. Historic cost trends in lithography. Lithography of the next century 
will change the economics of wafer production. Only IPL offers the possi- 
bility of remaining on or close to the historic trend line. 

TABLE II. (a) Input parameters for the cost of ownership calculation, (b) 
Throughput limits to the advanced lithography technologies running 300 
mm diameter wafers. 

(a) 
Constants 

Capital depreciation (yrs.) 6 

Cost of money (% of investment) 8% 

Operator cost per man-year $45,000 

Maintenance cost per man year $50,000 

Tool utilization (exposure field 72% 

utilization, up-time, etc.) 

Resist and 

Unit Raw other 

cost throughput Mask cost processing 

Technology (M) (lvl/hr) (K) costs 

IPL for Logic           $8 74 $50 $6.00 

IPL for DRAM         $8 80 $50 $6.00 

IX x ray $6 35 $80 $6.50 

SCALPEL $6 12 $40 $6.50 

EUV $20 40 $85 $11.00 

E-beam CP $12 5 $20 $6.50 

(b) 

Max. (est.) 
throughput 

Limits 

Space 
Technology (wafers/h) Heating      Stage charge Other 

IPL 92/57 X Shot noise 

SCALPEL 12 X              X X 
EUV 40 X Optics 

reflectivity, 
source 
power, 
shot noise 

X-ray 35 X              X No. of die 
per mask 

E-beam cell 2 X X Shot noise 
projection 

FIG. 3. System throughput capabilities for advanced lithography technolo- 
gies from SEMATECH cost of ownership study and input from SEMA- 
TECH technology champions. 

"Does not include storage ring and injector charge; $35M assumed; calcu- 
lation assumes ten steppers per ring. The basic assumption is that a mini- 
mum of two rings will be needed for backup. A 20 000 wafer start per 
month capacity requires about 20 x-ray steppers. 

"Assumes four chips per mask to achieve the 35 wafers per hour throughput. 
"Assumes $5K mask cost, plus $15K data/machine prep per design. 
dNote 92 wafer/h using a single mask and 57 wafers/h using complementary 
masks. 
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FIG. 5. Comparisons of the power density (absorbed) on the mask and wafer 
for each of the technologies. IPL is the only full field, nonscanning, expo- 
sure system. This offers IPL an advantage in reducing wafer and mask 
heating effects. 

brane mask is on the order of only 10 /mi, concern arises 
over possible pressure differentials between mask and wafer 
that might occur at higher stage velocities. 

In IPL, the mask stage is stationary, except for mask ex- 
change, and the wafer stage moves at about 20 cm/s. Higher 
wafer stage speeds should be easily achievable, increasing 
throughput even further. 

D. Other throughput limiting issues 

1. Shot noise 

Owing to the high sensitivity of resist to ions 
(0.1-2.0 fiC/cm2), concern arises that dimension control 
may be lost at small feature sizes due to the small number of 
ions used in each pixel exposure. This effect has been 
searched for, but has not been noticed even for feature sizes 
well below 0.1 /tin. As an example, well formed lines have 
been observed with the number of ions per pixel as low as 
25-35.n'12 One explanation is that the emission of ions from 
a plasma source is not random due to space charge 
shielding.10 This would in principle reduce statistical fluctua- 
tions beyond what Poisson's statistics would predict. Addi- 
tionally, recognize that when an ion interacts with resist, its 
mean-free path for electronic interaction (the mechanism 

E-Beam Projector Optics 

X 100 keV electrons = 4 X 10"   nm 

NA = 0.8xia3 

Rdiftraction limit ** 2.5 PITl 

0.8 mrad Numerical 
Aperture 

Field Curvature 

Ion Projector Optics 

X 100keVHeions= 5 X Iff    nm 

NA = 1(J5 

Rdittraction limit ~2.5 nm 

^P^Waferp"!^     X   '■ 
10 urad -HH 

Wafer Plansr^f 

geometric blur geometric blur 

Small Exposure Fields 
Low Throughput 

SCALPEL : 0.25 x 0.25 mm2 

Up to 15, 300mm wafers/hour 

Large Exposure Fields 
High Throughput 

IPL Stepper: 26 x 34 mm2 

Up to 85, 300mm wafers per 

FIG. 6. Comparison between the optics of a full field IPL exposure tool and 
a small field e-beam projector. The relatively larger numerical aperture 
needed for e-beam systems increases lens aberrations and field curvature. 
This reduces the useable exposure field size resulting in a lower system 
throughput. 

1997 19 1999 2000 2001 
PROCESS DEVELOPMENT TOOL (IMS - Vienna, ASM Lithography, LEICA) 

design | i 
fMMMMM fabrication 

system tests 
M^^^Mevaluation -r- 

150mm & 200mm STENCIL MASKS (Institute for Microelectronics Stuttgart, 
SIEMENS Mask House, University Kassel, IMS - Vienna,) 

finite element analysis 

Mask Evalution System 

± 
i stencil masks for IPL system tests 

^^^H M H stencil masks 
■ I for device tests 

I Design feasibility proven I       I Lithographic performance proven 

FIG. 7. MEDEA IPL program plan. 

which exposes resist13) is on the order of the atomic lattice 
spacing, while for 100 keV electrons it is of the order of a 
few thousands of angstroms. So at a 10 nm pixel volume, 
every ion that enters will expose resist, while less than 1 in 
10 electrons will contribute to exposure. Shot noise (and re- 
sist resolution) may also be an issue in other technologies 
requiring extremely high sensitivity resists to meet through- 
put expectations. 

2. Number of die per exposure field 

One of the components for increasing x-ray throughput up 
to the 40, 300 mm wafers/hour is to expose more than one 
die field at a time, possibly as high as 16. This requires 
writing multiple chips per mask. It is not clear that this is a 
workable strategy. Current x-ray mask production experi- 
ences significant yield losses in fabricating single die masks. 
There is concern that fabricating four or more die per mask 
will result in extremely high mask costs, low yield and high 
turn-around time. 

IV. MEDEA IPL EFFORT 

The MEDEA effort began in September 1997, as a 
~$36M, 160 man-year effort to assess the viability of IPL 
technology. A goal is to construct a process development 
tool and mask manufacturing capability commensurate with 
a pilot production demonstration of 1 Gbit DRAMs by 2001, 
and production capable machines by 2003. See Fig. 7. The 
program consists of companies, universities and Institutes in 
Germany, Austria, and the Netherlands. Running in parallel 
is a collaborative U.S. effort in IPL stencil mask making. 
The program organization and members are shown in Fig. 8. 
This program has chosen to scrap the previous Advanced 
Lithography Group design14 for a 3:1 reduction vertical ma- 
chine in favor of a 4:1 reduction horizontal tool. In addition 
the design will utilize multielectrode element stacks that 
have been successfully demonstrated by IMS in 1996. A 
drawing depicting the tool is shown in Fig. 9. 

V. RISKS 

One cannot talk about the benefits without addressing the 
risks. The most significant risk, as it is for all technologies, 
in achieving the needed image placement and overlay. The 

JVST B - Microelectronics and Nanometer Structures 



2448        I. L. Berry: Economic and technical case for ion projection 2448 

EUROPEAN MEDEA EFFORT 

Tool Development 

ASM Lithography 1\ 

SIEMENS 
MEDEA Program Management 

S36M 
160 Man-Years 

Mask Development 
Siemens-HL Mask Shop 

Program Management 
J14M 

H Stencil Mask Sottware 

1_ J University of H 

US !PL Mask Effort 

University of Houston University of Maryland 

Nanostructures University of Wisconsin | 

FIG. 8. Organization of the MEDEA IPL effort and the collaborative U.S. 
mask effort. 

Mask Process:    SOI 6" wafer flow 
process with 
E-Beam D. W. 
lithography 

Membrane: Diameter 120 mm, 
Thickness: 3 urn 

Stencil Pattern: 7x7 array of poly- 
layer (not split) of 
IMS Gate Forest 
GFN060 with 1.3x107 
gates per chip, 
shrunk to 0.5 am 
gate length. 
4 separate test 
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FIG. 10. First 6 in. IPL stencil mask fabricated at the Institute for 
Microelectronics-Stuttgart in cooperation with the Siemens Mask House 
(1997). 

largest factor of which are the mask contributions. Of prime 
concern is the stress relief that occurs when the stencil pat- 
terns are formed in the membrane. The IPL strategy is to 
utilize extremely low stress (1-10 MPa) membranes com- 
bined with stress relief structures external to the chip fields. 
Studies are underway in Europe and the United-States to 
assess the magnitude of this issue. Preliminary results look 
very encouraging but additional data is needed and is 
planned to be collected during 1998. The Institute for 
Microelectronics-Stuttgart and the Siemens mask house have 
begun the manufacture of test stencils on 6 in. wafers. See 
Fig. 10. 

Other risks include: the ability or inability to maintain 
mask cleanliness without pellicles, ion optical column per- 
formance, and space charge/shot noise limits to throughput. 
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Electrostatic Ion Optics 

ASML 
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FIG. 9. MEDEA IPL process development tool. This tool will feature a 22 
X 22 mm exposure field, with an exposing beam voltage of 75 kV. It will 
include active mask temperature stabilization and an in situ mask laser 
cleaning system. It will be installed at the Institute for Microelectronics- 
Stuttgart. 

VI. CONCLUSIONS 
All competing next generation lithography technologies 

strive to improve their user cost of ownership, but are ulti- 
mately constrained by fundamental limits. IPL is unique 
among them in that it is capable of maintaining lithography 
costs consistent with historic cost trends. While it is difficult 
to accurately assess the degree of difficulty in achieving the 
requisite system performance. It is clear that the potential 
economic advantages justify continued IPL technology de- 
velopment. 

'K. Brown, Next Generation Lithography Meeting Press Release, 7 No- 
vember 1997. 

2G. Stengl, H. Löschner, W. Maurer, and P. Wolf, J. Vac. Sei. Technol. B 
4, 194 (1986). 

3W. Fallmann, F. Paschke, G. Stangl, L.-M. Buchmann, A. Heuberger, A. 
Chalupka, J. Fegerl, R. Fischer, H. Löschner, L. Malek, R. Nowak, G. 
Stengl, C. Traher, and P. Wolf, AEU Electron. Commun. 44, 208 (1990). 

4G. Stengl, G. Bosch, A. Chalupka, J. Fegerl, R. Fischer, G. Lammer, H. 
Löschner, L. Malek, R. Nowak, C. Traher, and P. Wolf, J. Vac. Sei. 
Technol. B 10, 2838 (1992). 

5G. Stengl, G. Bosch, A. Chalupka, J. Fegerl, R. Fischer, G. Lammer, H. 
Löschner, L. Malek, R. Nowak, C. Traher, and P. Wolf, Microelectron. 
Eng. 21, 187 (1993). 

6MEDEA—Microelectronics Development for European Applications. 
7J. Canning, S. Mackay, P. Seidel, and W. Trybula, 2nd International High 
Throughput, Charged Particle Lithography Workshop, Kauai Hawaii, Au- 
gust 1997 (unpublished). 

8Product specific emulation is a process employed by IBM that corrects for 
systematic overlay errors such as mask/wafer heating or systematic com- 
ponents of e-beam writing errors by writing a mask, measuring the result- 
ant overlay error, then writing another mask with corrections to offset the 
previously measured errors. 

9G. H. Jansen, Coulomb Interactions in Particle Beams (Academic, New 
York, 1990). 

10J. Melngailis, A. A. Mondelli, I. L. Berry, and R. Mohondro, J. Vac. Sei. 
Technol. B (to be published). 

nS. Matsui, K. Mori, K. Sago, T. Shiokawa, K. Toyoda, and S. Namba, J. 
Vac. Sei. Technol. B 4, 845 (1986). 

I2R. L. Kubena, F. P. Stratton, J. Ward, G. M. Atkinson, and R. J. Joyce, J. 
Vac. Sei. Technol. B 7, 1798 (1989). 

13G M. Mladenov and B. Emmoth, Appl. Phys. Lett. 38, 1000 (1981). 
14H. Löschner, G. Stengl, I. L. Berry, J. N. Randall, J. C. Wolfe, W. Finkel- 

stein, R. W. Hill, J. Melngailis, L. R. Harriott, W. Briinger, and L.-M. 
Buchmann, Microlithography World 3, 6 (1994). 

J. Vac. Sei. Technol. B, Vol. 16, No. 4, Jul/Aug 1998 



Microelectromechanical tunneling sensor fabrication 
and post-processing characterization using focused ion beams 
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Focused ion beams (FIBs) have been previously used as tools for such diverse tasks as 
high-resolution lithography, where their sub-10 nm spot sizes enable the patterning of diverse 
nanostructures, and surface compositional analysis, where their ability to sputter material in a 
localized area allows discrete components of a device or circuit to be characterized. Recently, the 
authors have capitalized on the FIB's versatility by using it for microelectromechanical sensor 
fabrication as well as post-processing device characterization. The HRL FIB nanoprobe system has 
been used in the fabrication of high-performance surface-micromachined accelerometers operating 
on the principle of tunneling between a cantilevered beam and a sub-0.1-/um-diam tip lying beneath 
it on a Si substrate. The 8-nm-diam FIB has been used to pattern small dots in a bilevel 
negative-positive resist layer which are then transferred into a Au layer to form pyramid-shaped 
tunneling tip structures whose narrow dimensions are essential to high device performance and 
stability. High-purity, contamination-free Au on both the tunneling tip and cantilever underside is 
also critical to high-sensitivity tunneling devices. Because the undersides of the beams cannot be 
viewed with a scanning electron microscopy, even at high mechanical tilt angles, the cantilevers 
must be physically peeled back in order to expose their bottom surfaces and analyze them for 
cleanliness. Depending on the material used for fabricating the cantilevers, the rigidity of the 
structures can render them difficult to bend. We have used a commercial FIB milling system to cut 
through a portion of the cantilever width, thus creating a hinge, which facilitates the subsequent 
peeling back of the structure. Comparison of Auger spectroscopy data on peeled-back beams with 
and without a FIB-milled hinge shows similar surface contamination levels, indicating that 
redeposited material due to ion milling is localized enough to not affect the compositional analysis 
of the tunneling region.   © 1998 American Vacuum Society. [S0734-211X(98)11604-9] 

I. INTRODUCTION 

Focused ion beams have shown promise as high- 
resolution lithographic tools in device prototyping applica- 
tions where throughput is not a high-priority issue. In par- 
ticular, their fast writing times and low proximity effects 
have been exploited for tasks such as subtractive patterning 
of high atomic mass materials for potential use as x-ray li- 
thography masks1 and self-aligned high electron mobility 
transistor (HEMT) gate patterning.2 We now demonstrate an 
application involving the fabrication of sub-0.1 /jm tunnel- 
ing tip structures contributing to greater device performance 
and stability. 

In our accelerometer design, a free-standing cantilever, 
biased at roughly 100 mV relative to a tunneling structure 
lying beneath it, is electrostatically deflected downward in 
the vertical direction by applying a larger (30 V) bias voltage 
to a control electrode located underneath the beam closer to 
its anchor point, as shown in Fig. 1. When the gap, denoted 
by h, between it and the tunneling tip is small enough, i.e., 
about 1 nm, a tunneling current begins to flow. The current is 
highly sensitive to changes in the gap and is kept constant by 
means of external servo electronics. Any acceleration sensed 
in the vertical direction is compensated for by a correspond- 
ing change in control voltage in order to maintain the con- 

''Electronic mail: fp.stratton@hrl.com 

stant tunneling current. By measuring the change in control 
voltage due to a physical perturbation in the vertical direc- 
tion, the acceleration can be calculated. However, the perfor- 
mance of the device depends on the stability of the tunneling 
characteristic, which is compromised if the force of attrac- 
tion between the cantilever and the tip is large enough to 
cause the two surfaces to contact one another. 

This force can be modeled as that between a large surface 
(cantilever underside) and a flat-topped conical structure 
(tunneling tip), whose roughness is assumed to be no greater 
than 1-2 nm. The critical radius of the tip is defined as that 
above which the cantilever will collapse onto it due to the 
attractive force between the two structures. Figure 2 shows 
the estimated critical radii of conical, flat-topped tunneling 
tips versus bias voltage for different cantilever lengths and 
widths.3 For our longer cantilever structures with higher dis- 
placement sensitivities, the critical radius decreases, since 
less applied voltage will be required to deflect the beams into 
tunneling position. Less attractive force between the tip and 
the cantilever will be necessary to induce the two surfaces 
into contact. For these devices, assuming a cantilever bias 
voltage of 100 mV, the fabrication of tips with radii in the 
10-50 nm range is essential. 

Optical stepper lithography provides a high-throughput, 
reproducible means of fabricating tunneling structures, and 
the pattern placement accuracy is very high. However, using 
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FIG. 1. Surface-micromachined tunneling sensor. 

our Ultratech 110 Optical Stepper, the pattern resolution is 
limited to about 1.0 /u,m due to limitations in the mask hole 
size that can be created, and when combined with a metalli- 
zation and liftoff process, conical structures with fiat tops of 
roughly 0.5 ßm radius are produced. Contact aligner optical 
lithographic techniques, due to the reduced working distance 
between the optical source, contact mask, and wafer, yield 
higher-resolution structures with radii of roughly 0.1-0.2 
fim (see Fig. 3). Tunneling tips with radii in this range are 
suitable for our shorter (100-/zm-long) cantilevers, but the 
placement accuracy of the tip is compromised due to mask 
run-out and misalignment issues. In addition, the larger as- 
pect ratio required to attain the 0.1 /mm radius at the top 
yields structures that are more susceptible to damage during 
post-process handling and packaging. For sub-0.1 /xm radius 
tunneling tips, a nanolithographic process is required. 

II. FIB IN DEVICE FABRICATION 

Using our 8 nm, 50 keV focused liquid metal source Ga+ 

ion Nanoprobe beam as the exposure tool, we have devised a 
reproducible, high-placement accuracy lithographic process 
to fabricate pyramid-shaped tunneling structures with radii of 
between 10 and 20 nm at their peaks. The fabrication se- 
quence is shown in Fig. 4. The FIB is used to expose a 
bi-level photoresist made up of a thin 40 nm imaging layer of 
PPSQ (polyphenylsilsesquioxane) and a thicker 150 nm posi- 
tive AZ 1350B resist layer. The exposure consists of a single 
pixel and the dose is roughly 6 X 1012 ions/cm2. The negative 
resist layer is wet developed so only the exposed resist dot 
remains. Using the PPSQ cap as a mask, a highly selective, 
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FIG. 2. Critical radius vs bias voltage for different cantilever lengths. 
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anisotropic 02 reactive ion etch of the underlying positive 
resist layer transfers the tip pattern down to the metal (Au) 
region. Next, a flood Ar+ ion mill of a portion of the Au 
layer forms the tunneling tip in a pyramid-shaped profile. A 
final isotropic 02 plasma etch removes the resist cap and 
reveals a pyramid with a height of roughly 0.2 /im, as shown 
in Fig. 5.4 The width of the structure at its base is also 0.2 
yum. However, the radius at the apex of the pyramid is esti- 
mated at about 10 nm, a roughly tenfold decrease in radial 
size over the typical dimension achieved using standard con- 
tact mask optical lithography. The geometry of the FIB- 
defined structure results in a more resilient structure, and the 
reproducibility of the dimensions from site to site on a given 
wafer is superior to that of the contact mask optical litho- 
graphic process. Based upon scanning electron microscopy 
(SEM) observation of the tips on tens of adjacent sites on a 
given wafer, the radial size variation of tips fabricated by 
FIB lithography is roughly ±5 nm, as compared with ±50 
nm for contact aligner optical lithography tips. 

III.  FIB  IN  POST-FABRICATION  DEVICE 
CHARACTERIZATION 

Another issue critical to the performance of our tunneling 
sensors is the metal purity and cleanliness of the tunneling 
surfaces. A high-performance tunneling device must have 
atomically pure metals free of organic contamination. Two 
or three monolayers of surface contamination are sufficient 
to degrade the device performance. It is important to assess 

FIG. 3. Tunneling tip fabrication sequence using FIB nanolithograph. 
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FIG. 4. Tunneling tip fabricated with optical lithography. 

the carbon and oxygen levels at the surface of not only the 
tip region, but also of the underside of our metal cantilever 
structures. Both areas are concealed from view as seen 
through an optical microscope, and although the tip region 
can be accessed by mechanical tilting of an SEM stage, thus 

FIG. 5. Tunneling tip fabricated with FIB nanolithography. 

permitting Auger spectroscopy or energy dispersive x-ray 
(EDX) characterization of its surface, analysis of the under- 
side of the cantilever requires additional preparation. To 
carry out our surface analysis, we must gain access to the 
undersides of the cantilevers. In order to mechanically peel 
back the cantilever, thus exposing its underside, the FIB's 
localized sputtering capability is utilized to create a hinge 
near the anchor point of the beam, thus rendering the struc- 
ture more flexible. We are currently constructing our canti- 
levers out of Au or Ni, and results for Au cantilevers will be 
presented. For Ni cantilevers, suffer than their Au counter- 
parts, the FIB milling process is even more desirable. 

Figure 6 shows a sequence of SEM micrographs of a Au 
cantilever in various stages of preparation for surface com- 
positional analysis. The beams for this experiment are 100 
lira long and 33 ^tm wide. The thickness of the Au is 
roughly 2 ^m. A 25 keV Ga+ FIB is used to mill a slot 
through the cantilever metal covering roughly two-thirds of 
the width of the cantilever structure, as shown in Fig. 6(b) 
(for a lOO-^m-long and 33-,um-wide beam, a 4 ;u,mX23 ^m 
area is FIB milled). Roughly 700 scans of the area are nec- 
essary to mill through the cantilever into the underlying sub- 
strate. The beam current is 1 nA, and the total milling time is 

FIG. 6. (a) Au cantilever tunneling 
sensor as processed, (b) Au cantilever 
with FIB-milled hinge, (c) Au cantile- 
ver mechanically peeled back to ex- 
pose underside. 
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FIG. 7. (a) Auger spectroscopy data of cantilever underside before cleaning (with FIB-milled hinge), (b) Auger spectroscopy data of cantilever underside after 
cleaning (with FIB-milled hinge), (c) Auger spectroscopy data (out to 1100 eV) of cantilever underside after cleaning (with FIB-milled hinge), (d) Auger 
spectroscopy data of cantilever underside after cleaning (no FIB-milled hinge). 
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10 min. The cantilever can then be mechanically bent back 
such that it lays flat on its "back" [see Fig. 6(c)], thus per- 
mitting its underside to be analyzed. 

A key concern of using the FIB milling technique is the 
effect of any redeposition of sputtered material such as Si or 
Si02, located in the substrate upon which the cantilever is 
built, as well as Ga from the ion source deposited on the 
beam. Because Ga oxidizes readily, even a relatively small 
quantity could invalidate the measured oxygen level. Figure 
7(a) shows the Auger spectroscopy data of the composition 
of a cantilever underside surface before cleaning of the de- 
vice wafer. The cantilever has been physically peeled back 
after having been "hinged" with the FIB. The contamination 
levels are typical of those observed on a processed device 
which has been exposed to air for a prolonged period. There 
is a significant carbon level as well as smaller traces of oxy- 
gen and nitrogen, the three of which comprise roughly 2.5 
monolayers of contamination. Figure 7(b) shows Auger data 
of another beam, FIB milled and bent back after cleaning of 
the same device wafer. The carbon and oxygen levels on the 
surface have been significantly reduced, and the nitrogen 
peak is no longer visible (a device tested in air immediately 
after the cleaning step will exhibit improved performance). 
Also, no major Si peak at 90 eV is observed (the small peak 
in the vicinity of 90 eV is a secondary Au peak), indicating 
that any redeposited substrate material due to sputtering has 
not reached the region underneath the beam where the analy- 
sis is being conducted. Figure 7(c) shows Auger data of the 
same cantilever extending to 1100 eV to show the Ga level, 
which is in the noise level of the measurement, indicating 
that the FIB itself is not depositing any contamination in the 
region under analysis. The noise levels of the measurement 
correspond to roughly one-tenth of a monolayer of surface 
film, which is indicative of an almost atomically clean metal 
surface. The very low oxygen level in the previous graph 
further substantiates the absence of Ga, since the latter ele- 
ment readily forms an oxide film at room temperature when 
exposed to air. Figure 7(d) shows Auger data of a longer 
(250 /mm) Au beam which was physically peeled back with 
much difficulty without the benefit of a FIB hinge, once 

again after a device cleaning step. The contamination levels 
are virtually identical to those in Fig. 7(b), further demon- 
strating that the FIB facilitates the device preparation for 
surface compositional analysis without compromising the in- 
tegrity of the data. 

IV. SUMMARY 
The FIB has found a place in two different aspects of the 

fabrication and analysis of surface-micromachined tunneling 
sensors. Its high resolution has been utilized to fabricate sub- 
0.1-yum-diam tunneling tips, whose small size is essential to 
the stable operation of high-displacement sensitivity acceler- 
ometers. The combination of the FIB's sub-10 nm spot size 
and a highly directional reactive ion etch and ion milling 
procedure result in tunneling structures whose dimensions 
are unattainable using more conventional optical lithography 
combined with metallization/liftoff strategies. 

The FIB's localized sputtering capability makes it a useful 
tool for the post-process evaluation of tunneling surface 
cleanliness, which is essential to optimizing the performance 
of our devices. By enabling the mechanical deformation of 
the cantilever to access its underside, contamination levels 
can be measured, and the effectiveness of tunneling tip and 
cantilever cleaning strategies can be assessed. Furthermore, 
the FIB activity does not perturb the analysis of the surface's 
composition. 
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Protrusions of 1 nm dimensions have been grown on single-crystal tips of tungsten and iridium of 
about 100 nm size. With positive bias the tip can be operated as an intense ion source and with 
reversed bias intense electron beams can be obtained. In both cases, specific brightness values of up 
to 1 TA/cm2 srd eV have been recorded under optimized conditions. As for gases, tungsten can be 
used only for less reactive species, such as hydrogen and rare gases, whereas iridium is also useful 
for aggressive gasses, such as oxygen. Both metals are excellent electron emitters. Thus, a powerful 
multipurpose source is realized with supertips of tungsten and iridium, as will be demonstrated by 
a variety of experimental results on their relevant properties. © 1998 American Vacuum Society. 
[S0734-211X(98)06104-6] 

I. INTRODUCTION 

With the advent of nanotechnology, higher demands on 
intense currents of finely focused charged particle beams 
have come up. Depending on their charge, mass, and veloc- 
ity these projectiles are useful for quite a variety of applica- 
tions for physicochemical modification and analysis of sub- 
micron solid structures. 

It is obvious that with shrinking patterns all serial pro- 
cessing steps take increasingly longer times to carry out the 
intended operations. Thus, a reduction of feature size by a 
factor of 10 means exposure periods increasing by two or- 
ders of magnitude. Therefore, attempts of substantially im- 
proving the available target currents have accompanied the 
miniaturization efforts in semiconductor fabrication technol- 

ogy- 
Recent  developments   of  gas   field-ionization   sources 

(GFIS) have demonstrated that ion beams can be emitted 
with a spectral brightness of up to 1 TA/cm2 srd eV.1 To this 
end, a special emitter geometry, in shape of a "supertip," 
has been employed. It is a tiny protrusion of the order of 1 
nm on top of a single-crystal base tip.2"4 In principle, this 
supertip GFIS, or in short GFIS*, is capable of delivering 
ions of all gaseous elements and compounds. When tungsten 
as tip material is used, however, aggressive gases quickly 
destroy the supertip, whereas ion beams of hydrogen or rare 
gases can be produced over extended periods of time without 
deteriorating source properties.5 The latest development has 
been to produce similar emitter superstructures from the 
chemically more inert material iridium. In this way, oxygen 
beams have successfully been produced without any appar- 
ent damage to the iridium supertip even after prolonged 
operation.6 

These supertip structures can be used as an efficient field 
electron emission source, FEES*, as well, just by inverting 
the operation voltage. This is an important point, as finely 
focused electron beams have been the standard tool for serial 
writing of photoresist films. In this way, photomasks for chip 
production have been fabricated and many other devices for 

"'Corresponding author; electronic mail: S.Kalbitzer@mpi-hd.mpg.de 

microtechnology applications. Again, with diminishing di- 
mensions electron exposure times will increase at the same 
pace as ion beam irradiations, so that higher electron current 
densities are desirable as well. 

II. BASIC EXPERIMENTAL PROCEDURES AND 
THEORETICAL ASPECTS 

After electrochemical etching single-crystal metal wire to 
form a base tip of some 100 nm radius helium ion bombard- 
ment is used to generate a supertip on the very top of this 
structure as described in detail previously.2 Figure 1 is a 
schematic presentation of the emission geometry of a ' 'regu- 
lar" tip and supertip. By using a supertip structure, the total 
beam current can be concentrated into a half-angle of about 
1° instead of 30°, so that the angular current density is en- 
hanced by about three orders of magnitude.2,3 These proper- 
ties are quite similar for ion and electron beams, since the 
electrical field distribution of a tip remains the same for the 
same geometrical conditions.7 Our source system further- 
more contains a retractable current detector combined with a 
fluorescent screen and a multichannel plate.6'15 In this way, 
reliable estimates of the emission angles of ion and electron 
beams are facilitated. 

For both ion and electron beam generation the basic 
physical mechanism is electron tunneling. Field ionization, 
or electron field emission, occurs by electron tunneling from 
the occupied ground-state energy level of an outside gas 
atom into an empty energy level of the conduction band of 
the tip metal [Fig. 2(a)]. Conversely, electron field emission 
takes place by tunneling of an electron from the inside Fermi 
sea of the tip metal into the outside continuum of free elec- 
tron states [Fig. 2(b)]. The corresponding electrical field 
strengths are about 10 V/nm for gas field ionization, and 
about 1 V/nm for electron field emission, respectively, re- 
flecting the corresponding differences in tunnel barrier height 
and width. Note the "tunneling shadow" for the gas ioniza- 
tion process: at too close approach the gas atom can no 
longer be ionized, because no unoccupied conduction band 
state is available to match the electron energy level of the 
atom. 
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FIG. 1. Emitter geometry of (a) a regular tip of radius r~ 100 nm, and (b) a 
supertip of radius r~\ nm on top of a regular tip. Note the concomitant 
reduction of solid angle by about three orders of magnitude. 

III. RESULTS AND DISCUSSION 

Atomic pictures of typical supertips on tungsten and Iri- 
dium have been shown in recent publications by us. ' Al- 
though the crystal structures of these metals are different, bcc 
and fee, respectively, both protrusions are nevertheless of 

E(eV) 

E(eV)5t FIELD EMISSION 

15   z(A) 

FIG. 2. (a) Field ionization of a H atom near the W surface: the electron 
tunnels into an empty level in the conduction band of the metal, (b) Field 
emission of an electron from the conduction band of the metal into an 
energy level of the vacuum continuum. E = particle energy, z = particle dis- 
tance from metal surface, F=electrical field, </>=metal work function, fi 
= metal conduction band width, U, = image potential, Um = modified atomic 
potential, Uw= resulting potential wall [adapted from Gomer (see Ref. 19)]. 

FIG. 3. Oxygen ion beam intensity from an Ir GFIS* as a function of tip 
temperature at constant electrical field and gas pressure. 

similar geometrical size: lateral and vertical dimensions are 
about 2-3 nm. Thus, a typical supertip comprises a total of 
the order of 100 atoms assembled in the shape of a pyramid 
with a few atoms at the apex position. In this way, a consid- 
erable field enhancement is established at this structure with 
the most important consequence that the emission of charged 
particles can be restricted to this tiny area. The large residual 
body of the base tip can be kept inactive; it only serves for 
gas supply along the surface in the field-ionization mode and 
as a bulk electron reservoir in the field-emission mode. In 
both modes, however, the tip has to be kept at cryogenic 
temperatures for optimum performance. With ion beams, this 
temperature depends on the physical properties of the respec- 
tive gas species,6'9 whereas with electron beams, it is impera- 
tive to immobilize impurity adsorbates at the surface of the 
base tip, as will be shown below.6'10 

Figure 3 demonstrates by the example of oxygen that 
maximum ion currents are obtained in the vicinity of its con- 
densation temperature, of T~50K. Assuming thermody- 
namical equilibrium conditions for a gas in a force field, the 
enhancement of the gas density at the tip reads: 

rj=n/n0 = exp$,    <S>=\aF2lkT, (1) 

where the enhancement parameter <5, the ratio of polariza- 
tion energy and thermal energy, amplifies the actual gas den- 
sity n over the value n0 corresponding to regular gas pressure 
in the remote parts of the source, where the electrical field F 
is negligible. For a given gas of polarizability a under opti- 
mum electrical field conditions, the gas density can further 
be augmented by reducing the system temperature. 

Figure 4 demonstrates the failure of the attempt to pro- 
duce a useful oxygen beam with a tungsten supertip. Violent 
fluctuations in emission intensity indicate destructive pro- 
cesses which eventually are seen to lead to a vanishing cur- 
rent level within a few minutes. 

An indium supertip, however, withstands the exposure to 
oxygen without deterioration, as Fig. 5 shows. The current 
fluctuations are due to problems of controlling the oxygen 
pressure, but not to destructive processes as indicated by the 
remaining average current level. We emphasize that current 
levels of the order of 0.1 nA O^ into a beam spot of about 
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FIG. 6. Stability of a helium ion beam from an Ir GFIS*. 

100 nm would be an outstanding improvement to the pres- 
ently encountered conditions for secondary ion mass spec- 
troscopy (SIMS). Here either 0^~ beams of low brightness 
are produced with plasma sources or Ga+ beams from liquid 
metal sources with low ionization yield of secondaries are in 
use. 

A supertip source has to be operated at optimum electrical 
field strengths for maximum current stability, as Fig. 6 dem- 
onstrates by the case of a helium beam from an Ir GFIS* 
with fluctuations in the few percent range. Also, a minimum 
energy spread of ion beams is achieved by the same mea- 
sure as shown in Fig. 7, where we see that low fields can 
cause sizable energy widths leading to inferior imaging pro- 
perties. Figure 8 indicates that a substantially increased 
pressure, producing higher current levels in proportion, has 
to be traded in for some additional beam energy spread, 
e.g., from A£~l eV at p~10~5 mbar to A£~1.5eV at 
p~ 10~3 mbar.11 Figure 9 is a more detailed correlation plot 
of ion current stability and operation point in the current- 
field characteristic.6 At the optimum field strength, the ion- 
ization probability approaches P» 1, so that all atoms deliv- 
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FIG. 5. Stable oxygen ion beam emission from an Ir GFIS*. 
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ered to the supertip are emitted as ions "instantaneously," 
i.e., the emission is supply limited. Furthermore, the exis- 
tence of an optimum gas pressure for a given electrical field, 
as shown by Fig. 8, points into the same direction: gas 
pile-up problems have to be avoided, as they cause both 
beam current fluctuations and energy broadening. In Fig. 9, 
at the best-current field, located near to the onset of the pla- 
teau and below the best-image field position,4 we observe a 
very stable current, whereas at lower fields considerable 
beam intensity fluctuations can be seen. As discussed 
elsewhere,12 at the best-current field the supply-limited re- 
gime prevails, where the neutral current of atoms drifting/ 
diffusing along the tip shaft to the supertip equals the 
charged current of gas ions emitted from the supertip, so that 
the continuity condition is fulfilled. The rear base-tip region, 
where most of the gas collecting area is located, is supplied 
with a flow of atoms from the gas phase enhanced by the 
local electrical field. Supply-limitation theories13,14 predict 
an enhancement of gas particle flux to the tip by a linear to 
sublinear dependence on the enhancement parameter <&. The 
gas kinetic flux towards a hyperboloidal tip is enhanced by 
the function:14 
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FIG. 7. Energy width of a hydrogen molecular ion beam from a W GFIS* as 
a function of electrical field strength. 
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cr($) = K<£ + 2.7<J>2/3 + 2.7<&1/3+1). (2) 

All our experimental results, e.g., the data of Fig. 5 obtained 
for varying temperature at constant electrical field and gas 
pressure, however, point to an exponential density enhance- 
ment according to Eq. (1), so that a current dependence of 
ID<xn= Tjn0 exists similar to the ionization limited regime, in 
which the disturbance of the gas density is negligible. A 
detailed analysis of these current-temperature characteristics 
for different gases agrees with their fhermodynamic proper- 
ties of gaseous and liquid phases, so that also the correspond- 
ing peak positions can be explained.6 Thus, the conclusion is 
that the supply mechanism is different for supertips than for 
regular tips, probably due to other conditions for accommo- 
dation and transport of the gas kinetic flux. 

Finally, Fig. 10 is a demonstration of long-time stability 
of a neon current emitted from a W GFIS*. Since neon, 
much heavier than helium, is an excellent choice for appli- 
cations in materials modification by sputter action, it is es- 
sential to know its behavior under practical conditions of 
extended operational periods. Current stability is seen to be 
sufficient over a period of 2 days. Moreover, field ion micro- 
graphs at the indicated times have shown little or no struc- 
tural changes in the atomic arrangements of several super- 
tips. This positive result, may be not so surprising, is 
nevertheless of utmost importance for applied purposes. 
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FIG. 10. Long-time stability of a neon beam emitted from a W GFIS*: 
FIM=field ion micrograph of the long-time run taken at the indicated points 
LT.n, n= 1—5. 

Figure 11 refers to the same system as Fig. 10, but oper- 
ating at a considerably higher emission current due to differ- 
ent conditions in geometry and gas pressure. We note that 
the stability of the emitted current is excellent and seems not 
to depend on its level, if optimum operational parameters are 
being met. 

We now turn to the results obtained for electron beams. 
Figure 12 demonstrates the excellent stability of electron 
currents emitted by an Ir EFES*. It has to be cooled to a 
temperature, where most impurity species adsorbed to the tip 
are immobilized. This is a very essential point, because mo- 
bile impurities can drift to the supertip and cause consider- 
able emission instabilities, as observed, e.g., at room tem- 
perature. So far, maximum current levels of about 100 nA 
have been observed without any optimization of the emitter 
geometry. Although the requirement of cooling may some- 
what impede the incorporation of the EFES* into other 
equipment, the advantages provided by the excellent stability 
and high brilliance of the supertip emitter have to be consid- 
ered. Applications for both material modification, e.g., pho- 
toresist exposure, and analysis, e.g., microscopic imaging, 
appear quite attractive. 

Figure 13 is the density profile of an electron beam from 
a W GFIS*.10 We see that there is an approximately Gauss- 
ian intensity distribution with a half width of about \a~2° 
in lateral directions. This feature has to be accounted for 
when angular current density figures are quoted. 
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FIG. 11. Neon ion current stability at high intensity from a W GFIS* 
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FIG. 13. Electron current-density profile obtained from a W EFES* at 20 K. 

The energy spread of an EFES*, as quoted in Tables I 
and II, can be as low as AZs~0.3 eV at cryogenic tempera- 
tures of T~ 20 K, although with increasing emission inten- 
sity values of up to A£~0.5 eV were observed but still con- 
siderably lower than about A£'~l-2eV of a regular 
EFES.10 Apparently, the potential energy broadening de- 
pends on geometrical factors determining the critical zone of 
Coulomb interaction between the emitted particles. 

IV. PERSPECTIVES 

It is of considerable interest to estimate the ultimate im- 
age size of both ion and electron beams from a supertip. The 
main contributions to the total image size are: 

d2 = (Mdv)
2+d2

c + d2
s, (3) 

where the right-hand terms denote virtual source size times 
magnification, chromatic, and spherical aberrations. In a 

60.0 

40.0 

20.0 

e' (Ir):       F = 4.7 V/nm 
T = 20K 
p<2*10"" mbar 

0.0 •'"   '" ll       I H    iU—XfcJwl ^It^ämtiä 

5.0 

4.0 

3.0 Z 

0.0 5.0 10.0 15.0 
t[h] 

FIG. 12. Stability of an electron beam from an Ir EFES*. Note that the 
current fluctuations (right ordinate) are about 1% in the local spikes and 
about 0.1% on the average. 

GFIS* the virtual source size can be neglected, so that the 
chromatic and spherical terms remain: 

dc=CcaAE/E, 

ds=WCs. 

(3a) 

(3b) 

While the source energy spread Aß is important for the chro- 
matic error, the respective aberration coefficients depend on 
the design of the optical system. The acceptance half angle a 
of the optical systems can be controlled by apertures, al- 
though only at considerable losses of beam intensity, so that 
the angular current density of the source is one of the most 
important parameters. 

An estimate for a specific lens system to focus 10 nA of 
ions into a 100 nm image spot was given previously.15 As in 
general, the chromatic aberrations become dominant at 
smaller beam spots. If a nanoscopic application of the GFIS* 
should be intended, a different optical system must be used. 
Recent calculations indicate that an optimized lens system 
can focus charged particles into a target spot of less than 1 
nm.16 If so, imaging applications would become very attrac- 
tive using both primary electron or ion beams and secondary 
electrons or ions depending on the actual case to be studied. 

Figure 14 is an overview over the present state of the art 
of ion beam sources, where the image current density is cor- 

TABLE I. GFIS* performance for charged particles. 

Particle species e"      Hj He+ Ne+     Oj 

2.0  g- 
3 
W 

1.0 " 

0.0 

Current (nA) into ±0.5°                   100 
Angular current density (/iA/sr)        30 
Energy spread (eV)                           0.3 
Brightness (A/cm2 sr) 

Spectral brightness (A/cm2 sr eV) 

8              5 
35            20 

1              1 

io10-io12C 

1010-1012" 

5 
20 

1 

0.2a 

1 
1" 

aIr supertip, maximum particle current: ~ 1 nA 0+ (estimate). 
bIr supertip, extrapolated value. 
cVirtual source size: J„~0.1 nm. 
dEnergy spread: A£~ 1 eV (FWHM). 
Note: The electron emission half angle is 2°. 

JVST B - Microelectronics and Nanometer Structures 



2460        S. Kalbitzer and A. Knoblauch: Multipurpose nanobeam source with supertip emitter 

TABLE II. Characteristic of electron guns. Thermal emission | Field emission. 

2460 

W LaB6 ZrO/W TFEW CFE W EFES* 

logB -6 -7 -9 -9 -9 -12 

(A/cm2 sr) 

rfdp (/™) 
A£ (eV) 

-50 
2.3 

-10 
1.5 

0.1-1 
0.7 

0.01-0.1 
0.7 

0.01-0.1 
0.6 

-0.003 
0.3 

logp (Pa) -3 -5 -7 -7 -8 -9 

T(K) 2800 1800 1800 1600 300 20 

I (M)a -100 -20 -100 20-100 20-100 >0.1 

Mil {%) 1 1 1 7 5 1 

Mil (%/h) 1 3 1 6 20 <1 

Features start-up build-up frequent initial for- 

time process flashing mation 

Operation simple simple easy easy complex easy 

Price low low high high high ?? 

aNote: The emission half angles for the conventional sources amount to 10-30°, whereas the EFES* typically 
exhibits about 1°, so that angular current densities scale down by a factor of 100-1000 as referred to EFES*. 
TFE=thermal field emission, CFE=cold field emission. [Table adopted from JEOL information sheet on 

electron guns.] 

related with the spectral brightness.1 Plasma sources, gas 
field ion sources without supertip, liquid metal ion source, 
and gas field ion sources with supertip are compared with the 
clear result that at present the GFIS* is the most powerful 
device for producing high current densities at target position. 
Note that we have replaced the former conservative estimate 
of the GFIS* virtual source size of dv~ 1 nm by a recently 
determined value of dv~0.1 nm,1 so that the corresponding 
spectral brightness figures have increased by a factor of 100. 

As outlined previously, target current intensity is decisive 
for applications in nanostructure technology.17 Estimates of 
processing times for ion beam modification of solid materials 
have been published recently.18 The current level of 1 nA, 
however, is a conservative assumption, since maximum cur- 
rents of about 10 nA have already been observed with a 
GFIS*. Hopefully, by optimizing the emitter structure, i.e., 
the geometry of base tip and supertip, and the operating con- 
ditions, i.e., system temperature, gas pressure, and electrical 
field, even further improvements may be possible. 

Table I is an overview over our experimental results for 
beams of various gaseous ions and electrons obtained with 
supertips of both tungsten and iridium. Table II compares 

|  1°2 
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D 
c 
a> 
| 10-2 

O 
(A 

Ü „ 

.     "- 10° 102 10" 106 10» 1010 1012 

Spectral Brightness     [A/cm2sr eV] 

FIG. 14. Focused current density of different types of ion sources vs spectral 
brightness. 

- 
/SupertipN 

- (   LM1S 
*r ""X 

- 1 ̂ J 
- PlasmaX 

Source   \ 
I                 1 ■ iiii 

conventional electron sources operating in thermal and field 
emission mode with the characteristics of our EFES*. 

V. CONCLUSIONS 

While in the pioneering period of some decades ago, typi- 
cal target currents had amounted to a few pA, sufficient to 
render the atomic structure of surfaces visible, liquid metal 
ion sources have already provided currents of the order of 
100 pA Ga ions, applicable to materials modification and 
analysis in the microstructure regime. Now, in a further de- 
velopment step, gas field ion source have been rendered ca- 
pable of delivering even 10-100 times higher beam intensi- 
ties to the image spot, which may become as small as 1 nm 
in diameter, so that novel applications in the field of nano- 
technology become feasible. The future of gas field ion 
sources looks bright. 
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Focused ion beam optical column design and consideration on minimum 
attainable beam size 
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We discussed a two lens optical system focused ion beam (FIB) employing a Ga-emitter (LMIS), 
whose acceleration voltage Vacc is ranged 30-100 kV, which will be used for milling and secondary 
ion microscope observation purposes. On such an optical system, we investigated the relation 
between minimum obtainable beam diameter and chromatic aberration coefficient against Vacc, and 
studied the possibility of improving FIB resolution by increasing the Vacc. The beam diameter is 
mainly determined by the size of a Gaussian image and the chromatic aberration, especially that of 
objective lens, if the beam current is very low. From this fact, we showed that the magnification 
optimization method which is one of the optical optimization methods can be greatly simplified at 
a lower beam current region. Using this simplified method, we summarized a guide line for 
evaluating an Vacc value from the standpoint of realizing a finer beam. Also given is information 
useful for designing a FIB column in consideration of optimized optical column design for realizing 
the optimized magnification. Finally, calculating the attainable minimum beam diameter and 
optimum column length against Vacc values, we discussed the limitation of beam diameter by 
increasing the Vacc.   © 7995 American Vacuum Society. [S0734-211X(98)04204-8] 

I. INTRODUCTION 

The Ga metal ion source is used quite widely as an ion 
source in focused ion beam (FIB) tools, with acceleration 
voltages Vacc typically in the range from 10 to 100 kV and 
which provide functions for ion milling and image observa- 
tion as a scanning ion microscope (SIM). The Ga ion source 
provides excellent features such as ease in handling, high 
beam stability, good focusing property due to the small en- 
ergy spread, and enough mass for high milling rates. Many 
FIB instruments, which are oriented for the above applica- 
tions, employ the Ga metal ion source and use Vacc between 
30 and 50 kV. The typical performance of such instruments 
is 5-8 nm as a SIM resolution with the beam currents of 
0.5-1.5 pA. 

Many FIB tools today employ a two-lens optical system 
except for a few cases.1 A lot of efforts on optics investiga- 
tions toward higher resolution have been made. Among them 
there seems to be two main research directions. The first one 
is to study the best beam operation modes (Fig. 1) for form- 
ing a smaller beam.2,3 The recent study revealed that the 
diverging mode [Fig. 1(b)] has an advantage at any beam 
currents.4 The second is to study how to optimize an ion 
optical system.5'6 The typical examples would be ' 'optimiza- 
tion of beam half-angle at the image plane" 7 and the "mag- 
nification optimization." 8 However, one of the problems in 
the second direction is one has to decide initially the accel- 
eration voltage. 

In designing an ion optics column, we must examine the 
Vacc and determine the most suitable value for milling and 
SIM observation. This must be done by taking into account 
the following factors: (1) milling rate, (2) specimen damage, 

"'Electronic mail: sakaguch@jeol.co.jp 
^Electronic mail: sekine@jeol.co.jp 

and (3) required minimum beam diameter. The first purpose 
of this study is to establish a method for optimizing the Vacc 

for a two-lens FIB system providing Ga ion source, and 
thereby minimizing a beam diameter. Here, the Vacc was lim- 
ited in the range 30-100 kV where the milling rate and the 
specimen damage do not change significantly. Thus, it can be 
determined only by taking into account the third factor, 
namely the minimum diameter requirement. Furthermore, we 
show that the magnification optimization method becomes a 
very simplified form in the low current range. Using the 
simplified form, the magnification is easily optimized for 
given Vacc value, extraction voltages, beam currents, working 
distances, and other lens parameters. We describe here the 
details of the proposed column design method and discuss 
the possible minimum beam diameter based on the calcu- 
lated results derived from the above-mentioned method. 

II. OPTICAL OPTIMIZATION FOR MINIMIZING 
BEAM SIZE 

In this paragraph, we discuss the magnification optimiza- 
tion method in the low current region and show its validity in 
designing FIB column which uses Ga emitter and whose 
acceleration voltages are of 30-100 kV. 

A. Magnification optimization at low current 

It is well known that diffraction can be neglected in an ion 
optical system and is reported8 that the quadratic addition of 
chromatic disk size dc and spherical disk size ds is a good 
approximation to calculate a current density integral d^c for 
the chromatic and spherical aberrations exactly. It is also 
assumed there8 that the diameter of the finite source image 
dG can also be added quadratically to give the probe size dp 

to comparable accuracy. It is reported by other authors that 
the above method does not give an accurate enough solution 
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FIG. 1. Operation mode for two lenses optical system. 

for the beam size calculation. Instead of this method they 
introduced "a new root power sum (RPS)" approximation. 
We compared these two methods in the case that the probe 
size is determined mainly by dG and dc. Two beam sizes 
obtained from quadratic addition and from RPS (FW50) dif- 
fer from each other by under 1%. Therefore, we choose the 
quadratic addition method in this report because of its easi- 
ness to handle. The beam size is then given by the formulas 
below if all aberrations refer to the image side: 

d =(m1m2d0y+\Ccai 

Cs-Cs,2+m2 C,,, 

Cc — CCt2+nt2  Ccl, 

AE\ 
+ \2CM (1) 

(2) 

(3) 

where m, and m2 and magnifications, Csl and CJj2 spherical 
aberrations, Ccl and Cc2 chromatic aberration of lenses 1 
and 2, Cs and Cc spherical and chromatic aberration of the 
total optical system, d0 virtual source diameter, ax beam 
half-angle at image plane, V0 and Vt are the potentials of 
object and image sides (i.e., V0) is ion extraction voltage Vext 

and Vj acceleration voltage Vacc and AE energy spread of 
beam, a, can be replaced with beam acceptance half-angle 
a0 using the following relationships: 

(4) J1' 
1 

nil 

[vö 
Vj0-ir Mvr 

<*0,i 

Jvr h 
m2     mi ■m2 JQ-TT 

(5) 

where Ip is ion beam current, J0 angular emission density, 
aqi half-angle of the beam after passing through the lens 1 
(this is equal to the half-angle of incident beam to lens 2). 
We assume here the following: 

dl=Cl- 
AEY      2      CM 2 

dCc 

dm *0, 
(6) 

where 

m = mvm2. (j) 

Equation (6) indicates that ds is very small compared with 
dc, thus it can be neglected. Equation (7), as stated in the 
reference,8 indicates that the chromatic aberration weakly de- 
pends on magnification. In other words, it means that 
dCcldm<Cclm, dCsldm<Cslm. We discuss the validity 
for introducing Eqs. (6) and (7) in the next paragraph. Using 
Eqs. (4), (5), and (6), Eq. (1) is rewritten as follows: 

di '(mlm2d0y+\Cc-ar — . 

--(mim2d0)
2 + 

Vij 

C]        (AE)2V0Ip 

(mim2)2       VrirJn (8) 

Based on Eq. (7), differentiating Eq. (8) with m, we can 
easily obtain the magnification m* which minimize the beam 
diameter and the minimum beam diameter dpnda at m 

i* = —  

V2-d0' 

*p,min = (2-d0-Cc-AE) 1/2 

T-VhJc 

1/4 

(9) 

(10) 

We must give an unknown value of Cc(m) to calculate Eqs. 
(9) and (10), therefore, we will use an iteration method. We 
first give the initial value of dp min and m* as follows: 

*p,min ' ^ c) ~ "p,min( Cc,2,inf) > *(Cc)~m*(CcXin{), 

where Cc2inf= C, 
(11) 

2 at m2 = - °°. Then we get an initial value 
°f dpmin and m*, but these values are not exact. We then use 
the conclusion discussed in Sec. Ill A that the optimum col- 
umn length will be shortest, if lens 1 is so operated, to mini- 
mize the value of m, (mjX): diverging mode). We put 
mUmin as the minimum value of mx at m,>0. Then we can 
calculate the first iteration value of Cc by using the formula 
below: 

Cc=Cca(m2) + mlCCii(mi), 

where 

h = mhmiB    m2 = m*/m l.min ■ (12) 

By substituting Cc into Eqs. (9) and (10), we can get the first 
iteration value of dpmin and m*. These are exact enough to 
our purpose. Equation (10) is the approximate expressions 
and valid as far as Eqs. (6) and (7) are satisfied. Also, it was 
derived by neglecting spherical aberration, thus always hold- 
ing dp>dp?min. Therefore, we regard that the dpmiD is the 
minimum beam diameter which the system of interest can 
attain. Equation (10) will be very effective for evaluating the 
possible minimum diameter in an optimization. For example, 
when emitter characteristic: /0, AE and d0 are given, we can 
easily extract the dpmin vs. Cc relation from the parameters 
Vt, V0, and beam currents Ip. An example is shown in Fig. 
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FIG. 3. Calculation error by ignoring spherical aberration. 

2. In the calculation, the emitter characteristics were sup- 
posed, from the Refs. 10-13, as /0 = 20 yuA/sr, A£ = 5 eV, 
and 4=50 nm, V0 = 5.8kV and 7,= lpA were also sup- 
posed. Now, from Eq. (3), Cc>Cca (Cc«CCj2 for V,- 
<50 kV) always remains, so that we may regard Cc>2 instead 
of Cc, as the best possible total chromatic aberration for the 
two lens system. 

B. Validity of the calculation 

First, we examine the validity of introducing the Eq. (6). 
To compare the sizes of spherical disk size ds to chromatic 
disc size dc, we take their ratio as ds ldc and, from Eq. (6), 
it is expressed as: 

c. A£ 

Vn 

"2-(wrm2)
2 ' Cc ' AE    7T-V 

(13) 

If the value of mlm2 were limited in the values close torn*, 
it can be approximated as: 

C. 

Cl    A2E TT-Jn 

1/2 

(14) 

It is effective when Eq. (7) holds. Using Eq. (14), we discuss 
here the error A^ (%) included in the calculation for the beam 
diameter, when neglecting the spherical disk size ds. The 
validity of this is discussed later. The magnification m* 
given by Eq. (9), at which the minimum beam diameter is 
attained, also meets the condition that the Gaussian image 
diameter and the chromatic disk size dc are equal each other. 
Taking this into account, As (%) is given by the equation: 

A,(%)«100-   1 -V 2+f 

where 

/= dr 

(15) 

An example for Ip-As characteristic at different Vt values is 
shown in Fig. 3. The conditions J0= 15 ^A/sr, A£=5 eV, 
d0 = 50 nm, and V0 = 5.8 kV are supposed there. In addition, 
as described in the later paragraph on primary lens design, 
we used the relation Cs/C2

2= 0.4mm"1, which is easily 
obtained in the range 30« V,'« 100 kV. From the result, we 
have concluded that, in the calculation of beam diameter, the 
term for spherical disk size ds can be neglected in the beam 
current range of below several pA. 

Generally speaking, it is not possible to express the aber- 
ration coefficient in an analytical form with magnification as 
a parameter. Therefore, it is also impossible to consider the 
validity of Eq. (7) by an analytical manner. Instead, we have 
compared the results of two calculations, one based on full 
calculation arid the other based on approximation by Eqs. (7) 
and (12), for the optical model discussed in Sec. IV B. The 
comparison was made in the ranges 30=£V/=£l00kV and 
I <3 pA (0<w<0.1) of our interest. We have found from 
the comparison that the beam diameter given by Eq. (10) is 
always less than that given by the full calculation, and the 
error included in the former calculation varies depending on 
V; value and gives the maximum value (<5%) at 100 kV. 

Until now, we have neglected the Coulomb interaction 
effects in the discussion. The reasons are as follows: 

(1) It is well known that the space charge does not much 
affect the beam diameter in the beam current range be- 
low several hundred pA.1415 Specifically, the beam size 
degradation at the beam current of Ip**>several pA will 
be < 1 nm4. The regions of interest here are Ip< 1.5 pA 
and 3.2<dp<6 nm (see Fig. 8). In this case it seems that 
the quadratic value of degradation is negligible com- 
pared with that of other contributions to beam size. 

(2) We investigate only diverging mode which is better for 
forming a smaller beam. The Coulomb effects will be 
less in the diverging mode than in the cross over mode. 

(3) Coulomb interaction between the emitter (LMIS) and the 
first beam acceptance aperture is included in the virtual 
source size (—50 nm). 

From the considerations shown above, Eqs. (9), (10), and 
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FIG. 4. Definition of optical system parameters. 

(12) derived by neglecting the Coulomb effects and the esti- 
mated error value seem for our purpose, to be valid. 
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FIG. 5. L-dp characteristic. 

III. OPTIMIZED OPTICAL COLUMN DESIGN FOR FIB 

In the previous section we discussed the optimum magni- 
fication by which the minimum beam size is realized. How- 
ever, the optimum magnification is not always fulfilled in 
arbitrary optical systems. Here we investigate the optical sys- 
tem which realizes the optimum magnification, discuss the 
items that should be considered as the factors related to mini- 
mum beam diameter, and submit useful information for op- 
tical column design. 

A. Optimized column length 

The value of magnification m is bound to form an image 
at a specimen surface. In the optical system shown in Fig. 4, 
the relations between the magnification and the object point 
and also between the magnification and image point are 
given as follows: 

/Mi 

Vr 1/2 

a2 L + b, 
(16) 

From these, the focusing condition which ml and m2 must 
satisfy is determined by: 

L + flj- Imjl/g' 

where 
1/2 

(17) 

From Eqs. (9), (10), and (17), the magnification that meets 
the optimum magnification condition and the focusing con- 
dition simultaneously is derived as: 

m. 
\ml -m2  - = m*. 

L + aylm^/g    v<2-d0 

Solving it for the distance L between lenses, we obtain 

1 

(18) 

L=\m, 
\m-) 

bn- — -m* (19) 

where a1 is the distance between the emitter tip and the 
principal plane of the lens 1 and b2 the distance between the 
principal plane of objective lens and the specimen surface. 

When al and b2 are bounded to satisfy b2/a1>m*/g, the 
optimum magnification m* exists, by which the focusing 
condition is simultaneously satisfied, because then L>0. 

We then put L* as the optimal column length L which 
satisfies Eq. (19) and ml = mlmia for the shortest column. 
Then, we discuss the degradation of resolution against the 
shift of L from L*. An example is given in Fig. 5. It reflects 
the characteristic of the optical system described in the next 
section (Fig. 8). The data are for the case where V, = 50 kV 
and the lens 2 works in deceleration mode. It is noticed that 
the resolution degrades slightly where L>L*, while it de- 
grades rapidly where L<L*. From our experience, it is valid 
for general cases. 

B. Consideration on lens design 

From the theoretical point of view, the optimum column 
length L can be determined uniquely by Eq. (19). However, 
for column length, shorter is preferable in forming a smaller 
beam practically, because it is good for (1) reducing me- 
chanical vibration, (2) minimizing space charge effects. 
Meanwhile, in order to form a small beam in the low current 
region, a lens of small chromatic aberration is required. We 
do not comment here about it because many authors have 
already stated it in Refs. 17 and 18. We consider the require- 
ments imposed on the lenses for reducing L*. 

Among the parameters relating to m*, d0, J0, and AE, 
which are the parameters concerning emitter characteristics, 
may be regarded as fixed parameters, because one would use 
the generally available best values. The Ip may be treated 
similarly as well, because it must be set in a limited narrow 
range due to the tradeoff of the requirement that lower cur- 
rent is good for finer beam and the requirement that higher 
current is good for higher image quality. 

Then, under a given acceleration voltage Vt, the column 
length L* must be determined by the extraction voltage V0, 
the object position toward lens 1 a \, the magnification m, the 
chromatic aberration of lens 2Cc2, and the image position 
bx. Through the analysis of Eqs. (9), (10), and (19), we can 
summarize them as follows: 

(1) Extraction voltage V0: A larger V0 allows shorter L*, 
however, it would make dpmin larger as seen in Eq. (10). For 
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example, at V, = 50kV, the increment for V0 from 6 to 12 
kV, will induce a beam broadening of about 1.0-1.5 nm. On 
the'other hand, the L* will be shorter by 50-100 mm. Thus, 
V0 cannot be determined only by the emitter characteristics. 

(2) Image plane bx and magnification mx of lens 1: In 
designing lens 1, one must set bx as small as possible in 
order to reduce L*, namely making \mx\ as small as possible 
in the diverging mode (m^O). Moreover, it is very impor- 
tant to operate lens 1 holding \mx\ to be minimum. 

(3) Image plane b2 and chromatic aberration Cc<2 of lens 
2: The chromatic aberration and b2 are the values which 
must be derived as the design parameters of a fundamental 
optical component, namely the objective lens. We only give 
a comment here that, regarding the nature of electrostatic 
lens used as an objective lens, shorter L* can be attained in 
the deceleration mode than in the acceleration mode (see 
Sec. V). 

C. Beam defining aperture 

We discuss the position Lap and the diameter Dap of the 
beam defining aperture which meets the minimum beam di- 
ameter condition at the minimum current. Referring to Fig. 
4, we obtain the beam current by substituting Eqs. (5) and 
(16) into Eq. (4): 

Ip=TtJ0m\ -j- -arctan2 
D ap 

V0   " 2-(Lap+a1/n1VV,
I-/Vo)' 

Solving it for Lap, the following equation is derived: 

iap=_alwl 
Vi    1 

ap tan 
TrJom^ij 

1/2 

(20) 

(21) 

As for the minimum aperture diameter, it is empirically rec- 
ommended that Dap/rap> 1 will be satisfied (rap: the thick- 
ness of aperture) for reducing generation of species at the 
edge of the aperture hole, which degrades the resolution. 

Once the aperture size corresponding to the minimum 
beam diameter is determined, then its position will be deter- 
mined by Eq. (21). In a practical column design, the condi- 
tion L*>Lap-must be held. However, if L*<L^, we must 
try to make L* longer according to the guide shown in Sec. 
Ill A unless the minimum beam condition described in Sec. 
II cannot be attained. Since the L* depends on acceleration 
voltages, such a case will be possible when the system works 
under the lower kV. Because the ion optical system is usu- 
ally designed in a way that L* is determined at the maximum 
acceleration voltage, the degradation of beam diameter will 
not be so significant since it is included in the above- 
mentioned condition. 

IV. OPTIMIZATION OF ACCELERATING VOLTAGE 

In this section we study the optimization method of accel- 
eration voltage V, to get the smallest beam diameter and 
show one example of optimizing to guess a practical value of 
attainable beam diameter and the most suitable V,- value 
when the lens properties and working distance are given after 
the primary lens design. We assume the conditions as de- 
scribed below: 

(1) usage of the characteristic of available Ga emitter and 
available electrostatic lenses today; 

(2) diverging mode as an operation mode because of its 
advantage4 for the smallest beam diameter; 

(3) accelerating voltage: 30« V,« 100 kV so that the mill- 
ing rate and damage on the specimen does not change sig- 
nificantly. 

A. Optimizing procedure of acceleration voltage 

Through the study of the magnification optimization 
method, we summarize the recommended procedure for de- 
termining the best acceleration voltage to get the minimum 
beam diameter as shown below. 

(1) Consideration of the minimally applicable beam cur- 
rent: The beam current Ip for probing the minimum beam 
diameter is determined based on the required S/N ratio for a 
SIM image (it depends on the secondary electron yield, de- 
tector efficiency kind specimen and accelerating voltage), the 
required time for image accumulation and the level of speci- 
men drift, which are mutually related. Currently it is thought 
that 0.5</p< 1 (pA) will be reasonable. 

(2) Primary design for lens 1 and lens 2: For a given 
maximum voltage to the lenses, the primary design is per- 
formed and the shapes for the lenses 1 and 2 are determined, 
where they meet the request for the upper limit for the ap- 
plicable electric field strength and beam stability for lens 1. 
Also, the optical properties at each acceleration voltage are 
calculated. Since the beam broadening at the minimum size 
is dominated by the chromatic aberration, which is not so 
sensitive to the lens shape, the precise shape optimization 
may not be necessary at this stage. 

(3) Magnification optimization and optical design: From 
the effective beam current range [examined in (1)] and the 
derived lens properties [calculated in (2)], we can perform 
the "magnification optimization" (refer to Sec. II) and get 
the minimum attainable beam diameter at a given accelerat- 
ing voltage. Through the optimized optical design (refer to 
Sec. Ill) we get the information about the optical system 
parameters, i.e., optimized column length, position, and di- 
ameter of beam defining aperture, etc., which can realize the 
optimized magnification. Working distance and extraction 
voltage must be decided from other considerations. 

(4) Determination of optimum acceleration voltage: By 
performing process (3) at each accelerating voltage, the ob- 
tainable minimum beam diameter is derived together with 
the conditions: the best column length, aperture size, accel- 
eration voltage, etc. The final acceleration voltage is decided 
here by taking into account the cost as well. 

(5) Reoptimization of the total optical system with the 
derived parameters (lens shape optimization is included). 

B. Example for optimizing 

We show here an example for acceleration voltage opti- 
mization and estimate the possible minimum beam diam- 
eters. We discuss it by limiting the beam current at 0.5 pA 
only. In the primary design of lenses, the following condi- 
tions were imposed on them: 
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FIG. 6. Primary lens design of lens 1 (CL,) and lens 2 (OL). 

TABLE I. Lens 2 properties of primary design: "Mode" means the operation 
mode of OL, "geometry" describe the OL lens shape, which is decided 
independently on V, (const.) or dependently (var.). WD means working 
distance. 

(kV) 

30 

50 

75 

100 

Mode Acceleration 

geometry Const. 

WD (mm) 
Ccin{ (mm) 
WD (mm) 
Ccinf (mm) 
WD (mm) 
Ccinf (mm) 
WD (mm) 
Ccjnf (mm) 

Var. 

Deceleration 

Const. Var. 

17.71 17.71 10.00 10.00 
30.66 30.66 49.09 42.69 
42.38 31.35 10.00 10.82 
72.38 53.61 48.86 48.73 
85.26 84.45 28.74 13.37 

148.88 144.65 92.26 60.34 
141.56 176.00 66.03 30.98 
252.36 305.67 175.37 107.35 

(1) Condition for lens 1: maximum electrical field strength: 
20 kV/mm, extractor voltage V0:6.0kV, acceleration volt- 
age V; :30-100 kV, maximum CL1 voltage VCL1 :20 kV (re- 
fer to V,), lens geometry, which realizes the beam stability. 
The schematic of the lens geometry which will satisfy the 
above conditions is shown in Fig. 6 (left-hand side) from the 
calculation. For simplification, it is supposed that the same 
lens geometry is used in 30=s V,s= 100 kV. Since the beam 
diameter at low beam current depends weakly on the lens 1 
form (discussed Sec. IIB), it will be correct, in estimating a 
beam diameter. The lens characteristic is shown in Fig. 7. 
(2) Condition for lens 2: maximum electrical field strength: 
20 kV/mm, maximum OL voltage VCL:50kV, minimum 
working distance: 10 mm. 

The lens geometry which will satisfy the above conditions 
is shown in Fig. 6 (right-hand side). As the operation modes 
for the objective lens, we discuss both the acceleration and 
deceleration modes. The calculation is made for the shapes 
shown in (a) and (b) in Fig. 6. The reasonable space length d 
(defined in Fig. 6) is given as follows: acceleration mode: 
d=0.10 Vi (mm) (Vt in kV), deceleration mode: d 
= 0.05 V, (mm) (V, in kV). 

These rules have been drawn from the experience. The 
main lens characteristic at the acceleration voltages: 30, 50, 
75, and 100 kV are given in Table I. The working distance 
there indicates the distance between the surface of the lower 
lens electrode and the specimen. With the characteristic data, 

0        2        4        6        8        10     20      40      60      80      100     120 
m V.« [kV] 

FIG. 7. Lens 1 properties of primary design. 
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applying the optimum magnification method mentioned in 
Sec. II, the dependency of optical parameters shown in Fig. 8 
are obtained. Since the chromatic coefficient does not much 
depend on the lens form (substantially <6%-7%) in these 
voltages, the calculation for the acceleration voltage depen- 
dency of beam diameters based on available emitter charac- 
teristics and practically possible lens forms will be accept- 
able (error may be <10% including that of space charge 
effect neglect). The calculation was made under the constant 
lens 1 form. If lens form optimization were also made at each 
acceleration voltage and the absolute value of magnification 
in the diverging mode could be close to 1, the column length 
shown in Fig. 8 may become shorter. 

V. CONCLUSION 

For a FIB comprised of a two lens optical system with 
acceleration voltages ranging from 30 to 100 kV, which is 
used mainly for milling and SIM observation purposes, we 
have investigated the minimum obtainable beam diameter 
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and chromatic aberration of the objective lens against accel- 
eration voltage and we have shown that the magnification 
optimization method, which is effective in the low beam cur- 
rent region as one of the optical system optimization meth- 
ods, can be simplified very much and be made a guideline 
for evaluating the optimum acceleration voltage that pro- 
duces the highest resolution under given conditions. Also, in 
discussing the optimized optical column design to realize the 
magnification optimization, we have summarized useful in- 
formation for designing a FIB column. Finally, we have cal- 
culated the minimum obtainable beam diameter and opti- 
mum column length dependence on acceleration voltage 
where optical parameters have been prepared. We found 
from these a conclusion that the best lens mode for lens 2 is 
the acceleration mode for Vacc<47 kV, and the deceleration 
mode for Vacc>47 kV. Also, the beam diameter is minimum 
at around Vacc~75 kV. It is noticed that higher acceleration 
voltage is not necessary for higher spatial resolution if the 
characteristics of the Ga emitter and optical system are lim- 
ited within that available today. Moreover, the column length 
can essentially be shorter in the deceleration mode operation 
than in the acceleration mode. Finally, it should be noticed 

that although Coulomb effects were not taken into account in 
this calculation, the accuracy of our calculation seems to be 
within 10% of the result if they were taken into account. 
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Overlay accuracy tests for direct write implantation 
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Direct write implants are usually made in registration with pre-existing features on the wafer 
surface. The accuracy of the registration is a critical component of the error budget for a given 
device, just as it is for optical lithography layers. We present a scheme for creating alignment marks 
in field oxide on a silicon wafer. These alignment marks can be applied near the beginning of the 
process, are robust in a silicon processing environment, and can be reused for multiple layers of 
maskless implantation. We also present our method of measuring overlay accuracy, and data 
showing that an accuracy of 62 nm one sigma can be achieved by our system. 
[S0734-211X(98)01604-7] 

I. INTRODUCTION 

Overlay accuracy is one of the critical factors limiting the 
smallest critical dimension that can be drawn in any multi- 
layered lithographic process. Direct write implants using a 
focused ion beam (FIB) system are no exception. The ability 
to write fine features must be accompanied by the ability to 
align these features accurately with respect to previous litho- 
graphic steps. 

To align to different features, each step uses the measured 
position of reference marks previously placed on the wafer. 
As in previous work,1 the ultimate alignment precision 
largely depends on five factors. First, the reference mark 
must be written with good fidelity and accuracy. Second, 
subsequent processing must not significantly degrade the ref- 
erence mark appearance. This includes damage to the mark 
due to the sputtering from the ion beam, and loss of image 
quality due to surface charging effects. Third, the stage and 
laser systems must be stable and accurate. Fourth, the beam 
deflection system must be calibrated to the stage. Fifth, stage 
drift must be small for the time it takes to implant a feature. 
In this paper we describe an alignment system for silicon 
wafers with durable marks, and a robust capture scheme that 
allows mechanical leeway in mounting the wafer to the pal- 
let. We also describe the tuning requirements for our FIB 
system necessary to achieve good alignment. Finally, we de- 
scribe our approach to measuring the overlay accuracy of 
direct write implants, and present our results. 

II. ALIGNMENT SCHEME 

In a standard silicon process, many ion implants are per- 
formed after the field oxide has been grown on the wafer. We 
place the alignment marks by patterning the field oxide in the 
same way active area is patterned. This leaves marks that are 
compatible with subsequent processing, and are made of 
relatively thick and durable silicon dioxide. The marks have 
good contrast in a secondary electron image, as shown in 
Fig. 1, giving bright regions where the oxide is thin. The 
contrast is probably due to a buildup of surface charge on the 
thick oxide preventing secondary electrons from escaping, 
while the passage of an ion all the way through the thin 
oxide into the substrate allows the carriers generated in the 

oxide to discharge the surface, producing a large secondary 
electron signal. The presence of surface charge does not 
seem to affect the apparent mark position. These marks have 
been reused more than twenty times, and averaging the po- 
sitions of opposing edges of the mark produced a position 
that did not change noticeably. 

The system uses the alignment marks in a two step pro- 
cess. First, four large global marks are used to determine the 
shift and magnification difference between the computer da- 
tabase and the wafer surface. Second, as each die is started, 
four local marks on the die are located to remove the effects 
of long term drift. The strategy of finding these marks is 
described below. 

A global alignment mark is shown in Fig. 2. The system 
starts the alignment process by assuming there is a one-to- 
one correspondence between the wafer surface and its data- 
base, and moving to the position of the middle of the first 

40 urn 

FIG. 1. Secondary electron FIB image of an alignment cross. The silicon 
dioxide is 40 nm thick in the bright regions, and 700 nm thick in the dark 
areas. The high contrast reduces the effects of noise on the measured cross 
center position. 
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All lines 4 urn wide, active area 
patterned in field oxide. 

21 horizontal lines 200 urn apart. 

2 vertical lines 4000 um apart. 

Crosses 200 um long, 4200 urn 
centers, symmetrically placed 
around Venetian blind pattern. 

Active area, starts 200 
urn below bottom horiz. 
line, 4000X1000 urn. 

FIG. 2. Global alignment mark. The 4 mm X 4 mm structure allows the 
system to capture the wafer position even when the wafer has been placed 
on the pallet as much as 1 mm off of optimum. The 4 mm X 1 mm area of 
thin oxide at the bottom is useful for sputtering patterns used to calibrate the 
system. 

global mark. The system then scans along a 200 /jxa vertical 
line looking for one of the horizontal lines. Once a horizontal 
line has been located, the system moves up and checks for 
more lines until it reaches the top. Next it drops down to the 
bottom line, and steps to the left until it finds the lower left 
corner of the 4 mm square. Using the position of the lower 
left corner, and the slope of the bottom horizontal line, the 
system estimates the shift and rotation of the wafer. The 
locations of the lower left, upper left, and upper right crosses 
around the global are then measured, and these locations are 
used to calculate a transform between the database and wafer 
coordinates. Next, the lower left cross positions on three 
other global marks are measured, allowing a more accurate 
transform to be calculated. Finally, the lower left crosses are 
all measured again, positioning the stage so that the mini- 
mum of electronic deflection is used, reducing the compo- 

1 
(a) (b) (c) 

FIG. 3. After the system has been focused, the deflection step size and 
rotation are calibrated by sputtering in thin oxide (a) a line written in the 
center of the writing field, (b) an additional pattern written with the stage 
moved to the right 100 /tin and the beam deflected right to match, and (c) a 
final pattern written with the stage moved 100 /am to the left of its original 
position and the beam deflected 100 /xm to the left to match. The distance 
the stage moves is measured by an interferometer to an accuracy of 4 nm. 
When the step size (shown here as slightly too big) and rotation are correct, 
the line segments will join to form a continuous line. 

; 

;:;,
:#ii|iil pAPf!^ 

(a) 
Sum 

I«. m..—.l 

(b) 

Sum 
FIG. 4. Secondary electron FIB images of a sputtered deflection calibration 
pattern made using 240 keV As++. They show (a) proper X step size, a 
small X rotation error, a need for a decrease in the Y step size, and proper Y 
rotation; and (b) the pattern for a well tuned system. 

nent of this error that contributes to the transform calcula- 
tion. We have found that this alignment scheme allows us to 
accurately capture the position of a wafer that is placed more 
than 1 mm off of its ideal position. This entire process re- 
quires the electronic deflection to be carefully tuned to pro- 
duce a minimum of errors in cross position measurement and 
pattern placement. 

III. TUNING THE SYSTEM 

The goals of tuning the system are to obtain a linear map- 
ping between the binary deflection numbers and the physical 
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85 urn 
FIG. 5. Secondary electron FIB image of the overlay structure patterned into 
the field oxide. Each pattern in the 10X10 array has a unique alphanumeric 
label. Overlay errors are measured by observing the shift between the cen- 
tral mark in the X or Y vernier and a matching 2 fim sputtered mark. 

position the beam is deflected to on the wafer, to produce the 
smallest beam size, and to calibrate the beam step size to an 
accuracy of 0.05%. Nonlinear mapping in our system [a 
NanoFab 150 manufactured by Finkelstein Associates, Inc. 
(FAI)2] is a result of the lower lens being shifted from center. 
By imaging at low energy (15 kV), the field of view becomes 
large enough that a silhouette of the lower lens becomes 
visible. This can be used to precisely align the lower lens. 
Next, the energy is ramped up to the value needed for the 
implant, and the focus and stigmator values are adjusted to 
optimum. Finally, the beam deflection (step size) is cali- 
brated in three steps. First, a reference line is sputtered into 
the surface in the center of the writing field. The resulting 
line is shown in Fig. 3(a). Second, the stage is moved to the 
right 100 fjm, the beam is deflected to the right 100 fim, and 
an ' 'L'' shape is sputtered into the sample surface. This pro- 
duces the pattern in Fig. 3(b). The motion of the stage is 
measured by the laser interferometer to an accuracy of a few 
nanometers. If the X deflection is correctly calibrated, the 
long side of the L forms a continuous line with the previ- 
ously sputtered segment. If the value the system uses for the 
step size is too big, the beam will not be deflected enough, 
and there will be a shift between the two line segments. 
Third, the stage is moved 200 /zm to the left, and another L 
shape is sputtered into the sample surface as shown in Fig. 
3(c). If the X deflection is correctly calibrated, the long side 
of this L forms a continuous line with the previously sput- 

4 urn 

FIG. 6. Secondary electron FIB image of a sputtered mark properly placed 
next to its matching mark in the Y alignment vernier. 

tered segments. The Y deflection is calibrated in a similar 
way. In addition, two short line segments near the bottom of 
Fig. 3(c) form a continuous line when the rotation adjust- 
ment is set properly. In practice, steps one through three are 
accomplished for both axes at the same time by running a 
single file on the machine, producing a pattern like that 
shown in Fig. 4(a). The operator then examines the resulting 
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FIG. 7. Overlay error histograms for (a) the X direction, and (b) the Y 
direction. The average stage move is 1000 ixm in X and 10 fiva in Y, 
producing a wider distribution for the X overlay. 
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pattern, and makes the appropriate adjustments. After a few 
iterations, sputtering the deflection calibration pattern pro- 
duces the properly aligned pattern shown in Fig. 4(b). The 
beam step size is a sensitive function of sample height, and 
the wafer surface must be flat to within 10 fim to maintain 
calibration. This procedure for calibrating the system pro- 
duces the minimum error in overlaying one pattern onto a 
previous one. 

IV. OVERLAY ACCURACY MEASUREMENTS 

An overlay alignment structure is shown in Fig. 5. On a 
given chip, a 10X10 array of these is placed on 1 mm cen- 
ters, giving 100 measurement sites. This structure was de- 
signed to have a matching vernier sputtered into the surface, 
and the alignment results read in an optical microscope. 
However, it takes several minutes to create a sputtered ver- 
nier, giving an overlay error that is dominated by the long 
term stage drift. The device implants we are interested in are 
microns in size, and only take a fraction of a second. Thus 
we find that a single 2 jjm line sputtered next to the central 
line in the vernier structure in the field oxide in Fig. 5 gives 
a more accurate picture of machine performance. An ex- 
ample of this is shown in Fig. 6. In practice, it takes approxi- 
mately 10 min to expose 44 sites arrayed around the periph- 
ery of a chip, and approximately 1 h to manually image each 
site and read the alignment error. Automating these measure- 
ments will hopefully eliminate much of this tedious work. 

The aggregate data from three chips is shown in Fig. 7. 
These implants use As++ at 120 kV, with a 5 mil beam 
defining aperture. Two features are immediately apparent. 
First, we have difficulty manually measuring the position of 
the sputtered line to better than 45 nm precision. Despite this 

lack of resolution, the Y error average and standard deviation 
is 18.3±46 nm, and the X error average and standard devia- 
tion is 15.1 ±62 nm. Second, the normal distribution curve 
overlaid on the Y error histogram matches fairly well with 
the data, while the X error data is more spread out within the 
range from -100 ran to 100 nm than the normal distribution 
would predict. This results from the way the exposure sites 
are implemented, starting with the lower left most, and pro- 
ceeding to the right until all of the sites on a horizontal line 
have been visited. Next, the stage moves to the left hand side 
of the chip, and proceeds to implant a row slightly higher 
than the last. As a result, all stage moves in the X direction 
are 1 mm or greater while most of the Y stage moves are of 
the order of 10 Aim, and the stage takes longer to settle in X 
than it does in Y. There is an adjustable software delay time 
to allow the stage to settle after each move. This delay has 
been set to be as short as possible and still yield useable 
results, and this is a major factor in the increased X position 

error. 

V. CONCLUSION 
We have developed a simple scheme for direct write FIB 

implantation that does not add new lithography layers to a 
silicon process, and results in alignment marks that can be 
used repeatedly for implants of various energies and ion spe- 
cies. We have used this alignment scheme to experimentally 
demonstrate overlay errors of 62 nm one sigma using a mark 
sputtered next to a matching field oxide feature. 

'K. Hosono, H. Morimoto, Y. Watakabe, and T. Kato, Proc. SPIE 923, 84 
(1988). 

2N. W. Parker, W. P. Robinson, and J. M. Snyder, Proc. SPIE 632, 76 
(1986). 
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We constructed an ion and electron dual focused beam apparatus to develop a novel 
three-dimensional (3D) microanalysis technique. In this method, a Ga focused ion beam (Ga FIB) 
is used as a tool for successive cross sectioning of the sample in the "shave-off" mode, while an 
electron beam (EB) is used as a primary probe for Auger mapping of the cross sections. Application 
of postionization with EB to Ga-FIB secondary ion mass and two-dimensional (2D) elemental 
mapping with Ga-FIB-induced Auger electrons are also in the scope of the apparatus. The 3D 
microanalysis was applied to a bonding wire on an integrated circuit (IC). A series of EB-induced 
sample current images of the successive cross sections were obtained as a function of the 
cross-sectioning position. This result showed the capability to realize the 3D Auger microanalysis. 
Two-dimensional elemental mapping with Ga-FIB-induced Auger electrons was realized for the 
first time on the IC surface. Its applicability to surface analysis was evaluated. © 1998 American 
Vacuum Society. [S0734-211X(98)04104-3] 

I. INTRODUCTION 

Development of microelectronic devices requires new mi- 
croanalysis techniques for three-dimensional (3D) elemental 
distribution in the evaluation and failure analysis of products. 
In environmental science, 3D analysis of individual particles 
of suspended paniculate matter (SPM) has been recognized 
to be effective in deducing pollution sources and formation 
processes of the SPM. Information on not only the chemical 
identity but also their spatial distribution can be provided by 
the 3D analysis. 

Combination of layer-by-layer ion beam etching of a 
sample surface and two-dimensional (2D) elemental map- 
ping of the crater bottom produces the 3D analysis is called 
"image depth profiling."1 With the use of the secondary ion 
mass spectrometry (SIMS) in the 2D mapping of the crater 
bottom, the image depth profiling has been applied to the 
analysis of impurities with concentration in ppb level.2 In 
this method, the depth from the initial surface is determined 
from the total sputtered depth by assuming a constant sput- 
tering rate. Thus the image depth profiling is limited to be 
applied to samples of homogeneous matrix with flat initial 
surfaces. Furthermore, it is well known that the depth reso- 
lution gradually deteriorates as the sputtered depth increases 
due to the roughening effect in sputter depth profiling with 
ion bombardment. In case of samples like SPM particles and 
integrated circuits (IC) with nonflat surfaces or heteroge- 
neous matrix, the depth profiling suffers from uneven sput- 
tering because of the different local sputtering rates which 

"'Electronic mail: chengzhh@iis.u-tokyo.ac.jp 

depend on incident angles and target species even when the 
intensity of the ion beam is kept constant. Preferential sput- 
tering of analyzing surface and implantation of primary ion 
species during etching also deteriorate quantification of these 
3D analysis techniques. 

In order to realize 3D analysis for samples with arbitrary 
shape or of heterogeneity and to improve the quantification 
in the SIMS analysis, we designed an ion and electron dual 
focused beam apparatus. The following analysis methods 
were considered. (1) Three-dimensional Auger mapping: In 
this method, a 3D elemental map is obtained by repeating the 
cross sectioning of a sample with a gallium focused ion 
beam (Ga FIB) and 2D Auger mapping of the cross section 
with the electron beam (EB). The high depth resolution in 
this method is achieved by the precise control of the coordi- 
nates of the Ga FIB. (2) Application of postionization with 
EB to the Ga-FIB SIMS: The EB is utilized as a continuous 
ionization source and focused on the spot which is bom- 
barded by the Ga FIB simultaneously. High production of 
ions is then expected in the dynamic analysis and will im- 
prove its quantification. (3) Two-dimensional elemental 
mapping with Ga-FIB-induced Auger electrons: With the use 
of the Auger electrons emitted into the vacuum from the 
sputtered species, elemental mapping is performed. In this 
article, the concepts of these three analysis techniques, to- 
gether with the apparatus itself, are introduced. The 3D im- 
aging is reported as an initial stage of developing the 3D 
Auger mapping. The result of 2D elemental mapping with 
Ga-FIB-induced Auger electrons is also described. 
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FIG. 1. Concept for the three-dimensional Auger mapping. 

II. CONCEPTS OF THE NEW MICROANALYSIS 
METHODS 

A. Three-dimensional Auger mapping 

Conventional 3D analysis or the image depth profiling is 
performed by the repetition of etching a surface with a raster- 
scanning ion beam and 2D elemental mapping with SIMS or 
scanning Auger microprobe. This method requires samples 
with flat and smooth surface and a constant erosion rate 
within the analyzing volume. However, most of the elec- 
tronic devices and SPM particles have heterogeneous matrix 
and irregular facets. Therefore, the image depth profiling is 
only applicable to some favorable cases. Some techniques 
have been developed to improve the depth resolution and 
quantification, e.g., (i) postprocessing of 3D raw data for 
correcting the depth scale,3 (ii) using a Cs+ primary ion 
beam and detecting of CsM+ ions to reduce the variation in 
relative ion yield as a function of material composition4 or 
(iii) direct measurement of the depth with atomic force 
microscope.5 But each technique encounters its own prob- 
lems to realize true 3D analysis in analyzing uneven crater 
bottom. 

It is crucial to produce flat analyzing surface at "aimed 
depth" in the image depth profiling. But usual raster scan- 
ning ion beam bombardment cannot achieve it, especially for 
heterogeneous samples or those with irregular facets. We 
previously developed one-dimensional Ga-FIB SIMS analy- 
sis of individual microparticles named "shave-off" 
analysis.6 In the shave-off analysis, the horizontal raster by a 
Ga FIB sweeps very slowly in the vertical direction over the 
analyzing area. A flat cross section developed by the line 
scanning of the Ga FIB continuously moves from one edge 
of the sample to the other within one scanning frame. Gal- 
lium atoms implanted into the cross section during the scan- 
ning is negligible7,8 and could not be detected in Auger elec- 
tron spectroscopic (AES) analysis. We involved the shave- 
off cross-sectioning technique to develop a novel 3D 
microanalysis method which is illustrated in Fig. 1. The Ga 
FIB is used as a micromachining tool. First the cross section 
is made from the sample edge through the Ga-FIB bombard- 
ment in the shave-off mode. Then the nondestructive 2D 
Auger mapping over the cross section (X-Y plane in Fig. 1) 
from its normal is carried out with the EB arranged perpen- 
dicular to the Ga FIB. Repeating this procedure with the 
renewal of the cross section along its normal (Z direction in 

eöutialflux 

(a) (b) 

FIG. 2. Application of postionization with EB to the Ga-FIB SIMS. 

Fig. 1), we can obtain a 3D Auger map. The depth (Z) reso- 
lution in this method is higher than the spot diameter of the 
Ga FIB because only the steep edge of the Ga FIB is used in 
the micromachining. The lateral resolution is determined by 
the Auger mapping resolution depending on the spot size of 
the EB. As the coordinates in a 3D map are exactly deter- 
mined by the positions of the two beams, samples with arbi- 
trary surface and/or heterogeneous matrix can be analyzed. 
With the Ga-FIB current of nA order, a volume of about 
30X30X30 yu.m3 can be cross sectioned in several hours. 

B. Application of postionization with EB to the Ga- 
FIB SIMS 

Postionization has been introduced into the SIMS analysis 
to improve the quantification of this technique. In sputtered 
neutral mass spectrometry (SNMS) positively charged ions 
are produced by impact of electrons or photons. SNMS using 
nonresonant multiphoton ionization (NRMPI) has two im- 
portant advantages for quantitative analysis: its sensitivity to 
an element is rarely affected by the surrounding matrix and 
its sensitivity to different elements has less spread than 
SIMS.9 But SNMS using NRMPI can only be utilized in 
pulse mode and requires long time for large-scale analysis. 
Elemental depth profiling over depths greater than 100 nm is 
best performed using a continuous primary ion beam and 
hence, DC electron beam postionization may be the most 
efficient method for increasing detection sensitivity.10 

In our method, the EB is designed to work cooperatively 
with the Ga FIB. During the Ga FIB is raster scanning over 
the surface, the EB is focused on the spot which is simulta- 
neously bombarded by the Ga FIB [Fig. 2(a)]. In this condi- 
tion, the sputtered neutral species will be postionized through 
electron impact in very close proximity to the surface. As to 
the degree of ionization a+ in this case, it is expressed as11 

a+ = aie/v0w, (1) 

where a is the cross section for ionization by electron im- 
pact, ie the flux of the EB, v0 the velocity of the sputtered 
neutrals and w the width of the interaction volume which is 
normal to the direction of the electron beam and that of the 
neutral flux, respectively [Fig. 2(b)]. The ionization cross 
section reaches its maximum at electron energies between 30 
and 100 eV except for that of elements with high ionization 

J. Vac. Sei. Technol. B, Vol. 16, No. 4, Jul/Aug 1998 



2475 Cheng ef a/.: Development of ion and electron dual beam apparatus 
2475 

potential.12 Above about 300 eV, the cross section of all 
elements decreases with roughly the same dependence on the 
energy E the EB.13 However, as Gersch et al. suggested, the 
difference in cross section among elements becomes smallest 
in this high energy region and is quite attractive for quanti- 
fication in the analysis. In addition, the maximum ie(ie>mBlX) 
that can be fed through the interaction volume is proportional 
to Em (Ref. 14). Thus,11 

Digital Scan Generator 
with 32Mbit Pattern RAM 

(Tl £,max E[IZ ln(E/U), (2) 

where U is the surface binding energy, i.e., the ionization 
probability increases with increasing electron energy. With 
this method, it is expected to improve the quantification and 
sensitivity in the surface elemental analysis. 

C. Two-dimensional elemental mapping with Auger 
electrons induced by Ga-FIB 

It is known that ion-induced Auger electron (IAE) spectra 
of light elements, such as Mg, Al and Si, show considerably 
different characters from those of conventional electron- 
excited Auger spectra.15 The Auger decay of excited species 
induced by energetic projectiles is generally explained by the 
formation of instantaneous quasimolecules consisting of a 
projectile and a target atom and/or two target atoms. 
Through crossing of the molecular orbitals, innershell vacan- 
cies are produced. An IAE spectrum is composed of a con- 
tinuous background related to the decay of excited atoms in 
the solid (bulklike peak) and sharp peaks, called atomiclike 
peaks on the background. These sharp peaks originate from 
excited atoms or ions with inner shell vacancies which are 
ejected into the vacuum through ion bombardment. By now, 
most of the work concentrates on the excitation mechanisms 
of inner-shell electrons in the collision cascades16 and the 
related phenomena like particle-surface interactions.17 Some 
studies intended to find the usefulness of IAE as detection 
species in surface analysis.18"20 In IAE spectrum measure- 
ments, Si and Al are the most popular samples because of 
their high Auger yield compared with heavier elements. Cer- 
tain identifications of the atomiclike peaks in case of Ar+ 

bombardment have already been given by Whaley and 
Thomas.16 Our study on Ga-FIB-induced Auger electron 
emission from Si and Al also shows atomiclike peaks, which 
exhibit much higher signal-to-background (S/B) ratios than 
the L2<3VV lines in the electron-excited ones, and narrow 
widths (typically a few eV) in their integral spectra. These 
characteristics can be applied to the 2D elemental mapping 
with high contrast. Combining the characteristics of the 
atomiclike peaks in the IAE spectra and the fine-focusing 
property of the Ga FIB would provide us a new elemental 
mapping technique with sub-yum order lateral resolution. 

III. INSTRUMENTATION 

In consideration of the new analysis methods mentioned 
above, an ion and electron dual focused beam apparatus was 
developed. We introduced a two-lens Ga-FIB column (Eiko 
Engineering FI-1000) and a quadrupole mass spectrometer 
(QMS, Hiden Analytical EQ-300) to a scanning Auger mi- 

FIG. 3. Block diagram of the ion and electron dual focused beam apparatus. 

croprobe (PHI 590) which was equipped with an EB (LaB6 

emitter) and a coaxial cylindrical mirror analyzer (CMA). A 
secondary electron detector was mounted onto the apparatus 
so that the sample surface could be observed through scan- 
ning electron microscopy. Sample current imaging could 
also be performed. The Ga FIB was arranged perpendicular 
to the EB so that the cross section created by the Ga FIB in 
the shave-off mode could be analyzed from its normal by the 
EB. The QMS was adopted so as to set the sample potential 
to ground which was necessary for simultaneous analysis in 
different modes like SIMS and AES. The sample stage is 
mounted on an X-Y-Z manipulator and its normal could be 
tilted. 

The control system for the apparatus was designed for the 
cooperative manipulation of various parameters in the analy- 
sis. For example, in the 3D analysis, the cross sectioning 
with the Ga FIB and the 2D Auger mapping with the EB are 
carried out alternatively in different scan modes. All new 
analysis methods introduced in the above sections can be 
carried out automatically. A block diagram is shown in Fig. 
3. The dual beam controller consists of a digital scan genera- 
tor linked to a personal computer and two independent de- 
flection amplifiers for the Ga FIB and the EB. The scan 
generator includes a ramp wave generator and a pattern gen- 
erator with 32 Mbit high speed memory. The pattern 
memory enables arbitrary scan of the beam on the sample or 
serves as a frame memory for digital image acquisition. The 
beams can be controlled manually as well. During the pos- 
tionization with the EB, for example, as the Ga FIB and the 
EB are required to scan on the identical point on the surface 
at any time, one of the two beams can be driven by the 
pattern generator synchronized with the ramp wave genera- 
tor. All the signals in the analysis are recorded in a pulse 
counting mode. 

IV. EXPERIMENT 

The instrumentation has been completed and the indi- 
vidual analysis modes with the two beams and two spectrom- 
eters (QMS and CMA) have been confirmed. While the Ga 
FIB was able to be focused to 0.1 /urn in diameter as ex- 
pected, the EB could not focus to smaller than 0.3 fim (4.5 
keV acceleration, 100 pA). This mainly results from the deg- 
radation of electrode insulation and noise from the control 
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F,o 4  EB-induced sample current images of the successive cross sections of Al wire and a bond pad; 32 photos have been taken in the experiment. Those 

with odd numbers are shown in the figure. EB:4.5 keV, FIB: 18 keV, 1.2 nA, analysis time: 410 mm. 

system which is yet to be further suppressed. Therefore, Au- 
ger mapping with sub-^m lateral resolution has not been 
realized yet. Experiments on the preliminary stage of the 3D 
analysis, i.e., 3D imaging of successive cross sections with 
sample current was carried out. The Ga-FIB-induced Auger 
spectra of Si and Al were also measured and the elemental 
mapping with Auger electrons induced by Ga FIB was per- 
formed. 

A. 3D imaging of successive cross sections 

The 3D imaging of successive cross sections was per- 
formed on an IC (EPROM, 64 Kbits) surface with the Ga 
FIB for micro-cross sectioning and the EB for imaging. The 
sample surface was vacuum deposited with Au film of about 
0.3 fim thick to avoid charge-up effect from the Si02 pro- 
tection layer on the IC surface. The EB-induced sample cur- 
rent was converted to pulse signals by a V-F converter for 
mapping. The tip of a bonding wire on the IC surface was 
selected for the mapping. 

In this experiment, after the volume to be analyzed had 
been selected manually and the scan modes of the two beams 
and the thickness of each stage in the cross sectioning with 
the Ga FIB had been input to the computer as parameters, the 
remaining process was controlled by the computer itself: (a) 
the Ga FIB was blanked and the EB-induced sample current 
imaging on the analyzing area was performed with a scan- 
ning mode of 256X256 pixels and 150 s/frame; (b) a slice of 
30(X) X 0.94(Z) jam2 (see Fig. 1 for the coordinate system) 
was sputtered in the shave-off scan mode in 10 min to pro- 
duce the cross section for the next imaging. Operations a and 
b were repeated in sequence with the cross section moving in 
a step of 0.94 fim in Z direction for each cycle. Because of 
the large cross-sectioning volume, relatively high beam cur- 
rent was adopted. The Ga FIB was used in a beam current of 
1.2 nA with 18 kV acceleration. The size of the Ga FIB was 

then around 1 fjoncf). The total time for the measurement was 
about 410 min. 

The obtained sample current images of the successive 
cross sections are shown in Fig. 4. The cross sectioning be- 
gan from the very tip of the bond wire. Then the cross sec- 
tion moved along its normal (Z direction). Dark areas enlarg- 
ing during the primary stages are the cross sections. Besides 
the cross sections of the bond wire, those of the substrate 
(dark areas at the lower side of each image) were also pro- 
duced and united to the cross section of the bond wire in 
later stages. The advantage of the geometric configuration of 
our apparatus can be seen clearly in the reconstruction of the 
3D image. As mentioned above, the coordinates in a 3D map 
are exactly determined by the positions of the two beams: 
coordinates X and Y are directly determined by the pixel 
address within a cross section, i.e., the lateral position of the 
EB on the cross section which is controlled by the computer. 
Depth Z is the position of the cross sectioning with the Ga 
FIB. As a result, a 3D image is simply a serial stack of the 
images of the successive cross sections in our method. No 
extra postprocessing of raw data is necessary. 

Another advantage of our 3D analysis is that the depth 
(Z) resolution does not deteriorate with the progress of the 
cross section. In this experiment, the analyzed volume was 
30(X) X 70( Y) X 29(Z) /tin3, i.e., the depth was in the same 
order as the lateral dimension. If required, the analysis could 
be furthered in the Z direction without sacrificing its depth 
resolution. In other conventional depth profiling methods,2'21 

however, the maximum depth is no more than 10% of its 
lateral dimension. 

B. Two-dimensional elemental mapping with Auger 
electrons induced by Ga-FIB 

IAE spectrum measurements with Ga-FIB bombardment 
were first performed on Si(110) and poly crystalline Al. The 
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FIG. 5. Ga-FIB-induced Auger spectrum of Si. EAE spectrum is also shown 
for comparison. Ga-FIB: 20 keV, 4 nA, EB: 5 keV, 12 nA, CMA energy 
resolution: 1.2%. 

samples were.set at an angle of 45° both from the Ga FIB 
and the EB axes. The Ga FIB was used with 20 kV accel- 
eration and about 4 nA in current. Electron-excited Auger 
electron (EAE) spectra were also measured on the same 
samples. The EB was operated under the condition of 5 kV 
acceleration and 12 nA in current. The energy resolution of 
CMA was 1.2%. The spectra were recorded with 0.35 eV 
energy steps. Figure 5 shows the Ga-FIB-induced Auger 
spectrum of Si together with EAE spectrum for comparison. 
Very sharp atomiclike peaks on a weak continuous back- 
ground are observed at energies of 85 (peak I), 75 (peak II) 
and 66 eV (peak III). It is generally accepted that these 
atomiclike peaks originate from Auger electron emission 
from sputtered atoms or ions. Because the emission happens 
in the vacuum (a few angstroms from the surface) and these 
atoms and ions have discrete electron energy levels, the peak 
width of each atomiclike peak is narrow (typically a few eV). 
Although these features were quite different from those of 
the EAE lines, they were similar to those observed under 
Ar+ bombardment.22 

We applied these features to 2D elemental mapping on an 
IC (30X30 Atm2) with the Ga-FIB-induced Auger elec- 
trons. The Ga-FIB current was reduced to 100 pA and fo- 
cused to around 0.15 fim in diameter. Because the atomiclike 
peaks of Si were not observed from protection layer (Si02) 
on the IC surface in a preliminary experiment, two craters 
were created by Ga-FIB bombardment to expose the Si sub- 
strate. Figure 6(a) is a sample current image of the area on 
which the elemental mapping was performed. Two small ar- 
eas [at the upper side in Fig. 6(a)] had been heavily sputtered 
by the Ga FIB so that the elemental Si substrate could be 
exposed. Figure 6(b) is the IAE spectrum taken over the 
whole area shown in Fig. 6(a). The atomiclike peaks of Al 
(a) and Si (c) can be seen in it. In the case of Si, two sec- 
ondary electron images were taken at kinetic energies c and 
d indicated in Fig. 6(b), respectively. Then the SiLMM map 
[Fig. 6(c)] was extracted by subtraction of the images. We 
obtained the A1LMM map [Fig. 6(d)] with the same proce- 
dure. Each elemental map required only 602 s for acquisi- 
tion. The structure of both the Al wires and Si substrate can 
be observed clearly in respective elemental maps. 
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FIG. 6. Two-dimensional elemental mapping of the IC surface with Auger 
electrons induced by Ga FIB. (a) Sample current image where the elemental 
mapping was performed, (b) Ga-FIB-induced Auger spectrum of the surface 
in (a), (c) S\LMM map. (d) A\LMM map. 

As shown in Fig. 5, the S/B ratio of the prominent atomic- 
like peaks in the integral IAE spectra is much higher than 
those of the LVV lines in the electron-excited ones. This 
enables us to perform elemental mapping in high contrast. In 
addition, the beam current of Ga FIB in the above elemental 
mapping was only 100 pA, so high lateral resolution of sub- 
orn could be achieved. Furthermore, every elemental map 
could be obtained within 602 s in our experiment. Charge-up 
frequently occurs in the conventional Auger analysis. How- 
ever, in the Ga-FIB-induced Auger analysis, charge-up was 
not a serious problem. Furthermore, in our experimental con- 
ditions, species corresponding to the atomic-like peaks origi- 
nate mainly from direct projectile-target collisions23 and the 
Auger emission area is hardly bigger than the spot area of Ga 
FIB on the surface. Recently Ga FIB with a diameter of 
about 10 nm has been realized. With the development of the 
Ga FIB technique, higher lateral resolution can be expected 
in the Auger analysis with Ga FIB as a primary probe. In the 
conventional Auger mapping with electron-excited Auger 
electrons, intense current is necessary which prevents the 
decrease of the beam size. Besides, under electron bombard- 
ment, the Auger excited area is broader than the spot size. 

It should be noticed that the prominent LMM Auger elec- 
trons are emitted from neutral excited atoms in the vacuum 
and their final states are M + . So study on the relationship 
between IAE and the secondary ions under ion bombardment 
coincidentally may provide us a new way to investigate the 
formation of the secondary ions, preferential sputtering, and 
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other particle-surface interaction. To evaluate the applicabil- 
ity of IAE to surface analysis, study on its sensitivity and 
quantification is also an important subject. 

V. CONCLUSION 

We described a new 3D microanalysis method and dy- 
namic SNMS analysis with electron impact postionization. 
Ga-FIB-induced Auger emission and elemental mapping 
with Ga-FIB-induced Auger electrons were also studied. In 
our 3D analysis, a 3D image is obtained through repetition of 
the cross sectioning in the shave-off method with the Ga FIB 
followed by Auger mapping of the cross section with the EB. 
The depth resolution throughout the analysis is determined 
by the position of the Ga FIB and does not deteriorate with 
the renewal of the cross section. This enables the 3D analysis 
of materials of heterogeneity or with irregular shapes. An ion 
and electron dual focused beam apparatus was developed on 
the above concept. With setting up the Auger mapping func- 
tion, 3D elemental maps will be obtained. Ga-FIB-induced 
Auger electron emission was also studied on this apparatus 
and was applied to 2D elemental mapping on an IC. Elemen- 
tal maps with high contrast and lateral resolution were 
achieved. To evaluate the applicability of IAE to surface 
analysis, study on its sensitivity and quantification is neces- 
sary. 
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A focused ion beam (FIB) system was remodeled specially to realize single ion implantation (SII) 
by which we intended to implant an accurate number of ions one by one into ultrafine 
semiconductor regions. In the SII, single ions are extracted by chopping the ion beam, and 
one-by-one extraction of ions have become possible by installing an ultrahigh speed amplifier for 
chopping. In order to achieve accurate detection of each single ion incidence in the SII, detection of 
SEs emitted upon ion incidence with a high sensitivity and a high signal to noise (S/N) ratio is 
essential. Signals from the SE detector which synchronize to an instance of chopping are selectively 
counted to achieve high S/N ratio. Contaminant particles originating from neutralization and 
scattering of the ion beam are eliminated by sliding the ion source off the beam axis and cutting off 
the ion beam at the entrance of the FIB's mass separator. © 1998 American Vacuum Society. 
[S0734-211X(98)01104-4] 

I. INTRODUCTION 

As semiconductor device features in very large scale in- 
tegration (VLSI) are scaled down, a fluctuation in the dopant 
number in the devices affects the device characteristics sig- 
nificantly. It is reported that fluctuations in the threshold 
voltage of metal-oxide-semiconductor field-effect transis- 
tors (MOSFETs) increase with the decrease in the channel 
length of the MOSFETs due to the fluctuations in the dopant 
number contained in the channel region of the devices.1 For 
the purpose of suppressing the fluctuation in the total dopant 
number, implantation of exact number of ions into each ac- 
tive region in ultrafine device structure is essential. Single 
ion implantation (SII)2 is now under development by which 
we intend to implant dopant ions one by one into fine struc- 
tures until the necessary number is reached. A similar at- 
tempt to implant single ions using a focused ion beam (FIB) 
was made by Woodham et al? However, since they do not 
detect each single-ion incidence during the implantation, 
their purpose is not to implant accurate number of ions but to 
control the average number of implanted ions at low ion 
dose. In the SII, incidence of each single ion is monitored 
just after the implantation into the target. Previously we re- 
ported that single ions were extracted from the ion beam one 
by one, and their incidence was detected with 80% effi- 
ciency. We reported that the fluctuation in the implanted ion 
number was expected to be half of that by the conventional 
implantation under 80% detection efficiency.4 

Single ions are extracted from a FIB by means of chop- 
ping as follows (Fig. 1). A stream of ions are usually blocked 
by deflecting the ion beam to one side of the objective aper- 
ture. Single ions can pass the aperture just when the beam is 
switched to the other side by applying opposite bias voltage 
to the deflector. The number of implanted single ions by 
several repetitions of chopping is estimated by the number of 
detection of secondary electrons (SEs) ejected upon the ion 
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incidence. In order to control the number of implanted ions 
accurately in the SII, the number of extracted ions by a 
single chop must be one or zero. This is satisfied in the 
condition that the average number of the extracted ions is 
much less than unity. 

Special modification of the FIB column has been made 
for the SII which utilizes the above-mentioned chopping. In 
this article, techniques for extracting ions one by one by 
chopping, counting and detecting single ion incidence, and 
reducing "contamination," i.e., noise particles induced by 
neutralized ions are described in detail as the key technolo- 
gies for the SII. 

II. EXTRACTION OF SINGLE IONS BY CHOPPING 

Extraction of ions one by one from the ion beam is essen- 
tial in the SII for accurate control of implanted ion number. 
In order to prevent extraction of multiple number of ions by 
a chop, it is necessary that the average number of the ex- 
tracted ions by a chop (Next) is much less than unity.4 The 
average number of the extracted ions by a single chop is 
proportional to the opening of the objective aperture and 
transient time necessary for switching the ion beam deflec- 
tion, namely chopping. Thus, either the aperture opening or 
the transient time for chopping should be reduced suffi- 
ciently. 

The ion beam current on the target is proportional to the 
opening of the objective aperture. In the course of optimizing 
the focusing condition, such as alignment of the ion beam 
trajectory in the FIB column and applied voltage to the con- 
denser and objective lenses, acquisition of scanning ion mi- 
croscope (SIM) image is essential. Since the ion beam cur- 
rent of at least several pA is necessary for acquisition of the 
SIM images, we use the objective aperture with the mini- 
mum opening of 20 fim in diameter. 

In order to reduce the number of the extracted ions by a 
chop while keeping the sufficiently high beam current for the 
SIM imaging, an ultrahigh speed amplifier for the beam de- 
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FIG. 1. Optics and principle of SII using the FIB system. 

flection was installed by which the rise time of the deflection 
voltage was 25 ns. Actually, the moment at which the ion 
beam can pass the aperture is around 50% of the voltage 
swing, and is shorter than 25 ns. It is necessary not only to 
set the transient time of the deflection voltage sufficiently 
short, but also to decrease the flight time of the ions through 
the chopping deflector much shorter than the transient time 
of the deflection. In case the time of flight through the de- 
flector is not negligibly shorter than the transient time of the 
deflection, a shift of the ion trajectory off the beam axis 
during the time of flight through the deflector could affect 
the accuracy of positioning the ion incident site significantly. 
The length of the deflector along the ion beam axis was set at 
1 mm and the time of flight through the deflector is 1.56 ns 
for 60 keV Si ions, which is negligibly shorter than the tran- 
sient time of chopping. 

We have evaluated the number of extracted ions under a 
number of repetition of chopping by using a track detector 
CR-39 as the target and by observing the etch pits formed at 
each incident site of the ions. Details of counting the number 
of implanted ions by the SII using the CR-39 are described 
elsewhere.4 Under the condition that the aperture opening is 
20 /^m in diameter and the transient time of chopping is 25 
ns, we have confirmed that the average number of extracted 
ions NeKt can be less than 0.04 ions/chop, which is so low 
that the number of extracted ions by each chop is regarded as 
one or zero. 

III. DETECTION OF SINGLE ION INCIDENCE 

Accurate detection of the single-ion incidence, namely, 
detection of SEs emitted upon the ion incidence is essential 
in the SII. The accurate detection can be achieved by using 

SE detectors with high sensitivity and high S/N ratio. Two 
sets of photomultiplier tubes (PMT, Hamamatsu R268) com- 
bined with scintillator P47 (Y2Si05:Ce) which are used as 
SE detectors are installed face to face to maximize the sen- 
sitivity against SEs. The position of the SE detectors and 
electric field around the detectors are optimized to maximize 
the sensitivity, and the evaluation of the sensitivity is de- 
scribed elsewhere.5 

We concentrate our discussion on the S/N ratio of the SE 
detectors. It is well known that PMTs produce noise pulses 
which are generally referred to as "dark count." Frequency 
of the dark count affects the controllability of implanted ions 
in the SII, because we incorrectly recognize the dark count as 
incidence of the single ions even though there are not any 
incidence of ions. The single ions extracted by chopping are 
expected to eject SEs from the target in the certain period 
from the instant of chopping. In order to reduce the influence 
of the dark count on the count of incident ions, we have to 
count the signal produced by the PMTs only in the time 
window with a certain period after the instant of chopping. A 
different time window must be defined at a different condi- 
tion of ion species and incident energy, since the flight time 
of the ions from the chopping deflector to the target depends 
on the acceleration energy and the ion mass. 

In order to optimize the time window, we measured delay 
time of the PMT signals from the instant of chopping Si ion 
beam with energy ranging from 20 to 60 keV. Figure 2 
shows the time distribution of the PMT signals obtained by a 
number of repetition of single ion irradiation. It is shown that 
the signal pulses due to the SEs emitted upon ion incidence 
synchronize with chopping, and the average delay of the sig- 
nal increases with the decrease in the acceleration energy of 
the ions. In this time of flight measurement it is possible to 
realize the coincidence method. The flight time of the ions 
Tfi from the deflector to the target is inversely proportional 
to the velocity of the ions i>,, namely, 

r"V 
IE 

m ' 

(1) 

(2) 

where L is the distance from the deflector to the target, E is 
the acceleration energy, and m is the mass of the ion. In 
order to obtain universal relation between the acceleration 
energy and the appropriate time window for the SE detec- 
tion, relation between the average delay and the velocity of 
the ions vt at each acceleration energy is plotted in Fig. 3. 
Since the average delay increases linearly with the increase 
of l/Vi, the average delay is the sum of the time of flight of 
the ions and the other origin such as flight time of the SEs 
and delay in the response of the SE detectors, which corre- 
spond to the intercept in Fig. 3. Therefore, the time window 
can be defined from the average delay estimated from the 
relation in Fig. 3, and the width of the window is defined as 
approximately 500 ns which is sufficient to cover almost all 
the PMT counts due to the SE detection as shown in Fig. 2. 
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FIG. 2. Time distribution of the PMT pulses measured from the instant of 
chopping Si ion beam. 

Under the width of the time window tw and the interval of 
chopping tint, frequency of counting the noise signal is re- 
duced by tw/tint. For example, if tw = 500 ns and tmt 

= 10 /ms which corresponds to the chopping cycle of 100 
kHz, frequency of counting the noise signal can be 1/20 of 
that counting all the PMT signals. In the current status, S/N 
ratio of 80 and detection efficiency of 90% are achieved,5 
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FIG. 4. Three cutoff conditions of the ion beam for evaluating flux of con- 
tamination particles. 

and the fluctuation in the implanted ion number can be 30% 
of that by the conventional implantation under these 
conditions.4 

IV. ELIMINATION OF CONTAMINATION PARTICLES 

It is reported that the contamination induced during the 
ion implantation process could degrade device characteristics 
significantly in the recent ultraclean and low temperature de- 
vice process.6 In the case of applying FIB to the fabrication 
of VLSIs, contamination due to the neutralized and scattered 
particles through the transportation of ions in the FIB column 
must be taken into account. Especially in the SII in which 
accurate control of the implanted ion number is required, 
reduction of the contamination particles during the implanta- 
tion is essential. 

We have evaluated flux of the contamination particles un- 
der various conditions of cutting off the ion beam as shown 
in Fig. 4. In condition (i), the ion beam is deflected by the 
chopping deflector and cutoff by the objective aperture. In 
condition (ii), the ion beam is deflected before the entrance 
of the EXB mass separator, and cutoff by the entrance aper- 
ture of the EXB separator. In condition (iii), the ion source is 
mechanically slid off the beam axis and the ion beam is 
deflected and cutoff at the entrance of the EXB separator. 
The reason why the ion source is mechanically slid is that 
neutralized particles from the ion source is expected to be 
blocked at the entrance of the EXB separator. 

The number of the implanted contaminants under the 
above-mentioned cutoff conditions is evaluated by using the 
CR-39 and highly oriented pyrolitic graphite (HOPG) as the 
target. The CR-39 is sensitive only for the particles with the 
same order of energy as the acceleration energy. The CR-39 
were exposed under the beam axis for 6 h. After the expo- 
sure, the CR-39 were immersed in 5N-NaOH solution at 
50 °C to form etch pits at each incident position of the con- 
taminants. The number of the etch pits were counted by ob- 
serving the surface of the CR-39 with atomic force micros- 
copy (AFM). On the other hand, it is reported that "craters" 
are formed on the surface of HOPG by the incidence of ions 
with a wide variety of energies, namely, from several tens eV 
(Ref. 7) to MeV.8 The HOPG was also exposed under the 
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FIG. 5. AFM images of the etch pits on CR-39 and STM images of the craters of HOPG under three different cutoff conditions of ion beam. AFM images are 
taken with contact mode and scan area of 5 X 5  /J.m2, and STM images are taken with constant height mode and scan area of 200x200 nm2. 

beam axis for 6 h. After the exposure, the surface of the 
HOPG was observed by scanning tunneling microscopy 
(STM), and the number of craters induced by the contami- 
nation particles was counted. 

Figure 5 shows etch pits on the CR-39 observed by the 
AFM and craters on the HOPG observed by the STM under 
the three cutoff conditions. As shown clearly in the figure, 
density of the contamination particle is reduced in order of 
(i), (ii), and (iii). Average number of the etch pits and craters 
in an image was estimated by taking a number of AFM and 
STM images like Fig. 5. Areal density and flux of the con- 
tamination particles are calculated from the average number 
of the etch pits and the craters. The result is summarized in 
Table I. 

Under the cutoff condition (i) in which the ion beam is 
deflected by the chopping deflector and cutoff by the objec- 
tive aperture, the flux of the contamination particles is esti- 
mated as 4.08X104 cm-2 s_1 from AFM images, which 

corresponds to a component of the contamination particles 
with the same order of energy as acceleration energy. On the 
other hand, the flux estimated from STM images is 2 orders 
of magnitude higher than that from AFM images of the CR- 
39. While the CR-39 is sensitive only for the component 
with rather high energy, a HOPG is sensitive even for low 
energy component with energy of several tens eV. Therefore, 
the major component of the contamination particles are low 
energy ones which cannot be detected by the CR-39. Under 
cutoff condition (ii), the number and size of etch pits in AFM 
images of the CR-39 are much less than those under condi- 
tion (i). Namely, irradiation of the contamination particles 
with rather high energy can be prevented by cutting the ion 
beam off before the entrance of the EXB mass separator. 
The flux estimated from STM images of the HOPG also get 
one order less than that of condition (i). Taking the differ- 
ence in the ion beam pass in the FIB column into account, 
we consider that a major source of the contamination par- 

TABLE I. Flux of contamination particles under various cutoff conditions. 

Target Condition (i) Condition (ii) Condition (iii) 

CR-39 

HOPG 

Average number of etch 
pits in an AFM image 

Flux (cm~2s_I) 
Average number of 

craters in a STM image 
Flux (cm-2 s_1) 

220 6.58 <1 

4.08 X104 1.22X103 <1.8X102 

18.7 3.55 <1 

2.16X106 3.88X105 <1.1X105 
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tides is scattering of the ion beam at the entrance aperture of 
the EXB separator. Under the cutoff condition of (iii), we 
cannot recognize any etch pits on the CR-39, but sometimes 
there is a formation of a crater on the HOPG. Since the 
contrast of the image is rather weak, the contamination par- 
ticles under condition (iii) seem to have low energy. By slid- 
ing the ion source off the ion beam axis, contamination par- 
ticles due to neutralization at the ion source can be blocked 
by the entrance aperture of the EXB filter. Therefore, we 
consider that the contamination particles observed under 
condition (iii) originate from multiple scattering of the ions 
in the FIB column. 

By sliding the ion source off the beam axis and cutoff the 
ion beam at the entrance of EXB mass separator, we suc- 
cessfully eliminated the contamination particles, especially 
the high energy component. The component which cannot be 
eliminated even under condition (iii) can be blocked by cov- 
ering a target for implantation with thin oxide film. 

V. SUMMARY 

Details of the key technologies which are essential for the 
SII have been described. For the purpose of extracting single 
ions successfully from the ion beam, the average number of 
the extracted ions by a single chop must be much less than 
unity. By installing an ultrahigh speed amplifier for chopping 
the ion beam, the average number can be set less than 0.04, 
which is sufficiently low for extraction of ions one by one. 
For the purpose of detecting single ion incidence into a target 
accurately, detecting SEs emitted upon single ion incidence 
with high sensitivity and high S/N ratio is essential. We 

count only the PMT signals which synchronize with chop- 
ping in order to achieve high S/N ratio. In the current status, 
S/N ratio of 80 is achieved under the SE detection efficiency 
of 90%. In order to prevent contamination during implemen- 
tation of the SII, scattered and neutralized particles which 
arise during the cutoff condition should be eliminated. By 
sliding the ion source off the beam axis and cutting off the 
ion beam at the entrance of the EXB mass separator, almost 
all the contamination particles can be eliminated. 
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A wide range energy focused ion beam system with post objective lens retarding and accelerating 
field optics has been developed. This system employs two objective lens elements in tandem. The 
first objective lens element (OL1) is a conventional einzel lens, the second one (OL2) is a retarding 
and accelerating mode immersion lens. The post objective lens retarding optics is very effective to 
obtain a low energy fine focused beam. While the post objective lens acceleration optics is not 
optically attractive, it has other merits. A very high energy ion beam, more than 100 keV, can be 
obtained by relatively small apparatus. It is also possible to change the landing energy without 
adjustments of ion beam alignment. The optimized deflector system has been designed for the above 
mentioned optics. Stitching accuracies of the system were evaluated, and the measured stitching 
errors are 0.115 (im (2<5) on the X axis and 0.088 /an (2<5) on the Y axis. © 1998 American 
Vacuum Society. [S0734-211X(98)06004-1] 

I. INTRODUCTION 

Focused ion beam (FIB) technology is useful for various 
kinds of semiconductor processings such as maskless im- 
plantation, ion beam lithography, maskrepair, ion beam as- 
sisted etching and deposition. For a number of applications, 
including maskless implantation, the availability of high ion 
energies, i.e., large implantation depth, is of particular inter- 
est. On the other hand, a fine focused ion beam at low ener- 
gies is required for direct writing ion beam lithography in 
order to minimize the device damage. But the fine beam 
cannot be obtained by a conventional FIB column at low 
acceleration voltage. Because the energy spread A£ to the 
total energy E0 ratio AE/E0 increases, and the chromatic 
aberration influences the beam size. 

Some optical systems with an additional post objective 
lens retarding field have been reported.2-4 We have devel- 
oped more practical FIB system with post objective lens re- 
tarding and acceleration field optics, and investigated its per- 
formance. In this article, we report the beam characteristics 
of a focused Ga+ beam with ion energies between 10 and 
160 keV, which were obtained by using a 100 kV FIB sys- 
tem, and report deflection aberrations of this optics and their 
correction. 

II. SYSTEM CONFIGURATION 

A wide range energy FIB system with post objective lens 
retarding and acceleration field optics has been developed. 
The acceleration voltage of this column is designed to be 100 
kV. The specimen stage which is insulated from the chamber 
can be biased with retarding and acceleration voltage of ±60 
kV. Therefore a fine beam can be obtained at wide range 
energies between 10 and 160 keV for single charged ions. A 
schematic illustration of this FIB system is shown in Fig. 1. 
The focusing column consists of an accelerator lens, two 
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condenser lenses (CL1, CL2), two objective lenses (OL1, 
OL2), an EXB mass filter, a stigmator, pre-lens deflectors 
and others. The two condenser lenses are designed as a zoom 
condenser lens which permits the continuous change of beam 
current without changing the beam limiting aperture. Since 
the beam convergence angle at the sample does not change, 
the beam diameter does not greatly change.2 The pattern de- 
lineation system (PDS) is performed by a combination of 
beam vector scanning and an interferometric stage with step 
and repeat movements. All functions of PDS, e.g., pattern 
data creation, stage control, dynamic deflection aberration 
correction, are controlled by DEC alpha station. The maxi- 
mum scanning speed, registration steps, field size are 0.5 
/is/pixel, 4 nm, and 200 /onX200 /im, respectively. 

III.  POST OBJECTIVE  LENS  RETARDING AND 
ACCELERATING OPTICS 

A. Objective lens design 

In order to produce a low energy and high energy fine 
focused beam, we have employed a double stage objective 
lens. The first stage objective lens (OL1) is a conventional 
einzel lens, the second one (OL2) is a retarding and accel- 
eration mode immersion lens. The arrangement of these 
lenses is shown in Fig. 2. The OL2 consists of two conical 
shaped electrodes. A retarding (RET) electrode is the lower 
electrode of the OL2. The specimen stage, which is insulated 
from the chamber, is biased to retarding and acceleration 
voltage, and the RET electrode is provided with the same 
voltage as the specimen. Since there is no electric field be- 
tween the RET electrode and the sample, the secondary elec- 
tron detectors and other hardware can be located in this area. 
The addition of RET gives the system much more practical- 
ity, but it worsens the optical properties. To recover some of 
these lost optical qualities a subretarding (SRET) electrode is 
located upstream of the RET electrode. The function of this 
lens is to control the axial potential distribution of the retard- 
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FIG. 1. Schematic illustration of wide range energy FIB system. 

ing and acceleration field.2 Since the chromatic aberration is 
dominant for small beam convergence angles, the variation 
of Cc IM is studied as a function of potential of the SRET 
electrode to optimize the performance, where Cc and M are 
the chromatic aberration coefficient and the magnification of 
whole objective lens (OL1 and OL2), respectively. Figure 3 
shows this dependence for a series of target potentials in 
retarding, acceleration and normal modes. It is seen that 
there are different values of SRET which produce a mini- 
mum value of Cc/M at each mode, that value should be 
selected to obtain the finest beam at each condition. In re- 
tarding mode of £,= 10keV (Acc=70 kV, RET=60 kV), 
the best value of SRET is 27 kV, and in the normal mode of 
£, = 70keV (Acc=70 kV, RET=0 kV), the best is 43 kV, 
and in acceleration mode of Zs^lSOkeV (Ace =100 kV, 

RET=50 kV), the best is 62 kV, where E, is total landing 
energy, and Ace is initial acceleration voltage. 

B. Investigation of focusing properties 

The focusing properties at retarding and acceleration 
mode were calculated. For the calculation, an angular inten- 
sity, a virtual source size (radius) and energy spread of the 
ion source were assumed to be 20 /mAJsr, 30 nm and 15 eV, 
respectively. 

1. Post objective lens retarding mode 

The calculated focusing properties for retarding mode are 
shown in Fig. 4. They show that the post objective lens re- 
tarding optics is very effective for producing a low energy 
fine focused beam by the calculation, and beam diameters 
are primarily dominated by the initial acceleration voltage. 

2. Post objective lens acceleration mode 

Figure 5 shows the calculated focusing properties at ac- 
celeration, retarding and normal mode. The focusing proper- 
ties in acceleration mode of 150 keV are worse than those in 
normal mode of 70 keV. As stated above, beam diameters 
are primarily dominated by the initial acceleration voltage. 
Therefore focusing properties are not greatly improved by 
post objective lens acceleration. On the contrary, the im- 
provements of focusing property are suppressed because of 
the two following operating constrains. First, the OL1 of this 
FIB system is operated in the acceleration mode (central 
electrode negative) when the initial acceleration voltage is 
less than 70 kV. But it cannot be operated in the acceleration 
mode when the voltage is more than 71 kV because of insu- 
lation problems, since the objective lens needs voltage which 
is higher than initial acceleration voltage in the acceleration 
mode. So it is operated in the deceleration mode (central 
electrode positive), but this mode causes the worsening of 
properties. Second, the limit of the difference voltage be- 
tween the RET electrode and the SRET electrodes is 60 kV 
because the gap is 3 mm. Therefore the ideal value of SRET 
electrode cannot be selected, and the faculties of SRET elec- 
trode cannot be exhibited in the post objective lens accelera- 
tion mode of high landing energy. 

To obtain a very high energy (more than 100 keV) beam 
by the conventional FIB column, the scale of the apparatus 
becomes very large. By using the post objective lens accel- 

0L1 
Objective 

Lens VOL = Objective Lens  Voltage 

012 
"OF 

= Dynamic Focus Voltage 

= Sub-Retarding Voltage 

SRET 

RET 
y».t 

= Retarding and Accelerating 
Voltage 

K = Suppressor Voltage 
( for secondary electron detector ) 

FIG. 2. Schematic illustration of two objective lens el- 
ements. The first lens element (OL1) is a conventional 
einzel lens. The second one (OL2) is a retarding and 
acceleration mode immersion lens. There is almost no 
potential variation between RET and the specimen, but 
suppressor voltage Vsp, which is from -260 to 50 V, is 
practically provided for the secondary electron detec- 
tion. 
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FIG. 5. Calculated focusing properties with acceleration, retarding and nor- 
mal mode in comparison measured structure sizes. 

eration mode, the very high energy beam can be obtained 
without the large scale apparatus. It is possible to change the 
landing energy without adjustments of ion beam alignment. 

C. Exposure experiments 

In order to evaluate the focused Ga+ beam diameter 
which can be achieved by the post objective retarding and 
acceleration optics, exposure experiments were carried out at 
landing energies E, of 10, 70, and 150 keV.5,6 Periodic lines 
were exposed GaAs samples coated with 30-80 nm PMMA. 
A beam current of 10 pA and an exposure time per pixel of 
0.5 /us was used, which is equivalent to a line dose of 
8 X 107 Ga+ ions/cm. Figure 6 shows scanning electron mi- 
croscope (SEM) micrographs for samples coated with 
PMMA and exposed with different Ga+ ion energies. 

In Fig. 5 the above experimental results are plotted in 
comparison to the theoretically expected beam diameter. 
These values are comparatively close to the calculated val- 
ues. A significant reduction of beam diameter was confirmed 
from these results. They show the tendency that focusing 
properties get worse in acceleration mode which are men- 
tioned above. The post objective lens retarding optics is very 
effective to obtain a low energy fine focused beam. While 
the post objective lens acceleration optics is not optically 
attractive by operation constrains, but a very high energy ion 
beam can be obtained by the relatively small apparatus. 

Ace- RET 
Et=10(keV)]l0kV- OkV 

70kV - 60kV 

70kV - 30kV 

70kV- OkV 

Assumptions 
Energy Spread = 15(eV) 
Angular Intensity = 20(// A/ar) 
Virtual Source size = 3tXnm) 

1 10 

Probe Current (pA) 

FIG. 4. Calculated focusing properties with and without retarding mode. 

IV. DEFLECTION ABERRATION AND CORRECTION 

A. Pre-lens deflector design 

The deflectors must be located above the objective lens by 
employing the above mentioned optics. In the case of the two 
objective lenses system, the deflection aberrations of pre-lens 
deflectors become relatively large compared with conven- 
tional post objective lens deflector. Because the deflection 
field overlaps the focusing field, the deflection aberrations 
are not only caused by the deflectors but also by the objec- 
tive lens 1 and 2. 

The deflectors which are electrostatic parallel plates were 
employed instead of an octupole and a quadrupole deflector. 
Because the octupole deflector needs many hardware to con- 
trol, and the quadrupole deflector has large deflection aber- 
rations out of beam axis. The electrostatic parallel plate de- 
flectors consist of two stage X deflector (upper-deflector) and 
two stage Y deflector (lower-deflector) (see Fig. 1). The de- 
flectors have six deflection aberrations, which are coma 
length, coma radius, field curvature, astigmatism, distortion, 
and deflection chromatism.7 Field curvature, astigmatism and 
distortion can be cancelled by the dynamic correction system 
(which is mentioned below), but coma length, coma radius 
and deflection chromatism are not theoretically cancelled, 
therefore the deflector design needs consideration as these 
aberrations (coma length, coma radius, and deflection chro- 
matism) have the least value at all operating conditions. The 
deflection aberrations were calculated for many deflector de- 
sign proposals (length, gap, potential). The calculated results 
showed that the deflection design which minimizes each of 
the aberrations was different at each operating condition, and 
the influence of these aberrations becomes larger in normal 
mode (RET=0 kV) than other modes. The deflectors were 
designed to reduce the influence of these aberrations as little 
as possible. As will be seen later, the influence of the deflec- 
tion aberrations can be almost neglected in the case of writ- 
ing within 200 /mm D. As an example, the deflection aberra- 
tion coefficients of the final X deflector (upper) design are 
shown in Fig. 7. These aberration coefficients of the X de- 
flector (upper) are almost same as the coefficients of the Y 
deflector (lower). 
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FIG. 7. Calculated deflection aberrations of the X deflector (upper) in normal 
mode of £, = 70kV (Acc=70 kV, RET=0 kV). a is the beam convergence 
half angle. Ip is the probe current. 

electrode which is on high potential. To control the DF lens 
with a speed of 0.5 ^us/step, which is the maximum scanning 
speed, a lens voltage of less than ±500 V is desired, because 
the speed of dynamic focus lens is dominated by the re- 
sponse of the DF lens power supply. As a result of the evalu- 
ation, a focusing efficiency of 0.045 yum/V was obtained. 
The required DF lens voltage is about ±250 V, and this 
value is low enough to control with the same speed of the 
beam scanning. By employing the low aberration deflectors 
and the deflection aberration correction system, an increase 
of the beam diameter can be effectively suppressed. The in- 
crease of the beam diameter in the normal mode by deflec- 
tion aberrations as the deflection distance is shown in Fig. 8. 
In the case of writing within 200 /mm D, the influence of the 
deflection aberrations can be almost neglected. But in the 
case of more than 200 /zm D, this influence cannot be ne- 
glected. 

FIG. 6. Periodic line patterns exposed with a beam current 10 pA and a line 
dose of 8 X 107 Ga+ ions/cm in 30 nm PMMA for (a) 10 keV, (b) in 80 nm 
PMMA for 70 keV, (c) in 80 nm PMMA for 150 keV. 

B. Deflection aberration correction 

As stated above, field curvature, astigmatism and distor- 
tion can be cancelled by the correction system. These aber- 
rations of all scanning position are measured before pattern 
writing by using the ion beam scanned over the referenced 
mark. These measured data are saved in the memory. In the 
pattern writing process, these data are fed back to each cor- 
rection system. The deflection distortion correction data are 
fed back to each deflector, the astigmatism correction data 
are fed back to a dynamic stigmator, and the field curvature 
correction data are fed back to a dynamic focus (DF) lens. As 
the DF lens, the last element of OL1 is used (see Fig. 2). It is 
not practical that the middle element of OL1 is used as the 
DF lens. Because it is very difficult to control rapidly that 

Normal mode     (Et=70keVAcc=70kV,RET=0kV) 

Upper deflector 
20 

16 
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FIG. 8. Increase of the beam diameter by deflection aberrations as the de- 
flection distance in normal mode of £,=70 kV (Acc=70 kV, RET=0 kV). 
ADp is the increase of the beam diameter, a is the beam convergence half 
angle. /„ is the probe current. 
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Normal mode    (Et=70keVAcc=70kV,RET=OkV) 
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005    «'     flfflF 
STITCHING ERROR (Aim) 

FIG. 9. Obtained stitching accuracies in normal mode of £,=70 kV (Ace 
=70 kV, RET=0 kV). 

C. Writing accuracies 

Stitching accuracies were evaluated by measuring vernier 
patterns. The first and second level vernier patterns were 
exposed on GaAs samples coated with PMMA with Ga+ 

beam in the three mode which are retarding, accelerating and 
normal. The measured stitching accuracies in the normal 
mode of E,= 70 keV (Acc=70 kV, RET=0 kV) are shown 
in Fig. 9. The stitching error was 0.115 /xm (28) on the X 
axis and 0.088 /xm (28) on the Y axis, respectively. The 
major contributions to stitching errors are considered to be 
due to ion beam drift, yawing and pitching motion of the 
stage movement, and mark detection accuracy. 

V. CONCLUSION 

A wide range energy FIB system with post objective lens 
retarding and accelerating field optics has been developed. 

The post objective lens retarding optics is very effective for 
obtaining a low energy fine focused beam. The significant 
reduction of theoretically expected beam diameter was con- 
firmed by exposure experiments. While the post objective 
lens acceleration optics is not optically attractive; it has other 
merits. A very high energy ion beam which is more than 100 
keV can be obtained by relatively small apparatus. It is also 
possible to change the landing energy without adjustments of 
ion beam alignment. 

The optimized deflector system has been designed for the 
above mentioned optics. Since pre-lens deflectors are em- 
ployed for the two objective lenses system, the deflection 
aberrations are relatively large compared with conventional 
post objective lens deflector. Therefore the deflectors were 
designed to minimize those aberrations for the design con- 
straints (potential, gaps, etc.). In addition, a dynamic correc- 
tion systems were equipped for realtime deflection aberration 
correction. By employing the low aberration deflector and 
the deflection aberration correction systems, the influence of 
deflection aberrations can be effectively suppressed. Stitch- 
ing accuracies were evaluated. The measured stitching errors 
were 0.115 itm (28) on the X axis and 0.088 /mi (28) on the 
Y axis. 
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The current status of single ion implantation (SII) which has been proposed as a novel technology 
to suppress the fluctuation in dopant number in fine semiconductor structures is reported. The key 
to control the ion number is to detect secondary electrons (SEs) emitted from a target upon ion 
incidence. By improving the SE detection system, we have achieved the efficiency of 90% which 
ensures the reduction in the fluctuation of dopant number to 30% compared to the conventional ion 
implantation. The improvement for the better SE detection efficiency has turned out to also be 
effective for the precise beam alignment. The single ion incident position can now be successfully 
controlled with an error of less than 0.3 fim. © 1998 American Vacuum Society. 
[S0734-211X(98)01004-X] 

I. INTRODUCTION 

The statistical fluctuation in the dopant number in semi- 
conductor fine structures affects significantly the functions of 
devices with the minimum feature size much smaller than 
0.5 yum.1'2 So far, the effects of fluctuation on the device 
performance have been investigated by a theoretical consid- 
eration and an experimental study.1,2 However, as far as we 
know, it has never been tried to suppress the fluctuation from 
the viewpoint of the dopant number. Since the conventional 
ion implantation is conducted by scanning a wide wafer sur- 
face with a broad beam of dopant ions, it is essentially im- 
possible to suppress the fluctuation because of a Poisson dis- 
tribution. For the precise control of the dopant number in 
semiconductor fine structures, we have developed single ion 
implantation (SII),3,4 which is based on the focused ion beam 
(FIB) system. 

The elemental technologies to realize the SII are extrac- 
tion and aiming of single ions, detection of single ion inci- 
dence, fabrication of various liquid metal ion sources 
(LMIS), and method of heat treatment to electrically activate 
the implanted ions. Fabrication of fine test specimens is also 
important to confirm the implantation effect. So far we have 
been successful in extracting single ions, to develop the 
LMIS with Au-Si, Cu-P-Pt, and Cu-P-Pt-B alloy, and to 
fabricate silicon nm wires (6 /j-m long, 50 nm wide, 80 nm 
thick). The Si nanowires have been made reproducibly by 
making use of focused Si ion beam irradiation of a Si02 

overlayer and the subsequent anisotropic etching of underly- 
ing Si with a hydrazine water solution.5 

The problem yet to be solved is the detection efficiency of 
SEs, which is the key to "know" the number of incident 
ions. So far, we have suffered from the relatively low detec- 
tion efficiency. In this report we first describe the effect of 

improving the SE detection system. Second, we describe the 
improvement of aiming precision. 

II. CONTROLLABILITY OF SINGLE ION 
IMPLANTATION 

Figure 1 shows the principle of the SII, which is ex- 
plained in detail in Ref. 4. In order to realize the SII, we 
must achieve the following three conditions: (1) extraction of 
single ions by chopping; (2) detection of the SEs ejected 
from the target upon single ion incidence to count the im- 
planted ions; (3) high precision aiming of a single ion inci- 
dent site. 

Among these the single ion extraction has almost been 
achieved. We have defined the singularity 5 as the probabil- 
ity that the number of extracted ion by chopping is one. The 
number of ions extracted by chopping obeys a Poisson dis- 
tribution; for example, S is estimated to be only 60% at the 
average number of extracted ions by a single chop Next (1 
ion/chop), which means that the probability that the plural 

- Liquid metal ion source 

' Ion beam 

Secondary electron 

Chopping deflector 

Chopping Q)rf\(2) 
Objective aperture- 

Single ion. 
Chopper control circuit 

SE detection 

Target    SE detector 
(Scintillator+Photo Multiplier Tube) 

"'Electronic mail: shina@ohdomari.comm.waseda.ac.jp FIG. 1. Principle of single ion implantation. 
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FIG. 2. Ion optics in the vicinity of sample stage of our FIB system, (a) Previous system; (b) new system. 

number of ions extracted is 40%. In order to satisfy the first 
condition, it is necessary that the number of extracted ions by 
a single chop is sufficiently smaller than one.4 For example, 
we have evaluated the number of extracted ions as 0.017 
ions/chop under the condition that the ion beam current of 
4.0 pA, the transient time of beam chopping is 25 ns, and the 
opening of the objective aperture is 20 ^m. This means that 
58.8 chops ensures the extraction of a single ion; namely the 
number of extracted ions per a single chop (0.017 ions/chop) 
is sufficiently small for the singularity to be one. 

III. IMPROVEMENT OF SECONDARY ELECTRON 
DETECTION EFFICIENCY 

In this section, we discuss the SE detection efficiency 
which determines the number of ions actually implanted into 
a target. SE detection efficiency Pd is defined as follows: 

Here NSE is the average number of the detected SEs by a 
single chop, and Next the average number of extracted ions 
by a single chop. Ntxt is proportional to the ion beam current 
and the transient time of beam chopping, and NSE is propor- 
tional to Next. In order to evaluate NSE, we have chosen 
Si02 as a target material which is commonly used as a pas- 
sivation film of Si surface for ultralarge scale integrated 
(ULSI) fabrication. A 60 keV Si2+ ion beam was chopped 
with a frequency of 100 kHz and NSE was estimated by 
dividing the number of SE counts per second by 105. To 
evaluate Next, we used CR-39 which is well known as a 
fission track detector. Energetic ions penetrate into the 
CR-39 film and generate potential damage along the ion 
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FIG. 3. Subretarding voltage dependence of SE count. 

track which is revealed as an etch pit by etching in a heated 
NaOH solution. Finally Next was estimated by the relation 
between the number of repeated chopping and that of created 
etch pits. Further detail of the method of evaluating NSE and 
Nen is reported elsewhere.4 

So far, we have had a rather low SE detection efficiency. 
Figure 2(a) shows the previous ion optics in the vicinity of 
the sample stage of our FIB system. A retarding electrode 
had been set in the vicinity of the sample in order to reduce 
the effect of chromatic aberration of the condenser lens (CL) 
and objective lens (OL) at a low acceleration energy. The 
SEs ejected from the target upon single ion incidence are 
detected by a photomultiplier tube (PMT) with a scintillator 
and a light guide. The detected PMT signals are counted by 
our original chopper control circuit (not shown in the figure). 
However, SE detection efficiency was very low for the case 
where a positive bias was applied to the subretarding elec- 
trode. The subretarding voltage dependence of SE count per 
second for Si02 is shown in Fig. 3. SE counts were examined 
under the condition that the ion beam current was 3 pA and 
the transient time of chopping was 25 ns. The number of the 
SE count remarkably decreases with increasing the subre- 
tarding voltage. 

In order to understand the effect of the subretarding elec- 
trode on the SE detection efficiency, we have calculated the 
trajectory of SEs emitted from the sample by solving the 
two-dimensional Laplace equation. The calculation has been 
done on the square shown in Fig. 2(a). In this simulation, the 
subretarding electrode, the retarding electrode, and the scin- 
tillator were set to 200 V, 0 V, and 10 kV, respectively. The 
calculated SE trajectory is shown by the solid lines in Fig. 
4(a). The hatched regions indicate the position of electrodes 
and the sample stage. The initial energy of SEs was set to be 
3 eV6 and the emission angle of SEs was varied between 10° 
and 90°. It was found that nearly half of the SEs emitted 
from the sample did not reach the sensitive part of the scin- 
tillator because the positive subretarding potential guided the 
emitted SEs upwards. The reason why four electrons hit the 
lower part of the scintillator is that the subretarding field 
strongly expands to the sample stage and the SE detector. It 

Sub-retarding 
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electrode 

I lelctrode applied to 
s :intillator(10kv) 

SEs emission site 

, upper Objective lens 
electrode(OV) 

_ Objective lens 
electrode(-lOkV) 

SEs emission site 

Elelctrode applied to 
scintillator(lOkV) 

(b) 

FIG. 4. SE trajectory calculated. The initial energy of SEs was set to be 3 eV 
and the emission angle of SEs was varied between 10° and 90° at an interval 
of 10°. (a) Old system; (b) new system. 

is clear that the low SE detection efficiency is due to the 
absorption of the SEs to the subretarding electrode. How- 
ever, even without using the "subretarding, the SE detection 
efficiency remained at most 80% for Si02. This means that 
there is another reason for the loss in the SE detection. It is 
likely that the space around the sample stage was too small 
for SEs to arrive at the scintillator. 

To solve these issues, we decided to remove the subre- 
tarding electrode. In addition we newly added a grid elec- 
trode to the SE detector in order to guide SEs to the sensitive 
part of the scintillator. The configuration of the objective 
lens electrode has also been changed to maintain the neces- 
sary function of focusing without the subretarding electrode. 
Figure 2(b) shows the new ion optics for improving the SE 
detection. The SE trajectory calculated for the new SE de- 
tection system on the square shown in the Fig. 2(b) is shown 
in Fig. 4(b). The scintillator and the grid electrode was set to 
be 10 kV and 300 V, respectively. The initial condition of SE 
emission was the same as the previous one. It can be seen 
that all SEs reached the scintillator. 

The 60 keV Si2+ ion was implanted into Si02 to evaluate 
the SE detection efficiency in the new system. The results are 
summarized in Table I. NSE, Nen, and Pd in the previous 
system are also shown in Table I. The dark count of the PMT 
was estimated under the condition that ion beam is blocked 
by the Faraday cup. Since the ion beam current and the tran- 
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TABLE I. SE detection efficiency. 
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New system Old system 

Average number                  s;o2 0.01538 0.069 
of SE detection                dark noise 

NSE( count/chop) 
SN 
Average number of extracted ions 

0.000193 

80 
0.017 

0.0008 

86 
. 0.083 

Wext [ion/chop] 
SE detection efficiency 90 83 

iVsE/WextCcount/ion) 

sient time of beam chopping were 7.5 pA and 40 ns for the 
old system, and 4.0 pA and 25 ns for the new system, re- 
spectively, Next evaluated in the new system was smaller 
than that in the old system and accordingly NSE in the new 
system was smaller than that in the old system. The ratio of 
NSE/Nen in the new system was compared with that in the 
old system under the same condition of S/N ratio. The SE 
detection efficiency Pd of the single ions has been improved 
to 90% for Si02. There are two reasons for Pd smaller than 
100%. One is that the number of emitted SEs upon each ion 
incidence obeys a Poisson distribution, which means that 
SEs are not always emitted from the sample upon each ion 
incidence. Another is that the SE trajectory shown in Fig. 
4(b) has been obtained by two-dimensional calculation in 
which the solid angle spanned by the detector is much higher 
than the actual three-dimensional configuration. Conse- 
quently, the 10% loss in SE detection is due to the nature of 
SE emission and the inadequate SE detection capability of 
the new system. 

We previously assessed the relation between the detection 
efficiency and the standard deviation of implanted ion num- 
ber by SII,4 and found that the fluctuation in the implanted 

X 30,000 50Onm 

without beam chopping 
(a) 

with beam chopping 
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FIG. 5. SE images of a target for beam alignment, (a) Old system; (b) new 
system. 
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FIG. 6. AFM images of the etch pits in CR-39. (a) Old system; 60 keV Si2+ 

ion with beam current of 3 pA was implanted at an interval of 5 /xm and the 
repetition of chopping was 300 chop/point, (b) New system; 60 keV Si2+ 

ion with beam current of 4 pA was implanted at an interval of 3 fjom and the 
repetition of chopping was 100 chop/point. 

ion number by SII degraded to the same level as that by the 
conventional ion implantation at Pd=50% but was sup- 
pressed completely at Pd= 100%. For the 90% detection, the 
fluctuation in the dopant number by the SII can be sup- 
pressed to only 30% of that by the conventional ion implan- 
tation. Thus, the SII is promising for eventually suppressing 
the fluctuation in dopant number. 

IV. IMPROVEMENT OF AIMING PRECISION 

The effect of the modifying SE detection system on the 
aiming precision has been tested. The left-hand side image of 
Fig. 5(a) shows a SE image of a target which is used for 
beam alignment. The dot shown in the center of Fig. 5(a) is 
a hole made by FIB sputtering to evaluate the beam diam- 
eter. The SE image during chopping in the old system is 
severely distorted as shown in the right-hand side image of 
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Fig. 5(a). Since the distortion synchronized with the beam 
chopping, the deformation is not due to the external fluctua- 
tion such as the mechanical vibration. The SE image is dis- 
torted severely because the cross-over point was not pre- 
cisely aligned at the center of the chopping electrode. Figure 
5(b) shows the SE images taken in the new system. The hole 
for beam diameter evaluation is made elsewhere. Irrespective 
of with or without beam chopping, the SE images are not 
distorted. This means that the cross-over point was precisely 
set at the center of the chopping electrode. This is because 
the mechanical misalignment originally existed in FIB optics 
has been moved away by removing the subretarding elec- 
trode. 

Figure 6 shows AFM images of the etch pits in CR-39 
obtained to estimate Next for the old and the new systems. 
For the old system the 60 keV Si2+ ion was implanted at an 
interval of 5 /im and the repetition of chopping was 300 
chop/point. One or two etch pits at each ion incident site 
observed in Fig. 6(a) mean that one or two ions were ex- 
tracted by repeating chopping 300 times. It can be seen that 
some of the etch pits deviated from the aimed position con- 
siderably. The accuracy of aiming was nearly 1 /um because 
of the fluctuation of ion beam orbit due to chopping, and is 
not adequate for aiming semiconductor fine regions. Figure 
6(b) shows an AFM image of the etch pits obtained in the 
new system. The Si2+ ion beam was implanted at an interval 
of 3 /mi and the repetition of chopping was 100 chop/point. 
It is clear that the deviation of the ion incident site is greatly 
suppressed. The single ion incident position can now be con- 
trolled with an error of less than 0.3 /on. 

V. SUMMARY 

The current status of the SII has been reported to control 
the number of dopant atoms in semiconductor fine structures. 
The SE detection efficiency has increased to 90% by improv- 
ing the SE detection system. It can be expected to suppress 
fluctuation in the dopant number to only 30% by the SII 
compared with the conventional ion implantation, under the 
condition of 90% SE detection efficiency. The modification 
of FIB optics for the better SE detection efficiency has 
turned out to also be effective for the precise beam align- 
ment. The single ion incident position can be successfully 
controlled with an error of less than 0.3 fim at present. 
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Improvements in focused ion beam (FIB) material removal rates utilizing geometric and chemical 
enhancement were investigated. Geometrical optimization of FIB micromachining of Permalloy and 
diamond was investigated to determine the magnitude of material removal rate gains that could be 
attained by increasing the angle of the ion beam with respect to the sample surface normal. The 
combination of geometrical optimization with chemical enhancement (C2C14 for Permalloy and H20 
and XeF2 for diamond) was then investigated to determine whether additional gains in material 
removal rate could be attained. FIB sharpening of a diamond nanoindenter tip is also presented as 
a practical example of diamond micromachining with H20 as the removal rate enhancing species. 
© 1998 American Vacuum Society. [S0734-211X(98)13704-6] 

I. INTRODUCTION 

The past decade has seen many advances in Ga+ focused 
ion beam (FIB) tools including improvements in both ion 
optics and tool automation. Ion beam optics have improved 
rapidly to the point where the beam size and profile is no 
longer the limiting factor in many applications of FIB rang- 
ing from failure analysis to manufacturing.1"4 Developments 
in FIB can therefore focus on development of techniques 
which increase removal rates, enhance selectivity, and im- 
prove surface finish. This work presents various efforts to 
improve FIB micromachining (FIBM) through the use of op- 
timized beam, sample geometry,5"9 and/or the use of chemi- 
cally enhanced FIBM (CE-FIBM)10"20 with the goal of 
maximizing the material removal rate, minimizing material 
redeposition, and optimizing surface finish. 

Chemical enhancements of material removal rates result 
from chemical reactions ideally initiated by impinging Ga+ 

ions. These reactions involve a chemical injected into the 
vacuum which then adsorbs to the sample surface and the 
surface constituents of the material being micromachined. 
Ideally, these reactions both increase the material removal 
rate and result in a volatile reaction product, thus reducing 
redeposition of micromachined material. Previous work has 
shown that for Permalloy17'18 and carbon based materials,9'20 

C2C14 and H20 provide useful improvements in material re- 
moval rates. It is also well known that increasing the angle of 
a sputtering beam with respect to the sputtered sample sur- 
face normal results in an increase of sputter (material re- 
moval) rate with the rate going through a maximum between 
60° and 90°. 

In this work, geometrical optimization of FIB microma- 
chining of Permalloy (for example, high aspect ratio and 
other microelectromechanical systems, magnetorestrictive 
read/write heads, etc.) and diamond (shaping and sharpening 
of nanoindenters) is investigated to determine the magnitude 
of material removal rate gains that can be attained by in- 

a)Electronic mail: prassell@ncsu.edu 
b)Also with: Materials Analytical Services. 

creasing the angle of the ion beam with respect to the sample 
surface normal. The combination of geometrical optimiza- 
tion with chemical enhancement (C2C14 for Permalloy and 
H20 and XeF2 for diamond) is then investigated to determine 
whether additional gains in material removal rate can be at- 
tained. Finally, FIB sharpening of a diamond nanoindenter 
tip is presented as a practical example of diamond microma- 
chining with H20 as the chemical material removal rate en- 
hancing species. 

II. EXPERIMENT 

All samples were micromachined with a 25 keV Ga+ ion 
beam using a turbopumped FEI FIB 610 focused ion beam 
workstation. The various Ga+ beam diameters and beam cur- 
rents utilized are described below. A JEOL 6400F cold field 
emission scanning electron microscope (SEM) was used to 
obtain all micrographs in this study. 

A. Permalloy micromachining 

For the Permalloy (80% Ni/20% Fe), three micromachin- 
ing geometries were used as illustrated in Fig. 1. For all 
Permalloy micromachining geometries, the Ga+ beam was 
scanned over a 10X5 /urn area. An approximately 0.13 //.m 
diam, 500 pA Ga+ beam with a pixel dwell time of 0.8 fjs 
and 50% beam overlap was scanned along the 10 /um axis. 
For box raster micromachining [(BRM), see Fig. 1(a)], the 
Ga+ beam is rastered over the area to be micromachined in a 
serpentine pattern for 300 s. For box polish micromachining9 

[(BPM), see Fig. 1(b)] and free edge polish micromachining 
[(FEM), see Fig. 1(c)], the beam is scanned back and forth 
along the 10 /mm axis for 5 s after which the line is stepped 
0.13 /xm or approximately 1 beam diam along the 5 /mi axis. 
The BPM and FEM patterns required 200 s to complete. 
Micromachining was performed using the above patterns 
with and without C2C14 chemical enhancement. 

For C2C14 chemically enhanced focused ion beam micro- 
machining (CE-FIBM) of Permalloy, a 0.25 mm inner diam- 
eter gas jet20 was positioned to within approximately 100 /um 
of the sample. After insuring that the sample chamber base 
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FIG. 1. Illustration of FIBM scan patterns for (a) raster box micromachining 
(RBM), (b) box polish micromachining (BPM), and (c) free edge microma- 
chining (FEM). 

pressure was < 1 X 10 Torr, the C2C14 was directed to- 
ward the sample surface through the gas jet. The C2C14 

throughput from the gas jet was regulated using a needle 
valve such that the total pressure in the sample chamber was 
3X10"5Torr. 

B. Diamond micromachining 

For XeF2 and H20 CE-FIBM, the 0.25 mm inner- 
diameter gas jet was positioned to within approximately 100 
/mm of the sample. After insuring that the sample chamber 
base pressure was < 1 X 10~5 Torr, one of the chemical en- 
hancement gasses was directed toward the sample surface 
through the gas jet. Upon introduction of XeF2 or H20 into 
the sample chamber, the chamber pressure increased to ap- 
proximately 4X 10"4 and 8X 10"4 Torr, respectively. Both 
final chamber pressures were limited by the geometry of the 
gas introduction system and the vapor pressures of the re- 
spective chemicals. 

Diamond BRM [Fig. 1(a)] and FEM [Fig. 1(b)] were per- 
formed using an approximately 0.16 fjun diam, 1 nA Ga+ 

beam with a pixel dwell time of 0.5 /AS and 0% beam over- 
lap. All BRM and FEM experiments were performed using 
no chemical enhancement and both XeF2, and H20 CE- 
FIBM. For BRM, the Ga+ beam was rastered in a serpentine 
pattern over 10X10 /xm areas for 15 and 7 min. For FEM, 
two sets of line scan conditions were used. The Ga+ beam 
was scanned along a 5 /mi line for 14 and 7 s, respectively, 
and then stepped in 0.16 fim steps, i.e., one beam diameter, 
for a total of 5 fim. 

For the diamond indenter tip shaping, a micromachining 
lathe jig designed and fabricated at NCSU was attached to 
the FIB sample stage [see Fig. 2(a)] and a diamond indenter 
tip was then mounted on the jig. With the lathe jig, the angle 

diamond tip lathe 

FIG. 2. (a) FIBM lathe jig mounted on the FIB stage and (b) schematic 
representation of the diamond indenter mounted on the lathe jig indicating 
angle and direction of the Ga+ beam. 

of the diamond indenter can be set with respect to the Ga+ 

beam [see Fig. 2(b)] and the diamond indenter tip can then 
be rotated as desired (using the FIB .stage rotation motor) 
while maintaining the desired angle. For this experiment, the 
lathe jig was adjusted to provide a Ga+ beam angle of 65° 
(±2°) with respect to the long axis of the diamond indenter 
tip [see Fig. 2(b)]. The indenter tips were micromachined at 
62.5° as described below at 120° rotation intervals to provide 
the three sided Berkovitch geometry.21 

The diamond indenter tip was then micromachined both 
with and without H20 CE-FIBM (H20 injection conditions 
as described above). A rough cut was performed by scanning 
an approximately 0.13 /zm diam, 500 pA Ga+ beam with a 
pixel dwell time of 0.5 fis and 0% beam overlap along a 10 
/mm line. The Ga+ beam was scanned along this line for 50 s 
and then stepped 0.13 /xm in the direction of the indenter tip. 
Ten steps were performed covering a distance of 1.3 fim and 
requiring approximately 8 min. After the rough cuts had 
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TABLE I. Permalloy micromachining material removal rate summary. 
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FIG. 3. Free edge micromachining (FEM) of Permalloy (a) without chemical 
enhancement and (b) using C2C14 CE-FIBM. 

been completed, a final polish was performed by scanning an 
approximately 0.09 /mm diam, 100 pA Ga+ beam with a pixel 
dwell time of 0.5 /is and 0% beam overlap along a 10 /im 
line. The final polish line was scanned for 30 s and then 
stepped 0.09 /xm in the direction of the indenter tip. Six steps 
were performed covering a distance of 0.36 /urn and requir- 
ing approximately 8 min. 

III. RESULTS AND DISCUSSION 

A. Permalloy micromachining 

Previous studies1718 on the micromachining of Permalloy 
have shown that the material removal rate using 25 keV Ga+ 

without chemical enhancement and geometrical optimization 
is limited by a low erosion rate and topography generated by 
differential sputtering of Permalloy grains of differing crys- 
tallographic orientation [see Fig. 3(a)], Use of I2 CE-FIBM 
dramatically improved the material removal rate, but surface 
contamination by I2 and Permalloy containing reaction prod- 
ucts limited the utility of this approach to instances where 
the surface could be cleaned by rinsing with H20. Use of I2 

along with geometrical enhancement further improved the 
material removal rate to the highest yet reported. In an 
effort to avoid this contamination problem while still main- 
taining a useful material removal rate, the use of C2C14, cho- 
sen as a source of Cl based on its high Cl/C ratio and on 

Yield Enhancement 

Micromachining technique (/tnrVnC) factor 

BRM 0.10 1.0 

BPM 0.25 2.5 

FEM 

BRM with C2C14 CE-FIBM 0.19 1.9 

BPM with C2C14 CE-FIBM 0.72 7.2 

.    FEM with C2C14 CE-FIBM 0.78 7.8 

BRM with I2 CE-FIBM 0.83 8.3 

FEM with I2 CE-FIBM 3.01 30 

safety issues, was investigated17-19 for CE-FIBM. While not 
providing the degree of material removal rate enhancement 
of I2, use of C2C14 with BRM provided a useful increase in 
material removal rate over FIBM, but most importantly, 
there was minimal production of micromachining induced 
topography and no discernable contamination problem. It 
was also shown17-19 that optimization of beam/sample geom- 
etry can meaningfully increase the FIBM material removal 
rate, especially when combined with I2 CE-FIBM. In the 
present study, micromachining of Permalloy using C2C14 

CE-FIBM combined with geometrical optimization was 
studied. Micromachining rates are summarized in Table I. 

While the minimal topography and lack of contamination 
produced by C2C14 CE-FIBM are ideal, the practicality of 
C2C14 CE-FIBM would be greatly enhanced if the material 
removal rate can be further improved. In this study, Permal- 
loy BRM with and without C2C14 CE-FIBM was compared 
with results obtained by BPM and FEM, with and without 
C2C14 CE-FIBM (see Table I). The BPM material removal 
rate obtained was similar to the previous study.19 Geometri- 
cal optimization using BPM without chemical enhancement 
provided a factor of 2.5 improvement in material removal 
rate. It was not possible to accurately measure the material 
removal rate for FEM due to the extreme topography gener- 
ated [see Fig. 2(a)]. Combination of BPM or FEM with 
C2C14 CE-FIBM resulted in over a factor of 7 improvement 
in material removal rate. In keeping with previous results 
obtained using BRM with C2C14 CE-FIBM in this and in the 
previous study, the BPM and FEM [see Fig. 2(b)] with C2C14 

CE-FIBM produced cuts having very low topography and no 
contamination was evident. 

B. Diamond micromachining 

In a previous study,20 it was demonstrated that H20 CE- 
FIBM dramatically increased the material removal rate for 
carbon based materials while retarding the removal rate for 
materials that formed nonvolatile oxides. In this work, the 
combination of H20 CE-FIBM and geometrical optimization 
is investigated. 

For RBM, 10X 10 /urn areas were micromachined with no 
chemical enhancement, with XeF2 CE-FIBM, and with H20 
CE-FIBM, respectively. Material removal rate results are 
summarized in Table II and micrographs of the results of 
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TABLE II. Diamond micromachining material removal rate summary. 

Yield Enhancement 
Micromachining technique OnrVnC) factor 

BRM 0.09 1.0 
FEM 0.16 1.6 

BRM with XeF2 CE-FIBM 0.32 3.5 
FEM with XeF2 CE-FIBM 0.36 4.0 

BRM with H20 CE-FIBM 0.51 5.6 
FEM with H20 CE-FIBM 1.1 12.2 

FEM are shown in Fig. 4. From Table II and Fig. 4, it is clear 
that both XeF2 and H20 CE-FIBM provide significant gains 
in material removal rate versus no chemical enhancement 
with H20 CE-FIBM providing the best material removal rate 
enhancement with the least sputter induced topography. The 
data in Table II also clearly show that geometrical optimiza- 
tion provides a smaller but meaningful improvement without 
chemical enhancement. 

In the case of FEM with XeF2 CE-FIBM, the results ap- 
pear to be consistent with chemical material removal rate 
enhancement limited by the availability of the enhancing 
species. For the case of BRM with XeF2 CE-FIBM, the ma- 
terial removal rate increases by a factor of 3.5 with the use of 
XeF2. Although with no CE-FIBM the removal rate in- 
creases by a factor of 1.6 when comparing BRM with FEM 
(i.e., geometrical optimization only), the removal rate when 
CE-FIBM and FEM are combined is only slightly greater 
than BRM with CE-FIBM. As previously stated, a possible 
cause of this lack of a greater increase in the material re- 
moval rate may be due to a lack of XeF2 to react with the 
diamond surface, i.e., the arrival and sticking to the diamond 
surface of the XeF2 does not provide sufficient XeF2 to react 
with all available diamond surface atoms. In this experiment, 

mm 

■mrmm 
(a) 

FIG. 4. Free edge micromachining (FEM) of diamond (a) with no chemical 
enhancement, (b) using XeF2 CE-FIBM, (c) using H20 CE-FIBM, and (d) 
lower magnification view of (c). 

it was not possible to determine if this was indeed the case 
since the flow rate and thus the availability of the XeF2 was 
limited by its vapor pressure. In planned future experiments, 
the XeF2 container will be heated in order to provide more 
XeF2 to the diamond surface in an effort to test the above 
hypothesis. 

H20 CE-FIBM not only provided the largest increase in 
material removal rate for BRM H20 CE-FIBM, but also 
more that doubled the BRM H20 CE-FIBM rate when FEM 
(geometrically optimized) H20 CE-FIBM was used. In the 
case of H20 CE-FIBM, it appears that for the BRM H20 
CE-FIBM case, the available H20 is not fully utilized and 
excess water is sputtered away with the diamond. The inher- 
ently higher sputter rate due to the optimized sputtering ge- 
ometry of FEM appears to present a larger number of unre- 
acted diamond surface atoms for reaction with water. This 
increased number of unreacted surface atoms is then avail- 
able to react with available H20 resulting in a material re- 
moval rate that is higher than the combined increase obtained 
with FEM or H20 CE-FIBM alone. This hypothesis can be 
tested by limiting the availability of H20 until the BRM H20 
CE-FIBM rate is slightly reduced. The material removal rate 
obtained using FEM with H20 CE-FIBM will then be com- 
pared with those of FEM without H20 CE-FIBM and with 
BRM with H20 CE-FIBM in this water limited regime. Ac- 
cording to the above hypothesis, the expectation would be 
that the total enhancement of diamond FEM with H20 CE- 
FIBM will be similar to the product of the individual en- 
hancements obtained with FEM without H20 CE-FIBM and 
with BRM with H20 CE-FIBM. 

Nanoindentation is becoming an increasingly important 
tool for the characterization of the mechanical properties of 
materials on the nanometer scale. Diamond, the hardest natu- 
rally occurring material, is an obvious choice for the tips of 
these indenters. Conventional lapping techniques do not pro- 
vide sufficient control to produce indenter geometries of the 
shapes and to the precision required for optimal nanoinden- 
tation measurements. A FIB based technique utilizing H20 
CE-FIBM that can be used to modify diamond indenter tips 
to precisely controlled geometries with improved surface fin- 
ish is described. As illustrated in Fig. 2, the diamond in- 
denter tip was positioned in the micromachining lathe jig 
such that the Ga+ ion beam trajectory was at 65° with re- 
spect to the long axis of the indenter post and directed along 
the post axis past the diamond tip. This orientation of the tip 
with respect to the Ga+ ion beam trajectory insures that the 
tip is not dulled due to sputter damage from the Ga+ ion 
beam tails. The diamond indenter tip was them microma- 
chined on three sides as described above and the results are 
shown in Fig. 5. Figures 5(a) and 5(c) are SEM micrographs 
of the indenter prior to micromachining. Although the dia- 
mond tip has a very small end radius, the geometry is not of 
the desired Berkovitch21 geometry and the surface of the tip 
is very rough. Figures 5(b) and 5(d) show the diamond tip 
after H20 CE-FIBM. The desired three sided, 65° Berkovitch 
geometry has been achieved (angle can be controlled to 
within 2°) while maintaining an end radius of approximately 
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FIG. 5. Micrographs of diamond nanoindenter tip: (a) view from side before 
H20 CE-FIBM shaping, (b) view from side after H20 CE-FIBM shaping, 
(c) top down view before H20 CE-FIBM shaping, and (d) top down view 
after H20 CE-FIBM shaping. 

100 nm. It is also clear from Figs. 5(b) and 5(d) that the 
surface finish of the diamond has also been greatly improved 
with surface roughness reduced to less than 10 nm. Compari- 
son of diamond indenter micromachining with and without 
H20 CE-FIBM was as expected. Use of H20 CE-FIBM re- 
duced machining times by a factor of 5 while also reducing 
surface roughness by a factor of about 10. 

IV. CONCLUSION 

For Permalloy and for diamond, it has been shown that 
material removal rates can be increased by employing both 
CE-FIBM and optimized sample/beam geometry. In the case 
of Permalloy, use of C2C14 CE-FIBM provides a useful in- 
crease in the material removal rate. While the Permalloy ma- 
terial removal rate is not as high as that provided by I2 CE- 
FIBM, C2C14 CE-FIBM produces a useful material removal 
rate, generates negligible FIB induced surface topography, 
and avoids the contamination problems inherent in the I2 

CE-FIBM process. For Permalloy, future investigations will 
focus on identifying a Br source similar to C2C14, i.e., a 
source of bromine that will remain safe and essentially inert 

until bombarded by the Ga beam on the Permalloy surface. 
For diamond, it is clear that the use of H20 CE-FIBM pro- 
vides clear advantages over both nonchemical enhanced 
FIBM and over XeF2 CE-FIBM. It was clearly demonstrated 
that by employing H20 CE-FIBM and optimized beam 
sample geometry, an enhancement of the material removal 
rate greater than the product of the individual enhancements 
is obtained. Future diamond work will include continuing 
investigation of XeF2 and H20 CE-FIBM and the respective 
mechanisms of their interaction with surfaces undergoing 
micromachining. 
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Focused ion beams (FIBs) have found a place in several research thrusts for the manufacture of mini 
or micro mechanical objects. This article reports the use of FIB in three distinct applications in 
microfabrication: prototype structures, micron-sized machine tools and microsurgical manipulators, 
and ion milling of three dimensional features. Examples of each of these applications are given with 
the FIB component identified as the enabling or critical component in the technology. The 
possibility of using FIB milling as part of a production method for micron-sized machine tools is 
discussed, and the mass production consequences of molds fabricated by three dimensional ion 
beam milling is also considered. The mathematical procedure and programming steps needed to 
accurately control FIB three dimensional milling are outlined. © 1998 American Vacuum Society. 
[SÖ734-211X(98)06404-X] 

I. INTRODUCTION 

Focused ion beam (FIB) technology has potential applica- 
tions in high volume microstructure fabrication processes as 
well as in more limited applications such as prototype con- 
struction and low-volume, high-value specialty devices. The 
Institute for Micromanufacturing (IfM) has a focused ion 
beam program which is devoted entirely to exploring these 
possibilities, with an emphasis on developing efficient pro- 
cesses which will allow the FIB technique to be established 
as a useful method of microstructure fabrication. This direc- 
tion represents a significant departure from the usual appli- 
cations of FIB technology in the electronics industry, viz, the 
sectioning of integrated circuits and the preparation of TEM 
sections. 

There are three approaches to micromanufacture fabrica- 
tion that are being pursued at present: The first is the use of 
FIB techniques to produce small quantities of prototypes or 
specialty structures which are key elements in high risk 
projects, and would require substantial investments to pro- 
duce by other methods such as microelectromechanical 
(MEMS) lithographic/etch technologies. Such prototypes 
would be one or two of a kind, made under circumstances 
which tolerate long, specialized FIB machining procedures. 
The object here is to produce or contribute to the production 
of a prototype for testing and proof of concept: once the 
viability of the prototype is established, alternative methods 
of production which were previously too expensive for the 
risk factor may now be considered. Prototype construction is 
the most specialized and lowest volume application in the 
IfM ion beam program. 

The second application is the use of FIB methods to pro- 
duce microscaled tools for ultraprecision, numerically con- 
trolled machine tools and micron-scale manipulators for mi- 
crosurgical research applications. The limits of mechanical 
machining processes have been dictated by the resolution of 
the machine tool in terms of spindle run out, and x, y, and z 
motion control in drilling and milling applications. The ul- 

"'Electronic mail: mjv@engr.LaTech.edu 

traprecision machine center at the IfM has broken through 
the classical limits by employing interferometrically con- 
trolled x and y axes, and the utilization of air bearings for 
support of all three axes. The resulting resolution on the x 
and y axes is 20 nm. The smallest features that can possibly 
be machined with such a device then become dependent on 
the diameter of the tool bit. FIB techniques have been devel- 
oped to make specialized tool shapes at dimensions that are 
considerably smaller than commercially available tools. The 
fundamentals of this technique have been established within 
the past year. The methods for rapid tool production needed 
to supply an ambitious ultraprecision machining program are 
under development. The FIB techniques are an enabling 
technology in ultraprecision or micromilling application, and 
the manufacture of tools can be a relatively high cost, low 
volume process without serious consequences. The produc- 
tion of microsurgical manipulators may also tolerate rela- 
tively high cost considering the costs of other factors in this 
application. 

The third application is the use of focused ion beam mill- 
ing to produce micromolds, which can serve as positive or 
negative tone masters in a hot-embossing mass production 
scheme. Micromolds may also be used as masters in molding 
applications for producing objects such as microlenses or 
microlens arrays. These applications imply a high degree of 
dimensional control in the mold fabrication and surface fin- 
ish smooth enough to satisfy the optical requirements. Three 
dimensional variation of the depth of ion milling is obviously 
required to produce a mold for a microlens. The thrust of this 
effort is to control the FIB milling process so that a three 
dimensional cavity can be accurately milled to a prespecified 
geometric shape and dimensions. This part of the FIB pro- 
gram fits into the more general IfM objective of developing 
microfabrication processes which have control over the 
depth or Z dimension. The approach taken for FIB milling 
with depth variation is to write ion beam deflection software 
that varies the pixel dwell time in a manner that sputters the 
desired geometric shape. 
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This article will give an illustration of each of these tech- 
niques: prototype fabrication, microtool fabrication as an en- 
abling technology, and three dimensional control of ion mill- 
ing. The relationship of the FIB process to the remainder of 
the processes necessary to obtain the final object will be 
elucidated. None of these techniques have reached a point 
where they can be considered a mature technology, and the 
path for remaining development work will be indicated. 

II. EXPERIMENTAL APPARATUS 

The FIB instrument used in this work was originally de- 
veloped by Harriott and co-workers1 at Bell Labs. It consists 
of a Ga liquid metal ion source (30 keV maximum energy) 
employing a single focusing lens and octapole deflection. 
The extraction aperture used for this work is 150 /jm diam, 
which yields a 3 nA ion beam (Faraday Cup measurement) 
of 0.4 fim diam full width at half-maximum (FWHM) at 20 
keV beam energy. The stage is commercially supplied with 
35 and 25 cm motion in the X and Y axes with 1 fim posi- 
tioning accuracy, 0.13 /mi resolution and submicron vibra- 
tion stability. Material to be ion milled is introduced into the 
work chamber on cassettes which lock into position on the 
stage. Loading is done through a vacuum load lock, and the 
load chamber, work chamber, and ion gun column are all 
isolated by valves. One of the cassettes has been equipped 
with an in-vacuum stepper motor acting through a 40:1 re- 
duction gearbox, yielding a full 360° sample rotation appa- 
ratus with 0.37° pulse rotational resolution.2 

Vector scan ion beam deflection is employed and ion 
milling areas are defined from the superposition of an out- 
lined pixel field over the 512X512 pixel digitized image of 
the scan. Scan fields typically are 100, 50, or 25 /xm squares 
for ion milling, yielding corresponding pixel sizes of 0.2, 
0.1, and 0.05 /um; all of which are smaller than the ion beam 
FWHM. The ion beam address at any given pixel therefore 
has a dose component at adjacent pixels, which has signifi- 
cant consequences when ion milling three dimensional fea- 
tures. 

III. MICROFABRICATION APPLICATIONS 

A. Prototypes 

A good example of prototype fabrication is the split mi- 
crotube shown in Fig. 1. This tube (32 //.m o.d.) is made of 
fused silica and comprises the critical test component in a 
proprietary application. The inner diameter (i.d.) of the tube 
is 5 /im (nominal) and the dimensions of the rectangular slit 
are 6 /xmX50 /mm. The microtube shown in Fig. 1 was 
achieved by etching commercially available microtubes to an 
outer diameter (o.d.) of —30 /tm and then incorporating the 
microtube into a relatively simple macroscopic test structure. 
The tube then had to be cut at a distance of 300 /xm from the 
end, to ensure that the new terminal section would include an 
inside diameter that was not expanded by the etch process. 
The channel or rectangular slit was then cut (without sample 
rotation). The entire FIB processing time needed to produce 
one of these microtube prototypes was 3 h. Four such micro- 

FIG. 1. Nominal 30 /an diam fused silica microtube that has been cut and 
machined lengthwise by FIB milling. The nominal channel dimensions are 3 
/^mX40 /jm. 

tubes were processed in a single loading, with variations in 
the channel dimensions. Successful prototype operation was 
established after the ion beam machining was completed, and 
a total of twelve attempts were required to produce the func- 
tioning elements. 

The final product will bear no resemblance to the object 
shown in Fig. 1, nor will it be made by FIB techniques. The 
preferred method to mass fabricate these devices is deep x- 
ray lithography, which requires an expensive mask set and 
synchrotron exposures. The important contribution that FIB 
prototyping has made here is that the parameters needed to 
verify a theory and also produce a workable device were 
identified before any investment of capitol or time was made 
in the x-ray process. Further refinements of the geometry are 
being explored using FIB machining in order to minimize 
any development efforts that involve the x-ray process. 

B. Micron-size machine tools and microsurgical 
devices 

The production of micron-size machine tools and manipu- 
lator devices for microsurgical applications centers around 
the ability to rotate the work piece 360° around its principal 
axis, which is orthogonal to the focused ion beam. This idea 
is an outgrowth of the scanning probe microscopy (SPM) 
probe tip fabrication efforts initiated at Bell Labs2 

tational capabilities were developed essentially 
neously with similar efforts at Hitachi. • 

-2 5 and ro- 
simulta- 

1. Machine tools 
The key element in making milling tools that can be used 

to mechanically machine with micron or even submicron 
resolution is the sharpness of the cutting edge. Tools with 
submicron radii of curvature cutting edges can be produced 
by FIB milling in the "lathe" apparatus as a consequence of 
the smoothness of the surface finish of the starting material, 
and the sputtering of the final facet surface by grazing inci- 
dence ions. 
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FIG. 2. One of two completed designs of a multiple load cassette for ma- 
chining microtools. Eleven tool blanks can be mounted on diamond bearing 
vee-block assemblies, with simultaneous rotation by an in-vacuum stepper 
motor. The alternative design uses a single vee block with automated feed 
from a bank of twenty tool blades. 

The process for making microtools begins with the tool 
blank which is a 2.3 mm o.d. centerless ground mandrel 
containing a 1 mm o.d. cylinder of M42 cobalt hardened 
high speed tool steel. The end of the 1 mm o.d. segment is 
reduced to an o.d. of 25 fj,m by diamond turning, which 
results in the smooth surface finish. This tool blank is 
mounted in the rotation device without regard to runout: The 
only requirement is that the axis of the tool be perpendicular 
to the ion beam. A facet of desired dimensions is milled on 
the tool blank according to procedures given in the 
literature,8 while the tool is stationary. The tool is then ro- 
tated through an angle appropriate for the number of cutting 
edges or facets desired and realigned with the reference axes, 
if necessary (since the tool mounting process usually results 
in ' 'run out'' or eccentricity, there will be motion of the tool 
in the X direction resulting from rotation). The number of 
cutting edges and the machining sequence are important and 
the edge effects from the Gaussian intensity of the ion dis- 
tribution beam will produce at least one rounded edge which 
will not function as a cutting edge. Tools with one, two, four, 
and six facets have been produced by this technique, and 
these tools have been used to machine poly(methylmeth- 
acrylate) (PMMA) with a high degree of dimensional toler- 
ance, as shown in Refs. 8-10. 

Work in progress is aimed at making tools more rapidly, 
by automated or semiautomated procedures. The IfM has 
begun a collaborative research with Sandia National Labora- 
tories to expand the micromachining effort and the demand 
for tools will be larger than the current method of one-at-a- 
time can provide. Designs for a multiple-load cassette have 
been completed, which will allow the semiautomatic loading 
of tools, thus eliminating a great deal of pump-down time 
and manual manipulation. One of these designs is shown in 
Fig. 2, and a combination of this cassette with a pattern 
recognition program for centering the work piece will sig- 
nificantly reduce the time needed to produce a batch of tools. 
Approximately 1 h is required to machine the six-facet, five 

FIG. 3. SEM perspective images of a six facet cutting tool for ultraprecision 
machining. The tool measures 23 fj,m across the points, 20 yu,m across the 
facets with five cutting edges, each 60 /im long, (a) 45° view; (b) 30° view. 

cutting edge tool shown in Fig. 3. The cost of the starting 
blank is $40, thus minimized additional machining time is 
necessary to keep added costs from FIB machining as low as 
possible. 

2. Microsurgical tools 

Specially shaped microsurgical tools have been produced 
by FIB methods in response to a need generated by circula- 
tory research performed on mice. Genetically engineered 
mice are the preferred test animal for many reasons, but the 
consequence of using such a small mammal is the small size 
of organs and especially blood vessels. The usual techniques 
for manipulating tissue, arterioles, and venules under micro- 
scopic observation involve the use of pulled glass capillaries. 
The ends of these capillaries have uniform taper and submi- 
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FIG. 4. Tissue stabilizers and microarlery (venule) manipulators for research on the circulatory system. These features are ion milled in the ends of anodically 
tapered stainless steel needles in a matter of minutes, (a) Shows two structures designed to capture blood vessels and one designed to stabilize motion, (b) 
Shows three structures designed to stabilize motion of blood vessels in the 5 to 10 ßm diam range. 

cron radii of curvature but no variation in geometric shape 
for gripping or other manipulations is possible. The capillary 
tips are also extremely fragile. 

A method to make similar geometric shapes in stainless 
steel from an inexpensive starting material has been estab- 
lished. Commercially available stainless steel needles costing 
less than $0.25 each, with ground tips have been reduced to 
the desired geometry by an anodic dissolution process. The 
tips of these anodically tapered needles have radii of curva- 
ture ranging between 2 and 4 fim and an extremely smooth 
surface finish which means a very quick ion milling proce- 

dure to yield a specialized device such as a tissue stabilizer, 
or an artery occluder or other manipulative devices as shown 
in Fig. 4. These tools are to be used on blood vessels in the 
5-15 ^m diam range: Fig. 4(a) shows two devices intended 
to hook or move small blood vessels and one device intended 
to stabilize the position of a blood vessel. Mobility of these 
small blood vessels presents significant problems for the sur- 
gical procedures, and Fig. 4(b) shows three additional de- 
vices intended to localize blood vessels. 

The process for making microsurgical tools is more op- 
erator intensive than the process for making milling tools, 
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however, some advantages in cost reduction can be expected 
by adapting the multiple load cassette to work with 0.25- 
mm-diam needles. Additional cost control factors are the low 
cost of the starting material and a batch process for the an- 
odic electroforming. 

C. Three dimensional ion milling 

The possibility of three dimensional control over ion- 
milled cavities makes the FIB technique a potential source 
for mass production of microdevices, or microcomponents. 
Ion milling time is not an issue here, since molds or emboss- 
ing masters on the microscale are costly to produce by any 
technique, and true three dimensional control has not yet 
been achieved by any technique, either. Two FIB methods 
have been taken in this work: the direct programming ap- 
proach and the "exact" solution approach. 

1. Direct programming approach 

The initial attempts at three dimensional ion milling used 
a sputter time (pixel dwell time) control method, called the 
direct programming approach. The ion beam deflection con- 
trol program was rewritten to allow for variable dwell times 
as a function of a length or a characteristic dimension within 
geometric deflection patterns such as rectangles, squares, 
circles, or annuli. The ion beam dwell time was incremented 
or decremented on each pixel according to a mathematical 
function resulting in a regular, systematic increase, or de- 
crease in the dose along the characteristic length in the de- 
flection pattern, thereby milling to greater or lesser depths as 
a function of position in deflection pattern. The actual depths 
of ion milled features are determined a priori by a maximum 
dwell time returned from the program and an empirically 
determined depth calibration versus dose for the material be- 
ing sputtered. This programming approach assumes that the 
dose given to any pixel contains no contribution from adja- 
cent pixels, and that the yield is invariant with angle of in- 
cidence. Deflection routines were written to produce a vari- 
ety of geometric cross sections (26 total, with symmetry 
inversion) such as sinusoids, parabolas, and hemispheres. 
Ion-milled sinusoidal features based on rotational symmetry 
around the Z axis and on planes of symmetry (which produce 
sinusoidal troughs), and other features such as hemispherical 
domes and parabolic troughs have been ion milled and re- 
ported in Refs. 11 and 12. 

The direct programming method is successful at produc- 
ing a first approximation to the shapes required, but the ab- 
solute depth and the exact shape are difficult to obtain. The 
reasons are clear when the relationship between the pixel 
size and the ion beam FWHM is considered, as well as the 
changing yield with angle of incidence, as the three dimen- 
sional feature develops in time. The changing sputter yield 
situation is illustrated in Figs. 5(a) and 5(b); Fig. 5(a) shows 
the additional dose received by pixels that correspond to the 
apex (i.e., the deepest part) of a parabolic cross section due 
to the overlap effect from the ion beam intensity distribution. 
The depth of the parabola will be greater than expected, even 
when using carefully calibrated empirical sputter rates, re- 

I0N BEAM 
INTENSITY 
DISTRIBUTION 

PIXEL  ADDRESS 
SCHEME 

INITIAL 
SURFACE 

FIG. 5. (a) Schematic representation of the three dimensional ion-milling 
program. The direct programming approach varies the pixel dwell time in 
the address pattern with a 1:1 correspondence between the dwell time 
needed to obtain increments AZ. (b) Schematic representation of the change 
in angle of incidence as a parabolic feature develops. The exact solution 
corrects for the changing sputter yield as a function of the angle of inci- 
dence, and for the additional dose at pixel (i,j) from all other pixels in the 
address scheme. 

suiting in an elongation of the parabola with respect to the 
originally programmed geometry. Figure 5(b) illustrates the 
second main source of deviation from ideality when using 
the direct programming approach to produce three dimen- 
sional features. The profiles through the feature result in vari- 
able angles of incidence between the ion beam and the fea- 
ture surface. The variation occurs as the feature develops in 
time, starting from a planar surface. Figure 5(b) is illustrated 
for a parabolic trough and the change in the angle of inci- 
dence increases the sputter yield disproportionately at the 
outer edges relative to the focus. The net result is excessive 
milling in this region, and a concomitant departure from the 
desired dimensions! There are additional effects that cause 
deviations from the programmed, expected geometry and 
these have been discussed in a recent publication.11 

2. Exact solution approach 

The control over absolute dimensions afforded by the di- 
rect programming method is too unpredictable for micro- 
manufacturing applications, although the surface finish and 
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dimensional resolution (in single crystal silicon) are excel- 
lent. The exact solution approach incorporates corrections 
for the overlap effect and the variable yield with changing 
angle of incidence illustrated in Fig. 5. These are not incre- 
mental corrections on the direct programming approach, but 
rather a completely different solution to the problem. 

The process begins by specifying the final geometric 
shape of the cavity, e.g., a parabolic trough on a 10X10 fim 
square with a 12 pm depth. This shape can be represented by 
curve III in Fig. 5. The equation of the profile of the desired 
cavity is then obtained, and the milling process is divided 
into N sequences, or slices, two of which can be represented 
by curves I and II in Fig. 5. Given the material parameters 
and the ion beam parameters, the dwell time at each pixel is 
solved to produce AZ, the depth increment needed to trans- 
form curve I into curve II. The depth increment at the (i,j) 
pixel can be expressed as 

AZ, 
"I       "2    Q/x     y \ 

^ 2  k'lJ-fxkyl(Xiyj)S(Ox.yj)tkiAxkAyl, 
k=\ 1=1 V 

(1) 

where $(x,y) is the ion flux at (x,y), rj is the atom density 
of the solid, f(x,y) is the ion beam intensity distribution 
function, S(6) is the angle-dependent sputter yield, and tkJ 

are the dwell times. Ax and Ay are unit increments along the 
pixel address scheme and the summation over the indices k,l 
accounts for dose received at (x,, yß from all pixels in the 
address scheme. 

The dwell time needed for the depth increment thus takes 
into account the contribution of ion flux from all pixels on 
the deflection plane, through the intensity distribution. The 
sputter yield is also adjusted on a point-to-point basis for the 
change in angle of incidence. The solution for each depth 
increment can be obtained from a matrix relationship12 

{Ci,,(iJ)}{rt./} = {AZu}, (2) 

where Ckl(i,j) is the local sputter relationship, tkj is the 
dwell time, and AZ,; is the depth increment. 

The sputtering process was simulated and solved by Eq. 
(2) off-line for a number of geometric shapes.12 Absolute 
yields were computed using the semiempirical relationships 
of Matsunami et al. and Yamamura et al.u'i4 The model so- 
lutions provided by the matrix inversion routine required to 
solve Eq. (2) were verified as unique solutions. 

The present status of the exact solution approach is em- 
bodied in an ion beam control program called MILL, resi- 
dent on the FIB control computer, which has: 

(1) Yamamura and Matsunami's semiempirical yield func- 
tions programmed for a choice of Si, Fe, Cu,' Ag, and Au 
targets, with Ga+ as the projectile, with variable beam 
energy. 

(2) The matrix inversion routine which can be solved for a 
30X30 pixel field, for hemispherical, parabolic or sinu- 
soidal cross sections; the final geometry is divisible into 
N slices or sputter intervals. 

-2 0 2 
x   (micron) 

FIG. 6. Plots of the dwell time solutions (+) for each of the surface contours 
(solid lines) solved by Eq. (1) for ion milling a parabolic trench in silicon 
with 20 keV Ga+. 

(3) Transfer of each of the N sputter intervals as one scan to 
the ion beam deflection control. 

Solutions obtained on the FIB computer match those ob- 
tained off-line, exactly. Figure 6 shows a plot of surface 
contours obtained for a parabolic trench to be ion milled in 
silicon. The solid curves are the surface contours and the 
discrete points are the dwell time solutions obtained from 
Eq. (1), normalized to the maximum depth. Note that on the 
first contour, there is a 1:1 correspondence between the indi- 
vidual dwell times and the surface contour. The correspon- 
dence breaks down for the deeper contours, as a result of the 
additional dose received by the pixels due to the beam inten- 
sity distribution. (The dwell times that appear to match the 
fourth contour are actually the dwell times required to pro- 
duce the fifth contour.) The intensity overlap contribution 
dominate the yield variation with angle of incidence for the 
solutions obtained for Fig. 6, hence the dwell times adhere to 
a parabolic relationship at any point in the surface develop- 
ment. 

IV. CONCLUSION/FURTHER WORK 

The most immediate problem is to pass the dwell time 
solutions to the deflection control hardware and test the ac- 
curacy of the three dimensional ion milling routine. The next 
priority in microstructure fabrication is to construct a mul- 
tiple loading cassette and write pattern recognition software 
so that the tool making process can be semiautomatic. 
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Ga focused-ion-beam (FIB)-assisted etching of single-crystal diamond and thin film diamond in 
XeF2 was studied. The etch yield in FIB-assisted etching of diamond in XeF2 is enhanced some six 
times over the physical sputtering yield. In the crystal orientation dependence of the etch yield in 
FIB-assisted etching, the (100) face produced the highest etch yield of the three faces—(100), (110), 
and (111). Thin film diamond produces the lowest etch yield. A diamond field emitter with a tip 
radius of less than 100 nm was obtained using Ga FIB spot exposure. © 1998 American Vacuum 

Society. [S0734-211X(98)06204-0] 

I. INTRODUCTION 

Diamond is a promising material for application such as 
wide-gap semiconductor devices, micromachining tools, 
negative-electron-affinity field emitters, and thin x-ray mask 
membranes.1'2 Because of diamond's hardness, however, it is 
very difficult to fabricate bulk diamond and/or thin films 
with miniaturized dimensions. In previous work, we studied 
electron-beam (EB)-assisted chemical etching of diamond 
with oxygen or hydrogen gas.3'4 This has the disadvantage of 
a low etching rate, however, focused-ion-beam (FIB) etching 
has been used to fabricate miniaturized electronics devices, 
to repair photomasks, and to modify integrated circuits. FIB 
physical sputtering has been conventionally applied to the 
local removal of target materials, but has disadvantages such 
as redeposition and radiation damage. These problems can be 
solved by ion-beam-assisted etching where reactive gas mol- 
ecules are introduced simultaneously with ion bombardment, 
which produces an ion-enhanced surface reaction. 

Fluorine is known to react with graphite to produce car- 
bon fluoride. To fabricate miniaturized dimensions and in- 
crease the etching rate, we conducted FIB-assisted etching of 
diamond in XeF2, and studied the morphology of the etched 
surface. In this work, we report beam-assisted etching char- 
acteristics of diamond using Ga FIB in XeF2. 

II. EXPERIMENTS 

Experiments were conducted using a FIB column with a 
differential pumping system between a Ga ion source cham- 
ber and a reaction chamber at a vacuum pressure of 
10~7 Torr. XeF2 gas was introduced from a 0.12 mm inner 
diameter nozzle about 5 cm long whose exit was about 500 
/xm from the substrate surface. Synthetic single-crystal dia- 
mond substrates with (110)-, (100)-, and (lll)-oriented faces 

Electronic mail: Komuro@etl.go.jp 

and thin film diamond were used as samples. The thin film 
diamond was produced by chemical vapor deposition with 
mixtures of H2 and CH4 on Si substrates. After deposition, 
the thin film diamond was polished by mechanical lapping to 
a 26 fim thickness and its surface roughness was 66 nm Rmm 

(Fig. 1). Thin film diamond is polycrystalline, with a grain 
size distributed from 2 to 10 /mi. 

III. RESULTS AND DISCUSSION 

A. Etched groove morphology 

Grooves were etched into the thin film diamond samples 
using a focused Ga ion beam at a 30 kV acceleration voltage, 
475 pA beam current, 10 min irradiation time, 10 /mi scan 
length, and 0.7 /urn beam diameter (Fig. 2). The line dose 
was 285 /iC/cm. Despite the polycrystalline thin film dia- 
mond structure (Fig. 1), etched grooves in thin film diamond 
show no edge roughness due to the grain structure, and these 
shapes are similar to etched grooves in single-crystal dia- 
mond (Figs. 3 and 4). Ga drops were observed on both 
samples at 0 Torr nozzle pressure, but at a 4 Torr nozzle 
pressure, Ga drops were not observed and the groove bot- 
toms were very smooth. XeF2 gases react with Ga and causes 
Ga fluoride vapor, thereby removing the Ga drops. 

Rectangular patterns were etched into thin film diamond 
in FIB-assisted etching with XeF2 at a 30 kV acceleration 
voltage, 475 pA ion beam current, 0.7 /an beam diameter, 10 
min exposure time in a 6 X 6 /im2 scan area (Fig. 5). The 
dose was 0.79 C/cm2. The square on the right is a 0 Ton- 
nozzle pressure etched groove. The square on the left is a 4 
Torr nozzle pressure etched groove. The bottoms of the 
etched areas were smooth for both types of etching groove. 

In FIB-assisted etching, the etched area is conductive be- 
cause ion beam bombardment causes an amorphous conduc- 
tive layer and Ga ion implantation. The chargeup was very 
weak and the positioning accuracy high, enabling sharp pat- 
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FIG. 1. Thin film diamond sample. 
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FIG. 2. Micrographs of Ga FIB-assisted etching into thin film diamond 
samples with XeF2 at (a) 0 and (b) 4 Torr nozzle pressure. 

FIG. 3. Magnified micrographs (a) and (b) respectively, of the micrographs 
in Fig. 2 at 0 and 4 Torr nozzle pressure. 

tems using FIB-assisted etching. In EB-assisted chemical 
etching, chargeup is strong and EB positioning accuracy 
poor.3,4 The bottom and sidewalls were very rough. 

An amorphous layer was produced with ion bombardment 
in the thin film diamond (Fig. 6). Ion-beam bombardment 
caused the amorphous surface layer. 

B. Nozzle pressure dependence of the etch yield 

The etch yield for crystal and thin film diamond samples 
depends on nozzle pressure (Fig. 7). The etching conditions 
were 30 kV acceleration voltage, 500 pA beam current, and 
0.7 fim beam diameter. The areas scanned were 10 
X10/im2 for 10 min and 20X20 Aim2 for 20 min. The 4 
Torr nozzle pressure equaled nearly 3.2 
X1016 molecules/scm2. The etched depths were measured 
by atomic force microscopy (AFM). The etch yield (number 
of C atoms removed per ion) was enhanced about six times 
over the physical sputtering yield. With increasing nozzle 
pressure, the etch yield became saturated. The larger scan 
area exhibited a higher etch yield than the smaller scan area. 
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FIG. 4.   Micrographs of Ga FIB-assisted etching into crystal diamond 
samples with XeF2 at (a) 0 and (b) 4 Torr nozzle pressure. 

FIG. 6. (a) Scanning electron microscopy (SEM) micrographs of the amor- 
phous layer produced with ion bombardment into thin film diamond; (b) an 
enlarged view at the etched grooves. 

This is because the gas flux exceeds the ion-beam flux in the 
20X20 yum2 etched area. The (100) crystal surface exhibits a 
slightly higher etch yield than that for the thin film diamond. 

The etch yield depends on the crystal-oriented faces of the 
thin film diamond. The etch yield is small, so the thin film 

Q 
w 

X 
u 
E- 
W 

* Single ciystal diamond (100) face 

* Thin film diamond 

FIG. 5. AFM image of rectangular patterns etched into thin film diamond in 
FIB-assisted etching. 

12 3 4 5 
NOZZLE PRESSURE (Torr) 

FIG. 7. Nozzle pressure dependence of the etch yield for the crystal and thin 
film diamond samples. 
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FIG. 8. Crystal orientation dependence of the etch yield for the crystal and 
thin film diamond samples. 

diamond etch yield is less than the sample with one crystal- 
oriented face. We therefore examined the etch yield crystal 
orientation dependence. 

C. Etch yield crystal orientation dependence 

We studied the crystal orientation dependence of the etch 
yield for crystal and thin film diamond samples (Fig. 8) at 
etching conditions of 10 kV acceleration voltage, 115 pA 
beam current, and 2 /urn beam diameter. The areas scanned 
were 10X 10 /xm2 for 20 min and 20X20 /urn2 for 40 min. 
The etched depths were measured by AFM. The larger scan 
area exhibited a higher etch yield than the smaller scan area 
for the same reason as that in the case of etch yield nozzle 
pressure dependence. In single-crystal diamond, the (100) 
face had the highest etch yield of the three faces—(100), 
(110), and (111). The etch yield was inversely proportional 
to the sublimation energy. For sublimation energy, the (111) 
face had the highest of the three faces—(100), (110), and 
(111).6 The etch yield decreased with increasing sublimation 
energy. This result is reasonable, considering the sublimation 
energy. The thin film diamond exhibited the lowest etch 
yield under the same etching conditions. If the thin film dia- 
mond were mixed [(110), (111), and (100)], the thin dia- 
mond film would take the medium etch yield. This reason is 
not clear at present; however we guess that impurity atoms at 
the diamond grain boundaries might be effective in lowering 
the etch yield. 

D. Diamond field emitter tip fabrication 

Diamond is useful as a field emitter tip because of its 
negative-electron affinity. We therefore fabricated a field 
emitter tip using a single-crystal diamond edge. Two spots of 
a Ga FIB were exposed into XeF2 at the diamond edge. The 
etching conditions were 10 kV acceleration voltage, 100 pA 
ion-beam current, 2 /zm beam diameter, 30 min exposure 
time for one-spot Ga FIB exposure, single-crystal diamond 
with a (lll)-oriented face, and 4 Torr nozzle pressure (Fig. 
9). Despite the large beam diameter (2 /urn), a very small 
radius field emitter tip was obtained. This emitter tip which 
was ion-beam bombarded has high conductance, but the 

FIG. 9. SEM micrographs of the field emitter tip fabricated; (b) an enlarged 
view at the emitter in (a); (c) the plan view from the apex in (b). 

other area remains an insulator. When we investigate field 
emission from a diamond emitter tip, the whole diamond 
surface needs high conductance. Hydrogen-terminated dia- 
mond is known to be conductive,7 so we plan to fabricate 
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hydrogen-terminated diamond using hydrogen annealing. 
We will then measure the emission properties of this emitter 
tip. 
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IV. CONCLUSION 

We studied beam-assisted etching characteristics of dia- 
mond using a Ga FIB in XeF2. FIB-assisted etching pro- 
duced smooth grooves. The etch yield was enhanced about 
six times over the physical sputtering yield. The etch yield 
became saturated with increasing nozzle pressure. In the 
crystal orientation dependence on etch yield in single-crystal 
diamond, the (100) face had the highest etch yield of the 
three faces—(100), (110), and (111). The thin film diamond 
has the lowest etch yield. A diamond field emitter with a less 
than 100 nm tip radius was obtained using Ga FIB spot ex- 
posure. 
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Focused ion beam etching of resist/Ni multilayer films and applications 
to metal island structure formation 
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Osaka 560-8531, Japan 

A new method to fabricate single-electron tunneling structures with magnetic materials using 
focused ion beam (FIB) sputtering and lithography techniques is proposed. By using this method, a 
small metal island with a size comparable to or smaller than the FIB diameter, connected with 
source and drain electrodes via tunnel junctions, can be fabricated. In the present article, some 
important parameters in this method, such as sputtering yields of the photoresist (AZ 1350) and 
nickel (Ni) layers, were measured and cross-sectional images of the grooves delineated on a 
AZ/Ni/Si02 substrate, which is the basic structure in this method, were observed. At present, a 
0.4-^tm-wide groove is obtained. However, this width is limited not by a fundamental process but 
by noise in the scan signal and stage vibration. © 1998 American Vacuum Society. 
[S0734-211X(98)06304-5] 

I. INTRODUCTION 

Single-electron tunneling (SET) effect originates in a 
Coulomb blockade of electron tunneling1 and has been 
mainly observed in the double-junction system which has a 
small island connected to the source and drain via tunnel 
junctions. Such structures have been fabricated by a 
multiple-angle deposition method,2'3 local oxidation of mate- 
rials using a scanning tunneling microscope (STM)4 or an 
atomic force microscope (AFM).5 For previous investigation, 
SETs were fabricated using semiconductors or nonmagnetic 
metal films and less attention has been paid to the effect of 
electron spin. 

Recently, the control of SET by the spin of the tunneling 
electron or spin blockade has been proposed6 and some at- 
tempts have been made.3'7 One possible structure to observe 
this spin blockade is to fabricate the SET structure using 
magnetic materials. 

Nickel (Ni) is one of the most familiar magnetic metals 
and the electrical property of its oxide is semiconductor-like 
(i.e., nonconductive at low temperature). However, micro- 
fabrication of such materials for an SET structure has not 
been established up to now. 

A new method to fabricate the SET structure using Ni is 
proposed and described in detail in the following section. 
The method consists of focused ion beam (FIB) sputtering 
and lithography techniques. In our previous work,8 a lift-off 
process for a very narrow resist pattern fabricated by FIB 
lithography was investigated using the self-developed 
grooves on a nitrocellulose resist, from which 0.16-/^1-wide 
aluminum lines were successfully fabricated. This result in- 
dicated that the very narrow pattern with the same size as the 
FIB spot size can be fabricated by the lift-off process. 

In the present article, some important parameters of this 
method, such as sputtering yields of the photoresist (AZ 

a)Electronic mail: masayoshi@nano.ee.es.osaka-u.ac.jp 
''Corresponding author; electronic mail: yanagisawa@ee.es.osaka-u.ac.jp 
c)Also at Research Center for Materials Science at Extreme Conditions, 

Osaka University, Toyonaka, Osaka 560-8531, Japan. 

1350) and Ni layers, were investigated. The key process in 
this method is to fabricate a narrow groove by FIB sputtering 
on a substrate. Therefore, cross-sectional images of the 
grooves delineated on a AZ/Ni/Si02 substrate by 100 keV 
Ga+ FIB were observed using a scanning electron micro- 
scope (SEM). 

II. FABRICATION FLOW AND EXPERIMENTAL 
PROCEDURES 

A. Fabrication flow 

The proposed new method to fabricate a small metal is- 
land structure is as follows. First, a patterned narrow metal 
thin layer is formed by metal evaporation and lithography 
steps on an insulator and embedded in a spin-coated resist 
layer. (See Fig. 1.) The metal strip, as well as resist layer, is 
then sputtered by FIB scanning in a line across the strip to 
form a narrow groove with the size near the beam diameter 
or smaller. After the sputtering, the sample is exposed to 
oxidation atmosphere to form a thin oxide. Only the exposed 
cross-sectional area of the film at the groove may be oxi- 
dized and oxidation at other surfaces is minimized due to the 
coverage of the resist layer. 

After the second metal layer is evaporated over the sur- 
face, the resist layer is removed for a lift-off step leaving the 
groove filled with the second metal. By this lift-off step, an 
island structure connecting with the separated metal strips 
(acting as source and drain of the SET devices) via its oxide 
is fabricated. 

If the width of the island structure (i.e., the length of the 
groove and/or the width of the initial strip) is not narrow 
(short and/or narrow) enough, FIB sputtering may be further 
used again to narrow the channel whose width should be 
limited by the beam resolution. Using a fine focused (<10 
nm) beam9 an approximate 10 nm sized SET can be ex- 
pected, which is desirable for high temperature operation of 
SET devices. The process described above is schematically 
shown in Fig. 1. 
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FIG. I. Schematic of the fabrication process of the small island structure 
using FIB etching and liftoff. The final step reduces the size of island fur- 
ther. 

B. Experimental procedures 

In the present study, as described in Sec. I, Ni and AZ 
1350 photoresist were used for the metal and the resist, re- 
spectively. 

The most important process in this method is the fabrica- 
tion of the narrow groove across the initial Ni strip. To de- 
crease the groove width, the relation between the sputtered 
depth and the FIB dose should be well known. Therefore, the 
sputtering yields of the AZ resist and Ni layers were first 
measured separately. 

AZ resist was spin coated on a Si wafer with a thickness 
of 140 nm. A postbake was performed at 70 °C for 2 min. Ni 
was evaporated on Si02 substrate with a thickness of 230 
nm. 100 keV Ga+ FIB was used to irradiate over 50 
X 10 /an2 areas, changing the dose in both samples. The FIB 
spot size was about 0.1 fim in diameter with the ion beam 
current of about 40 pA. Depth of the sputtered region was 
measured by a stylus (DEKTAK). 

Narrow grooves were formed as follows. First, a patterned 
Ni layer with a thickness of about 30 nm was evaporated on 
a silicon-oxide layer using a lithographic technique. It has a 
small strip (50 fim wide and 50 /nm long) connected with 
large contact pads to measure the resistance of the strip, as 
shown in Fig. 2. AZ resist was spin coated over the surface 
with a thickness of 140 nm and postbaked under the same 

FIG. 2. Resistance measurement of Ni strip during sputter etching by FIB. 

condition described above. A small area of AZ resist on the 
contact pads was removed using a conventional photolithog- 
raphy to make a contact for measuring the resistance of the 
Ni strip. 

Then, a 100 keV Ga+ FIB was repeatedly scanned in a 
line across the Ni strip. FIB conditions were the same as 
described above. The ion irradiated region was sputtered 
physically to cut the Ni strip, as well as the resist layer, into 
two regions. If the cutting process is controlled precisely, it 
should be possible to form a groove with a width less than a 
beam diameter.8 To control the cutting process precisely, the 
resistance of the strip was monitored during the FIB sputter- 
ing, as shown in Fig. 2. The cross section of the grooves was 
observed using a SEM. 

III. RESULTS AND DISCUSSION 

The sputtering yields of the AZ resist and Ni layers for 
100 keV Ga+ FIB were shown in Figs. 3(a) and 3(b), respec- 
tively, as a function of the ion dose. From the results, it was 
found that the resist sensitivity of AZ resist for 100 keV Ga 
FIB was less than that of PMMA and nitrocellulose resists10 

and the doses of about 5 X 1017 cm-2 were needed to sputter 
the 140 nm AZ resist layer. The sputtering rate of AZ resist 
showed a nonlinear dependence with dose. In contrast, a lin- 
ear relation between the sputtered depth and the ion dose was 
observed for Ni and the sputter yield was estimated to be 2.5 
nm/1016 ions cm2. A dose of about 1 X 1017 cm-2 should be 
needed to sputter the whole 30-nm-thick Ni layer. This cor- 
responds to a sputtering yield of 2.5 atoms/ion, a value of 
which is in reasonable agreement with reported value. 

AZ film shows a rapid sputtering rate at low dose and a 
low etching rate at doses higher than 1 X 1016 cm-2. A simi- 
lar behavior was also observed for sputtering PMMA resist. 
During the initial stage of sputtering, the organic resist films 
decompose by ion irradiation and volatile fragment mol- 
ecules are removed by evaporation. At high doses, the resi- 
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FIG. 3. Sputtering yields of (a) AZ resist and (b) Ni film for 100 keV Ga+ 

FIB. 

due is carbonized and show low sputtering yield of ~4 
atoms/ion, a value of which is roughly similar to the etching 
rate of C. 

Dose dependence of the linewidth of grooves delineated 
on the AZ/Ni/Si02 were shown in Fig. 4. By assuming a 
Gaussian distribution of the beam and neglecting the angular 
dependence of the sputtering yield, the linewidth 2w> should 
be given as 

w = v^ In 
Nr 

\^2IT<TNC 

where ND is the dose, a is the standard deviation, and Nc is 
the critical dose to sputter the total thickness. The result is 
shown as a solid curve in Fig. 4. 
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FIG.  5.   Cross-sectional  SEM  images  of the  lines  delineated  on  the 
AZ/Ni/Si02 by 100 keV Ga+ FIB for several ion doses. 
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FIG. 4. Dose dependences of the linewidth of grooves delineated on the 
AZ/Ni/Si02 by 100 keV Ga+ FIB. 

Using the obtained a, the effective spot size (FWHM) 
was calculated as about 0.47 /an. However, the observed 
linewidth was about four times larger than the beam diam- 
eter. This was caused by the beam fluctuations due to noise 
in scan signal. In fact, we observed a periodic waving of line 
patterns delineated in PMMA with a peak-to-peak height of 
about 0.4 fim and a frequency corresponding to 60 Hz. It can 
be expected that we can obtain narrower grooves if the noise 
is eliminated. Recently, we have obtained 0.1-yu.m-wide 
grooves, which are comparable to the FIB spot diameter, by 
eliminating the scan noise successfully. 

The cross-sectional SEM images of grooves formed at 
several ion doses are shown in Fig. 5. The groove was grown 
by increasing the ion dose. At a dose of 3.6X 1013 cm"1, a 
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terrace of the Ni layer was observed at both sides of the 
groove. At higher dose, the terrace was sputtered and the 
cliff was formed at both sides of the groove. The width of the 
groove which determines the size of the Ni island in the 
successive process was rather wide in the present result, but 
it was mainly because of the scanning noise (and can partly 
be the vibration of the sample stage), as described above, and 
these problems are not fundamental but technical ones. 

IV. CONCLUSION 

A new fabrication process for SET structures using mag- 
netic materials by FIB sputtering and lithography techniques 
was proposed and some important parameters of this process 
were measured. 

A 0.4-yum-wide groove was formed which is required for 
metal island formation by lift-off process. However, this 
width is limited not by a fundamental process but by a tech- 
nical problem. 
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We developed focused ion beam direct deposition as a new method for fabricating patterned metal 
films directly on substrates. We designed and constructed a focused ion beam apparatus which 
satisfied demanded capabilities for direct deposition such as low energy and fine focused beam, high 
beam current density, high vacuum condition, changeability of ion species, precise and wide range 
patterning, sample observation by an optical microscope, and quick sample exchange. We also 
developed liquid alloy-metal ion sources for conductive materials, superconductive material and 
magnetic material. We tried to apply the focused ion beam direct deposition method to IC 
modification, surface acoustic wave (SAW) devices, SQUIDs, multilayers, and probing on small 
crystals. In SAW devices, SQUIDs, and multilayers, fabricated devices had comparable 
performance to devices fabricated by ordinary photolithographic processes. In IC modification and 
probing on small crystals, a low resistant and flexible connection was confirmed. We proved that 
focused ion beam direct deposition method is a useful tool for research and development such as 
prototyping.   © 1998 American Vacuum Society. [S0734-211X(98)04604-6] 

I. INTRODUCTION 

We developed focused ion beam direct deposition as a 
new method for fabricating patterned metal thin film directly 
on substrates.1-4 The principle of this method is to perform 
ion beam deposition by using a very low energy (30-200 
eV) focused ion beam. If we compare the direct deposition 
method to the focused ion beam induced deposition method,5 

some merits can be expected. Both methods are maskless 
and resistless processes. In focused ion beam induced depo- 
sition, a metalorganic gas is supplied to the surface of a 
substrate and absorbed gas molecules are dissolved into 
metal atoms on a substrate by irradiation of an accelerated 
(20-50 keV) Ga ion beam. In the direct deposition method, a 
high vacuum condition maintained during deposition pre- 
vents a substrate from being contaminated with absorbed gas 
molecules. It also prevents a thin film from being mixed with 
fragments of gas molecules and irradiated ions. These con- 
taminations are predicted in the induced deposition method. 
To use a very low energy beam in direct deposition prevents 
a substrate and a thin film from inducing irradiation damage 
which is also predicted in induced deposition. A large cur- 
rent density of a focused ion beam has an influence on the 
purity of direct deposited thin film. We estimate the expected 
purity of deposited films from a current density and a re- 
sidual gas pressure in the next section. 

There were two major technical subjects for focused ion 
beam direct deposition. One was to develop a low energy 
focused ion beam apparatus and the other was to develop ion 
sources for direct deposition. We designed and constructed a 
low energy focused ion beam apparatus and developed 

liquid-alloy ion sources for conductive, superconductive, 
and magnetic materials. We measured some basic properties 
of directly deposited films and started development of appli- 
cations. In this article, we mainly report the applications of 
direct deposition which were tried. 

II. EXPERIMENTAL APPARATUS AND BASIC 
PROPERTIES OF DEPOSITED FILMS 

A, Experimental apparatus 

There are several capabilities which are demanded in a 
direct deposition apparatus. The most important capability is 
to get a fine focused ion beam in the energy range of 30-200 
eV. We calculated optical properties of various lens shapes 
and arrangements to find an optimized lens system for a very 
low energy beam.4 

The beam current density is a very important parameter 
for direct deposition. We can estimate the expected purity of 
a deposited film from the beam current density and the re- 
sidual gas pressure. If we assume P as the expected impurity 
concentration, P can be written by the flux density of re- 
sidual gas (./gas), the sticking probability of residual gas 
(5gas), the flux density of ion beam (7ion), and the sticking 
probability of ion beam (5ion) as shown in Eq. (1): 

7„n„X 6 gas 

J gas ^ J g s'   •* inn^ ^in 
(1) 

"'Electronic mail: nagamach@shimadzu.co.jp 

The flux density of residual gas is calculated by Eq. (2) 
where p is the pressure of residual gas, m is the mass of 
residual gas molecules, k is Boltzmann's constant, and T is 
the temperature: 
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10 10 " 10 " 10 

Residual Gas Pressure (Pa) 

FIG. 1. Expected impurity concentration (P) as a function of residual gas 
pressure and beam current density on the assumption that sticking probabili- 
ties of gas molecules and ions are unity. 

J    =  ,   F (2) gas    sjlinnkT 

If we assume the main contribution of residual gas as H20, 
which was the main contribution in our apparatus, the tem- 
perature as room temperature and express the pressure in Pa, 
we get 

Jgas=3.59X102 p;     (molecules m 2  s -1)- (3) 

The flux density of ion beam is calculated from a beam cur- 
rent density (77) and a charge of ion (q) as shown in Eq. (4): 

-Ü (4) 

and if we assume the ion as a single charged ion and express 
the current density in A/m2, we get 

,= 6.02XWliJ,    (ions m"2 s-1). (5) Ju 

If we assume Sgas and Sion as unity, we get results shown in 
Fig. 1. Expected impurity concentrations of both focused ion 
beam direct deposition and ordinary ion beam deposition 
with a plasma ion source are shown in the figure. It promises 
that focused ion beam direct deposition is a noble method to 
fabricate pure metal films. Beam current density and residual 
gas pressure should always be considered in focused ion 
beam direct deposition and ordinary ion beam deposition. 

The usage of various ion species is also important for 
direct deposition. It can be accomplished by using liquid- 
alloy ion sources and a mass filter. Other capabilities, such as 
precise and wide range patterning by deflector and a sample 
stage, sample observation by an optical microscope and 
quick sample exchange, are necessary for the practical direct 
deposition apparatus. 

We designed and constructed a focused ion beam appara- 
tus which satisfies the described demanded capabilities. Fig- 
ure 2 shows a schematic view of our apparatus. By our ap- 
paratus, the beam diameter of Au+ ion beam in the energy 
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FIG. 2. Schematic view of focused ion beam direct deposition apparatus. 

range of 30-200 eV could be tuned between 0.4 and 7 fim 
while the beam current varied from 40 pA to 10 nA. The 
beam current density of Au+ beam was about constant value 
in this beam current region and was 300 A/m2. The residual 
gas pressure was 2-7 X 10~7 Pa during operation. The pre- 
cise explanations about our focused ion beam apparatus and 
its beam characteristics were reported in Refs. 3 and 4. 

We also developed liquid metal ion sources for direct 
deposition. We adopted an impregnated-electrode-type liquid 
metal ion source tip6 made of tungsten. For conductive ma- 
terials (Au, Cu, and Al) we developed a Au-Si alloy source, 
a Au-Cu alloy source, a Au-Cu-Si alloy source, a Au- 
Cu-Ge alloy source, an Al-Au-Ge alloy source, a Au- 
Cu-Al alloy source, and a Au-Cu-Al-Ge alloy source. For 
superconductive material (Nb) we developed a Nb-Au-Cu 
alloy source and for magnetic material (Co) we developed a 
Co-Cu-Nb-Au alloy source. These ion sources satisfy 
practical stability of extracted beam and have long lifetime 
(>100 h). A detailed report on the developed liquid-alloy 
ion sources will be published elsewhere. 

B. Basic properties of directly deposited films 

We measured some basic properties of directly deposited 
films such as the purity of Au film, resistivities of Au, Cu, 
and Al films and the superconductivity of Nb film.1"3 We 
measured the impurity concentration in the deposited Au 
film on the Si substrate by Auger electron spectroscopy and 
secondary ion mass spectroscopy. The concentration of C 
and O was estimated below 100 ppm and was consistent with 
the expected value shown in Fig. 1. Resistivities of directly 
deposited Au and Cu films were 1.2-1.6 times larger than 
those of bulk metals. In the case of Al film, it was 2.2-2.7 
times larger than that of bulk Al. The reason why the resis- 
tivity of Al film is so large is not clear. The superconductive 
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TABLE I. Relation between merits of direct deposition and related applica- 
tions. 
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clean process o 0 
high purity o 0 o o o 
3D fabrication o 0 o 
combination of ion species 0 o o 
combination of ion energy 0 0 o 

critical temperature of deposited Nb film was 8.5-8.7 K for 
appropriate deposition conditions. These results for basic 
properties promise us wide range applicability of focused ion 
beam direct deposition method. 

One problem of ion beam deposition is a charging-up 
phenomenon which increases the surface potential and dis- 
turbs deposition on insulative substrates. In the case of fo- 
cused ion beam direct deposition, there is a way to perform 
deposition without charging-up. If we start a deposition from 
a conductive area to an insulative area, the deposited metal 
film makes electric connection between the conductive area 
and the depositing position. This principle can be applied to 
a dielectric substrate with a metal pattern which is connected 
to common potential through some resistance. We adopted 
this technique to fabricate surface acoustic wave (SAW) de- 
vices as described below. 

III. APPLICATIONS OF FOCUSED ION BEAM 
DIRECT DEPOSITION 

We are sure that unique characteristics of direct deposi- 
tion enable it to apply unique applications. The relation be- 
tween merits of direct deposition and related applications 
which we tried is displayed in Table I. In the following, each 
application listed in Table I is discussed separately. 

A. IC modification 

IC modification for failure analysis is one of the estab- 
lished applications of Ga focused ion beam.7 Two indepen- 
dent conductive lines which are covered by passivation layer 
are connected to each other by the following procedure. The 
first step of IC modification is sample observation to find the 
point to be modified by the function of scanning ion micro- 
scope. The second step is milling the passivation layer to 
expose the conductive lines. The third step is making a con- 
nection between two lines by focused ion beam induced 
deposition. We apply direct deposition method to the third 
step. Small electric resistance of the connection can be ex- 
pected. We tried to make a connection by 54 eV Au+ beam 

(a) 

(b) 

FIG. 3. Photograph of fabricated SAW filter (a) before and (b) after Al IDT 
direct deposition. 

between two Al conductive lines whose distance was 200 
fxm. The fabricated connection pattern was 60 /JLVH in width 
and 0.15 /xm in thickness. The observed resistance of the 
connection was below 1.0 O, and was consistent with the 
calculated resistance (0.8 ft) from the measured resistivity of 
directly deposited Au (3.7 yiift cm). 

B. SAW device 

SAW device8 is widely used as a rf filter. Input electric 
power is transduced to mechanical vibration called SAW by 
an interdigital transducer (IDT) which looks like a pair of 
comb, on a piezoelectric substrate. SAW is transduced to 
electric power again by another IDT. A large flexibility on 
the design is expected for directly deposited IDTs. 

We fabricated UHF band-pass filters with directly depos- 
ited Au and Al IDTs on LiNb03 (64° YX) substrates. Before 
IDT deposition, we prepared feeder electrodes and contact 
pads on the substrate as shown in Fig. 3(a). These electrodes 
and pads were fabricated by Al sputtering deposition, photo- 
lithography, and wet etching process. We started the deposi- 
tion of the IDT from the feeder electrode to the piezoelectric 
surface. Figure 3(b) shows an example of a fabricated SAW 

JVST B - Microelectronics and Nanometer Structures 



2518 Nagamachi, Ueda, and Ishikawa: Focused ion beam direct deposition 2518 

c 
« 

0.5 1.0 1.5 

Frequency (GHz) 

FIG. 4. Measured characteristic of the fabricated sample which has a directly 
deposited Al IDT. The number of the IDT is 41 pairs for input and 41 pairs 
for output. The periodic length is 4.8 /jm. 
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Frequency (GHz) 

FIG. 6. Measured characteristic of the fabricated sample which has a directly 
deposited Au IDT. The number of IDT is 41 pairs for input and 41 pairs for 
output. The periodic length is 4.0 /urn. 

filter whose IDT was formed by a 32 eV Al+ beam deposi- 
tion. The periodic length of this IDT was 4.8 /urn (so the 
interval to next IDT was 2.4 /mi). The mean thickness of 
IDT was 10-20 nm. For step coverage, the thickness was 
modified to 60 nm around the step. We also fabricated Al 
IDT filter by lithographic process as a referenced sample. 

We measured the characteristics of fabricated filters with 
a network analyzer without packaging. Figure 4 shows a 
measured relation between frequency and electric power gain 
through the filter, which has directly deposited Al IDTs (41 
pairs for input/41 pairs for output, 10 nm in thickness, 4.8 
/mm in periodic length, and 48 /mi in length). A peak is 
observed whose height is about 25 dB and the peak fre- 
quency is consistent with the calculated value from the peri- 
odic length. Figure 5 shows a measured characteristic of the 
referenced sample fabricated by lithographic process which 
has Al IDTs (81 pairs/81 pairs, 80 nm in thickness, 4.8 /mi 
in period, and 48 /mi in length), and it looks almost the same 

0.5 1.0 1.5 

Frequency (GHz) 

2.0 

FIG. 5. Measured characteristic of the referenced sample which has an Al 
IDT. The number of the IDT is 81 pairs for input and 81 pairs for output. 
The periodic length is 4.8 /xm. 

as the characteristic of the directly deposited sample except 
the gain loss at the peak frequency. The gain loss of the 
referenced sample is little less than that of the Al IDT 
sample. It may be caused by a difference of number of IDT. 
Figure 6 shows a result of the directly deposited Au IDT 
sample (41 pairs/41 pairs, 20 nm in thickness, 4.0 /mi in 
period, and 48 /tm in length). The result is also almost the 
same as that of Al IDT sample, but the gain loss is less than 
those of the Al IDT sample and the referenced sample. These 
evaluations indicate that electric properties of directly depos- 
ited SAW filters are almost comparable to lithographic pat- 
terned SAW filters, though the precise conditions of fabrica- 
tion are slightly different from each other. The broad peak 
whose peak frequency was about 1.5 GHz was caused by 
capacitive coupling between input and output feeders, be- 
cause the same peak was observed in measurement of a 
sample without IDT. 

C. SQUID 

To apply a direct deposition method to the fabrication of 
the weak link of quasiplanar Josephson junction9 was what 
first motivated us to start our research about focused ion 
beam direct deposition. We expected good controllability 
and reproducibility of the critical current in Josephson junc- 
tion. Figure 7 shows a schematic view of a weak link fabri- 
cation and a quasiplanar Josephson junction. Before direct 
deposition of the weak link, all the structures except weak 
link were prepared by the sputtering deposition of Nb, pho- 
tolithography, reactive ion etching, and anodic oxidization. 
The thickness of the lower Nb electrode, Nb205 insulator and 
upper Nb electrode was 300 nm, 30-40 nm, and 200 nm, 
respectively. 

The area to be directly deposited was sputter etched by 
the irradiation of a 20 keV Au+ beam to remove the natu- 
rally oxidized surface layer. The weak link whose size was 
0.6 /tm in width and 10 nm in thickness was deposited by a 
108 eV Nb2+ beam. The weak link was covered by a Au film 
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FIG. 7. Schematic view of quasiplanar Josephson junction and fabrication of 
a weak link by direct deposition. 

(1 /urn in width and .4 nm in thickness) deposited by a 
54 eV Au+ beam, to prevent the surface of Nb weak link 
from being naturally oxidized. Figure 8 shows an example of 
current-voltage characteristic of fabricated Josephson junc- 
tion measured in a He cryostat. The critical current of this 
sample was 42 /nA. We constructed a dc-SQUID flux meter 
by directly deposited Josephson junctions. Measured flux 
noise level was 7.5X 10~6</>0 Hz~1/2 at 100 Hz and was suf- 
ficient for biomagnetic measurement.10 

The expected controllability and reproducibility were not 
accomplished yet, because of probable poor reproducibility 
of prepared structure, especially the shape of step. 

D. Multilayer 

In the case of electrostatic lens system, every ion species 
extracted from the same ion source has the same optical 
property in principle. So, a change of ion species and getting 
an optimized beam can be done by tuning a mass filter with- 
out turning the lens system. This feature enables a direct 
deposition method with an alloy ion source to fabricate pat- 
terned multilayer directly on a substrate. We used a Co-Cu- 
Nb-Au alloy ion source and tried to fabricate magnetic/ 
nonmagnetic   (Co/Cu)  multilayers.11   If controllability  of 
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FIG. 8. Example of measured current-voltage relation of the fabricated Jo- 
sephson junction. 

Applied Magnetic Field (kA/m) 

FIG. 9. Measured MR ratio (AÄ/Ä) at room temperature as a function of 
applied magnetic field in the case of Co(2.0 nm)/Cu(2.1 nm) multilayer. 
Magnetic fields are applied in the plane of the sample perpendicular (upper) 
and parallel (lower) to the supplied current direction. Arrows in the figure 
show the direction of magnetic field scanning. 

thickness is an order of an atomic layer, we can expect ex- 
hibition of giant magnetoresistance (GMR) effect.12 

We fabricated multilayers which were 14X76 yarn2 in 
size and consisted of 12 Co layers and 11 Cu layers by 
108 eV Co2+ beam and 54 eV Cu+ beam. The thickness of 
Co was 2.0 nm and the thickness of Cu was varied from 1.3 
to 2.2 nm. After fabricating a multilayer, we deposited four- 
probe electrodes by 54 eV Au+ beam across the multilayer. 

MR ratios of the fabricated multilayers were measured by 
the four-point-probe method with 0-40 kA/m dc magnetic 
field applied in the film plane parallel and perpendicular to 
the supplied current direction at room temperature. The mag- 
netization curves were measured with a vibrating sample 
magnetometer. Figure 9 shows an example of measured MR 
ratios (AR/R) as a function of applied magnetic field. The 
lower side of the figure (the direction of the magnetic field 
was parallel to the current direction) shows GMR and the 
upper side (the direction was perpendicular) shows a sum of 
GMR and anisotropic MR, because GMR is isotropic and 
AMR (anisotropic magnetoresistance) is anisotropic. In this 
case, the MR ratio of GMR was 6.7% and that of AMR was 
0.4%. Figure 10 shows measured GMR as a function of Cu 
layer thickness. There is a sharp peak at the thickness of 2.1 
nm. It corresponds to the second maximum12 which was ob- 
served in Co/Cu multilayers fabricated by sputtering deposi- 
tion method, though the peak MR ratio was smaller than 
reported maximum MR ratio.13 The exhibition of GMR 
shows not only controllability of direct deposition but also 
useful quality of magnetic film, and it has opened a new 
capability of direct deposition. 
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FIG. 10. Measured MR ratio (ARIR) of GMR as a function of Cu layer 
thickness. 

E. Probing on small crystals 

In research on new material, a measurement of electric 
properties is often of great importance. If a sample is too 
small to directly attach probe electrodes and is too frail to 
fabricate probe electrode patterns by metal deposition, pho- 
tolithography and etching process, focused ion beam direct 
deposition may be a unique technique to fabricate probe 
electrode patterns on such samples. 

Figure 11 shows an example of probing on a small crystal 
by direct deposition of Au+ beam. An organic crystal, which 
is (DI-DCQNI)2Li and is a species of a DCQNI 
(dicyanoquinonedi-imines) salt,14 was 2 fim in diameter and 
72 /im in length as shown in Fig. 11(a). The sample was on 
a semi-insulating GaAs substrate. Across the sample, four 
probe lines were deposited by 54 eV Au+ beam as shown in 
Fig. 11(b). The thickness of probe lines was comparable to 
the sample diameter. These probe lines were extended and 
connected to pad electrodes which were also directly depos- 
ited by 54 eV Au+ beam. Next, the substrate was fixed on an 
IC package and wire bonding between the pad electrodes on 
the substrate and electrodes on the IC package was carried 
out. Figure 11 (c) shows the final feature of this sample. In 
this way, it is possible to measure electric properties of this 
sample from pins of the IC package. 

The size and shape of sample is restricted. A large diam- 
eter or a large step influences the deceleration field and pre- 
vent a depositing line from covering the step. A diameter or 
a step may be limited within several microns. Too small 
sample size causes another restriction. We usually use the 
optical microscope assembled in the ion column for sample 
observation and beam positioning, so the sample size is lim- 
ited above a few microns. It is necessary to use a scanning 
ion microscope to observe a smaller sized sample though it 
may cause irradiation damage. 

(a) 

(b) 

(c) 
FIG. 11. Photograph of probing on a small crystal (a) before deposition, (b) 
after four-point probe line deposition, and (c) after mounting on the IC 
package and wire bonding. 

F. Restrictions on applications 

There are two restrictions on applications of the direct 
deposition method. One is sample size limitation. Even if we 
use a 10 nA Au+ beam which is the maximum beam current 

in the current region keeping a high current density, the 
deposition rate is about 1 /um3/s. Therefore, it takes 17 min 
to fabricate a 100 X 100X0.1 jum3 gold pattern by a 
10nAAu+ beam, but it will take 116 days to fabricate a 
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10 mmXlO mmXO.l ^m gold pattern. The other is the in- 
applicability to mass production. To fabricate one sample by 
focused ion beam direct deposition, it usually takes within a 
half-day including programming time for deflector control. 
In the case of photolithographic process, it will take at least 
one week to fabricate a new sample, but it will take the same 
time to fabricate a million samples. 

IV. CONCLUSION 

We designed and constructed focused ion beam direct 
deposition apparatus which has sufficient capabilities for the 
development of practical applications. We tried to apply a 
focused ion beam direct deposition method to IC modifica- 
tion, SAW devices, SQUIDs, multilayers, and probing on 
small crystals. In SAW devices, SQUIDs and multilayers, 
fabricated devices had comparable performance to devices 
fabricated by ordinary photolithographic processes. In IC 
modification and probing on small crystals, a low resistant 
and flexible connection was confirmed. 

Though this method is inapplicable to mass production, 
we proved that the focused ion beam direct deposition 
method is a useful tool for research and development such as 
prototyping. 
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Transmission electron microscopy observation of thin foil specimens 
prepared by means of a focused ion beam 
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Recent development in the application of a focused ion beam to preparation of thin foil specimens 
for transmission electron microscopy observation has been reviewed. It has been shown that this 
technique is very powerful for characterization of a variety of industrial materials.    © 1998 
American Vacuum Society. [S0734-211X(98)11304-5] 

I. INTRODUCTION 

Transmission electron microscopy (TEM) is now widely 
used for characterization of the microstructure of a variety of 
industrially important materials. However, recent demands 
imposed on TEM specimens has made it increasingly diffi- 
cult to rely only on the traditional methods of preparation of 
TEM specimens such as electropolishing, chemical polish- 
ing, and even ion milling technique. This is the reason why 
focused ion beam (FIB) milling is gathering much attention 
as a new technique to prepare TEM specimens. " 

There are at least two advantages to using FIB to prepare 
TEM specimens. One is that it is possible to prepare a TEM 
specimen with pin-point accuracy from a preselected area. 
The other is that a TEM specimen can be easily prepared 
from a material such as a multilayered structure, which is 
composed of different substances—the physical and/or 
chemical properties of which are quite different from one 
another. 

In this article recent development in the combined use of 
FIB and TEM(FIB-TEM) for the characterization of indus- 
trial materials will be reviewed with special reference to the 
aforementioned two advantages. 

II. PIN-POINT SPECIMENS 

A. Failure analysis of TFT-LCD 

A thin-film transistor liquid crystal display (TFT-LCD) is 
now widely used for a personal computer display. A TFT is 
composed of more than ten layers (with a dimension of 
nanometer-scale) which are deposited and fabricated on a 
large LCD-grade glass substrate. FIB-TEM is now indis- 
pensable for failure analysis of TFE-LCD. 

Figure 1(a) shows an optical micrograph of a faulty junc- 
tion detected by an array tester. The junction has short- 
circuited the insulating film. In this case no gross anomaly at 
the junction is observed in the optical micrograph, corre- 
sponding to the position indicated by the bar in Fig. 4(a). 
However, cross-sectional TEM observation [Fig. 1(b)] 
clearly reveals that a microvoid is formed where a metal 

conductor passes over a step.4 The failure analysis of LSI is 
described by Ishitani et al.5 

"'Electronic mail: saka@numse.nagoya-u.ac.jp 

B. Whisker and hillocks on Al film 

In TFT-LCD, Al and Al alloys have gathered increasing 
attention as potential candidates for wiring materials in 
higher resolution TFT-LCD because of their low electric re- 
sistance. However, in the case of Al-based metals protrusions 
such as hillocks and whiskers are formed due to the stress 
evolved during processing. Formation of such protrusions 
gives rise to a serious problem such as short-circuit between 
the gate metal and the source/drain electrodes located in an 
upper layer. 

For a better understanding of the mechanism of formation 
of whiskers and hillocks, it is important to have a detailed 
knowledge about crystallography and microstructure of 
whiskers and hillocks formed on Al lines. For such a pur- 
pose, FIB-TEM is very powerful. There are two methods for 
such an observation, i.e., cross-sectional and plan-view ob- 
servations. The detailed procedures have been published 
elsewhere.6-8 

Figure 2 shows a cross-sectional dark-field TEM micro- 
graph of a single crystalline whisker. It is clear that the ori- 
entation of the whisker and that of the grain from which the 
whisker grew are quite different. Figure 3 shows a similar 
TEM micrograph but of a kinked polycrystalline whisker. 
Figure 3(a) was taken in the bright-field imaging mode. The 
whisker must have started to grow at the bottom part of the 
original grain inside the Al film and then suddenly have 
kinked at the root. Figures 3(b)-3(e) were taken in the dark- 
field imaging mode; the root of the whisker is composed of 
polycrystals. From Figs. 2 and 3 it is clear that the growth of 
these whiskers initiates at the interface between Al film and 
the glass substrate. 

Figure 4 shows an example of the plan-view observation 
of a whisker. It is evident that the whisker grows from inside 
the grain A and not from grain boundary nor a triple point of 
grain boundaries. Also the size of that grain from which the 
whisker grew is not necessarily larger than the nearby grains. 
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FIG. 1. (a) Optical micrograph of a faulty junction, (b) Cross-sectional TEM 
micrograph corresponding to the position indicated by a bar in (a). 

C. Crack 

The fracture of materials is of great practical as well as 
academic importance. Many attempts have been made to ob- 
serve a crack tip using optical microscopy, x-ray topography, 
and TEM. Of these techniques, the resolution of optical mi- 

croscopy and x-ray topography is too poor. By contrast, the 
resolution of TEM is high enough for detailed information to 
be obtained. However, in order to carry out TEM observa- 
tion, a thin foil specimen must be prepared, and it is usually 
extremely difficult to prepare such a specimen from a prese- 
lected region containing a crack tip. 

Single crystal of Si, MgO, and alumina were used. Vick- 
ers indentations were performed in air, at room temperature, 
using a 50 g load and a 15 s dwell time. Indentation resulted 
in radial cracks which are approximately perpendicular to 
each other. After indentation, the specimen was transferred 
into a FIB system and two trenches were milled in such a 
way that a thin wall is left behind between the two trenches, 
the wall being thin enough to be transparent to electrons 
when tilted by 90° (Fig. 5).9"12 

Figure 6 shows an optical micrograph of cracks formed at 
an indent on a (001) surface of Si. The cracks were parallel 
to (110) directions in this case. Figure 7 shows an electron 
micrograph of the area of the indent (denoted by I). The 
following features are evident: 

(1) Within the indent the crystal is deformed severely (P) 
and some dislocations (denoted by A) have glided out of 
the indent. They have a tendency to lie on the {111} 
plane. 

(2) Near the indent, cracks piercing the foil are observed. 
There are two types of such cracks. One is almost par- 
allel to the foil surface, i.e., (001) plane 
(Li,L2,L3,L4,L5). The other type is perpendicular to 
the foil surface and lies on the {110} plane (Hv). 

(3) On both sides of the indent and underneath the indent, 
fringe contrasts can be seen (denoted by //i). It is natural 
to consider the areas with fringe contrast as containing 
cracks. The fringes can be explained by moire fringes 
which result from the crystal being separated in two by 
the crack. 

FIG. 2. Cross-sectional TEM micrograph of a single 
crystalline whisker imaged in the dark-field mode. 
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FIG. 3. Cross-sectional TEM micrographs of a kinked polycrystalline whisker. In (g) morphology of Al grains near the root of the whisker is shown. Figures 
in each of the grains correspond to those dark-field images (b)-(f) where the grain appears bright. W denotes a W-deposited protective layer. 

III. MULTILAYERED STRUCTURE 

A. GA steel 

A galvanneled steel (GA steel) has been used widely for 
an automobile body steel sheet. A GA steel is produced by 
dipping a steel sheet into a molten bath of zinc, followed by 

a continuous annealing, where molten zinc reacts with the 
substrate steel to form a multilayer microstructure consisting 
of different kinds of intermetallic compounds. 

Most of the previous studies have been carried out using 
optical microscopy and scanning electron microscopy (SEM) 
because of the difficulty with which a cross-sectional TEM 
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FIG. 4. Plan-view observation of a whisker. 

FIG. 5. Geometry of the foil specimen. 

specimen is prepared from a GA steel. However, more re- 
cently FIB has been successfully applied to a GA steel.13"16 

Figure 8 shows a typical TEM of a cross section of a GA 
steel. The whole coating from the outermost surface down to 
the steel substrate can be observed. Each grain was identified 
using electron diffractions. Figures 9(a) and 9(b) shows sche- 
matically all the layer structure of the coating of a GA steel 

FIG. 6. Optical micrograph of an indent on a (001) surface of Si. 

as suggested from SEM and TEM observations, respectively. 
The result obtained from TEM observation is different from 
that suggested from SEM observation, except for the T layer. 
Especially, in SEM Tj phase and <Slt phases are missing. 

FIG. 7. Electron micrograph around an indent formed in Si at room temperature. 
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FIG. 8. Cross-sectional TEM micrograph of a GA steel. W is a W-deposited 
protective layer. 

ctFe 

FIG. 9.  Comparison of layer structure as suggested by SEM(a) and by 
TEM(b). 

Needless to say, the result obtained from TEM observation is 
much more reliable. 

B. Diamond coating on Si3N4 

Diamond coating is used for a cutting tool. The perfor- 
mance of such a tool is governed mostly by the microstruc- 
ture of an interface between diamond and the substrate. For 
characterization of such an interface, cross-sectional TEM 
observation should be very useful. However, because dia- 
mond is very hard, it is usually very difficult to prepare a 
cross-sectional TEM specimen from such a diamond-coated 
material by means of the traditional techniques. FIB is again 
very powerful in preparing such a specimen.17 

Figure 10 shows an example of a cross-sectional TEM 
micrograph of a microstructure near an interface between 

2 ß m 

FIG. 10. Microstructure near an interface between Si3N4 substrate and a 
diamond coat. 

diamond and Si3N4. The coating was made using the chemi- 
cal vapor deposited (CVD) method. Microstructure of dia- 
mond, Si3N4 and the interface between them is clearly ob- 
served. 
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Dynamic Monte Carlo simulation for depth profiling by ion-sputter etching: 
Application to the AlAs/GaAs multilayered system 
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We present a dynamical simulation approach by Monte Carlo calculation to describe atomic mixing 
phenomena in depth profiling of multilayered systems. This approach is based on the binary 
encounter model, taking into account (1) generation of both the interstitial atoms and vacancies and 
(2) annihilation of the vacancies. The results indicate that the simulation describes very well the 
depth profiles of AlAs/GaAs multilayered systems obtained by Auger electron spectroscopy. It 
predicts the existence of preferential sputtering of Al in the AlAs layer, where the Auger intensity 
of the As (M VV—32 eV) in the AlAs layer is about 1.2 times larger than that of the GaAs layer for 
0.5 keV Ar+ sputtering.   © 1998 American Vacuum Society. [S0734-211X(98)05904-6] 

I. INTRODUCTION 

Atomic mixing effect induced by ion bombardment has 
been intensively studied in experiment and theory. ~ In ex- 
periment, depth profiling has now been routinely used in 
semiconductor device technology. One of the most basic fac- 
tors restricting the resolution of depth profiling is the atomic 
mixing effect. Theoretical approaches to describe the atomic 
mixing effect have also been intensively investigated so far. 
In particular, transport theory proposed initially by Hofer and 
Littmark4 have revealed many important aspects of atomic 
mixing phenomena in sputter depth profiling. Although ana- 
lytical approach for this theory provides a good result for 
simple cases, computer simulation approaches such as 
TRIDYN5 or ACAT-DIFFUSE6 codes have been applied as useful 
methods for samples with a complex boundary condition. 
We have recently developed a dynamic Monte Carlo ap- 
proach for depth profiling.7 This simulation approach is ba- 
sically the same as TRIDYN in the aspect that the target 
sample remains of constant atomic density during sputter 
etching. However, in the present simulation constant atomic 
density is maintained by taking into account the recombina- 
tion of the vacancy and interstitial atoms generated in the 
atomic mixing processes rather than relaxation performed in 
TRIDYN, enabling more realistic recombination processes 
based on the embedded-atom model to be incorporated. 

In the present study, we have described a dynamic simu- 
lation approach in order to explain the atomic mixing effect 
in sputter depth profiling. The approach is based on further 
improvements of the dynamic Monte Carlo simulation 
scheme employed in the previous paper.7 This simulation 
approach has been applied to describe the depth profiling of 
the AlAs/GaAs superlattice and verified by comparing with 
the experiment performed with 0.5 and 1.0 keV Ar+ ions 
impinging on the specimen at angle of incidence of 55°. The 
results describe the experimental results very well, assuming 
that the surface roughness effect is negligible for the AlAs/ 
GaAs multilayer system.8 

"'Electronic mail: hyungik@dragon.yonsei.ac.kr 

II. SIMULATION MODEL 

A. Binary encounter model 

The present dynamic simulation approach is basically the 
same as the Monte Carlo simulation developed in our labo- 
ratory based on the binary encounter model using Lindhard's 
equation and the Ziegler, Biersack and Littmark (ZBL) po- 
tential to describe the electronic and nuclear stopping pro- 
cesses, respectively. In the practical Monte Carlo calculation 
procedures the functional representation of ZBL potential 
has been used to shorten the computing time.9 

Application of this Monte Carlo simulation scheme to the 
depth profiling of AlAs/GaAs superlattice structure has re- 
vealed that the simulation still overestimates the atomic mix- 
ing effect considerably. Attempts have continuously been 
made to improve this situation by modifying the interatomic 
potential to get better agreement with the Auger depth pro- 
files of AlAs/GaAs, leading to the consideration of the gen- 
eration of vacancies and interstitial atoms, and of their anni- 
hilation during the atomic mixing calculation. Actually this 
dynamic Monte Carlo simulation has described atomic mix- 
ing in Cu-Pt alloys with considerable success.10 However, 
the previous model leads to poorer depth resolution because 
atomic mixing region extended deeper. These attempts to 
improve the Monte Carlo simulation scheme for depth pro- 
filing have finally led to the present dynamic simulation ap- 
proach based on the following improvements: (1) To de- 
scribe atomic mixing in the low energy region, we estimated 
the maximum impact parameter Pmax from Pmax= <f/2, where 
d is the mean interatomic distance of a specimen under ion 
bombardment. (2) In the previous dynamic Monte Carlo 
simulation approach, only those interstitial atoms that are 
displaced from adjacent layers are assumed to recombine 
with the vacancies to annihilate them.7 In the present ap- 
proach, we assume that all the atoms in the relevant layer 
may take part in the recombination with vacancies. 

B. Atomic mixing model 

The interstitials and vacancies generated by collisional 
cascade are distributed in pairs if the sputtered atoms are 

2528     J. Vac. Sei. Technol.B 16(4), Jul/Aug 1998       0734-211X/98/16(4)/2528/4/$15.00       ©1998 American Vacuum Society     2528 



2529 H.-l. Lee and R. Shimizu: Dynamic Monte Carlo simulation 2529 

INCIDENT IONS 
SPUTTERED ATOMS 

X J, i^J^7 V 

\^Sy$r6£ 

^ 

^f'iCjyx~ 

~~~~\¥\ 7 V^ 
(a) 

INTERSTITIALS 

(b) 

10 

SPUTTERED LAYER 

HAS) 

(c) 

FIG. 1. Schematic diagram for redistribution of interstitials and vacancies: (a) Cascade mixing process, (b) The formation of interstitials and vacancies due to 
the cascade mixing process, (c) The result of redistribution in each layer. The result shows that the topmost layer is sputtered and the total number of atoms 
in each layer is preserved as N. 

regarded as being sputtered only from the topmost atomic 
layer. These pairs migrate during collisional cascade and the 
vacancies are eventually annihilated by recombination with 
interstitials or absorbed into the sinks, e.g., surface, grain 
boundary, etc. Since the behavior of these interstitial atoms 
and vacancies is directly related to diffusion, sputtering and 
range of atomic mixing in a complicated manner, it is very 
difficult to describe the migration processes of these pairs 
accurately.11 In the present simulation, therefore, all the 
interstitial-vacancy pairs are assumed to be completely re- 
combined in the mixing zone. The total number of atoms of 
each layer, therefore, remains constant so that the atomic 
density in each atomic layer is kept invariant during sputter- 
ing. Otherwise, the atomic density tends to increase by a 
knock-in effect as sputtering proceeds. 

The basic model used to treat the interstitial-vacancy pairs 
is as follows: First, it is assumed that each atomic layer is 
composed of N pseudoatoms, where a pseudoatoms repre- 
sents ~ 109-1010 atoms, depending on the number of trajec- 
tories of primary ions in the Monte Carlo simulation. The 
Monte Carlo calculation is performed until the total number 
of sputtered atoms attains the number necessary to sputter N 
pseudoatoms. As depicted in Fig. 1(a) atomic mixing is gen- 
erated by the collision cascade of both the incident ions and 
recoiled atoms, and the atom displaced from original layer to 
another layer is counted as an interstitial atom, leaving a 
vacancy at its original site. The numbers of both the vacan- 
cies and interstitial atoms are easily counted for each atomic 
layer. When the total number of pseudoatoms in an atomic 
layer, N', is larger than N, (N'>N), we regard the excess 
atoms, (N'-N), as interstitials while the difference, (N 
-N'),is regarded as vacancies for (N>Nr). This operation 
leads to the histogram as depicted in Fig. 1(b). This histo- 
gram shows the total number of Ga, Al and As atoms in each 
atomic layer. Some layers contain the vacancies and others 
the interstitial atoms as excess atoms. Second, redistribution 
of atoms in an ith atomic layer is calculated as follows. (1) 

Vacancies are assumed to be annihilated with interstitials in 
the previous (i-l)th layer and the composition of those atoms 
that fill the vacancies is proportional to atomic concentration 
in the relevant layer. (2) Interstitials in the ith layer are to be 
added to the previous (j'-l)th layer. Note that the previous 
model also counted the numbers of vacancies and interstitials 
in each layer but it omitted annihilation of these vacancies 
with interstitials in the relevant layer by starting the above 
redistribution operation under the assumption that the vacan- 
cies are to be annihilated with only those interstitial atoms 
that were migrated from the other layers. In the previous 
work, this caused significant fluctuation of the composition 
in each atomic layer as sputter-etching proceeds. 

The process described above is performed from the bot- 
tom layer to the top atomic layer. As a result, the total num- 
ber of atoms of the top atomic layer becomes zero and the 
second atomic layer becomes the new top layer when N 
pseudoatoms are sputtered. This is illustrated in Fig. 1(c), 
showing concentrations of Ga, Al and As atoms in each 
atomic layer. This procedure is repeated for successive layers 
to simulate the sputter-etching process layer by layer. 

Since the atomic concentration of; element, Cj(i), in ith 
layer is easily calculated in the present approach, Auger in- 
tensities of Ga, As and Al are calculated according to the 
relation 

(/«S.-surfC/Oexp 
(i-0.5)d 

(1) 

where Kj is the escape depth of an Auger electron emitted 
from the j element, d is the mean interatomic distance of a 
specimen. The present calculation has used the electron es- 
cape depths, 0.21 nm for Ga (MVV—55 eV), 1.06 nm for 
Ga {LMM—1063 eV), 0.40 nm for Al (LVV—64 eV) and 
0.20 for As (MVV—32 eV) according to Ref. 12. 
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FIG. 2. Calculated (points) and experimental (lines) results of Auger depth 
profiles of (a) Al LVV, Ga MVV and (b) Ga LMM, As MVV for an AlAs 
(9.90 nm)/GaAs (8.77 nm) multilayered system, sputtered with 0.5 keV Ar+ 
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FIG. 3. Calculated (points) and experimental (lines) results (see Refs. 13 and 
14) of Auger depth profiles of (a) Alo.46Gao54As (3.1 nm)/GaAs (3.1 nm) 
multilayered system with 0.5 keV Ar+ and (b) AlAs (9.90 nm)/GaAs (8.77 
nm) with 1.0 keV Ar+ at incidence angle, 55°. 

III. RESULTS AND DISCUSSION 

Figures 2(a) and 2(b) show the calculated results, com- 
pared with the experimental results8 of the Auger depth pro- 
files for (a) Ga-MVV, Al-LVV (b) Ga-LMM and As-MVV 
in the multilayered system of GaAs (8.77 nm,the topmost 
layer is 7.64 nm)/AlAs (9.90 nm) sputtered with 0.5 keV 
Ar+ ions at an incidence angle of 55° to the surface normal. 
Even in the low energy sputtering (0.5 keV), each calculated 
profile agrees very well with the experimental result for all 
the elements without deterioration in describing the profiles 
with respect to sputtered depth. Figure 3 shows the depth 
profiles of thin layer superlattices, (a) Al0 46Gao 54As (3 nm)/ 
GaAs (3 nm) sputtered with 0.5 keV Ar+ and (b) AlAs (9.90 
nm)/GaAs (8.77 nm) with 1.0 keV Ar+. We find again very 
good agreement between the calculated and experimental13'14 

profiles. 
In Fig. 2(b) the present simulation predicts that Auger 

intensity of As in the AlAs layer is about 1.2 times larger 

than that of GaAs layer, suggesting that the mixing zone 
becomes more enriched with As than with Al, by preferential 
sputtering of Al in the AlAs layer. The ratio of partial sput- 
tering yields of Al to As for AlAs is also predicted to be 1.40 
under 0.5 keV Ar+ bombardment while that of Ga to As for 
GaAs is 1.08. To examine the deterioration of depth profile 
caused by preferential sputtering, we calculated low energy 
Auger depth profiling for two cases having almost the same 
mixing zone of ~10 monolayer for 0.5 keV Ar+; (1) Al in 
the GaAs/AlAs multilayered system, (2) Al* in the 
GaAs/Al*As, in which pseudoatom Al* was assumed to 
have the same escape depth as Al atom but its mass assumed 
to be same as that of the Ga atom. In the latter, therefore, no 
effect of preferential sputtering is expected. The results, 
shown in Fig. 4, indicate that the Auger intensity of Al in the 
AlAs layer is always a little less than that of Al* in the 
Al*As layer. This leads to additional theoretical confirmation 
that the concentration of Al becomes less in the mixing zone 
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FIG. 4. Proposed simulation for GaAs/Al*As, in which pseudoatom Al* is 
assumed to have the same escape depth of Al atoms but its mass is assumed 
to be the same as that of Ga atom. 

due to the preferential sputtering of Al in the AlAs layer. 
The change of etching rate at the interface makes it diffi- 

cult to convert the sputtering time to the depth in experimen- 
tal results. However, the simulation can easily calculate the 
change of etching rate. Figure 5 shows variation of the etch- 
ing rate in the AlAs and GaAs layer calculated for comparing 
the present simulation with the experimental data of Fig. 2. 
Al (64 eV) Auger depth profiling is depicted for reference to 
the relevant superlattice layers. The simulation predicts that 
etching rate in the AlAs layer is a little bit slower than that of 
the GaAs layer. This prediction is reasonable because the 
sputtering yield in the AlAs layer is reported to be lower than 
that of the GaAs layer.15 
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FIG. 5. Variation of etching rate in the AlAs and GaAs layer calculated in 
the present simulation for depth profiling of Fig. 4. Al Auger depth profiling 
was depicted for reference to the relevant superlattice layers. 

IV. CONCLUSIONS 
This article presents a dynamic simulation approach to the 

Monte Carlo calculation of atomic mixing caused by ion 
bombardment. In the present simulation we have emphasized 
the following features of our binary encounter model in the 
low energy region: (1) We have chosen the maximum impact 
parameter, Pmm to be given by Pmax=d/2. (2) We have paid 
special consideration to interstitial atoms and vacancies gen- 
erated in the collisional cascade. The improvements based on 
the above considerations have led the present simulation 
to describe very well the Auger depth profiles of the 
AlAs/GaAs superlattice system, adding useful clarification to 
the basic mechanism of the atomic mixing phenomena. 

We also note that the present simulation is essentially a 
Monte Carlo simulation based on the binary encounter model 
though we have incorporated some basic improvements to 
describe collision processes of low energy projectiles. This 
simulation code, therefore, can be used as easily as the con- 
ventional TRIM16 and/or TRIMEX17 codes, and leads to a 
more comprehensive understanding of depth profiling by sur- 
face analytical techniques. Another point to be noted is that 
the behavior of interstitials and vacancies generated in the 
collisional cascade is crucial in understanding atomic mixing 
phenomena. For this, incorporation of the recombination pro- 
cesses based on embedded-atom model to the present simu- 
lation code has been under examination. 
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A focused ion beam (FIB) has been actively applied for preparation of about 0.1-/iin-thick 
specimens for transmission electron microscopes (TEMs). For device failure analyses, however, it 
is mostly difficult to prepare the exact-point TEM specimens. The reason is that the failures are 
mostly beneath the surface and their exact locations are unknown. Then, even step-by-step FIB cross 
sectioning may sputter away the failures in the TEM specimen preparation. In the present study, we 
review two proposals for exact-point TEM microscopy using FIB specimen-preparation technique: 
(1) high-voltage scanning electron microscopes (HV-SEMs) imaging in TEM and (2) energy 
filtering TEM (EF-TEM) imaging. The HV-SEM imaging provides information on not only the 
sample surface but also the inner structure up to about 1 /im deep. The EF-TEM imaging is 
applicable even for 0.5-^m-thick specimens at 100 kV in the accelerating voltage, in contrast with 
about 0.1-Atm-thick specimens for conventional TEM imaging. Preliminary experiments have 
supported that either proposal presumably improves the yield of the exact-point TEM inspection. 
© 1998 American Vacuum Society. [S0734-211X(98)01504-2] 

I. INTRODUCTION 

Transmission electron microscopes (TEMs) and scanning 
electron microscopes (SEMs) have been used for failure 
analysis and process evaluation of semiconductor devices 
and advanced materials. A focused ion beam (FIB) is a pow- 
erful tool for cross-sectional specimen preparation of any 
specific area for TEM and SEM.1-4 The TEM specimens are 
typically prepared as follows (see Fig. 1): First, a mesa- 
shaped sample of < 50 jrni in width is cut from a device chip 
or wafer using a dicing saw. Next, the sample is transferred 
into the FIB work chamber for milling. The milling area is 
edited and specified on a CRT displaying scanning ion mi- 
croscope (SIM) images of the sample surface. Two trenches 
are milled, leaving a thin strip (approximately 0.1 /mm in 
width), which is the section of interest for the TEM inspec- 
tion. 

For device failure analyses, the failures are mostly found 
from electrical measurements and their exact locations are 
unknown because they are beneath the surface. Although 
fine-step cross sectioning is employed to confine the failure 
in the final TEM specimen of about 0.1 /j-m in thickness, 
there is a possibility of overmilling the failure. 

In the present study, we review two proposals for exact- 
point TEM observation using FIB specimen-preparation 
technique: (1) high-voltage SEM (HV-SEM) imaging (which 
is one of TEM's optional functions)4'5 and (2) energy filter- 
ing TEM (EF-TEM) imaging (or electron spectroscopic im- 
aging; ESI).6'7 The HV (200 kV) SEM images provide infor- 
mation on not only sample surface but also inner structure up 
to about 1 /j,m deep. (Note that the information depth of SIM 

"'Electronic mail: ishitani@cm.naka.hitachi.co.jp 

images is as shallow as a few nanometers.)8 Such inner struc- 
ture images are very useful not to overmill the failures dur- 
ing the fine-step cross sectioning. On the other hand, the 
EF-TEM imaging is applicable even for 0.5-/im-thick speci- 
mens at 100 kV in the accelerating voltage, in contrast with 
0.1-/im-thick specimens for conventional TEM (CTEM) im- 
aging. Thick specimens are desirable to avoid overmilling 
the failures. Either imaging presumably improves the yield 
of the exact-point TEM inspection. Here, the FIBs used in 
the present experiments are 30 kV gallium (Ga) ion beams. 

II. HIGH-VOLTAGE SEM (HV-SEM) IMAGING IN 
TEM 

A TEM has a HV-SEM imaging mode in addition to nor- 
mal transmission imaging mode (e.g., Hitachi 200-kV TEM 
system: HF-2000).4'5 When the primary electron beam 
strikes a sample, secondary electrons (SEs) as well as back- 
scattered electrons are generated. These electrons travel up- 
ward through the objective lens bore by a combined force of 
magnetic field of the lens and electrostatic field of the SE 
detector (+10 kV) and are collected. 

Figure 2 shows an electron-sample interaction when the 
sample is illuminated by a 200 kV electron beam. Devices 
such as 4M- and 16M-dynamic-random-access-memory 
(DRAM) used in the present study have transistors, and ca- 
pacitors which are composed by Al and poly-Si surrounded 
by silicon oxide (Si02). When the 200 keV primary electron 
beam strikes Al or Si, both SEs and backscattered electrons 
are generated. The SEs generated deep in the sample are 
absorbed within the sample because their energies are so 
small. On the other hand, the backscattered electrons have 
high energies so that they can travel through silicon oxide of 
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FIG. 1. Typical TEM specimen preparation using FIB cross sectioning. 

1 /im thick and come out from the surface. These backscat- 
tered electrons can generate SEs as they come up to the 
surface. These SEs are collected to make SEM images. Thus, 
the HV-SEM imaging provides information on sample sur- 
faces as well as inner structures of about 1 /ttm deep. (A few 
nm in information depth for the SIM imaging. The ion beam 
does not logically excite backscattered electrons. Besides, 
the backscattered ion yield is much smaller than the back- 
scattered electron yield for electron bombardment.8) 

A new process flow proposed for the exact-point TEM 
observation on the failure analysis is shown in Fig. 3. Here, 
the failure is located under the device surface. First, the 
sample is cross sectioned so as to be a 1-2-yum-thick TEM 
specimen in the FIB chamber. Next, it is transferred into the 
TEM chamber for its HV-SEM imaging. Fine-step FIB cross 
sectioning is repeatedly carried out until the region of inter- 

Primary 
electrons 

Backscattered 

electrons 
4 

SE detector 

FIB 

(Cross-sectioning) HV-SEM imaging of 
inner structures 

(Cross-sectioning) (TEM inspection) 

FIG. 3. Process flow of the exact-point TEM observation using HV SEM 
imaging and FIB cross sectioning. 

est appears symmetrically in the HV-SEM images of the 
specimen's front and backsides. The TEM specimen of about 
0.1 fjim in thickness surely contains the region of interest. 
Although specimen transfer between the FIB and TEM sys- 
tems is required several times, the transfer is easily done by 
using a FIB/TEM compatible specimen holder as shown sub- 
sequently. 

Feasibility experiments2 for the exact-point TEM speci- 
men preparation with the help of HV-SEM imaging have 
been carried out using the DRAM devices. Figure 4 shows a 
series of HV-SEM images of the 16M-DRAM device, which 
have been taken at every 0.1-0.2-yiim-thick FIB milling. 
Structures around the contact change in three dimensions 
(3D) as milling proceeds. Figure 5 shows a stereo pair of 
images of the 4M-DRAM specimen. The specimen was tilted 
by ± 8°. The depth of field is about 1 fim. The image reso- 
lution gradually worsens with the depth and reaches about 
0.1 /mm at about 1 /u,m deep. It means that the 200 kV SEM 
image allows 3D microscopy with about 0.1 fim image reso- 
lution from the surface to about 1 /mm deep for a Si device. 

FIG. 2. Generation of secondary electrons (SE) and backscattered electrons 
using a high voltage (HV) electron beam. 

FIG. 4. Series of HV SEM images taken at every 0.1-0.2-/im-thick FIB- 
milling for 16M-DRAM specimen (Hitachi 200-kV TEM; HF-2000). 
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+8° "8° 
FIG. 5. Stereo pair of HV SEM images of 4M-DRAM specimen (Hitachi 200-kV TEM; HF-2000). 

Figure 6 shows the Monte Carlo simulations of 30 and 
200 keV electron's trajectories in a 1-^m-thick Si film. The 
200 keV beam broadens with the penetrating depth and its 
diameter (defined as 23/2cr) reaches about 0.1 £tm at 1 fim. 

30 keV 

200 keV 

Thick(A)=10000 

FIG. 6. Monte Carlo simulations of 30 and 200 keV electron's trajectories in 
a l-/im-thick Si film. (The number of electrons is 200.) 

deep. This beam broadening explains successfully the depth- 
dependent image resolution of the 200 kV SEM mentioned 
above. On the other hand, the 30 keV electron beam is about 
0.1 (im broad even at a quarter micron deep. Besides, some 
electrons are backscattered and diffused. These processes 
also worsen the SEM image resolution. Therefore, a 30 kV 
SEM is insufficient to aid the submicron-step FIB cross sec- 
tioning with imaging the inner submicron-scale structures. 
We trust that the FIB cross sectioning aided by HV(200 kV)- 
SEM imaging will be a very powerful method on an exact- 
point TEM sample preparation for the failure analysis. 

III. ENERGY-FILTERING TEM (EF-TEM) IMAGING 

Another approach to the exact-point TEM observation is 
the energy-filtering TEM (EF-TEM) imaging,6,7 which is ap- 
plicable for thick specimens of about 0.5 fxva, in contrast to 
about 0.1 fim in the conventional TEM (CTEM) imaging. 
The electron beam transmitted through the specimen con- 
tains electrons of various energies as shown in Fig. 7. The 
beam includes zero-loss electrons which have no energy loss, 
plasmon-loss electrons which have lost some energy due to 
the excitation of plasma oscillations in the specimen, and 
core-loss electrons which have lost energy through inner 
shell excitation of the specimen atoms. 

Since CTEM uses all these different energy-loss elec- 
trons, the images tend to be blurred due to chromatic aber- 
rations. An energy filter, on the other hand, can be used to 
select electrons of specific energies. With zero-loss electrons, 
even a thick specimen can be observed with sharp contrast. 
Using specific energy-loss electrons, thin specimens can be 
observed with a high contrast that reflects the elemental den- 
sity distribution. Furthermore, with core-loss electrons re- 
sulting from inner shell excitation of specific elements, el- 
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FIG. 7. Transmitted electrons containing zero-loss electrons, plasmon-loss 
electrons, and core-loss electrons. 

emental mapping is feasible. These images reveal the 
elemental composition of ultramicroscopic portions of speci- 
mens, something not possible with CTEM. 

An optical diagram of energy filter (Hitachi EF-1000)4'5 

used in the present study is schematically shown in Fig. 8. 
After being transmitted through the specimen, the electron 
beam passes through a magnetic objective lens and a two- 
stage intermediate lens, and then converges at a crossover to 
produce an image on the entrance image plane. The beam 
enters an energy filter of a sector magnetic pole, first where it 
is deflected 90°, then 180°, and finally 90°. The beam is 

Specimen 

Objective lens 

Crossover 

Intermidiate 
lens system 

E=E0-AE\|mageP|ane 

E=E 

Achromatic image plane 

Energy filter 

Energy dispersive plane <=7 ^=3 Energy-selecting slit 

Projection lens system 

Viewing screen 

FIG. 8. Schematic diagram of energy filtering optics (Hitachi EF-1000). 

FIG. 9. 100 kV CTEM and EF-TEM images of a 16M-DRAM specimen 
(about 0.5 fim in thickness): (a) CTEM, (c) zero loss, and (e) plasmon loss 
(60 loss and 20 eV energy window); (b), (d), and (f) in the right row are 
high magnification images of the corresponding images in the left row. 

energy dispersed and travels in y-shaped trajectories. After 
leaving the energy filter, the electrons travel in different tra- 
jectories depending on the energy and converge again on the 
achromatic image plane. The electrons are confined in spe- 
cific energies using an energy selection slit, and the resulting 
image shows little blurring. Finally, the achromatic image is 
enlarged on a viewing screen by two-stage projector lenses. 
Since the input beam axis for the energy filter is identical 
with the output, the CTEM mode is available by simply turn- 
ing off the energy filter. A switchover from EF-TEM to 
CTEM mode and vice versa allows two-way TEM observa- 
tion of the same specimen. 

Typical comparisons between CTEM and EF-TEM 
images4 are demonstrated using a 16M-DRAM specimen in 
Fig. 9. The thickness of the FIB prepared specimen is about 
0.5 yam and the electron accelerating voltage of the TEM is 
100 kV. Figure 9(a) shows a CTEM image of the whole area 
of 1-bit DRAM cell, and Figs. 9(c) and 9(e) show EF-TEM 
images of zero loss and plasmon loss (60 eV loss and 20 eV 
energy width) images, respectively. Figures 9(b), 9(d), and 
9(f) are high magnification images of a contact hole in the 
corresponding Figs. 9(a), 9(c), and 9(e) images, respectively. 
The CTEM images do not provide fine structures of the 
specimen because the specimen is too thick for the 100 keV 
electrons and inelastic electrons blur the images. 
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FIG. 10. Electron energy loss spectrum of the DRAM cell. The energy range 
of plasmon-loss images of Figs. 8(e) and 8(f) is set to the maximum of 
spectrum, i.e., the fourth plasmon-loss electrons. 

The zero-loss images remarkably enhance the image con- 
trast and allow us to observe the fine structures. Here, the 
present specimen was still in the fabrication process so that 
the passivation film did not cover completely the wiring area 
and leaves some voids therein. Since these voids and their 
surrounding areas are largely different in electron densities, 
it is difficult to suppress a halation in the image. Last, the 
plasmon-loss images show removal of the halo pattern to 
allow us the entire area with the same contrast. The 60 eV 
loss images of the contact hole [Fig. 9(f)] show almost the 
same contrast and image quality as the zero-loss image [Fig. 
9(d)]. This indicates that plasmon-loss images can reduce the 
specimen-thickness effect among various-thickness speci- 
mens. Bright rings at the top of Fig. 9(e) are formed by 
surface plasmon excitation of their corresponding openings 
in the specimen. Figure 10 shows an energy loss spectrum of 
the DRAM specimen used in Fig. 9. Comparing with a small 
zero-loss peak (0), plasmon-loss electrons have many peaks 
(1-6) counting up the sixth excitation. In the present 
plasmon-loss images [Figs. 9(e) and 9(f)], the energy range 
was set at 55-75 eV (20 eV in energy width) so as to involve 
the fourth plasmon-loss electrons which is the maximum of 
the spectrum. Since, in general, the suitable energy range for 
plasmon-loss image observation changes with the specimen 
thickness and the specimen itself, it should be defined in the 
operation. 

Consequently, the EF-TEM provides plasmon-loss images 
with high contrast and high resolution even for about 0.5- 
^m-thick specimens. Such a thick specimen allows observa- 
tion of whole structures that may be lost in CTEM specimen 
preparation (about 0.1 /urn in thickness). 

Standard 3 mm grid compatible holder 

Sample direct-mount holder 

FIG. 11. FIB/TEM compatible specimen holders; (a) a standard 3 mm grid 
compatible holder and (b) a direct-mount specimen holder. 

oped (e.g., Hitachi FIB system FB-2000A)4'9 Figures 11(a) 
and 11(b) show two kinds of holders: a standard 3 mm grid 
compatible holder and a direct-mount specimen holder. The 
upper-side rim of the holder has been cut out for the ion 
beam. A double-tilt holder and an eight-specimen holder (not 
shown here) have also been produced. The eight-specimen 
holder comes with a turret on which the specimen grids are 
mounted. Each grid can be FIB-cross sectioned or TEM ex- 
amined sequentially. The use of compatible holders provides 
the following three advantages: 

(1) Time savings during specimen transfer between the 
FIB and TEM, 

(2) easy to perform the specimen transfer between FIB 
and TEM systems, 

(3) prevent specimen damage, contamination, cracking, 
or dropping during specimen handling. 

The FIB system, mounted with a high-performance ion 
column designed using a new guideline,10 allows the FIBs at 
high current densities in a wide range of beam diameters. 
Thus, the system has brought about high performance in both 
milling speed and positional accuracy. Consequently, the 
whole process from FIB milling to TEM observation is per- 
formed at a high throughput of 2-3 specimens/day, in com- 
parison to 2-3 days/specimen for conventional specimen 
preparation techniques using mechanical polishing and 
broad-ion-beam thinning. Furthermore, the thickness allow- 
ance of about 0.5 fim for the EF-TEM imaging is rather 
effective to improve the yield of the exact-point TEM obser- 
vation as well as shorten the FIB milling time. 

IV. LINKAGE OF FIB WITH TEM 

The FIB cross sectioning is closely associated with the 
TEM observation as mentioned above. The specimen is 
transferred several times between the FIB and TEM systems, 
especially for a combination of the FIB milling and the HV- 
SEM imaging. To facilitate specimen handling between the 
two systems, compatible side-entry holders have been devel- 

V. CONCLUSIONS 

Although FIB cross sectioning is very useful to prepare 
the TEM specimens of about 0.1 (im in thickness, there are 
some difficulties on exact-point TEM observations for device 
failure analysis. The reason is that the failures are mostly 
under the device surfaces and their exact locations are not 
determined from the SIM images providing the device sur- 
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face structures. Even fine-step FIB cross sectioning may 
overmill the failures. The following two proposals of the 
exact-point TEM observations combined with FIB cross sec- 
tioning are discussed: (1) HV-SEM imaging and (2) EF- 
TEM imaging (one of optional TEM functions). The HV- 
SEM imaging provides information on not only the sample 
surface but also inner structure up to about 1 /xm deep. Such 
inner structure images are very useful to exactly confine the 
failures in about 0.1-yum-thick TEM specimens. The EF- 
TEM imaging is applicable even for 0.5-/mi-thick specimens 
at 100 kV in the accelerating voltage, in contrast with 0.1- 
/xm-thick specimens for the CTEM imaging. Thicker speci- 
mens are more desirable because they certainly retain the 
failures. Preliminary experiments have supported that either 
proposal presumably improves a yield of the exact-point 
TEM inspection. The specimen transfer between FIB and 

TEM systems is effectively carried out by employing the 
FIB/TEM compatible specimen holders. The whole process 
from FIB milling to exact-point TEM observation is able to 
attain high throughput of 2-3 specimens/day. 
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A position controlled or density controlled GaAs microcrystal growth from Ga droplets was 
attempted using a low energy focused ion beam system. Ga ions from a liquid Ga ion source were 
accelerated up to 10 kV to produce a focused ion beam. Subsequently the ions were given a positive 
bias to reduce their kinetic energy by a four-element retarding lens system. The Ga ions with a 30 
eV kinetic energy softly landed on a S-terminated GaAs surface and formed a series of Ga droplets 
or Ga droplets matrix. After initiating the As molecule supply, GaAs microcrystals were found to 
grow from these Ga droplets. The low energy focused ion beam was also applied to create 
nucleation sites of Ga droplets on an As-terminated Si (001) surface at 100 eV. Ga droplets with 
high density were formed on a region where As atoms were removed partially on the Si surface. 
From these results, the low energy focused ion beam was found useful for position control or density 
control of GaAs microcrystals on semiconductor materials. © 1998 American Vacuum Society. 
[S0734-211X(98)01404-8] 

I. INTRODUCTION 

Recently, an innovative method for fine structure fabrica- 
tions has been introduced from the field of microelectronics.1 

An especially low dimension carrier confinement has been 
attempted for practical device application as well as funda- 
mental interests.2 For example, the quantum dot has been 
intensively studied because of its potential for laser 
application.3 As a sophisticated fabrication method, ' 'droplet 
epitaxy" was proposed, where GaAs microcrystals grow 
from Ga droplets on a Se- or S-terminated GaAs surface, and 
successful results have been reported.4'5 However, the posi- 
tion of the GaAs microcrystals could not be controlled. To 
improve the optical properties, a position control for the 
GaAs microcrystals is required. For this purpose, first posi- 
tion control of Ga droplets must be achieved. 

In the past, several types of focused ion beams with a 
retarding system have been proposed for etching and depo- 
sition with kinetic energy control.6-9 However, a serious 
problem in the low energy focused ion beam system (LE- 
FIB) has been the problem in making fine structures due to 
its expanded beam diameter during retarding. 

In this paper, a LE-FIB with a combination of the "drop- 
let epitaxy" is proposed to fabricate position controlled fine 
structures and a direct GaAs microcrystal formation on the 
S-terminated GaAs surface is demonstrated. In addition, 
GaAs microcrystal growth on an As-terminated Si surface is 
attempted to investigate a new possibility of fine structure 
fabrication. 

II. LOW ENERGY FOCUSED ION BEAM SYSTEM 
(LE-FIB) 

The proposed LE-FIB system with a liquid Ga ion source 
has four groups of static lenses. The first one is used to 

"'Electronic mail: tchikyo@momokusa.nrim.go.jp 

extract Ga ions from the source and inject them into the 
accelerating column at 7.0-8.0 kV. The second lens is biased 
up to 10.0 kV for making a fine beam. The third lens is 
biased for focusing around 4.0 kV. The last one has four 
static electrodes for retarding using a 9.90-9.97 kV positive 
bias. The isotropic retarding in the column suppresses the ion 
beam expansion to some extent. Deflectors in the middle of 
the column scan the beam, and secondary electrons caused 
by ion bombardment are detected by a multi-channel plate 
attached at the bottom of the ion gun column, to obtain im- 
ages as in scanning electron microscopy (SEM). This LE- 
FIB system is schematically illustrated in Fig. 1. The retard- 
ing part is set in the ultrahigh vacuum (UHV) chamber as 
shown in Fig. 1. The sample holder is shared with a scanning 
tunneling microscope (STM), which is situated in another 
UHV chamber, and with a conventional molecular beam ep- 
itaxy (MBE) system to supply Ga and As molecules. The 
three systems (LE-FIB, STM, and MBE) are connected in 
UHV. The sample holder is transferred between the three 
systems without breaking vacuum. Sample heating is carried 
out by direct current. 

III. EXPERIMENTS 

A. GaAs on a S-terminated GaAs (001) surface 

A GaAs buffer layer was grown on a GaAs(OOl) substrate 
in another MBE system to grow a uniform buffer layer. The 
surface showed a (2X4) reconstruction after the growth. 
Subsequently sulfur molecules were supplied onto the sur- 
face at 400 °C to form a S-terminated (2X6) reconstructed 
surface.10 The surface was then covered by As at room tem- 
perature to form a protection layer for carrying the sample 
from the MBE chamber to the LE-FIB system. In the UHV 
chamber of the LE-FIB system, the As protection layer was 
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FIG. 1. Schematic illustration of the proposed low energy focused ion beam system. 

removed thermally by direct current. The surface structure 
was monitored by reflection of high energy electron diffrac- 
tion (RHEED). 

Ga ions were supplied to the surface at 30-100 eV at 
room temperature in a repeated line scan mode. The ion 
beam current was 1.0 nA. The scanning speed was 25 cm/s 
and the total scanning time per line was 7.0 min. Ga ions 
were also supplied to the surface to form a 10X 10 matrix of 
Ga droplets at 30 eV for 100 s (1.0 s Ga supply at each 
point). Surface morphologies were observed by SEM and the 
surface states were characterized by scanning tunneling spec- 
troscopy (STS). 

B. GaAs on a As-terminated Si (001) surface 

After a conventional cleaning process, a rectangle shaped 
Si (001) sample was dipped into a HF solution (HF:H20 
= 1:9) and loaded into the MBE system. The sample was 
heated up to 1200 °C and flashed for 3 s by direct current in 
an As molecule atmosphere (As pressure was approximately 
10~4 Pa). Subsequently the temperature of the sample was 
reduced to 400 °C to achieve an As termination of the Si 
surface. 

After the partial pressure of As molecules became less 
than 2X 10~6 Pa, the sample was transferred to the LE-FIB 
chamber and the sample surface was irradiated by Ga ions 
with 100 eV at room temperature to remove some As dimers 
from the surface. The scanned region was 200 /xmX200 /mi. 
On the surface, Ga molecules were supplied at 500 °C using 

an effusion cell. Then As molecules were supplied again at 
the same temperature to grow GaAs microcrystals. The sur- 
face morphologies were observed by SEM. 

IV. RESULTS AND DISCUSSION 

When the Ga ions were supplied to the S-terminated 
GaAs surface below 100 eV, a series of Ga droplets 200-300 
nm in size were observed. Lines of Ga droplets formed at 
100 eV were shown in Fig. 2. The ion beam diameter was 
about 5.0 fim. The droplets seemed to locate in the center of 
the scanned ion beam. The space between the Ga droplets 
was 2.3 fim on average. 

When Ga ions were supplied at 30 eV, Ga droplets in line 
were also observed in the beam center region. However, the 
space between the droplets was about 6.3 fim, which was 
wider than that at 100 eV. The droplets are shown in Fig. 3. 
In this case, the beam diameter was 10 fim because of the 
ion repulsion in the column. 

The Ga ion beam has an energy distribution when it is 
extracted from the source. This distribution remains after re- 
tarding. The value is estimated to be ± 10 eV for the liquid 
Ga ion source.11 If the higher energy Ga ions are focused to 
the beam center to hit the S-terminated GaAs surface, defects 
such as surface vacancies or sulfur removed from the area 
will be formed in the center by ion bombardment. These 
defects will be nucleation sites for Ga to form droplets. Other 
Ga ions, which have a lower kinetic energy, land on the 
surface in an over focused condition and lose their charge 
immediately. These Ga atoms migrate on the surface after 
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FIG. 2. Ga droplets in line formed by 100 eV ion irradiation. Ga droplets 
200-300 nm in size were observed. The space between droplets is 2.3 fj,m 
on average. 

landing. They may be trapped by the defects and subse- 
quently form Ga droplets. As a result, a series of Ga droplets 
are thought to be formed in the center of the scanned ion 
beam. Some of the landing Ga atoms may contribute to make 
an intermixing region. Observed white lines in Fig. 3 are 
speculated to be regions where the intermixing has occurred. 
However the intermixing region is not likely to affect the Ga 
surface diffusion seriously because Ga droplets are formed 
by surface diffusion on micron scale. 

When the Ga ions are supplied at the lower kinetic energy 
of 30 eV, the number of surface defects is reduced, leading 
to fewer nucleation sites. For this reason, fewer Ga droplets 
are formed, as observed in Fig. 3. This model is schemati- 
cally illustrated in Figs. 4 and 5. 

Defect density at the surface may affect the Ga diffusivity 
in the scanning direction. If the scanned region has greater 
defect density, the diffusion length of Ga becomes shorter. In 
this case, spacing of the Ga droplets becomes narrow. This 
may be the reason why the Ga droplets were arranged every 
2.3 ^tm when the ions were supplied at 100 eV. On the other 

FIG. 3. Ga droplets in line formed by 30 eV ion irradiation, Ga droplets 
200-300 nm in size were also observed. However the space between the 
droplets is 6.3 /j.m on average. 

Retarding Lens Retarding Lens 

Substrate 

FIG. 4. Speculated trajectory of the higher energy Ga ions and the lower 
energy Ga ions. The higher energy ions are focused to the center region and 
create nucleation sites. The lower energy ions land on the surrounding re- 
gion to supply Ga atoms. 

hand, a lower density of defects, caused by the 30 eV ion 
supply, leads to a longer diffusion length, resulting in the 
relatively larger separation between Ga droplets as observed 
in Figs. 2 and 3. 

An advantage of this method is that fine structures can be 
formed even though the beam diameter is greater than 5.0 
/im. Basically, the droplet size is thought to be controlled by 
the amount of Ga ions supplied. The LE-FIB combined with 
"droplet epitaxy" seems to be useful for fabricating fine 
structures. 

To estimate surface damage caused by the ion bombard- 
ment, a STS measurement was carried out. The initial S- 
terminated GaAs surface was found to have few surface 
states because significant band bending was not observed. 
However, when the Ga ions were supplied at 30 eV to cover 
20% of the surface with Ga atoms, the Fermi level began to 
move to the center of the GaAs band gap. This means that 
some of the Ga ions made surface states, resulting in Fermi 
level pinning. Only a 1% surface defect density for surface 
sites is sufficient for the Fermi level to be pinned. From these 

Beam diameter 
Higher energy Ga ion beam 

Lower energy 
Q Ga ion beam 

o 
I 

Sputtered atom 

Intermixing 

S-terminated surface 

Defect or 
Sulfur removed region 

Intermixing 

FIG. 5. Schematic illustration of defect formation by ion bombardment and 
growth of Ga droplets by surface diffusion. 
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FIG. 6. GaAs microcrystals in line after As molecule supply. GaAs micro- 
crystals of 500 nm were observed after the As molecule supply to the Ga 
droplets. The white spots are the GaAs microcrystals. The GaAs microcrys- 
tals were polycrystalline. 

FIG. 7. Ga droplets on the As-terminated Si(001) surface. A smaller size of 
Ga droplets with high density were observed in a region where Ga ion 
beams with 100 eV were irradiated (right upper region). On the remaining 
As-terminated region, larger size of Ga droplets with lower density was 
observed. 

results, most of the Ga ions were thought to land softly on 
the surface and cause little damage. These results agree with 
the proposed model that higher energy ions make surface 
defects for nucleation and lower energy ions land softly on 
the surface to grow Ga droplets. 

After the As molecule supply to the Ga droplets at 
200 °C, GaAs microcrystals in line were observed as in Fig. 
6. A three-dimensional growth of GaAs occurred and this 
result meant that a lateral growth of GaAs, which was ob- 
served on an As-stabilized GaAs surface,4 did not occur on 
the surface, although some parts of the surface had an inter- 
mixing region between the irradiated Ga- and S-terminated 
GaAs. 

The microcrystals were polycrystalline due to the low 
growth temperature. However, if the size of the Ga droplets 
was smaller than 50 nm, the microcrystals should be single 
crystal as already confirmed in previous reports.4'5 

When the Ga ion with 30 eV was supplied to the S- 
terminated GaAs surface to form a Ga droplet matrix, Ga 
droplets of 100 nm in size were observed every 10 /xm. The 
droplets were located in the center of the irradiated area. This 
result means that the higher energy ions make surface defects 
or the S-removed region in the center of the irradiated area 
and lower energy ions land softly on the surrounding region. 
In the same manner with the Ga droplets formation by re- 
peated line scan mode, Ga atoms were trapped in the center 
region and formed Ga droplets. 

The As-terminated Si (001) surface has As-As dimers on 
a Si surface and has a fully coordinated surface with (2 
X 1) symmetry, where all the dangling bonds are occupied. 
This surface structure creates a stable surface with a low 
surface free energy.12 Actually the surface free energy of the 
As-terminated Si (001) surface is estimated to be 0.38 eV/ 
atom, while the Si (2X1) surface is estimated to be 1.45 
eV/atom.13 A Ga surface has almost the same value of the 
surface free energy as the Si (001) surface. From these facts, 
a partially As-removed Si surface is expected to give prefer- 
ential nucleation sites for semi-spherical Ga droplet forma- 

tion. As the As-terminated Si surface has fully occupied 
bonds, additional As molecules do not adhere to the surface. 
This will create another surface which is similar to the S- 
terminated GaAs surface. 

As shown in Fig. 7, in the region where Ga ions were 
scanned, Ga droplets of 300 nm in size with a high density 
were apparently observed, while on the As-terminated re- 
gion, larger Ga droplets of 500 nm were found in low den- 
sity. 

After the As molecule supply, a three-dimensional growth 
was observed as shown in Fig. 8. If the proposed As dimers 
were removed periodically by finer Ga ion beams, position 
control or arranged GaAs microcrystals would be expected, 
leading to a new method of a position control of microcrys- 
tals. 

In summary, GaAs microcrystal growth in combination 
with low energy focused ion beams and the "droplet epi- 
taxy" was attempted on the S-terminated GaAs (001) surface 

FIG. 8. GaAs microcrystals on the As-terminated Si(001). Smaller and high 
density GaAs microcrystals were observed in the region where Ga ions were 
irradiated (left region). On the remaining region, larger and lower density 
GaAs microcrystals were observed. 
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and As-terminated Si (001) surface. On both surfaces, the 
low energy focused ion beam played an important role in 
position control of microcrystals and nucleation site creation 
for the microcrystal growth. From the results obtained, a 
possibility of fine structure fabrication by low energy fo- 
cused ion beam was demonstrated. 
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AIGaAs/GaAs heterostructures grown on a focused-Be-ion-beam 
written backgate 
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Novel structures, in which an AIGaAs/GaAs modulation doped structure is overgrown on an 
underlying Be-implanted /?-type region, are successfully fabricated using a system in which 
focused-ion-beam (FIB) implantation and molecular-beam epitaxy chambers are connected through 
a high vacuum tunnel. The two-dimensional electron gas (2DEG) at the heterointerface is well 
controlled by a voltage applied to the Be-FIB written backgate. Though Be out diffusion into the 
overgrown layer is observed, the sharp front of the out diffusion enables us to fabricate devices with 
a small separation between the 2DEG andp-type backgate. The three-dimensional hole gas (3DHG) 
formed by the Be-FIB implantation is used not only as a backgate but also for measuring the 
interaction between 2DEG and 3DHG. © 1998 American Vacuum Society. 
[S0734-211X(98)04304-2] 

I. INTRODUCTION 

A combination of focused-ion-beam (FIB) selective dop- 
ing and molecular-beam epitaxy (MBE) overgrowth has been 
used to fabricate several kinds of three-dimensional 
structures.1"5 Among them, localized buried backgates 
formed by FIB implantation are widely applied to control the 
double layer structures.4"7 Linfield et al.4 and the authors7 

formed a localized backgate using a Ga-FIB insulating tech- 
nology. The Si-doped «-type layer is cut into several seg- 
ments by Ga-FIB scanning,8 and it is possible to grow a 
modulation-doped structure on it. In these structures both the 
Si-doped backgate and the two-dimensional electron gas 
(2DEG) at the heterointerface are n-type, which means an 
AlGaAs barrier layer is necessary in order to reduce the gate 
leakage current. In general, it is more difficult to grow a 
modulation-doped AIGaAs/GaAs structure on AlGaAs than 
on GaAs. 

In this article we demonstrate a different type of backgate 
structure where the back-gate is formed from a Be-FIB im- 
planted p-type region. The pn-junction-type structures en- 
able us to grow a AIGaAs/GaAs modulation-doped structure 
directly on the Be-implanted GaAs without inserting an 
AlGaAs barrier layer. The electron density of the 2DEG is 
well controlled by applying a backgate bias less than the 
band gap energy value where a forward current starts to flow 
through the pn junction. 

The Be-FIB written backgate (three-dimensional hole gas; 
3DHG) and the 2DEG have independent Ohmic contacts, so 
it is also possible to measure the drag effect9"11 between 
2DEG and 3DHG using these structures.12 

II. FABRICATION 

A schematic diagram of the fabricated structure is shown 
in Fig. 1. First, an undoped GaAs layer was grown on a 
semi-insulating GaAs substrate by MBE. Then, the growth 

a)Electronic mail: hirayama@will.brl.ntt.co.jp 

was interrupted and the sample was transferred from the 
MBE chamber to the FIB chamber. All systems including the 
tunnel between the two chambers were kept in a vacuum 
better than 10~9 Torr. The Be ion beam extracted from the 
Au-Si-Be liquid-metal ion source was implanted in the de- 
signed place at 50 kV. The ion dose was changed from 1013 

to 6X 1Ö14 cm"2 by adjusting the number of scans. To en- 
sure the good contact between Ohmic metals and Be-FIB 
written p-type regions, the Be ion dose was increased to 
more than 1.5X 1014 cm-2 in the contact regions. After FIB 
scanning, the sample was returned to the MBE chamber and 
the modulation-doped structure was overgrown. In the initial 
stage of the second growth, the sample was heated to 670 °C. 
Then, the overgrowth was carried out at the growth tempera- 
ture of 660 °C. The modulation-doped structure consists of 
an undoped 250 nm thick GaAs layer, an undoped 15 nm 
Al033Gao.67As spacer layer, a Si-doped (2X 1018 cm"3) 25 
nm Al0 33Gao.67As layer, an undoped 15 nm Al033Gao.67As 
layer and a Si-doped (1018 cm"3) 15 nm GaAs cap layer. 
The undoped Al0 33 Gao.67 As spacer layer was 25 nm in the 
structure used for the secondary ion mass spectroscopy 
(SIMS) profile measurements. The implanted Be was acti- 
vated during the second growth process and no additional 
annealing was carried out after the MBE growth. 

After completion of the growth, a Hall-bar pattern includ- 
ing five terminals was defined by chemical etching. The Au- 
Ge-Ni ohmic metals were formed at the ends of the five 
terminals for «'type Ohmic contacts. On the other hand, Au/ 
Au-Zn metals were evaporated at the ends of the Be- 
implanted region as p-type Ohmic contacts. A Ti/Au 
Schottky gate was evaporated in the center of the Hall bar. 
The Ti/Au film was then used as a self aligned mask for a 
mesa etch to a depth greater than the penetration depth of the 
50 kV Be ions. Thus the structure whose cross section is 
shown schematically in Fig. 1(b) was completed. The final 
structure was a 10-jum-wide Hall-bar with 5-yttm-wide volt- 
age terminals attached at intervals of 30 /xm. The Be ions 
were selectively implanted so that there was no p-type region 
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FIG. 1. (a) Schematic diagram of the fabricated backgate devices and (b) the 
cross section at the center of the Hall bar. In the center region of the Hall 
bar, the modulation-doped heterostructure and Be-implanted region are si- 
multaneously etched using a Ti/Au surface gate as a self-alignment mask, 
(c) Low-temperature /- V characteristics of the Be-FIB written p-type re- 
gion with various Be ion doses. 

under the «-type Ohmic contacts. In addition, the self- 
alignment process protects the Ti/Au gate directly overlap- 
ping the Be-implanted region. These features suppress the 
gate leakage current for both back and surface gates and 
enable us to control the characteristics of the 2DEG in a 
rather wide range. 

The current-voltage characteristics measured between 
two p-type. ohmic contacts through the Be-implanted region 
are shown in Fig. 1(c). Though the Be-implanted region ex- 
hibits good Ohmic behavior at room temperature, conduc- 
tance at low temperature drastically decreases when the Be 
dose becomes less than 1014 cm"2. However, linear Ohmic 
behavior is obtained at 1.6 K when the Be dose is beyond 
4X 1013 cm-2 as shown in Fig. 1(c). For a smaller Be dose 
the Ohmic behavior is not perfect. In spite of this poor 
Ohmic behavior, the Be-implanted region still acts as a back- 
gate down to the ion dose of 1013 cm"2 because of the low 
leakage current between the Be-implanted backgate and the 
2DEG. 

0.2   0.4   0.6   0.8   1.0   1.2   1.4 

Vb    (V) 

FIG. 2. Electron density change as a function of backgate bias (Vb) at 1.6 K 
for the backgate device with a Be dose of 5X 1013 cnT2. Carrier densities 
of the 2DEG are plotted for several surface-gate bias (Vs) values. 

III. TRANSPORT CHARACTERISTICS OF 2DEG 

The mobility and electron density of the 2DEG at the 
heterointerface were estimated from the transport character- 
istics in a low-magnetic-field region (ßssO.15 T) with a dc 
current of 500 nA. All transport measurements were carried 
out at 1.6 K. The backgate leakage current was less than 100 
pA for the backgate bias (Vb) of less than 1.3 V. The leakage 
current increased when the bias reached 1.4 V but did not 
exceed 10 nA in this measurement. The gate leakage current 
was also limited in the range less than 10 nA for the surface 
gate. For all the devices with a Be-implanted backgate, the 
2DEG is depleted from the back side when Vb = 0 V. As Vb 

increases, the 2DEG is formed at the heterointerface. The 
threshold backgate voltage, where the 2DEG starts to popu- 
late, increases with Be ion dose. 

Examples of carrier density change as a function of Vb are 
shown in Fig. 2 for a backgate device with a Be dose of 5 
X1013 cm"2. The voltage applied to the surface gate (Vs) is 
a parameter. The carrier density increases linearly with in- 
creasing Vb and the slope dnldVb is equal for all Vs values. 
This indicates that the effective distance between the back- 
gate and the 2DEG is constant and independent of Vs and 
Vb . The slope dn/dVb = 4MX 1011 cm~2/V corresponds to 
the distance of 142 nm. Figure 3 shows electron density as a 
function of Vb for devices with different Be doses. For all Be 
doses used in this experiment, the slope ö'n/ö'Vb is constant 
and independent of Vs. However, this slope clearly increases 
with Be dose as shown in Fig. 3. This indicates a reduction 
in the effective distance between the backgate and the 2DEG 
and is related to the Be out diffusion as discussed later. 

The measured mobility (/z) is ranged from 4X104 

cm2/Vs (at n=10n cm"2) to 4X105 cm2/V s (at 5 
X1011 cm"2) and /x is proportioned to ra1,5. This relation 
suggests   a   dominant   role   of   remote   ionized-impurity 
scattering. Though the mobility characteristics are dis- 
cussed in detail in a separate paper,14 it should be noted here 
that the mobility values are almost equal to those for the 
devices without a Be-implanted backgate. For some combi- 
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FIG. 3. Comparison of carrier density change as a function of Vb between 
two devices with different Be doses. These data are obtained at the same Vs 

value of 0.6 V. The slope dnldVb corresponds to the effective distance 
between the 2DEG and the backgate. 

nations of Vs and Vb the mobility is rather enhanced due to 
the modification of the electron wave function distribution. 
These results further suggest that remote ionized-impurity 
scattering due to the dopants in the Si-doped AlGaAs layer 
and residual impurities in the AlGaAs spacer layer dominate 
the mobility and that the trace of implantation-induced dam- 
age and the out diffusion of Be in the overgrown layer do not 
degrade the quality of the 2DEG. This situation is confirmed 
for the Be dose up to 8 X 1013 cm-2. 

IV. SIMS PROFILE MEASUREMENTS 

For further investigation of the structure fabricated by the 
FIB+MBE process, SIMS depth profiles were measured for 
Al, Si, and Be, and the result is shown in Fig. 4. The large Be 
ion dose of 1.8X1014 cm"2 was used to clarify the depth 

Alni33Ga0.67As    growth interruption 

Ü 200 400 

Depth   (  nm 

600 

FIG. 4. SIMS profiles of Al, Si, Be and C obtained for the backgate device 
with Be dose of 1.8X1014 cnT2. The dotted line indicates the growth- 
interrupted and Be-implanted position. The density of Be drops abruptly at 
the out diffusion front. The depth-profile measurements were started after a 
few tens of seconds initial sputtering for checking the position. Therefore, 
the depth of a horizontal axis is calibrated from the interface between 
AlGaAs and GaAs using the sputter rate of GaAs. The profiles of Al, Si and 
Be were measured using a positive ion analysis and that of C was measured 
using a negative ion analysis with a different run. 

distribution of Be. The Al and Si distributions clearly indi- 
cate the position of the AIGaAs/GaAs heterointerface and Si 
modulation doping. The Be profile has two peaks. The deep- 
side peak approximately corresponds to the penetration depth 
of Be at 50 kV, which indicates it comes from the implanted 
Be itself. The shallow-side peak agrees well with the growth 
interrupted position. The Be ions probably pile up at the 
growth-interrupted surface during the thermal treatment be- 
fore starting the overgrowth. The out diffusion of Be into the 
overgrown layer is clearly seen in the depth profile. How- 
ever, it is important that the edge of the Be out diffusion is 
rather sharp and the Be signal becomes smaller than the de- 
tection limit at the heterointerface in Fig. 4. 

The abrupt decrease in Be density enables us to estimate 
the front of the out diffusion from SIMS data. This out dif- 
fusion is enhanced by increasing Be dose. The Be out diffu- 
sion length can also be estimated from the transport measure- 
ments discussed in the previous section. The dnldVb slope 
corresponds to the effective distance between the 2DEG and 
the backgate and the Be out diffusion length can be esti- 
mated by subtracting this value from the overgrown GaAs- 
layer thickness (250 nm). The out diffusion lengths estimated 
by both methods fall on the same line, which increases lin- 
early with the logarithm of Be ion dose when the Be dose is 
larger than 1013 cm""2. For example, the estimated out dif- 
fusion lengths are 76, 108 and 120 nm for the Be dose of 
3X1013, 5X1013 and8X1013 cm"2, respectively.14These 
values correspond to the distance between the 2DEG and the 
backgate, or in other words between the 2DEG and the Be 
out-diffusion edge, of 174, 142 and 130 nm. As discussed 
previously, good 2DEG properties are maintained even for 
the Be dose of 8 X1013 cm-2 in spite of the small distance 
(130 nm) between the 2DEG and the backgate. This electri- 
cal property strongly supports the sharp drop of Be density at 
the front of the out diffusion and is consistent with the SIMS 
profile measured in Fig. 4. 

In addition, the profile of C was also measured and the 
result is shown again in Fig. 4. In a previous report,15 C 
contamination was clearly observed when the growth was 
interrupted in air but not when interrupted in the high 
vacuum. The C detected near the surface in Fig. 4 indicates 
the C contamination of the air exposed surface. This surface 
contamination makes a tail down to 150 nm in this SIMS 
profile measurement. The important point is that the mea- 
sured C profile is flat with the value determined by the back- 
ground contamination of the SIMS measurement equipment 
at the growth interrupted position. There is no pile of the C 
contamination at the growth interrupted interface where the 
hump of Be is clearly seen. This indicates that a 
contamination-free process is realized in the all-vacuum FIB 
+MBE system used in this experiment. 

V. DRAG EXPERIMENTS 

The Be-FIB written backgate is a 3DHG and the distance 
between this backgate and the 2DEG becomes as narrow as 
130 nm in the fabricated structure. In addition, the Be-FIB is 
selectively scanned, so that separate contacts are realized for 
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FIG. 5. Longitudinal resistance (Ä„) of the 2DEG and the mutual transre- 
sistance (R,) between the 2DEG and the 3DHG measured for the device 
with the Be-ion dose of 8X 1013 cm"2. R, is determined by dividing the 
drag voltage induced in the 3DHG by the driving current (1 fiA). The 
measurements were carried out at 1.6 K. 

the 2DEG and the 3DHG. Therefore, it is possible to apply 
this structure for the study of the interaction between 2DEG 
and 3DHG. We measured the drag signal that appeared in the 
3DHG when a driven current was applied to the 2DEG, and 
the result is shown in Fig. 5. The device with Be dose of 8 
X1013 cm-2 was used in this measurement because of the 
good linear Ohmic behavior of the 3DHG at low tempera- 
ture. The ac lock-in technique with a frequency of 13 Hz was 
used and the driven current was about 1 /J,A. The SdH oscil- 
lation of the 2DEG was also measured using the voltage 
terminals schematically shown in Fig. 1(a). 

Though the drag signal is very weak and it is difficult to 
distinguish it from noise in the low magnetic field region, an 
oscillatory structure similar to the SdH oscillation of the 
2DEG is seen in the high magnetic field region. The resis- 
tance of the 3DHG varies monotonically as a function of the 
magnetic field (about 10% decrease by a magnetic field 
change from 0 to 8 T) and there is no fine structure corre- 
sponding to the SdH oscillation of the 2DEG, so that the 
oscillatory signal induced in the 3DHG probably reflects the 
interaction between two layers. Our results are similar to 
those reported for drag experiments between 2DEG and 
2DHG (or 2DEGs).9_!1 The sign of the drag signal suggests 
that a momentum transfer occurs between electrons in the 
2DEG and holes in the 3DHG. Though further study is nec- 
essary, a phonon mediated drag effect may occur between 
the 2DEG and the 3DHG. 

VI. CONCLUSIONS 

A modulation-doped AIGaAs/GaAs heterostructure has 
been grown on selectively Be-implanted GaAs using all- 

vacuum FIB+MBE system. The pra-junction-type backgate 
devices can be obtained by growing a heterointerface after 
the rather thin GaAs layer. The carrier density of the 2DEG 
is well modified in the range of (1 -6) X 1011 cm"2 for ap- 
plying a small voltage less than 1.5 V to the gate. The SIMS 
profile of C indicates contamination-free overgrowth. How- 
ever, a build up of Be at the growth-interrupted plane and Be 
out diffusion are observed. Nevertheless, the sharp front of 
the out diffusion enables us to fabricate the devices without a 
reduction of mobility even when the effective distance be- 
tween the 2DEG and the backgate is less than 150 nm. In 
addition, the drag signal between the 2DEG and the 3DHG 
can also be measured in this structure. 
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We report on the fabrication of «-AlGaAs/GaAs constricted-channel field-effect transistor (FET) 
structures by focused ion beam (FIB) implantation, and study transport properties of 
low-dimensional electrons via FIB induced localized states. In this work, quantum wire FET 
samples with in-plane gates and top gate were formed by using a focused Ga ion beam by which Ga 
ions of a high dose density (> 1015 cm-2) are introduced in the vicinity of a conductive channel at 
room temperature. The drain conductance Gd was studied in constricted channels with various 
nominal widths, W. It is found that Gd of a narrow channel (W~ 1 /urn) becomes quite small and 
nonlinear at low temperatures. When Gd is measured as a function of gate voltage, Vg, periodic 
oscillations are clearly observed at 15 K with a typical spacing of Vg~60 mV, whereas the 
oscillation weakens and transforms to steplike structures at higher temperature (250 K). This 
oscillatory characteristic may possibly result from single electron transport through quantum dots 
associated with FIB-induced random potentials in the channel. © 1998 American Vacuum Society. 
[S0734-211X(98)04504-1] 

I. INTRODUCTION 

The implantation of Ga ions using focused ion beam 
(FIB) can be used to fabricate two-dimensional electron gas 
(2DEG) devices with very fine feature sizes.1"4 For example, 
tunnel junctions with very small capacitance can be pre- 
pared, enabling the formation of single electron tunneling 
devices5-8 because excellent insulating behaviors2 are ob- 
tained in the implanted regions by such a technique. Note 
that the FIB process on AlGaAs/GaAs single hetero- 
junctions9'10 is a convenient single maskless step, for the 
fabrication of single electron devices as electrons can be lat- 
erally constricted by implanted regions. In making use of 
FIB and other implantation techniques, one must, of course, 
deal with the damage caused by implanted ions and uninten- 
tional incorporation of implanted ions in the conductive 
channel, particularly when its width is comparable with the 
scattering range of ions. 

In structures defined by FIB implantation, defect states 
may be formed not only in the implanted region, but also in 
the neighboring channel.11 These states may capture elec- 
trons, and if the density of states is high enough, the Fermi 
level in the channel may be influenced. The electron trans- 
port in this system is affected by the defects' distribution and 
also by the random potentials in the constricted channel. To 
investigate these effects, the conductance of constricted 
channels was measured with special attentions to the role of 
localized states in FIB-induced quantum wire channels. As 
the dose of implants increases, electrons in the channel will 

a)Author to whom correspondence should be addressed; electronic mail: 
kim@quanta.rcast.u-tokyo.ac.jp 

b)Also at Quantum Transition Project, JST, 4-7-6 Komaba, Meguro-ku, To- 
kyo 153, Japan. 

be influenced by localized states more effectively than those 
in lightly doped wires,12-14 and the role of Coulomb block- 
ade will be enhanced. Hence we employ here the FIB pro- 
cess with very high (>1015 cm-2) dose while the typical 
dose is 1012 cm-2 for the FIB insulation writing. 

This article describes our study of electron transport in 
constricted channels of various width to evaluate the role of 
the laterally spread damages locally introduced by Ga ion 
beam. We show that the transport and field-effect transistor 
(FET) characteristics of constricted «-AlGaAs/GaAs 2DEG 
channels with the nominal width of 1 fim are influenced by 
such localized states at low temperatures, as manifested in 
the conductance oscillation and nonlinear current-voltage 
characteristics. We point out possible roles of single electron 
tunneling in these device structures. 

II. DEVICE FABRICATION 

A modulation-doped «-AlGaAs/GaAs single heterojunc- 
tion was first grown by molecular beam epitaxy by deposit- 
ing onto a (001) oriented Cr-doped semi-insulating GaAs 
substrate, successively a 600-nm-thick undoped GaAs buffer 
layer, a 20-nm-thick undoped AlGaAs spacer layer, a 40- 
nm-thick Si-doped «-AlGaAs layer (NSi= 1 X 1018 cm-3) 
and a 10-nm-thick GaAs cap layer. A 2DEG was formed at 
70 nm underneath the surface. This wafer had an electron 
mobility /J, of 1.4X 105 cm2/V s and the sheet electron con- 
centration Ns of 4.3X 1011 cm-2 at 77 K after illumination. 
A cross-shaped mesa structure of Figs. 1 and 2 was formed 
on this wafer by optical lithography and wet chemical etch- 
ing using H3PO4 : H202 : H20=1 : 1 : 20 solution. A 
typical etching rate at room temperature was 300 nm/min. 
Then, Ohmic contacts were made by depositing Au/Ge, fol- 
lowed by the metal lift-off process and thermal annealing at 

2547     J. Vac. Sei. Technol. B 16(4), Jul/Aug 1998       0734-211X/98/16(4)/2547/4/$15.00       ©1998 American Vacuum Society     2547 



2548 Kim, Noda, and Sakaki: GaAs/AlGaAs constricted-channel FET structures 
2548 

Ga-FIflafeJ    In-plaj^eGate (G-l) 

Wire Bonding 

FIG. 1. (a) Schematic view of the device structure used in the experiment, 
(b) A cross-sectional view of the constriction pattern written by Ga FIB. 

400 °C for 60 s. Then, Ga-FIB implantation was performed 
as illustrated by thin solid lines in Fig. 1 with which two 
in-plane gates and a constricted channel were formed. For 
this step, a 100-nm-diam 80 kV Ga-FIB of 12 pA was 
scanned on the wafer surface to the dose of 1 X 1015 cm""2 to 
form highly resistive regions. Three different samples with 
constrictions of 1, 5, and 10 //m in the nominal width and 5 
//m in length were fabricated. A narrow channel was formed 
as illustrated in Fig. 1 with no thermal annealing. Finally, the 
electrical contacts were made by bonding wires on the elec- 
trodes at 150 °C. 

A scanning electron microscope (SEM) image of the de- 
vice is shown in Fig. 2. Here the bright lines schematically 
indicate the Ga-implanted region, along which the resistivity 
was locally enhanced to constrict 2DEG channel. All the FIB 
patterns were prepared with single-pass mode, where the 

FIG. 2. SEM micrograph of our device structure. The nominal width and 
length are both 1 /im. Ga+ ions focused to a spot size of 0.1 ^m are 
implanted into the area schematically shown by white lines. 

beam writes only once over the pattern. The device consists 
of the source (left), the drain (right), and two in-plane gates 
(G-l and G-2). In addition, a 20 /miX20 /mi square-shaped 
top gate (G-3) was formed, as shown by dotted lines in Fig. 
2. The electrical characteristics were measured in the tem- 
perature range from 13 to 250 K. 

III. DEVICE CHARACTERIZATION 

We first investigated I-V characteristics of three samples 
A, B, and C for the current flowing between the source and 
the drain. The constricted channels of these samples had the 
common length L of 5 pm but different nominal widths with 
W= 10, 5, and 1 /an for A, B, and C, respectively. Their 
drain current versus drain voltage characteristics measured at 
various temperatures are shown in Figs. 3(a), 3(b), and 3(c). 
For sample A with 10 /on-wide channel, the conductance 
increased from 50 to 280 /JS as the temperature is lowered 
from 300 to 4.2 K as shown in Fig. 3(a). Though the increase 
of conductance at low temperatures suggests the increase of 
mobility, the measured conductance is far lower than that 
expected from the electron mobility and concentration of an 
unprocessed wafer. This implies that the constricted channel 
of this sample is either substantially narrowed or has a re- 
duced electron concentration. 

For sample B with W=5 //in, the conductance is substan- 
tially lower and less sensitive to temperature than that of 
sample A and gets nonlinear at low temperatures. This sug- 
gests that the entire region of constricted channel is influ- 
enced by the FIB process. In addition, the conductance of 
sample C with the nominal width of 1 /on is Ohmic (—15 
(jtS) only at 300 K but it gets highly nonlinear as the tem- 
perature decreases. The actual channel width is determined 
by the lateral extension of the FIB-induced damage outside 
the implanted region. The strong nonlinearity at low tem- 
peratures suggests that the conduction in sample C with W 
~ 1 /on is dominated by the random potential fluctuation in 
the constricted region. 

To investigate this transport more in detail, we measured 
the drain current at Vd=5 mV as a function of the top gate 
(G-3) voltage (Vg) at 15 K. The result is shown in Fig. 4 for 
sample D whose channel is 1 /on both in length and width. 
Here, no post-implantation annealing was performed and the 
localization of electrons may play an important role on elec- 
trical characteristics. Even when the lateral spreading of scat- 
tered ions induces relatively weak and random modulation of 
potentials, implants can modify the conduction band and par- 
tially create a region of higher resistance. Under an appro- 
priate condition, the FIB-induced modulations of potention- 
als are large enough to form locally insulating barriers in the 
channel but low enough to keep the channel mostly conduct- 
ing. 

As shown in Fig. 4, the drain current at 15 K oscillates as 
a function of gate voltage with the period of about 60 mV. At 
higher temperatures, the oscillation weakens but clear step- 
like structures are observed as shown in Fig. 5 with the step 
spacing of about 40 mV. Assuming these periodic structures 
result from the charging energy of a small capacitor, C„, we 
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FIG. 3. I-V characteristic of three samples (A), (B), and (C) are shown 
in (a), (b), and (c), respectively. The channel width (W) and length (X) are 
10 fim and 5 /tan for sample A, 5 fim and 5 /im, for B, and 1 fim and 5 fim 
forC. 

find that Cg(e/kVg) is 2.8 aF for AVg of 40-60 mV. There 
is a possibility that these oscillations result from the single 
electron tunneling through quantum dots which are formed 
by the FIB-induced potential fluctuations in the channel re- 
gion, since coupled dots may be formed in the channel when 
Vg is near or below the threshold voltage. Note that the FIB- 
induced lateral confinement potential may not be completely 
straight along the direction of current flow, as defects in- 
duced by the FIB damage are laterally spread and usually 
distributed around 0.3-0.5 eV below the conduction band.2 

t 
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T=15K, W1L1, Vds=5mV                                  j 
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FIG. 4. Gate voltage (Vg) dependence of the two-terminal current between 
the source (S) and the drain (D) in a sample D with W= 1 fim and L= 1 
fim. Current oscillations were observed at 15 K. 

As the temperature is increased, steplike Id- Vg character- 
istics are observed as well as the shift of the threshold volt- 
age. The observed structure may be due to the discreteness of 
electron charge in the electron transport through a modulated 
channel where the Coulomb repulsion of electrons in quan- 
tum dots plays important roles. A possible explanation for 
these peaks might be the electron transport through a series 
of quantum dots formed by the bombardment as the FIB 
implantation. In our experiments, the spatial extension / of 
the localized electronic state is estimated from the gate volt- 
age range between the channel definition and the pinch-off, 
<^gate~e".sWeff//Cgate,

15 where Weff is an effective channel 
width wider than 500 nm with which the channel region to 
be insulating and «S = 2.5X 1011 cm"2 is the electron density 
in the channel at definition. By using the estimate value of 
Cgate and <5Vgate~l V, we find it to be —14 nm. From the 
junction capacitance and the spatial extension of the local- 
ized electron state, the size of multiquantum dots can be 
estimated. 

IV. SUMMARY 
We have investigated electrical properties of constricted 

channels defined by high dose Ga FIB (>1015 cm""2) and 

•3 20 

■ ■ ■ ■ 1 ■ ' ■ ■ 1 ■ ■ 

T=130K~-250K 
WILL Vds=5mV 

190K 

Vg(V) 

FIG. 5. Temperature dependence of the drain current at drain voltage of 5.0 
mV measured as a function of gate voltage at various temperatures between 
130 and 250 K. 
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evaluated the laterally spread FIB-induced defects which 
seem to cause single electron tunneling via quantum dots in 
the channel. In particular, we have examined the transport of 
low-dimensional electrons via FIB-induced localized states 
in modulation-doped, GaAs/AIGaAs 2DEG constricted- 
channel FET structures. The current-voltage characteristics 
in a narrow channel was found to be highly nonlinear, in- 
dicative of lateral spreading of scattered ions. The operation 
of constricted-channel FET structures has been confirmed by 
conductance measurements. Conductance oscillations are ob- 
served and may be attributed to the single electron tunneling 
via microsegments within the constriction. We speculate that 
each oscillation corresponds to the addition of a single elec- 
tron between the self-formed quantum dots in the constric- 
tive channel. 
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Localized states in p-Si wires formed in n-Si(lOO) substrates by selective ion implantation using a 
focused Ga+ ion beam have been investigated. The electrical conductance has the temperature 
dependence of one-dimensional (ID) variable-range-hopping conduction in the temperature range 
below 50 K, a= a0 exp[-(r0/7)1/2]. The magnetoresistance R(H) of p-Si wires at 4.2 K shows the 
negative and positive magnetoresistances at weak and strong magnetic fields, which have the 
relation that R(H)/R0 «exp(-/3#) and R(H)/R0 *exp(a#2), respectively, where R0 is the 
resistance without the magnetic field H. These characteristics can be explained by the ID hopping 
conduction mechanism under the magnetic field. By expanding a three-dimensional model, we 
derive an equation of positive magnetoresistance in ID hopping conduction. From the temperature 
dependence of conductance and positive magnetoresistance, the localization length, hopping 
distance, and density of localized states are estimated to be about 2 nm, 8-9 nm and about 109 

cm"1 eV"1, respectively. This result indicates that the carrier transport is confined with the region 
of a few tens of nanometers.   © 1998 American Vacuum Society. [S0734-211X(98)01304-3] 

I. INTRODUCTION 

The size of individual devices in ultralarge-scale inte- 
grated circuits (ULSIs) is at the submicron scale and, within 
the next decade, the device dimensions will be reduced to 
below 100 nm.1 In such small devices, the device functions 
will be affected by quantum transport properties. By harness- 
ing the quantum effects such as quantum interference effects, 
single-electron phenomena and so forth, the development of 
new devices is also expected.1-5 Therefore, both the devel- 
opment of semiconductor microfabrication technology and 
the elucidation of carrier transport phenomena in the low- 
dimensional system are important. 

In our previous work,6'7 we have developed a successful 
method to fabricate p-Si wires using the focused ion beam 
(FIB) doping and investigated the electrical properties of 
wires. Selective ion implantation by FIB is considered to be 
one of the simplest methods to realize low-dimensional car- 
rier transport systems. The conducting area of low-doped 
p-Si wires has been completely controlled by changing the 
depletion region width in pn junctions with the reverse bias.6 

It has also been found that one-dimensional variable-range- 
hopping (1D-VRH) conduction is dominant in highly doped 
wires at low temperatures.7 However, details of the 1D-VRH 
systems, such as localization length and so forth, were not 
clear. In this work, the localization length and hopping dis- 
tance in the 1D-VRH regime are discussed by measuring 
magnetoresistance. 

"'Electronic mail: iwano@alice.xtal.nagoya-u.ac.jp 
b)Also with Center for Cooperative Research in Advanced Science and 

Technology, Nagoya University, Furo-cho, Chikusa-ku, Nagoya 464-01, 
Japan. 

II. EXPERIMENTS 

Focused Ga+ ion beams with a diameter of less than 0.1 
jttm were used to form p-type conductive wires by scanning 
the surface of n-type Si(100) substrates with a resistivity of 
2-3 Q, cm. The length of p-type wires was 50 /nm. The 
accelerating voltage and beam current of Ga+ ions was 100 
keV and 50-130 pA, respectively. The annealing was per- 
formed in order to activate the implanted Ga atoms electri- 
cally and to recover implantation-induced damages. The fol- 
lowing three samples were prepared: The ion dose and 
annealing temperature were: (a) 5.6X 109 cm""1 and 600 °C, 
(b) 3.5X 109 cm"1 and 600 °C, and (c) 5.2X 109 cm"1 and 
690 °C, respectively. The annealing was performed in N2 

gas for 30 min. The fabrication conditions are summarized in 
Table I. Before the FIB implantation, heavily doped p-type 
regions were formed as electrodes by the conventional ion 
implantation of BF+ with a dose of 2X1015 cm"2 at an ac- 
celerating voltage of 30 keV and samples were annealed at 
900 °C for 30 min. 

The electrical conductance was measured in the tempera- 
ture range from 4.2 to 300 K by using a liquid He cryostat. In 
the present experiment, no substrate bias was applied. The 
magnetoresistance was also measured in the range from 0 to 
4 T at 4.2 K by applying magnetic field perpendicular to the 
direction of current flow. 

III. RESULTS AND DISCUSSIONS 

A. Temperature dependence 

Figure 1(a) shows the temperature dependence of electri- 
cal conductivity in a ID system. The data show the presence 
of two parallel conduction mechanisms. One is the carrier 
conduction in the valence band, which has an activation-type 
temperature dependence due to the carrier activation process 
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TABLE II. Estimated values of a ■ pF. 

2552 

TABLE I. Fabrication condition of p-Si wires. 

Sample B 

Line dose (cm ') 
Annealing temp. (°C) 

5.6X 109 

600 
3.5 X109 

600 

5.2X 109 

690 

to the valence band in the temperature range above 50 K, and 
the other is 1D-VRH below 50 K, as reported previously,6,7 

in which filamentary quasi-ID paths are considered to be 
formed.6,7 For all samples prepared in this experiment, the 
temperature dependence of electrical conductivity is well fit- 
ted by the following relationship below 50 K: ' 

a=a0sxp[-(T0/T)m], (D 

where T0 is a characteristic temperature, and T the absolute 
temperature. This fact is a characteristic feature of the 1D- 
VRH conduction and filamentary quasi-ID paths are consid- 
ered to be formed in the ion-implanted wire region.7. The 
characteristic temperature T0 includes information about the 
localized states in the conductive p-Si region. According to 
the percolation approach by Butcher and Mclnnes,8 the T0/T 
of 1D-VRH systems is given by 

T0/T=2Npl(Ti/T), (2) 

where kBT'0 = (apF)~l. Here, Npl is the mean number of 
percolation paths per site in the ID case, pF the density of 
localized states at the Fermi level and a the localization 
length. The value of NPi is evaluated to be 4.5 by 
simulation.8,9 By using these relationships, the values of apF 

for each sample can be estimated from the experimental data 
and are indicated in Table II. 

In the VRH system, the electrical conductivity can also be 
given by the following expression in a percolation 
approach,10,11 

o-°cexp(-2rc/fl), (3) 

where rc is the critical hopping distance. The temperature 
dependence of conductivity in VRH systems results from 
hopping from the fact that the hopping distance has the tem- 

0        20       40       60       80      100     120     140 
1000/T(K"1) 

FIG. 1. Temperature dependence of conductivity for samples A, B, and C. 
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Sample 

apF(eV-') 487 199 284 

perature dependence of r^T"p, where p-l/(d+l) and d 
the dimension of the system.12 Since the whole conductivity 
is considered to be dominated by the conductivity at a criti- 
cal hopping distance rc,

w the rc is used to estimate the 
hopping distance r in the following discussion. 

B. Magnetoresistance 

Figure 2 shows the magnetoresistance, R(H)/R0, of 
samples at 4.2 K, where R0 is the resistance without the 
magnetic field. The electric field of 200 V/cm was applied 
for all samples. Negative magnetoresistance (NMR) clearly 
appears for sample B below 1 T. In the VRH regime, the 
probability of each hop is affected by the other localized 
states due to scattering and interference effects in tunneling 
processes, because the hopping distance exceeds the average 
interimpurity distance. The magnetic field affects the phase 
factor of the hopping probability and the negative magne- 
toresistance is also expected.13 The magnetic field depen- 
dence of NMR in hopping conduction is described by 
R(H)/Ro<xew(~ßH) at weak magnetic fields.13 The experi- 
mental results below 1 T in Fig. 2 are explained by this 
relationship. As discussed later, a hopping distance in sample 
B is largest in samples, which is considered to correspond to 
the appearance of NMR in sample B. The R(H)/R0 changes 
from negative to positive around 2 T for sample B. Above 
2 T, the positive magnetoresistance has a relationship of 
R(H)/R0<xexp(aH2) for all samples. 

The positive magnetoresistance can be explained by the 
squeeze of the envelope wave function of localized states in 
magnetic field, which result in the decrease in localization 

0 05 I i i i i i i i t ' i ' ' ' ' ' ' ' ' ' l   i i i i 
c 
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FIG. 2. Normalized magnetoresistance at 4.2 K for samples A, B, and C. The 
curve of sample C is shifted by +0.01 in order to be distinguished from that 
of sample A. 
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length and hopping probability. By a percolation approach in 
the three-dimensional (3D) case, the positive magnetoresis- 
tance is expressed by12 

TABLE III. Estimated values of a, r and pF at 4.2 K. 

HR(H)/R0] = t3(e
2a/h2)r3H2, (4) 

where R(H) is the resistance at a magnetic field of H, e is 
the elementary charge, h the Planck constant and t3 the pa- 
rameter. The parameter t3 is estimated to be NP3/24TT 

= 0.036 (Np3 = 2.7), where Np3 is the threshold value of the 
mean number of bonds per site in the 3D case.12 It is neces- 
sary to derive the expression of magnetoresistance in ID 
cases. The same relationship can be obtained in the case of 
ID hopping conduction by expanding the 3D model,12 as 
mentioned below. 

Under the magnetic field applied to the z direction, the 
envelope wave function of a localized state F(r) in the Cou- 
lomb field is given by12 

F(r)ocexp[-r/aß-/2ra/(24X4)], 

\ = {hleH)m, 

(5a) 

(5b) 

where l2=x2+ v2, and aB is the effective Bohr radius which 
is consistent with the localization length a in Sec. Ill A. In 
the following discussion, symbol a is used instead of aB. 
The resistance between two localized states R'(H) is given 
by: 

R'(H) = R^ exp(f), 

£=-2r/a-l2ra/(12k4). 

(6a) 

(6b) 

In the following discussion, the condition a<K\2la is as- 
sumed, which is consistent with estimated values in the fol- 
lowing analysis. Since the second term of Eq. (6b) is as small 
as 8={ral\2)<l, squaring both sides of Eq. (6b) and dis- 
carding the term S2, we obtain the equation of an ellipsoid: 

z2/A2 + l2/C2=l, (7a) 

where 

A = a&2 

and 

C = a£/2[l-ö4£2/(96\4)]. (7b) 

In order to obtain Eqs. (7a) and (7b), r2 in the term of first 
order in S is replaced with (atj)/2.n In the percolation ap- 
proach, the percolation threshold £c to form conductive net- 
works can be obtained by solving the equation: 

Np=VfN, (8) 

where Vg is the volume of the ellipsoid of a site, and N the 
density of sites.12 In the 3D case, Vf and Np are (4TT/3)AC

2
, 

and Np3, respectively. In order to obtain the form of the ID 
case, a ID array of sites is assumed and N is the ID density 
of sites. In addition, Vg and Np are replaced to 2C and Np\, 
respectively. By solving Eq. (8) for the ID case, £c shows 
magnetic field dependence of Npla/(96k4N3). By substitut- 
ing £c into Eq. (6b), the following equation is obtained for 
the ID case: 

Sample B 

a (nm) 
r (nm) 
pF (cnT1 eV" 

2.2 
8.0 

2.2X 109 

1.6 
9.2 

1.2X109 

1.9 
8.7 

1.6X109 

HR{H)IRQ-\ = tx{e
2alh2)r3H2, 

h=N3
pl/96, 

(9) 

which has same form as Eq. (4) except for t. 
By using Eqs. (3) and (9), the values of rla and ar" are 

obtained experimentally and the localization length a and 
hopping distance r can be estimated. The density of localized 
states pF is also obtained by using Eq. (2). The estimated 
values of a, r and pF are summarized in Table III. The 
results show that the localization length and hopping dis- 
tance are about 2 and 8-9 nm, respectively. There have been 
several reports on the localized states in the amorphous semi- 
conductor systems.14,15 Those reports have indicated that the 
localization length is about 0.1-1 nm and the hopping dis- 
tance is about 10 nm. The localization lengths obtained in 
this work are very close to the effective Bohr radii of light 
and heavy holes bounded by Ga impurities in Si, 1.8 and 1.0 
nm, respectively. The hopping distance is comparable to a 
distance between activated Ga atoms which is estimated 
from the ion implantation and annealing condition to be on 
the order of 10 nm. The appearance of 1D-VRH conduction 
suggests that the effective diameter of the conductive region 
is comparable to the hopping distance, which means that the 
effective wire diameter is expected to be less than a few tens 
of nanometers. Therefore, it can be concluded that the carrier 
confinement in the nano-size region is achieved for these 
samples. 

The estimated density of localized states, pF, at the Fermi 
level are about 109 cm-1 eV-1. A ratio of pF between 
samples A and B is close to that of the implanted ion doses, 
which also supports the validity of the analysis in this work. 
It is difficult to estimate the number density of localized 
states, because the energy distribution of the density-of- 
states cannot be evaluated. However, if the effective band- 
width is assumed to be on the order of thermal energy, the 
number density of localized states is estimated to be about 
107 cm-1. This value is about ten times smaller than the 
electrically activated Ga impurity atoms, since the activation 
efficiency of Ga atoms in Si substrates has been about 5% at 
an annealing temperature of 690 °C.6 This fact also suggests 
that the electrical conductive region is a part of the ion im- 
planted region. Further investigation is necessary to under- 
stand the density-of-states of localized states formed in p-Si 
wires. 

IV. CONCLUSIONS 

The 1D-VRH conduction in p-Si wires fabricated by se- 
lective ion implantation using FIB in n-Si(100) substrates 
has been investigated. The ion implantation doses and an- 
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nealing temperatures are changed in the range of 3.5 
X109-5.6X109 cm-1 at 600-690 °C, respectively. The 
temperature dependence of wire conductance has the relation 
of o-«exp[-(r0/r)

1/2] below 50 K. The negative and posi- 
tive magnetoresistance are observed at 4.2 K for weak and 
strong magnetic fields, which showed the relationships of 
R(H)/R0*exp(-ßH) and R(H)/R0*exp(aH2), respec- 
tively. Both magnetoresistances are considered to be the 
characteristic feature of hopping conduction. In this work, 
the positive magnetoresistance of ID hopping systems is in- 
vestigated by expanding a 3D model. From the analysis of 
1D-VRH conduction, the localization length and hopping 
distance are estimated to be about 2 and 8-9 nm, respec- 
tively. The results suggest that the diameter of the conduc- 
tive regions in wires is less than a few tens of nanometers. 
The densities of localized states are 1.2X 109-2.2X 10 
cm-1 eV_1. 
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End-point detection using focused ion beam-excited photoemissions 
in milling deep small holes in large scale integrated circuit structures 
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Yokohama 244-0817, Japan 
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An experimental instrument was made for the end-point detection of a deep small hole milled in 
large scale integrated circuit using focused ion beam (FIB). The SCANIIR method using 
photon-counting technique is adopted for detecting a very weak photoemission. The objective lens 
and imaging lens made by a quartz single lens are arranged in a parallel beam configuration. 
Observing optics, XY stage and Z controlling mechanism for the optics are also used. To avoid the 
noise from the wall of the hole, a blanking circuit for detected signals was used. Experiments using 
a wide angle objective optical system showed an aluminum layer lower than 10 /urn and the Si02 

layer below were able to be clearly discriminated. © 1998 American Vacuum Society. 
[S0734-211X(98)06604-9] 

I. INTRODUCTION 

Recently, milling of conductors and insulators in large 
scale integrated circuit (LSI) by focused ion beam (FIB) has 
been widely used in the area of developing, manufacturing, 
and testing of LSIs, especially for failure analysis and on- 
chip modification.1"4 As a tool for the end-point detection in 
milling, FIB-excited photoemission detection has been 
used.5'6 This method is an application of surface composition 
by analysis of neutral ion impact radiation (SCANIIR), an 
analysis technique using photoemission from the atoms ex- 
cited by ion beam impact.7'8 In the FIB-excited photoemis- 
sion detection method as shown in Figs. 1(a) and 1(b), the 
sputtered atom from the hole is excited by the ion beam and 
emits a characteristic spectrum for the elements, and the 
emission is detected by a photodetector through wavelength- 
selection filters. The change of the material is detected by the 
change of the emission signal. This method has a great ad- 
vantage when compared with the other technique, detecting 
the change of the secondary charged particle or absorbed 
current of the target, because it is hardly affected by the 
secondary electrons from the target and the charge neutral- 
izer. 

However, LSI devices are becoming more and more 
dense, with multilayer structures and fine conductive lines, 
and it is becoming more and more difficult to detect the end 
point of the deep, small hole milled by FIB, since the pho- 
toemission from the bottom of the hole becomes very weak 
and noisy. So it is necessary to develop a photodetecting 
technique for such a deep small hole milling. In this article, 
we report on how we have amended the method to improve 
its effectiveness for deep small holes. 

II. PARAMETERS DEFINING PHOTOEMISSION 
QUANTITY 

As shown in Fig. 2, holes in LSI now need to be milled 
deeper and narrower than previously required. Previously, 

holes were typically 8 /mm deep, 5 /urn wide at the top, and 
3.6 fjum wide at the bottom resulting in an emissive solid 
angle of 0.285 sr; a 1.5 nA focused ion beam with 1 fim 
diameter was used.4 Now, typical holes can be 10 /zm deep, 
3.8 fim wide at the top and 2 /xm wide at the bottom result- 
ing in an emissive solid angle of 0.111 sr; a focused 40 pA 
ion beam with diameter 40 nm from a FIB column with 
dual-lens optics is used for milling.9 

The parameters defining the quantity of photons detected 
are shown in Fig. 3. When a focused ion beam with current 
i bombards the bottom of the hole, atoms are sputtered with 
sputtering yield 77. These atoms emit light with excitation 
probability q. The light emitted at emissive solid angle lij 
and at incident solid angle Q2 passes through the detection 
optics, which has transparency T, and is detected by a photon 
counter with detection efficiency fi. The detected photon 
count N is expressed as 

N=k i 7] q flj H2 T /x, 

where k is a constant. 
Ward reported that N is of the order of 104 cps,5 which is 

a bit larger than the noise level of normal analog detection 

Filter for 
J' Wavelength 
Sputtered Atom 

(a) (b) Milling   Time 

a'Electronic mail: hyamag@perl.hitachi.co.jp 
FIG. 1. (a) Depth monitoring with FIB-excited photoemission for LSI mill- 
ing, (b) Results of the detection of photoemission.      .- 
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Detecting Efficiency 

of Photo-multipliyer  u\ 

FIG. 2. Photoemission angles when deep small holes are milled. (A) Previ- 
ous typical hole structure: Photoemission angles: 0.285 sr, FIB current: 1.5 
nA. (B) Current typical hole structure: Photoemission angles: 0.111 sr, FIB 
current: 40 pA. 

FIB Current i 

Exci tat ion 

Probabi lity q j 

Sputtering Yield D 

Holes in LSI mi I led by FIB 
Detected Photon = k.;.„.q. Q, ■ Q2-T- ^ (cps) 

Counts 

104 ->-   10— 102 (cps) 

FIG. 3. Parameters defining photoemission quantity. 

(10-10-l(r9 A, which is about 103 cps). In this case, N is 
estimated to be 10-102 cps (assuming the sputtering yield of 
aluminum to be 4.3 atoms/ion, with excitation probability 2 
x'10-4 photon/atom). Therefore, a photon-counting tech- 
nique in which the photons are counted one-by-one is needed 
instead of an analog-measurement one. 

III. OPTICAL SYSTEM FOR PHOTODETECTION 

The experimental optical system for photodetection we 
developed is shown in Fig. 4. The optical axis is set at an 
angle of 80° from the incidental FIB axis, so that the top of 
the optical measurement system does not interfere with the 
ion beam optics. One quartz window (Wi) is placed in front 
of the objective lens to protect it from the sputtered atoms. A 
second quartz window (W2) is placed at the end of the 
vacuum chamber port to seal it. An XY stage with a Z mi- 
cron, a tilting mechanism and bellows are used for aligning 
the optical axis. The main part of the optical measurement 

system is located behind the second quartz window, there- 
fore it is out of the vacuum. It consists of a half-mirror (M,), 
an imaging lens (L2), a second half-mirror (M2), an obser- 
vation lens (L3), a filter for wavelength selection (F), and a 
photomultiplier (PM). The illumination light comes from a 
halogen lamp, passes through an optical-fiber light guide, is 
collimated by a lens (L4), and reflected by the first half- 
mirror. It then passes through the second window, is focused 
by the objective lens, and illuminates the sample. The light 
reflected from the sample is observed through the objective, 
imaging, and observation lenses, and used for aligning and 
positioning the system. The excited light from the sample 
passes through the objective and imaging lenses, then the 
filter selects the desired wavelength and passes that light into 
the photomultiplier. Finally, the light-pulse signals are 
counted by the photon counter. 

The experimental focused ion-beam milling system9 we 
used for evaluation is shown in Fig. 5. A dual-lens ion beam 
optical column is set on the vacuum chamber. The sample is 

Halogen Lamp 

Light Guide 

Photon Counter 

FiIter for 
Have-length 

Selection 

Col I imating Lens \_ 4   j=|t_ 4 

*<m 
Sample |_,    objective Lens 

(LSI Chip) w' 

OuartsWindow for Protection 

1 I 
I 1 
1 1 

l£- 
Quarts Window  Half   Imaging 

for Seal     Mirror  Lens 
T 

Observation Lens 

PM 
Photomultiplier 

FIG. 4. Optical system for photodetection. 
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FIG. 5. Experimental focused ion beam milling system. 

set on the stage and introduced into the chamber through 
load locks. The detection optical system is set on the left- 
hand side of the chamber. The whole system is set on an air 
servomount to protect it against vibration. A photo of the 
experimental photodetection system is shown in Fig. 6. It 
clearly shows the XY stage, the optics with observation lens, 
the photomultiplier, the signal amplifier, and the photon 
counter. 

FIG. 6. Experimental photodetection system. 

IV. RESULTS AND DISCUSSION 

A sample LSI chip having the cross section shown in Fig. 
7 was milled using a focused ion beam with a diameter of 40 
nm and a beam current 40 pA. The detected photon count 
versus the milling time is also shown in Fig. 7. The depths of 
the Si02 and aluminum layers were estimated from the dose 
and sputtering yield, as shown in the figure. In this case, the 
wavelength-selection filter was not used because the photo- 
emission signal was too weak for the selected wavelengths. 
Consequently, the total photon counts are shown. The photon 
emission yield of the Si02 layer was twice that of the alumi- 
num one. The graph shows that the changes in the signal 
when the layer changed became more noisy and less clear 
with the milling time, i.e., as the drilling reached the lower 
layers. While the first Si02 layer, the first aluminum layer, 
the second Si02 layer, and the second aluminum layer could 
be discriminated, the lower layers could not. 

The possible reasons for this loss of clarity in the signal 
changes and measures we took to overcome this problem are 
as follows. 

1.000 

200     — 

FIG. 7. Relation between milling time 
and detected photon counts. 

4-0 60 

Mi i I ing Time (min) 

1 oo 
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Width Scanned 

S 

a : Width Blanked in Detection 

b : Width Detected 

Area Detected 

Gate-opening Ratio : b/s 

Bottom of Hole 

FIG. 8. Partial scan and partial detection of a FIB-milled hole. (To remove 
effect of the influence of photoemission signal coming from the wall of the 
hole.) 0=1O°-2O°. 

(1) The S/N ratio is too low, especially at lower layers. 
This is because noise from the wall of the hole becomes 
mixed with the signal from the bottom. We have added a 
blanking circuit to remove the signals coming from the wall. 

(2) The signal itself is too weak. .We have changed the 
design of the objective optical system to increase the incident 
solid angle. We also changed the aperture of the FIB optics 
to increase the FIB current. 

V. PARTIAL SCAN AND PARTIAL DETECTION OF 
FIB-MILLED HOLE 

The wall of a FIB-milled hole becomes slanted by 80°- 
90° due to the sputtered atoms that are deposited on it (Fig. 
8). Even if the scanning area is constant, the bottom becomes 
narrower as the hole becomes deeper, so the signals from the 
atoms in the wall become mixed with the desired signal. The 
wall of the hole is made of the upper aluminum layer, the 
upper Si02 layer, and redeposited atoms, resulting in the low 
S/N ratio of the photodetection. 

To solve this problem, we added a circuit to blank the 
signals from the wall. This circuit closes the gate between 
the photomultiplier and the photoncounter when the fringe 
area, namely the wall of the hole, is being scanned, so that 
the signals from the wall do not reach the detection circuit. It 
opens the gate when the bottom of the hole is being scanned, 
so that the signals from the bottom of the hole do reach the 
detection circuit. As a result, only the photoemission signals 
from the bottom of the hole are detected. We call the ratio of 
the detection width to the scanning width the "gate-opening 
ratio." 

A diagram of our signal-blanking circuit is shown in Fig. 
9. Signals from a scan generator pass through two timing 
circuits (A and B), which determine the width and timing of 
the required gate signal. An AND circuit then combines the 
signals to form the gate signal, which is applied between 
point P and point Q, so that the signals from the photomul- 
tiplier are cut at the fringe of the scan area. 

Figure 10 shows how the blanking circuit works. The 
lower gate signal is generated at point R and a sine wave is 

Photo - 
Multiplier 

Photon 
Counter 

r 
if- 

Recorder 

Scan 
Generatoi ac^" e  Si gnal 

Blanking Circuit 

for Detected' S!gnaIs 

150msec          
M 
l/V       A ,   B =Timine   Circuit 

FIG. 9. Blanking circuit for detected signals. 

FIG. 10. Outputs from blanking circuit for detected signals. Lower: gated 
signal generated at point R with gating time 12 (is. Upper: gated sine wave 
observed at point Q when a continuous sine wave is applied at point P. 

Secondary Lens L; (Concave) 

Inci dent 
Solid Angle : Before   Afti 

Cut Part of Objective Lens 

FIG. 11. Increasing of the incident solid angle of objective lens. 

TABLE I. Specification of improvements in detection optics. 

Objective lens Lx Secondary lens L2 

Effective     Focal     Effective        Focal        Incident solid angle 
diameter     length     diameter        length (relative value) 

Before   14.0 mm   33.0 mm 
After     19.0 mm   23.7 mm   14.0 mm   -208.3 mm 

1 
2.6 
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FIG. 12. Optical ray trajectories. 
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FIG. 13. Relation between milling time and detected 
photon counts after improvements with gate opening 
ratio of 60%. 

applied at point P. The upper gate signal is the gated sine 
wave observed at point Q; it shows that the circuit is working 
satisfactorily. 

collimated beam system. We have thus adopted a collimated 
beam system. The effects of making these improvements are 
shown in Table I. The incident solid angle of the optics was 
increased 2.6 times. 

VI. IMPROVED DETECTION SYSTEM 

The photoemission signal itself is not so strong enough 
because the incident solid angle of the objective lens is too 
small (0.121 sr). By changing the design of the objective 
optical system, we have increased the incident solid angle. 
Figure 11 shows the detection optics close to the sample. The 
dotted line shows the previous optics when the incident solid 
angle was 0.121 sr. To enlarge the optics as much as pos- 
sible, the objective lens was redesigned to have larger diam- 
eter and lie closer to the sample. The part of the lens inter- 
fering with the sample was removed. A concave lens was 
inserted to make the beam smaller and to collimate it, so that 
the beam diameter was the same as before passing this lens. 

Optical ray calculation was used to determine the lens 
dimensions so that wavelengths between 250 and 400 nm for 
silicon and aluminum emissions are easily introduced into 
the effective diameter of the photomultiplier. To make this 
determination, both a collimated and a crossover beam 
system were investigated. As shown in Fig. 12, in the 
crossover beam system, when the distance between the 
sample and the position of the lens was varied, the image 
point   changed   greatly,   while   it   was   stable   in   the 

28KV X15.8K 2.08um 

FIG. 14. Scanning electron micrograph of the holes corresponding to Fig. 13 
with the multiplication 15 000 times. 
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FIG. 15. Relation between milling time and detected 
photon counts after improvements with gate opening 
ratio of 40%. 

50 

VII. RESULTS OF END-POINT DETECTION 

By increasing the beam limiting aperture in the FIB op- 
tics, the beam current increased from 40 to 120 pA; the beam 
size increased from 40 to 80 nm, which is still small enough 
for milling a small hole in LSI shown in Fig. 2(B). With 
these improvements, we milled a hole in a LSI chip with four 
conductive layers having cross-section detection photoemis- 
sion counts as shown in Fig. 13. We used a current of 120 
pA, and a gate-opening ratio of 60%. Compared with the 
previous measured photon counts data (Fig. 7), the photon 
count from the Si02 and aluminum layers was larger, and we 
were able to discriminate the fourth aluminum layer, 10 /zm 
deep from the surface. Figure 14 shows a scanning electron 
micrograph of the holes corresponding to the Fig. 13 with 
multiplication of 15 thousand times. 

However, the signal from the fourth aluminum layer was 
still a bit obscure when compared with that from the upper 
layers. This is probably because the gate-opening ratio was 
too large, causing the photoemission signal from the wall to 
be mixed with that from the bottom. We thus repeated the 
experiment using a gate-opening ratio of 40%. As shown in 
Fig. 15, the fourth aluminum layer was clearly discriminated. 

Table II summarizes the parameter changes and maxi- 
mum detected counts (from Figs. 7 and 15). Here the de- 
tected counts means average photon counts from the first 
Si02 layer. And the detected counts without gating equals 
the detected counts divided by the square of the gate-opening 
ratio 

C=A/B2. 

TABLE II. Parameter changes with improvements C=A/B2 

Before After Ratio 

Detected counts: A 
Gate opening ratio: B 
Detected counts without gating: C 
FIB current 
Contribution of improvements in optics 

700 cps 650 cps 
1 0.4 

700 cps 4060 cps 
40 pA 120 pA 

5.8 
3 

1.93 

As a result, the net detection increased about 5.8 times: Be- 
cause the FIB current increased 3 times, the calculated con- 
tribution of the improved detection optics is 1.93. This is 
74% of the designed change value 2.6, and shows the im- 
provements realized satisfactory results. 

VIII. CONCLUSION 

We have developed a method for detecting end points 
during milling a deep small hole in LSI by FIB. The method 
uses photon counting detection for photoemission from the 
atoms excited by the impact of the ion beam. Experiments 
for LSI chips with alternative four layers of Si02, aluminum, 
and silicon showed that detection is impaired by noise com- 
ing from the wall of the hole. This problem was overcome by 
using a circuit to blank the noise coming from the wall. To 
make the signal stronger, we increased the incident solid 
angle 2.6 times by changing the objective optical system. 
The change in the detected signals coming from the bottom 
aluminum and Si02 layer can now be clearly detected, result- 
ing in effective depth monitoring. 
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Focused ion beam implantation is a powerful technology for the fabrication of opto- and 
microelectronic devices. Optoelectronic devices like gain coupled distributed feedback lasers and 
nonabsorbing waveguides can be denned in semiconductor heterostructures by the band gap shift 
due to highly spatially resolved implantation induced thermal intermixing. Single mode emitting 
devices were fabricated with emission wavelengths of 1 and 1.55 /«n in the material systems 
GaInAs/(Al)GaAs and GalnAsP/InP, respectively. Band gap shifts of more than 65 meV could be 
reached in GalnAsP quantum film structures which simplifies the integration of nonabsorbing 
waveguide sections with, e.g., lasers, modulators, and detectors. In highly doped semiconductor 
layers semi-insulating areas could be defined by focused ion implantation. Depletion lengths down 
to 50 nm can be controlled and were demonstrated on current injection restricted resonant tunneling 
devices. By using this technique collector-up heterobipolar transistors were fabricated which exhibit 
current amplification factors up to 45. © 1998 American Vacuum Society. 
[S0734-211X(98)01204-9] 

I. INTRODUCTION 

For future optoelectronic devices, e.g., for high speed op- 
tical communication systems, an integration of lasers, detec- 
tors, waveguides, and possibly driver electronics is neces- 
sary. High speed lasers for optical communication are 
usually based on distributed feedback lasers where a suitable 
refractive index grating is used to obtain a dynamically 
stable single mode emission. In order to obtain single longi- 
tudinal mode devices, however, a phase shift has to be in- 
cluded into the grating and a precise antireflection coating 
must be applied. Distributed feedback lasers based on gain 
coupling in contrast provide single mode emission without 
phase shifts and coating. The technology used to fabricate 
these lasers up to now has been mainly based on lithography, 
etching of the active material, and overgrowth. Here the 
main problems of the processing include, e.g., the removal of 
contamination due to the lithography as well as 
overgrowth1"4 of faceted samples. 

This article gives an overview how focused ion beam 
technology can be used to simplify the fabrication process 
for opto- and microelectronic devices. For device processing 
focused ion beam technologies are promising because they 
permit maskless patterning and therefore the influence of 
contamination can be avoided. Furthermore the planarity of 
the wafer surface is unchanged by the implantation. In com- 
bination with molecular beam epitaxy (MBE) ultrahigh 
vacuum (UHV)-type focused ion beam (FIB) systems may 
be used for in situ patterning processes.5 

Two main effects can be used in a focused ion beam 
process to modify the material properties for device applica- 
tions as it is illustrated in Fig. 1. (I) Implantation induced 
thermal intermixing in quantum well (QW) structures can be 

"'Electronic mail: jpreith@physik.uni-wuerzburg.de 

used to increase selectively the band gap [Fig. 1(a)]. This 
effect can be applied to nonabsorbing waveguide areas as 
well as to lateral carrier confinement7 and can be used for the 
integration of waveguide areas with lasers as schematically 
shown in Fig. 1(b). Due to the high spatial resolution first 
order gratings can be fabricated which work as gain coupled 
distributed feedback gratings in single mode emitting 
lasers.8-10 (II) With a selective implantation highly resistive 
areas can be created, as illustrated in Fig. 1(c), for well de- 
fined current paths in electronic devices11 or in-plane gated 
structures can be defined for transistor and diode 
functions.12'13 

II. SYSTEM PERFORMANCE 

In the microfabrication facility of Würzburg University 
two UHV FIB systems fabricated by Eiko Engineering, Na- 
kaminato, Japan, are in use. Both systems are equipped with 
full lithographic capabilities including correction facilities 
like, e.g., a laser interferometer with a resolution of 2.5 nm 
which allows an accurate stitching of several writing fields. 
Two field sizes, 50X50 and 200X200 /nm2, are available. 
By using the retarding function of the systems, very low 
beam diameters with full width at half maximum (FWHM) 
values between 20 and 30 nm can be achieved and main- 
tained down to ion energies of 10 keV. One FIB system is 
additionally equipped with a postacceleration setup which 
allows a maximum energy for single charged ions of 150 
keV. The second system is integrated in an UHV processing 
system including a molecular beam epitaxy system, process- 
ing chambers, and a high resolution electron beam patterning 
system. The maximum acceleration voltage of this system is 
limited to 70 kV but allows in situ gas injection during ion 
implantation. Both systems show a well-defined beam profile 
with a Gaussian shape over more than four orders of 
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after thermal treatment 

2563 

a) 

laser area waveguide; 

high conductivity 
semi-insulating area 

FIG. 1. (a) Principle of band gap shift by implantation induced thermal 
intermixing in quantum film structures, (b) Schematic design for the inte- 
gration of optoelectronic devices of, e.g., lasers and waveguide areas, (c) 
Current path definition in highly doped semiconductors for microelectronic 
devices. 

magnitude14 and a weak exponential tailing below as back- 
ground. Due to the low background the spatial resolution is 
mainly determined by the beam diameter and allows the defi- 
nition of short period gratings also by maskless patterning. In 
both systems Ga+ ions were used which can penetrate more 
than 300 nm in depth in single crystal semiconductors for ion 
energies of around 100 keV. This is more than three times 
larger than expected for penetration depths in amorphous 
materials and is caused by channeling effects in the [100] 
oriented semiconductors.11'15 

III. HIGHLY SPATIALLY RESOLVED LATERAL 
BAND GAP ENGINEERING 

By using implantation induced intermixing a shift in the 
emission energy to larger band gaps can be achieved. In Fig. 
2 a sequence of spectra is shown from a Ga+ FIB implanted 
GalnAsP/InP sample. Each photoluminescence (PL) spec- 
trum belongs to an area on the sample implanted with a 
different ion dose. The sample was annealed at 750 °C by a 
rapid thermal annealing step for 60 s. Up to a dose of about 
2X 1013 cm-2 there is a strong logarithmic dependence be- 
tween dose and energy shift while the line shape does not 
change drastically and the intensity remains nearly constant 
in comparison to the nonimplanted reference spectrum (bot- 

.40 
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RTA 750  °C 

T =  2  K 
P = 5 W/cm: 
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900 920 940 960 980 1000 
energy (meV) 

FIG. 2. PL spectra of a FIB implanted GalnAsP quantum well structure for 
different implantation doses. The bottom spectrum belongs to an unim- 
planted area. 

torn spectrum in Fig. 2). Within a dose range of about two 
orders of magnitude the band gap can be controlled very 
reproducibly over an energy range of more than 65 meV. To 
demonstrate the high spatial resolution of this maskless pat- 
terning technology the influence of ion bombardment in the 
surrounding of an unimplanted area was investigated by pho- 
toluminescence as it is schematically shown in the inset of 
Fig. 3. In Fig. 3 the PL energy shift is plotted against the 
width W of the unimplanted area. By changing the width the 
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FIG. 3. Shift of the PL energy of a GaAs/AlGaAs quantum well from an 
unimplanted area surrounded by implanted mesa structures as function of 
the width W of the unimplanted area. The solid line is calculated for a lateral 
straggling length of 18 nm while the dashed lines correspond to a straggling 
length of 40 nm and without straggling, respectively. 
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PL energy remains the same down to about 200 nm. Only 
below that value a significant shift can be detected to 
straggled ions and due to the beginning of an overlap of the 
beam profiles. The solid line in Fig. 3 is the theoretically 
expected behavior by assuming a straggling length of 18 nm 
in a depth of 50 nm, i.e., location of the quantum well, in 
comparison to 0 and 40 nm straggling length (dashed lines in 
Fig. 3). Due to this high spatial resolution the definition of 
band gap modulated gratings with periods below 100 nm are 
possible and were already demonstrated in blue emitting 
devices.16 

IV. GAIN COUPLED DFB LASERS 

By a periodic line implantation a gain coupling effect can 
be produced by a modulation of the band gap. These gain 
coupled distributed feedback (DFB) lasers have several ad- 
vantages in comparison to index coupled devices. They show 
single mode behavior without any phase shift in the grating 
and without the need for sophisticated antireflection 
coatings.17""19 Also a reduced frequency chirp is expected20 

as well as a higher side mode suppression and a reduced 
spatial hole burning effect21,22 in comparison to an index 
coupled structure. Very important for optical communication 
systems is the back reflection sensitivity. Gain coupled struc- 
tures are insensitive to back reflection even without any an- 
tireflection coating and are therefore very suitable for device 
integration.19 

We have fabricated gain coupled GalnAs/AlGaAs DFB 
lasers emitting at a wavelength of about 1 ixro. by maskless 
focused ion beam implantation. The grating was defined after 
a growth stop just after finishing the active waveguide region 
of a separate confinement heterostructure (SCH). Due to the 
preservation of the surface planarity and avoiding any con- 
tamination during the grating patterning process the neces- 
sary epitaxial overgrowth could be easily done. After an in- 
tegrated in situ thermal annealing step of 2 min at 750 °C 
prior to the growth process the upper AlGaAs cladding layer 
was grown. In Fig. 4 room temperature single mode emission 
spectra from broad area lasers (15 fim stripe width and 800 
fj,m resonator length) were shown for different grating peri- 
ods varying from 136 to 144 nm.8 All these devices were 
defined on the same sample and demonstrate the proposed 
high single mode yield by using gain coupled gratings.23 

For future high speed wavelength division multiplexing 
optical communications systems lasers with well controlled 
emission wavelengths are important. By using a sampled 
grating technique the grating periods can be tuned very pre- 
cisely. In the top part of Fig. 5 this sampled grating tech- 
nique is illustrated which is based on the combination of at 
least two subgratings with slightly different periods. This 
technique makes it possible to overcome the limitations of 
the addressing grid resolution of the positioning system 
which in our case is 1 nm. By varying the repetition rate for 
each subgrating much finer steps for the grating period can 
be realized. In Fig. 5 the emission wavelengths of gain 
coupled lasers are plotted as a function of the averaged grat- 
ing period. The averaged grating period was varied in steps 
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FIG. 4. Emission spectra from GalnAs/AlGaAs gain coupled DFB laser 
devices for different grating periods defined on the same sample. 

of 0.1 nm which tunes the emission wavelength in steps of 
only 0.4 nm. Due to the linearity between the grating period 
and emission wavelength the resolution can be even further 
improved. This accuracy is high enough to fulfill the de- 
mands for future high dense multiwavelength communica- 
tion systems. 

A disadvantage of direct implanted gratings into the ac- 
tive region of lasers is residual nonradiative recombination 
centers due to insufficient annealing of created defects. This 
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FIG. 5. Correlation between emission wavelength and averaged grating pe- 
riod (solid dots) by using the sampled grating technique as illustrated on top 
by the combination of two different grating periods A, and A2. The dashed 
line is a linear fit to the data points. 
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quantum efficiency should be improved. In Fig. 7 the laser 
output power of different laser devices (solid lines), which 
are laterally implanted, are plotted in comparison to an un- 
implanted reference laser. The laterally implanted devices 
show a strongly improved quantum efficiency and a reduced 
threshold current and allow continuous mode operation at 
room temperature. 

FIG. 6. Schematic drawing for the definition of lateral gain coupled gratings 
after the fabrication of a ridge waveguide structure. The band gap shift 
across the ridge geometry and the carrier localization underneath the ridge is 
indicated. 

effect may increase the losses and causes higher threshold 
currents. To avoid this problem a modified approach was 
used to define gratings after processing a ridge waveguide 
structure. In Fig. 6 the process is schematically illustrated. 
After etching the ridge waveguide structure by dry etching 
the grating is implanted with Ga ions (100 keV) which have 
a penetration length of 200-300 nm. The active core region 
of the laser is protected by the ridge (> 1.5 fim in height). 
The intermixing takes place only lateral to the ridge and 
forms a grating due to a reduction of the band edge absorp- 
tion at the emission wavelength. Laterally gain coupled de- 
vices were fabricated by this technique on GalnAsP/InP 
ridge waveguide laser structures. The devices show single 
mode emission at room temperature at a wavelength of 1.54 
fim according to a grating period of 236 nm.24 Additionally 
to the reduction of the band edge absorption an improved 
lateral carrier confinement is formed by the band gap en- 
largement. The variation of the conduction band energy Ec 

across the ridge is indicated in Fig. 6 below the QW layer. 
The band gap is higher on both sides of the ridge and local- 
izes the carrier underneath the ridge. Nonradiative carrier 
losses outside the injection area can be avoided and the 
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FIG. 7. Light output characteristics of laterally implanted GalnAsP/InP ridge 
waveguide lasers (solid lines) measured in pulsed mode at room temperature 
in comparison to an unimplanted laser device from the same sample. 

V. BURIED CURRENT PATH RESTRICTION 

In highly doped semiconductor material the conductivity 
can be drastically reduced by ion implantation. At implanta- 
tion doses of 1 X 1013 cm""2 (Ga+ ions, 140 keV) semi- 
insulating properties can be achieved with a sheet resistivity 
of 3 X108 Ü/D in a 200 ^m thick 5 X 1018 cm"3 Si-doped 
GaAs layer. Regrowth experiments show that implantation 
induced isolation is sustained following a MBE growth pro- 
cess at 550 °C without significant decrease of the sheet 
resistivity.11 The spatial resolution was tested by restricting 
the injection current path in a resonant tunneling diode 
(RTD). For lateral current restriction a mesa structure was 
implanted with an unimplanted area in slit geometry at the 
center. By varying the slit width the depletion length can be 
determined at the current cutoff width. For a dose of 5 
X 1012 cm"2 a depletion length of 50 nm was determined 
which allows the fabrication of well-defined buried current 
paths in the sub-/U,m regime. 

The application of this technology was demonstrated in a 
collector-up heterobipolar transistor (C-up HBT). In com- 
parison to a conventional emitter-up HBT the modulation 
frequency limiting capacity between collector and base is 
much lower in a C-up HBT due to the small lateral 
dimensions.25 Unfortunately in these devices a buried current 
path restriction is necessary to avoid electron losses outside 
the collector area. In Fig. 8 a schematic drawing of the used 
structure is shown. The current restricting isolation structure 
was defined by FIB implantation after MBE growth of the 
emitter part. After the maskless patterning process the wafer 
was transferred back to the MBE system for subsequent 
overgrowth of the base and collector part. All transfers were 
done in ultrahigh vacuum conditions at a pressure of better 
than 2X 10""8 mbar. In Fig. 8 the output characteristic of a 
device with a current path width of 1.5 fim and a length of 
25 fim is plotted. The evaluated current amplification factor 
of about 45 at a current density of 5 X 104 A/cm2 is the 
highest value ever reported for high frequency designed 
C-up HBTs.26 

VI. CONCLUSIONS 

The capability of maskless patterning by focused ion 
beam implantation for opto- and microelectronic device ap- 
plications was demonstrated. The technique of spatially re- 
solved implantation induced thermal intermixing can be used 
for defining waveguide structures as well as for gain coupled 
gratings for DEB lasers in a large variety of semiconductor 
materials. Single mode emitting laser devices were fabri- 
cated in GalnAs/AlGaAs and GalnAsP/InP material systems 
with emission wavelengths of 1 and 1.55 fim, respectively. 
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Ga FIB - 
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width   «: 1.5 |jm 
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FIG. 8. On top of the schematic drawing of a C-up HBT with a FIB im- 
planted current restriction layer in the emitter part of the device. At the 
bottom is the device output characteristic of a device with a current path 
width of 1.5 /zm and a length of 25 /j,m. 

Due to the contamination free and planarity conserving pat- 
terning technique in situ overgrowth processes can be easily 
attached. 

By implantation induced defect creation semi-insulating 
properties can be created in highly doped semiconductors. A 
control of the depletion length in the range of 50 nm was 
achieved which allows the definition of buried current paths 
in microelectronic devices in the sub-^m range. This tech- 
nique was applied to a collector-up heterobipolar transistor 
fabrication process. For high frequency designed devices 
with a buried current path width of 1.5 /im and a length of 
25 yu,m record current amplification factors of 45 are shown. 
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With a 100 nm focus of a focused Ga+ ion beam with 100 keV, we write insulating lines in 
electronic layers of In0 21Gao.79As quantum wells. In this way, in-plane-gate (IPG) transistors are 
formed which can be operated at room temperature. In a typical integration application of a common 
source circuit, the pull-up resistance represents a serious problem due to the high geometric aspect 
ratio necessary for it. For example, the typical specific sheet resistivity of the In0 ^Ga^As quantum 
well of 1.2 k(_ needs to be increased to 100 kf_ by a 1 fim wide, about 83 fim long channel. In order 
to save this waste of area we introduce active loads in the form of a narrow channel. In this way, 
the pull-up resistor requires orders of magnitude less area and stabilizes the drain current due to 
velocity saturation, leading to lower supply voltages. Inverters in this technology are presented and 
characterized. In finite element simulations these circuits are further investigated. The operation of 
these systems is based on the lateral depletion of adjacent quantum well areas. The basic differences 
between depletion within pn half spaces and pn half planes are discussed analytically, showing a 
marked dependence on dimensionality. In particular, it is shown that the ruggedness of IPGs can be 
explained by these phenomena.   © 1998 American Vacuum Society. [S0734-211X(98)11404-X] 

I. LATERAL FIELD EFFECT DEVICES 

In writing a focused-ion-beam (FIB)1'2 line with Ga+ ions 
of 100 keV and a 100 nm focus across a mesa, which con- 
tains the charge carrier layer close to the surface, we over- 
compensate these carriers with an appropriate ion species. 
This leads to lateral pn junctions which divide the former 
homogeneous charge carrier layer into two electrostatically 
separated sheets (inset I of Fig. I).3 As one possible basic 
material for our field effect devices we use laterally homog- 
enous In02iGao79As quantum wells. Using molecular beam 
epitaxy (MBE) for these we grow an 80 nm undoped buffer 
on a semi-insulating GaAs (100) wafer, followed by an 
AlAs/GaAs superlattice with a total thickness of 72 nm and 
another buffer of 53 nm. On this we grow a pseudomorphic 
13 nm In02iGao79As layer and a 4 nm thick Al020Gaog0As 
spacer both undoped. Next is a 57 nm Si- 
2X 1018 cm"3-doped layer of Al0 2oGao 80As, covered by a 5 
nm cap layer of Al02oGao.80As- Tnis leacls to a high electron 
density of ne = 9X 10n cm~2 and a mobility of /JL 

= 5500 cm2/V s at room temperature in the In0 21Gao 79As 
quantum well. 

Next these samples are wet chemically etched to define 
discrete lateral mesa structures. The current-voltage charac- 
teristic of the lateral interface at room temperature in inset I 
of Fig. 1 exhibits vanishing currents at positive and negative 
bias of several volts, respectively. At a higher bias, reversible 
breakdown of the junction occurs. In GaAs, the implanted 
Ga ions induce deep impurity levels or even p-type doping, 
whereas Ga is a reasonable p-type dopant in Si.5 Due to this 
introduction of deep levels in GaAs, the implanted Ga serves 
to deplete the electron density without being thermally acti- 
vated, although thermal activation should be a standard step 
in semiconductor processing. 

"'Electronic mail: andreas.wieck@rahr-uni-bochum.de 

In inset II of Fig. 1, a FIB line with a gap in its middle is 
shown. This gap may be of a typical width of 1 fim, but also 
ones as small as 200 nm have shown to be conductive.6 

Around zero bias, this constriction shows a clear ohmic be- 
havior and runs into a saturation current for higher bias, 
which is due to the maximum drift velocity in the semicon- 
ductor. 

In combining insets I and II of Fig. 1, we obtain inset III. 
The constriction is tunable by the adjacent in-plane-gate 
(IPG) and shows current-voltage characteristics like a field- 
effect transistor.7 It is worth noting that this transistor con- 
cept does not depend on a particular semiconductor material 
and has up to now been realized in Alj.Gaj_j.As/GaAs 
heterostructures,7 In^Gai .^As/GaAs quantum wells,6 SiGe 
heterostructures,8 nonepitaxial silicon-on-insulator,5 and on 
standard bulk silicon.9 For these experiments, FIB techniques 
have been used as well as homogeneous ion implantation 
through opened resist windows, deep mesa etching10 and la- 
ser induced local diffusion.11 

II. ACTIVE LOADS 

The application of this lateral field-effect transistor con- 
cept seems to be obvious: Since there is no alignment nec- 
essary between gate, source and drain, the fabrication of di- 
rect FIB writing is a very reliable and simple single process 
step, even if the throughput is judged to be too small for 
industrial processes.12 Another advantage of the IPG prin- 
ciple is its connecting technique in just omitting FIB lines in 
between components. 

For example, a simple inverter can be formed by a tran- 
sistor in common source configuration and a pull-up resistor 
between drain and the positive supply voltage as indicated in 
Fig. 2. This "pull-up" resistor could be made by a long, 
ohmic path of the two-dimensional electron gas. The resis- 
tance would then be the product of the aspect ratio (length/ 
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FIG. 1. Evolution of an in-plane-gate transistor's creation: Insulation writing 
(I), definition of an unipolar channel (II) and buildup of the complete device 
(III). At each stage, the corresponding current-voltage characteristics are 
given. In III, the in-plane-gate voltage is a parameter ranging from +1 V 
(uppermost curve in first quadrant) to -3 V (lowest curve in first quadrant) 
in steps of 1 V. 

FIG. 2. Inverter circuit, FIB-writing scheme and simulated potential distri- 
bution for VM=6 V, Vta=0'V, Vmt= float, the potential difference between 
two neighboring lines being AV=0.05 V. 

width) and the specific two-dimensional resistance which is 
1.2 kfl This technique of fabricating pull-up resistors is of 
course very innefficient due to the area waste of such a long 
channel (typically a 100 kil resistor is needed which would 
need a channel of about 83 /um length and 1 fim width). In 
order to overcome this problem we adopt the principal of 
active loads from current integration industry in just forming 
a second IPG transistor with gate and source connected to 
each other (circuit diagram of Fig. 2). This has the advantage 
of very little area needed and moreover the nonohmic behav- 
ior due to velocity saturation in this channel gives rise to a 
constant current behavior which is much better than a 
simple, ohmic "pull-up" resistor. By the method of finite 
elements we calculate the potential distribution of such an 
arrangement which is indicated in Fig. 2. However, this 
simulation does not include the spatial extent of the depletion 
zones which will be discussed in detail below. The output 
characteristic with respect to the input voltage of such a de- 
vice is shown in Fig. 3. 

The active pull-up channel is just current-limiting and 
therefore always conductive. In the case of depleting the 
lower transistor the main voltage drop occurs at this device 
and the output voltage is high. Opening the lower path shifts 
the main voltage drop to the upper transistor and the output 
voltage decreases. The switching levels depend on the sheet 
resistance of our heterostructure, which is directely related to 
the carrier density and mobility in the quantum well, and the 
width of the implanted channels. As the implantation times 
are on the order of milliseconds for each structure, the dam- 

age of the conducting areas by an eventual ion beam halo 
does not affect the electrical parameters of the circuit. Fur- 
thermore we have several possibilities to adjust the electrical 
parameters of the inverter, i.e., by geometrical variation of 
the writing scheme or shifting the bias. In this way we adjust 
the different range of input and output voltages of the in- 
verter. Here, the inverter function is clearly demonstrated 
and gives in combination with logic gates in the IPG 
technique13 the base for digital circuits, exclusively fabri- 
cated by focused ion beams. 

In the preceding discussion, the extent and tunability of 
depletion zones were not discussed. Since both extent and 
tunability strongly depend on the dimensionality of the sys- 
tem they are addressed in the next paragraph. 

6 Vdd= 8V 

>  5 Vdd= 7V            \ 

>?4 Vdd= 6V            \\ 

3 Vdd=5V              VA 

Y^=^_ 
2 ''—-—-s^—' 

i        l        i        l        i        l        i 
-2 -1 

Vin (V) 

FIG. 3. Drain voltage vs gate voltage of the circuit in Fig. 2. 
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FIG. 4. Capacitance C of a sandwich capacitor and an in-plane capacitor vs 
d/w as depicted in the corresponding insets normalized to the length L of 
the stripes and ere0. The broken line represents the well-known' -1 slope 
for small d/w. For high d/w CIL converges into the coplanar case (solid 
line). 

III. THE EXTENT OF DEPLETION LENGTHS IN IPG 
TRANSISTORS 

In contrast to a sandwich capacitor of a length L, width w 
and a homogeneous plate spacing d in-plane capacitors of a 
length L and a lateral spacing d exhibit a substantial lower 
capacitance C and an inhomogeneous electric field distribu- 
tion. The dependence C/e0erL versus d/w is shown for both 
cases in a double logarithmic plot in Fig. 4.14 Of course, the 
capacitance of a sandwich device is for w>d (which means 
negligible fringing fields) proportional to w/d. But what is 
the capacitance between two coplanar (in-plane) stripes with 
widths w and distance dl As it can be seen in the lower curve 
of Fig. 4 with the corresponding inset, this capacitance de- 
creases by only a factor of 4 if d/w is increased by four 
orders of magnitude. In other words, the in-plane capacitance 
is only logarithmically dependent on d/w and yields the ap- 
proximate value of C**4e0erL in typical IPG systems with a 
mesa size of a few ten fim.14'15 This indicates that the in- 
plane capacitance is a fundamental one, given in the unit of 
the dielectric constant e0er, which means Farad/meter and it 
depends just on the length L of an in-plane capacitor. For 
GaAs, this capacitance amounts to 0.5 fF/fim. 

Let us now calculate the width of the depleted gap d first 
in the case of a sandwich capacitor between two half spaces 
(charge carrier density N3) and then of an in-plane capacitor 
between two half planes (carrier density N2). Q denotes the 
accumulated charge on one capacitor plate and V the voltage 
applied to the capacitor, neglecting the built-in voltage Vbi 

for simplicity. In a more detailed picture, V may be replaced 
by V+ Vbi-2kBT/e. The elementary charge is indicated by 
e, Boltzmann's constant by kB, and the absolute temperature 
by T. 

In the case of a sandwich arrangement, C=Q/V 
= e0erLw/d. The half of the charge lacking in the gap must 
equal the one on a capacitor plate, i.e., eN3Lwd/2=Q. Com- 
bining these two identities, we get 

2enerV 0fcr> 

eN? 

for a sandwich capacitor. Analogously, we obtain for the 
in-plane capacitor C=Q/V~4e0erL and eN2Ld/2=Q, 
which yields 

8e0erV 
d~-lNT 

for an in-plane capacitor in accordance with results of calcu- 
lations including the magnetic field dependence.16 

This result is surprising in two ways First, the extension 
d of the depleted gap is directly proportional to the applied 
voltage V and thus IPG channels can be tuned linearly in 
width by the gate voltage. 

Second, the electric field strength E within the capacitor 
gap is approximately constant, i.e., E=V/d^eN2/8eQer. 
For a typical carrier density of N2= 1012 cm-2 and a relative 
dielectric constant of er=13.1, this yields £=1.7 
X 104 V/cm. The inverse of this value amounts to about 580 
nm/V which is a realistic depletion coefficient since 1 ^m 
wide IPG channels are depleted at gate voltages of typically 
-2 V.17 

The fact that the electric field is almost independent of the 
applied voltage suggests that breakdown voltages are not 
reached as easily as in sandwich diodes, where the electric 
field increases with yjv, which could explain the experimen- 
tally experienced ruggedness of the IPGs. This is an impor- 
tant advantage of the IPG technology and may be exploited 
in different semiconductor materials. 
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In situ scanning tunneling microscope studies of high-energy, focused 
ion implantation of Ga into GaAs: Direct observation of ion beam profiles 
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The profile of an ion beam line exposure of Ga+ ions into GaAs(lOO) was characterized in situ using 
scanning probe microscopy. Current imaging tunneling spectroscopy was used to characterize the 
surface defects induced by the high-energy Ga+ ions. Spatially reproducible features, approximately 
one per ion and 2-3 nm in diameter, were observed on the irradiated surface. Differential 
conductance spectra of these features indicated that the image contrast was due to acceptor states 
induced in the surface band gap. The density of these defects was used to form a profile of the ion 
beam in the semiconductor surface. The resulting profile was in excellent agreement with the 
two-Gaussian fit reported in previous work. © 1998 American Vacuum Society. 
[S0734-211X(98)11504-4] 

I. INTRODUCTION 

The use of high-energy focused ion beams (FIBs) for 
maskless patterning of semiconductor structures is a well es- 
tablished technique.1 

Figure 1 shows the effect of 30 keV Ga+ ions on the 
electrical resistivity of a 50 nm thick n+ GaAs layer. When 
this technology is combined in situ with molecular beam 
epitaxy (MBE) the layer may be buried within the crystal to 
produce a patterned back-gated device.2 Of particular interest 
is the definition of sub-micron structures using this 
technique,3 thus a method to accurately characterize the ef- 
fective ion beam resolution in the semiconductor surface is 
highly desirable. 

Previous work by Ben Assayag et al.4 used transmission 
electron microscopy (TEM) to image an amorphous regions 
in GaAs and GaAs/AlGaAs heterostructures. Modeling their 
results, they showed that the ion beam had a Gaussian profile 
at low probe current, i.e., with a small beam limiting aperture 
in the column. At high currents, a bi-Gaussian distribution 
was observed, which they thought could be correlated with 
the ion optics. Lateral spreading of the ion beam damage was 
also examined by Bever et al.5 Spatially resolved cathodolu- 
minescence spectra and electron transport measurements 
showed that the damage extended considerably outside the 
implanted regions. They reported a 'tail' dose, which de- 
creased exponentially over a range of a few microns. Yama- 
moto et al.6 used transport measurements and the electron 
focusing effect to estimate the ballistic length and mean free 
path of electrons in a channel defined by FIB. They reported 
scattering up to 4 /jm from the FIB irradiated line, whereas 
the FIB spot size for their experiments was 0.1 fim. 

II. EXPERIMENT 

This work was performed using a unique ultrahigh 
vacuum (UHV) MBE/FIB/scanning tunneling microscope 
(STM) facility, which allows in situ transfer of samples un- 

a)Electronic mail: gajl@cam.ac.uk 

der UHV. The layer growth was carried out in Vacuum Gen- 
erators V80H MBE growth chambers. Commercially pre- 
pared undoped GaAs(lOO) substrates were first out-gassed at 
450 °C for 1 h in a preparation chamber, prior to being 
loaded into the growth chamber and a further out-gassing 
process at 620 °C under an As flux for 20 min. Next, a 1 fjm 
layer of Si-doped GaAs with a nominal carrier concentration 
of 1 X 1024 m"3 was grown on the substrate wafer at a tem- 
perature of 600 °C, measured using an optical pyrometer. 

The wafer was immediately transferred in situ to the UHV 
FIB implantation chamber, via UHV transfer tubes. The FIB 
column used for these experiments was a twin-lens system 
with a Ga+ liquid metal ion source and had an ultimate spot 
size of 50 nm. The source was operated at a potential of 30 
kV with an extraction current of 2 pA. A selectable aperture 
was used to set the sample current at 50 pA. The 30 keV Ga+ 

ions impinged normal to the wafer surface and the full width 
half maximum spot size was estimated from secondary elec- 
tron images to be approximately 200 nm. Under computer 
control, the ion beam was scanned across the sample surface 
to form a variably spaced line pattern with a line dose of 1 
X 1010 ions m_I. Assuming a spot size of 200 nm, this is 
equivalent to a peak areal dose of ~1X 1017 ions m-2, 
which is typical of the dose required for electrical isolation 
of 50 nm n+ layers. 

The patterning procedure took less than 20 min, after 
which the wafer was transferred immediately to the STM 
chamber. The pressure of the STM, FIB and transfer cham- 
bers was < 10~7 Pa throughout the experiments, thus no sig- 
nificant surface contamination occurred. This was confirmed 
by atomic resolution STM images on all wafers. Typically, 
topographic STM images were formed using a constant cur- 
rent of 0.1 nA with a sample bias ranging from +1 to +2 V. 

III. RESULTS AND DISCUSSION 

A   typical   low   resolution   topographic   image   of   a 
7 yumX7 /itm area of the ion beam irradiated surface is 
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FIG. 1. Electrical resistivity of a 50 nm n + GaAs layer vs ion dose. 

shown in Fig. 2. This sample was ion beam patterned with a 
set of parallel lines, with alternate 1 and 2 fim spacing. Faint 
contrast due to the FIB irradiation is observed in this large- 
scale image of the sample surface. Note that the ion beam 
lines do not appear parallel in the STM image, as at large 
deflections the piezo-electric scan of the STM tip is nonlin- 
ear. As expected, at this ion dose, large-scale sputtering did 
not occur as the growth islands were preserved on the sur- 
face. 

Figure 3 shows the corresponding "current" image. This 
is formed by recording the error signal in the STM feedback 
loop, between the preset and actual tip-sample current, while 
the topographic image is recorded. Strong contrast is ob- 

FIG. 2. 7 X 7 fim STM topographic image of ion beam lines, which can be 
faintly observed running from the top left to bottom right. Striations running 
from the top right to the bottom left of the picture are growth islands ori- 
entated perpendicular to the [Oil] direction and typical for MBE grown 
GaAs(lOO). Separation of the ion beam lines was alternately 1 and 2 fim. 

FIG. 3. STM "current" image, taken concurrently with the topographic 
image shown in Fig. 2. 

served between the ion beam irradiated and virgin regions of 
the wafer surface. This contrast is a function of the tip scan- 
ning speed and the gain of the STM tip feedback loop. In 
addition, the island surface features are not observed in this 
image. Thus the ion beam irradiation causes a change in the 
surface tunneling conditions, rather than a gross topographic 
change. 

Atomic resolution images of the virgin and irradiated sur- 
face were taken on all the wafers. An atomic resolution im- 
age taken at the center of the ion beam implanted line is 
shown in Fig. 4. This shows regions, ~2 nm in size, where 
the top monolayer of atoms has been removed. Further, small 
clusters of atoms are visible on the surface. Line scans were 
performed to confirm the monolayer step height of approxi- 
mately 0.15 nm. Away from the ion beam damaged area, the 
surface images did not show these defects. The top mono- 
layer was identified by the (2X4) surface reconstruction, 
which was the surface reconstruction in the unirradiated ma- 
terial. The regions where the underlying monolayer was ex- 
posed showed the c(4X4) reconstruction. This suggests that 
regions of the top monolayer of atoms were sputtered by the 
high-energy ions. 

The number of these sputtered regions in the image is 
difficult to quantify, as they may coalesce to form larger 
areas of damage, however around 50 distinct regions in the 
image can be observed. Assuming a spot size of —200 nm, 
the areal dose in the center of the ion beam line is 
~ 1017 ions m"2, thus the expected number of ions incident 
in this 40 X 40 nm area is ~ 150. The number density of these 
sputtered regions, approximately 2 nm in size, is thus of the 
same order as the ion dose. Larger regions are either formed 
by co-incident impacts of two or more ions, or formed by a 
cluster of ions. 

Current-imaging tunneling spectroscopy (CITS) was used 
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FIG. 4. Atomic scale image of the ion beam irradiated region. Image size is 
40X40 nm. 

to further characterize the defects in the surface, induced by 
ion beam irradiation. In the CITS mode, the tip is raster 
scanned across the surface and a topographic image is taken 
in the normal manner. However, at each point, the feedback 
loop controlling the tip is broken and the tip position is held 
constant. The tunnel current is then recorded at a number of 
preset bias voltages. The result is a set of images, which map 
out the surface states present at a particular tip-sample bias. 

Figure 5 shows a CITS image of the ion beam irradiated 
surface, with a sample bias of +2.0 V with respect to the tip. 
The unirradiated region produces a faint signal, since this 
bias is above the conduction band edge. In the area of ion 
beam irradiation, strong reproducible features were observed. 
These features are present in CITS images at all biases from 
+0.25 to +2.0 V.7 The features are thought to coincide with 
the sputtered regions observed in Fig. 4, but this is difficult 
to confirm, as the resolution of the topographic image taken 
concurrently with the CITS images is compromised. The line 

CO 

E 
> 
■a 
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FIG. 6. Differential conductance spectra of (a) un-irradiated material and (b) 
FIB defect sites. The horizontal axis is the actual bias voltage applied be- 
tween the sample and STM tip and thus the plots are a measure of the 
surface state band gap of the material. 

density of these features was ~4X 109 m-1, almost half that 
of the ion dose. We believe these features, which were in- 
duced by the ion beam irradiation, are due to acceptor states 
at or just below the surface. 

The nature of these surface states was further character- 
ized with differential conductance spectra, formed using a 
lock-in amplifier technique.8 Figure 6 shows mean spectra 
taken at a number of points (a) in the unirradiated surface 
and (b) at the defect sites observed in CITS images. The 
horizontal axis is the actual bias voltage applied between the 
sample and STM tip and thus the plots are a measure of the 
surface state band gap of the material. The unirradiated sur- 
face shows no conductance within the surface state band gap 
of approximately 1.4 eV. A broad band of states was ob- 
served below the conduction band edge of the irradiated ma- 
terial, which corresponds to acceptor states in the surface 
band gap. The energy resolution of the differential conduc- 
tance spectra is not high enough to accurately identify spe- 
cific defect states. Possible acceptor states are Ga antisite 

FIG. 5. CITS image of ion beam irradiated line, taken with a sample bias of 
+2.0 V. Image size is 1.1X2 fim. 

-0.4    -0.2    0.0     0.2     0.4     0.6 

Distance / |jm 

FIG. 7. Profile of the ion beam line formed from the CITS images. The 
double-Gaussian fit is indicated by the solid line just visible behind the data 
points. Its two components are indicated by the dotted and dashed lines, 
respectively. 
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defects, i.e., Ga atoms sitting on As sites in the lattice. Donor 
states were also detected on the conductance spectra. 

The density of these defects was used to form a profile of 
the ion beam width. The CITS image shown in Fig. 5, and 
three others taken at the same sample bias, were integrated 
along the ion beam line. Assuming the observed defect den- 
sity is proportional to the ion dose, the mean brightness is 
roughly proportional to the dose, since the defect size is ap- 
proximately constant. 

Figure 7 shows the beam profile calculated by this 
method. The beam profile is approximately Gaussian, but the 
best fit to the data was obtained with a two-Gaussian fit, with 
full width half maxima of 180± 10 and 340± 20 nm, respec- 
tively. 

IV. CONCLUSIONS 

The surface electronic states of GaAs are dramatically 
affected by Ga+ FIB irradiation. Using the "current" and 
CITS images, a reliable method for spatially resolving ion 
beam isolation lines was developed. This opens up the pos- 

sibility of fabricating devices, with registration between mi- 
crostructures patterned using FIB lithography and nanometer 
scale features patterned using the STM tip. CITS images and 
differential conductance spectra were used to investigate the 
electrically active defects induced in the ion beam irradiated 
surface. From the spatial distribution of these defects, the 
width of the electrically active irradiated line was calculated. 
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Ion beam synthesis of cobalt disilicide using focused ion beam 
implantation 
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Forschungszentrum Rossendorf e.V., Institut fir Ionenstrahlphysik und Materialforschung, 
P.O. Box 510119, D-01314 Dresden, Germany 
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Cobalt disilicide layers were formed by cobalt focused ion beam implantation into silicon. It was 
found that the CoSi2 layer formation strongly depends on the pixel dwell time. In order to obtain 
continuous layers, short dwell times of a few /is are needed. Rutherford backscattering and 
channeling measurements were carried out to understand this effect. The results suggest that the 
accumulated irradiation damage is larger for longer dwell times. The sputtering yield of cobalt ions 
was measured and the formation of CoSi2 in noncrystalline silicon investigated. © 1998 American 
Vacuum Society. [S0734-211X(98)04404-7] 

I. INTRODUCTION 

The study of transition metal silicides, in particular of 
cobalt disilicide, has been a topic of great research interest in 
recent years because of their promising properties and their 
compatibility with silicon device technology.1 CoSi2 is me- 
tallic with low resistivity (15 /Al cm) and high thermal sta- 
bility. Crystalline CoSi2 has a cubic lattice with a mismatch 
to silicon of only -1.2%. In recent years, ion beam synthesis 
(IBS) of CoSi2 has been intensively investigated using con- 
ventional broad beam implantation.2'3 Epitaxial buried or 
surface layers with perfect interfaces have been produced in 
(100) and (111) silicon. An elevated substrate temperature 
(about 400 °C) has been used to prevent the amorphization 
of the silicon during implantation. Subsequent annealing has 
usually been performed in two steps at about 600 °C and 
1000 °C in order to form the suicide layer (Ostwald ripen- 
ing) and to reduce crystal defects. 

Cobalt focused ion beam (FIB) implantation has been car- 
ried out by Aoki et al.4 and Bischoff et al.5 The IBS of co- 
balt disilicide microstructures with a FIB is advantageous 
because of the simplification of the process (no implantation 
mask), the high lateral resolution of the FIB, and the flex- 
ibility in pattern design, dose, and ion energy. 

II. EXPERIMENTAL EQUIPMENT 

The experiments have been performed using the FIB 
equipment IMSA-100. The ion column contains two electro- 
static lenses, an achromatic ExB mass separator and a pre- 
lens deflection system. A more detailed description of the 
FIB system has been given earlier.6'7 The ion beam is ex- 
tracted from a liquid-metal ion source of a hair-pin type wet- 
ted with an eutectic alloy of cobalt and neodymium. The 
alloy consists of 36 at. % Co and 64 at. % Nd and has a 
melting point of 566 °C. For implantation Co+ and Co+ + 

ions have been used at an acceleration voltage of 35 kV. 
Typical currents are 0.5 nA Co+ and 0.6 nA Co++ corre- 
sponding to ion fluxes of 3.1X109 s"1 and 1.9X109 s"\ 
respectively. The beam spot size was between 300 and 100 

"'Electronic mail:j.teichert@fz-rossendorf.de 

nm. Figure 1 presents the beam profile which was measured 
by sputtering of a thin gold film on a silicon substrate with 
various doses. For the ion beam synthesis experiments two 
target heating assemblies have been developed allowing tem- 
peratures up to 450 °C (2 in. wafers) and 600 °C (10 
X 10 mm2 chips). 

III. ION BEAM SYNTHESIS OF CoSi2 

A. Effects of high current density and pixel dwell 
time 

From broad beam implantation it is known that IBS of 
CoSi2 requires a careful choice of the implantation param- 
eters. The ion energy determines the depth and the dose the 
thickness of the formed layer. A minimum dose, called the 
critical dose, is required to obtain closed layers. The critical 
dose is determined by the maximum concentration of im- 
planted cobalt atoms in the silicon which must be about 18 
at. %. Due to the broadening of the cobalt distribution the 
critical dose and thus the minimum layer thickness increase 
with ion energy. The target heating during implantation pre- 
vents amorphization due to ion beam induced defects. For 
the epitaxial growth of the cobalt disilicide the damage of the 
silicon matrix must be low and therefore the substrate tem- 
perature sufficiently high. On the other hand, a too high tem- 
perature increases the cobalt diffusion which has a negative 
effect on the layer formation. 

There are two main differences between FIB and broad 
beam implantation. First, the FIB writes the patterns in a 
serial manner, i.e., it irradiates the sample in discrete pixels 
with a given pixel dwell time. This dwell time is an addi- 
tional parameter which can be varied. It is possible to write a 
pattern with a certain dose using a short dwell time and a 
large repetition or vice versa. Second, the current density of 
the FIB of about 1-10 A cm-2 is orders of magnitude higher 
than that of ion beams in conventional implanters. 

In the following, investigations of the influence of the 
pixel dwell time on CoSi2 layer formation are presented. A 
series of 40X40 /im2 squares were implanted in (111) Si. 
All    the    parameters    were    constant    (about    5X1016 
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FIG. 1. Measured intensity distribution of the Co+ ion beam. 

Co+ cm"2, 35 keV, 420 °C) with exception of the pixel 
dwell time which was varied between 1 and 200 ,us and the 
corresponding repetition number in order to hold the dose 
constant. After implantation, the sample was annealed 
(600 °C for 1 h and 1000 °C for 30 min in N2) and the 
silicon top layer was removed by reactive ion etching (CF4 

for 4 min). Scanning electron microscope (SEM) micro- 
graphs of the produced CoSi2 layers are shown in Fig. 2. 
These plane view images depict the influence of the pixel 
dwell time. For the shortest dwell time of 1 (is a closed layer 
is formed. With increasing dwell times the layer quality de- 
teriorates and the film tears. For the longest dwell times 
coarsening of the CoSi2 happens and rough layers consisting 
of isolated CoSi2 grains were obtained. 

Another series of implantations with varied pixel dwell 
time performed at room temperature shows similar micro- 
structures of the CoSi2 layers for all dwell times. The layers 
are not closed but contain large CoSi2 precipitates. Thus, 
inaccuracies in the implantation dose connected with dwell 
time variation or other fluctuations can be excluded. Santa- 
more et al.s found a dwell time dependence of the sputter 
yield. But this effect occurs at longer pixel dwell times 
(>2 ms) and is independent of the target temperature. In 
contrast to broad beam implantation the FIB does not heat up 
the target. In spite of the extremely high current density of 
the FIB there is also no significant local target temperature 
rise at the beam position. It was shown by Melngailis9 that 
due to the small beam spot and the high thermal conductance 
of Si the heat flow is large and the temperature rise is only 
some degrees. 

B. Characterization by Rutherford backscattering and 
channeling 

In order to explain our results either the precipitate 
growth or the ion beam induced damage must be affected by 
the length of the dwell time. To obtain a deeper understand- 
ing of the effect detailed information on the cobalt distribu- 
tion and damage accumulation after implantation should be 
obtained. A common technique for that purpose is Ruther- 
ford backscattering (RBS) and channeling analysis which is 

FIG. 2. SEM plane view micrographs of cobalt disilicide layers produced in 
Si (111) with 35 keV and rather similar implantation conditions with excep- 
tion of the pixel dwell time shown after annealing and reactive ion etching, 
(a) 1 (is dwell time, 5.5X1016 cm"2, 420 °C, (b) 5 /is dwell time, 6.0 
X 1016 cm"2, 430 °C, (c) 200 /JS dwell time, 5.3X 1016 cm"2, 420 
same scale as (b)]. 

'C[the 

widely used in investigations involving conventional broad 
beam implantation. RBS and channeling analysis provide in- 
formation about the cobalt distribution as well as radiation 
damage of as-implanted and annealed samples. A suitable 
tool for RBS measurements of small areas is the nuclear 
microprobe.10 On (111) Si samples squares of 40X40 fim2 

were implanted with Co++ (70 keV) ions with a dose of 5 
X 1016 cm"2 at 400 °C. These samples have been analyzed 

JVST B - Microelectronics and Nanometer Structures 



2576 Teichert, Bischoff, and Hausmann: Ion beam synthesis of cobalt disilicide 2576 

uRBS, 3MeV LP* 
70 keV Co implantation 

dwel!-time 
—■— 1 US 
—■— 5 us 
—i— 10us 
—o— 50 us 
—A— 100 us 

280 400 

channel no. 

FIG. 3. Nuclear microprobe RBS results measured on as-implanted samples. 
The implantation parameters are 5X1016 Co++ cm-2, 70 keV, 430 °C. 
The spectra for implantation with different dwell times are shown. 

in the as-implanted state using an analyzing beam of about 5 
/xm diameter. Figure 3 shows the measured random RBS 
spectra for five different pixel dwell times. It is obvious that 
for the three shortest dwell times of 1, 5, and 10 /AS the 
deposition of the cobalt atoms is deeper in the silicon. In the 
figure the cobalt peak is marked and the peak shift towards 
smaller channel numbers corresponds to a larger depth in the 
substrate. For these three samples continuous silicide layers 
were obtained after annealing. Since the FIB implantation 
was carried out at 0° tilt angle, the deeper cobalt distributions 
may be due to channeling of the cobalt ions. Thus, the de- 
creasing depth at increasing dwell time might be explained 
by dechanneling due to the accumulated damage, which in- 
creases at longer dwell time. 

For channeling analysis the standard RBS setup at a Van 
de Graaff accelerator with a beam diameter of about 1 mm 
combined with a special preparation method of the samples 
have been applied.11 In this method the nonimplanted part of 
the silicon is covered by a thick layer containing only light 
elements. Circular areas of 300 /on diameter were implanted 
which takes about 45 min. The implantations were carried 
out with pixel dwell times of 1 and 250 /AS at room tempera- 
ture (RT) and 430 °C. The dose was 2X 1016 cm"2 for both 
dwell times, i.e., for 250 /AS dwell time one writing cycle and 
for 1 /AS, 250 writing cycles were needed. Since the total area 
of the 300 /an spot was written in one cycle the repetition 
times were about 11 s for 1 /AS dwell time. The dose of 2 
X 1016 cm-2 is lower than the critical dose for closed layer 
formation but it is sufficient to study the damage accumula- 
tion after implantation in the as-implanted samples. Figure 4 
shows the interesting part of the measured RBS/channeling 
analysis of the sample implanted at 430 °C. For 250 /AS dwell 
time [Fig. 4(b)] the damage peak of the silicon in the aligned 
spectrum indicates that the implantation layer is amorphous. 
However, in the case of 1 /AS there is significantly lower 
damage which does not reach the random level. The damage 
peak position corresponds to the depth where the Co ions are 
deposited. Between this peak and the surface there exists a 
region of low damage indicating that the Si top layer is crys- 
talline. 

g  300 

&HV%^i 

35 keV Co+ /1 u.s implantation 
RBS/channeling, 1.7 MeV He+ 

background and charge 
-corrected aligned spectrum from the 

Co - implanted area ~> comparable to 
the shown random spectrum 

(a) channel 

c 300 

200 

35 keV Co+ / 250 us implantation 

RBS/channeling, 1.7 MeV He+ 

(1 1       ■'>'   'IC iff /(    (I    ij.*^ 

"background and charge 
corrected aligned spectrum from the 
Co - implanted area 
 I i  
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FIG. 4. Random and aligned spectra of as-implanted samples. Implantation 
with a dose of 1.5X1016 Co+ cm"2 at 35 keV and 430 °C for two different 
dwell times of 1 /its (a) and 250 /AS (b). 

In summary, both measurements established that in FIB 
implantation the crystal defect accumulation depends on the 
pixel dwell time and is larger for longer dwell times. Similar 
results were recently found by Musil et al.n who studied the 
damage production in GaAs induced by gallium FIB implan- 
tation. In the CoSi2 ion beam synthesis, as mentioned above, 
a different degree of damage of the silicon matrix has a 
strong influence on the layer formation during the process of 
Ostwald ripening. Therefore, the heavier damage in the sili- 
con crystal may be the reason for the insufficient quality of 
the CoSi2 layers produced with long pixel dwell times. Using 
short dwell times of about 1 /AS the results are similar to that 
of conventional broad beams where the thermally induced 
defect annihilation prevents an amorphization of silicon dur- 
ing implantation. 

C. Sputtering 

High dose implantation at ion energies of a few ten kV is 
strongly affected by target sputtering. For this reason sput- 
tering yields of cobalt ions on silicon have been determined 
using the volume loss method. Square holes of 20 
X20 /Am2 were produced by irradiation with doses varying 
from 5 X 1015 cm"2 to 8 X 1017 cm"2. This method is pre- 
cise for large doses where the steady-state concentration is 
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FIG. 5. Sputtering yield as a function of angle of incidence for 35 keV Co 
ions on Si. 

reached at the bottom of the sputtering holes. Then the num- 
ber of target atoms lost can be calculated from the sputter 
hole volume and the atomic density of the target material. 
The only inaccuracy is that the sputtering coefficient is mea- 
sured at a target which is enriched with projectile atoms. 
Figure 5 presents the sputtering yield for 35 keV Co+ ions as 
a function of angle of incidence. Compared with normal in- 
cidence the sputtering coefficient at 54° [angle of the (111) 
planes in (100) Si] is about five times larger. Increasing the 
target temperature results in a nearly linear decrease of the 
sputtering coefficient from 2.5 (RT) to 1.4 (400 °C). 

D. Implantation in noncrystalline silicon 

In micromechanical applications the surfaces often consist 
of polycrystalline silicon (poly-Si) or amorphous silicon fa- 
Si). Therefore these substrates and, for comparison, also 
crystalline silicon (c-Si) were implanted with 35 keV cobalt 
ions at RT. Stripes of 150 /xm length and 10 fim width were 
written with different doses. The subsequent annealing was 
performed at 600 °C for 1 h in N2. The samples were elec- 
trically analyzed using spreading resistance measurements. 
In Fig. 6 the results are shown as a function of implantation 
dose before and after annealing. For doses above the critical 
dose for closed layer formation the data of the different ma- 
terials are equal and correspond to a resistivity of about 50 
fj£l cm. The annealing at 1000 °C had not been carried out 
because a disintegration of the CoSi2 structures takes place. 
In a polycrystalline or amorphous matrix the thermal stabil- 
ity of the CoSi2 is up to about 700 °C.13 Above this tempera- 
ture diffusion of the Co occurs, mainly towards the surface, 
and large isolated CoSi2 grains grow. This effect is rather 
similar to that happens at implantations in crystalline silicon 

in« 
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10' 
R out of      KK 

! R    = 3.5*101 a   i 
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FIG. 6. Spreading resistance as a function of implantation dose for the dif- 
ferent Si substrates measured before and after annealing. 

when the crystal is strongly damaged (low temperature or 
long pixel dwell times). It should be noted that in contrast to 
the high-temperature implantation discussed earlier here 
polycrystalline CoSi2 is formed. The difference is not only a 
higher resistivity and a lower thermal stability but also an- 
other type of interface to silicon. Here the CoSi2 /Si junction 
is Ohmic, whereas in the case of single-crystalline silicon the 
CoSi2/Si junction is a Schottky contact. 
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All for under a penny a reason! 
Our programs allow you to: 

Interact with Technology Leaders 
at Symposia and Conferences 
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the American Vacuum Society (AVS) National Symposium 
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to meet the training needs of local technical communities 
across the U.S. 
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The AVS is a volunteer-based, nonprofit technical so- 
ciety dedicated to advancing the science and technology of 
thin films, microelectronics, nanostructures, processing, sur- 
faces, and vacuum. 

For more information, contact the AVS, 120 
Wall St., 32nd Floor, New York, NY 10005, 
212-248-0200, fax 212-248-0245, e-mail 
avsnyc@vacuum.org, http://www.vacuum.org. 



A26 

mm ••• 

American Vacuum Society 
45th International Symposium 
November 2-6, 1998 
Baltimore, Maryland 

Eight technical division programs will be held on 
issues related to films, microelectronics, nanostruc- 
tures, processing, surfaces, and vacuum, including: 

♦ Applied Surface Science. 
♦ Electronic Materials and Processing. 
♦ Nanometer-Scale Science and Technology. 
♦ Plasma Science and Technology. 
♦ Surface Science. 
♦ Thin Films. 
♦ Vacuum Metallurgy. 
♦ Vacuum Technology. 

In addition, the week-long annual symposium 
will feature: 

Four Topical Conferences 
♦ Science of Micro-electromechanical Systems. 
♦ Organic Electronic Materials. 
♦ Partial Pressure Measurements for Process 

Control. 
♦ Selected Energy Epitaxy. 

Three Technical Group Programs 
♦ Biomaterial Interfaces. 
♦ Magnetic Interfaces and Nanostructures. 
♦ Manufacturing Science and Technology. 

Attend the p 
annual symposii 
on materials, 
surfaces, interfaces, 
and processes! 

40+ Short Courses 
♦ Applied Vacuum Technology. 
♦ Surface Analysis and Materials Characterization. 
♦ Materials, Thin Films, and Coatings: 

Processing and Properties. 
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For more information on the symposium, visit the 
AVS Web site at http://www.vacuum.org or contact 
Angela Mulligan, (212) 248-0200, fax (212) 248- 
0245, e-mail avsnyc@vacuum.org. 

The American Vacuum Society is a volunteer-based, non- 
profit organization dedicated to advancing the science and 
technology of films, microelectronics, nanostructures, 
processing, surfaces, and vacuum and 
to providing a variety of educational 
opportunities. It has eight technology- 
based divisions, three technical groups, 
21 local-area chapters, and about 
6,000 members. 
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